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Preface 

As its title indicates, this book is intended to serve as a textbook for an 
introductory course in mathematical analysis. In preliminary form the 
book has been used in this way at the University of Michigan, Indiana 
University, and Texas A&M University, and has proved serviceable. In 
addition to its primary purpose as a textbook for a formal course, however, 
it is the authors' hope that this book will also prove of value to readers 
interested in studying mathematical analysis on their own. Indeed, we 
believe the wealth and variety of examples and exercises will be especially 
conducive to this end. 

A word on prerequisites. With what mathematical background might a 
prospective reader hope to profit from the study of this book? Our con­
scious intent in writing it was to address the needs of a beginning graduate 
student in mathematics, or, to put matters slightly differently, a student 
who has completed an undergraduate program with a mathematics ma­
jor. On the other hand, the book is very largely self-contained and should 
therefore be accessible to a lower classman whose interest in mathematical 
analysis has already been awakened. 

The contents of the book may be briefly summarized. Chapters 1 
through 3 constitute an overview of the preliminary material on which 
the rest of the book is built, viz., set theory, the number systems, and lin­
ear algebra. In no case do we imagine that this brief summary of material 
can serve as the reader's initial encounter with these ideas. Rather we have 
gathered together here the basic terminology and facts to be employed in 
all that follows. In particular, in Chapters 2 and 3 we introduce only mate­
rial that is assumed to be already familiar to the reader, though perhaps in 
different form, and these two chapters may in most cases be treated quite 
lightly. Chapter 1, on the other hand, dealing with the rudiments of set 
theory, acquaints the reader with inductive proofs based on the maximum 
principle in its various forms, and is deserving of more careful attention. 

In Chapters 4 and 5 we present the essentials from the theory of trans­
finite numbers. This treatment, while concise, presents all of the ideas and 
results that will actually be employed in the sequel, and is, in any case, 
fuller than is to be found in most other texts. In this connection we note 
that the various number systems, formally introduced in Chapter 2, actu-
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Preface 

ally make a few brief cameo appearances in Chapter 1 as well. This minor 
logical embarrassment could easily be averted, of course, but only at the 
cost of unwelcome circumlocutions. 

Chapters 6 through 8 constitute the heart of the book. In them we 
explore in thoroughgoing fashion the structure of various metric spaces 
and the mappings defined on or taking values in such spaces. The topics 
and facts adduced are largely standard, though our choice of examples, 
problems, and manner of presentation may make some modest claim to 
freshness if not to novelty, but many of these lines of inquiry are pursued 
in greater detail than will be found in most other recent texts. 

The final chapter (Chapter 9) consists of a treatment of general topology. 
In this chapter we equip the reader with the full panoply of topological 
equipment needed for the transition from the world of classical analysis, 
set in metric spaces, to "modem" or "abstract" analysis, the realm of 
maximal ideal spaces, kernel-hull topologies, etc. 

In formulating the sets of problems that follow each chapter we have 
followed current practice. Each problem, or part of a problem, is, in effect, 
a theorem to be proved, and it is our intention that the solutions should be 
written out with that in mind. Thus a problem posed as a simple yes-or­
no question has for its proper solution not a simple yes-or-no answer, but 
rather an argument showing which is, in fact, correct. Similarly, a problem 
posed as a statement of fact is really a disguised invitation to the reader 
to establish the validity of that fact. No conscious attempt was made to 
grade the problems according to difficulty, but they are arranged in loosely 
chronological order, so that the first problems in each chapter relate to 
the earlier parts of that chapter and subsequent problems to later parts. 
Thus the earlier problems in anyone chapter do tum out, in general, to 
be somewhat easier than the later ones. (The problem sets are an integral 
part of the text; an independent reader is advised to begin to look into the 
problem set at the end of a chapter as soon as he begins the perusal of 
the chapter itself, just as he would do if assigned homework problems in a 
formal classroom setting.) 

Finally, the authors take this opportunity to express their appreciation 
to the Mathematics Department of Texas A&M University for its support 
during the preparation of the manuscript. In particular, the existence of 
the associated 'lEX file is due almost entirely to the efforts of Professor 
N. W. Naugle, a leading expert in this area, and Ms. Jan Want, who 
cheerfully and conscientiously produced the entire file. 
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The rudiments of set theory 1 

Sets and relations 

We assume the reader to be familiar with the basic concepts of set and 
element (or member or point) of a set, as well as with the idea of a subset 
of a set, and the notions of union and intersection of a collection of sets. 
We write x E A to mean that x is an element of a set A, x fj. A to mean 
that x is not an element of A, and B c A (or A ::J B) to mean that B is 
a subset of A. We also use the standard notation U and n for unions and 
intersections, respectively. 

If p( ) is some predicate that is either true or false for every element of 
some set X, then the notation {x EX: p( x)} will be used to denote the 
subset of X consisting of all those elements of X for which p(x) is true. If 
A and B are sets, we write A \B for the difference 

A\B={XEA:xfj.B}, 

AVB for the symmetric difference AVB = (A\B) U (B\A), and A x B 
for the (Cartesian) product consisting of the set of all ordered pairs (a, b) 
where a E A, bE B. It will also be convenient to reserve certain symbols 
throughout the book for certain sets. Thus the empty set will consistently 
be denoted by 0, the singleton on an element x, i.e., the set whose sole 
element is x, by {x}, the doubleton having x and y as its only elements 
by {x, y}, etc. The set of all positive integers will be denoted by N, the 
set of all nonnegative integers by No, and the set of all integers by Z. 
Similarly, we consistently use the symbols Q, JR, and C to denote the systems 
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1 The rudiments of set theory 

of rational, real, and complex numbers, respectively. (Some explanatory 
remarks concerning these basic number systems will be given in the next 
chapter.) 

Suppose now that X and Y are sets. By a relation between X and Y is 
meant any rule R with the property that if x is an arbitrary element of X 
and y an arbitrary element of Y, then it is possible to say with certainty 
that x and y either satisfy the rule R (so that x and y are related by R), 
or that they do not. (A relation between a set X and itself is customarily 
called a relation on X.) We write x R y to indicate that x and y are related 
by R. 

Example A. Let X be a set and let 2x denote the set consisting of all 
the subsets of X. (The set 2x will be called the power class on X; this 
notation will be justified in due course.) Then E (is an element of) is a 
relation between X and 2x -a relation of fundamental importance in all 
set-theoretic considerations. 

Example B. The familiar relation < (less than) is a relation on the system 
Z of all integers, as well as on the system N of all positive integers. 

Let X and Y be sets and let R be a relation between X and Y. The 
set aR = {(x, y) E X x Y : x Ry} is called the graph of the relation R. 
Thus for any relation R between X and Y, x and y are related by R if 
and only if (x, y) EaR. It is apparent that each relation R between X 
and Y determines uniquely the subset a R of X x Y, and that, conversely, 
each subset a of X x Y determines uniquely a relation R = He; between 
X and Y having a for its graph (simply declare x Ry to be true when and 
only when (x, y) E a). Thus there is no logical necessity for distinguishing 
between a relation R between X and Y and the graph of R (a subset of 
X x Y). Nevertheless, it is frequently psychologically desirable to maintain 
this distinction. (For example, it seems psychologically, if not logically, 
supportable to distinguish between the relation < on the set of positive 
integers and the subset a < = {( m, n) : m < n} of N x N that is its graph.) 

Example C. On any set X equality (=) is a relation having for its graph 
the diagonal l:1 = {(x, x) : x EX}. 

Notation and terminology. Let X and Y be sets, let R be a relation 
between X and Y, and let A be a subset of X. Then the subset of Y 
consisting of all those elements y for which there exists some element x of 
A such that x R y is called the image of A under R (or with respect to R) 
and is denoted by R(A). Dually, if B is a subset of Y, then the subset of X 
consisting of all those elements x such that xRy for some y in B is called 
the inverse image of B under R (or with respect to R) and is denoted by 
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1 The rudiments of set theory 

Definition. A relation r/> between a set X and a set Y is called a mapping 
of X into Y (or a function from X to Y) if for each element x of X there 
exists precisely one element y of Y such that x r/> y. Thus r/> is a mapping 
if for each element x of X the product {x} x Y meets (that is, intersects) 
the graph G", in a singleton, or, equivalently, if for each element x of X 
the image r/>( { x }) of the singleton {x} under r/> is a singleton in Y. 

Notation and terminology. Other terms that are sometimes used as 
synonyms for mapping or function are map and tmnsformation. We shall 
usually write r/> : X --+ Y to indicate that r/> is a mapping of X into Y. If X 
and Y are sets and if r/> : X --+ Y, it is customary to write y = r/>(x) instead 
of xr/>y (so that xr/>(r/>(x)) for every element x of X). If y = r/>(x) we say 
that r/> maps x to y, or that y is the value of the function r/> at x, or again 
that y is the image of x under r/>. 

While a mapping is really a special kind of relation, it is clear from the 
foregoing discussion of the terminology habitually employed in connection 
with mappings that they are not ordinarily thought of in that light. In 
particular, if 4> : X -> Y and if y = 4>( x) for some element x of X, one does 
not say that "x and y are related by 4>." 

Definition. Let r/> be a mapping of a set X into a set Y. Then X is the 
domain (of definition) of r/>, and Y is the codomain of r/>, while the range 
of r/> is the image r/>{ X) of X under r/>. When the range of r/> coincides 
with the entire codomain Y, the mapping r/> is said to map X onto Y, 
or to be onto. If the mapping r/> has the property that r/>{x) = r/>{x' ) 
implies that x = x' for all elements x and x' of the domain X, then r/> is 
a one-to-one mapping. A one-to-one mapping of a set X onto a set Y 
is frequently called a one-to-one correspondence between X and Y. An 
element x of the domain X of 4> is a fixed point of r/> if 4>{x) = x (such a 
point must also be an element of Y of course). 

Example D. For each element x of an arbitrary set X the product {x} x X 
meets the diagonal ~ in the singleton {(x, x) }. Thus the relation of equality 
is a one-to-one mapping of X onto itself. When the relation of equality on 
a set X is regarded as a mapping, it is relerred to as the identity mapping 
on X and will ordinarily be denoted by L or, when necessary, by LX. 

Example E. Let X be a set and let A be a subset of X. The mapping of 
A into X that leaves each point of A fixed, that is, that has each point of 
A as a fixed point, is the inclusion mapping of A into X. In this case it is 
best to maintain the distinction between the inclusion mapping of A into 
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1 The rudiments of set theory 

X and the identity mapping on A, but in the future we will not always be 
entirely scrupulous about distinguishing between two mappings that differ 
only in that one has a larger codomain than the other. 

Notation. We shall sometimes write x --+ ¢>(x) to indicate the action of 
a mapping ¢>. It is also sometimes highly convenient, if a trifle illogical, to 
use the compound symbol ¢>(x) to denote the mapping ¢> itself (rather than 
an element of the codomain of ¢». It should be noted that these notational 
conventions are principally of use when the domain and codomain of the 
mapping are agreed upon in advance. 

Example F. If X is a set, then a mapping 0 of X x X into X is sometimes 
called a binary operation on X. If this point of view is adopted, and if x and 
y are elements of X, then one thinks of 0 (x, y) as the result of combining 
x and y according to the rule 0, and one writes 

O{x,y) = x 0 y. 

If a binary operation 0 on X has the property that 

xOy=yOx 

for all x and y in X, then 0 is said to be commutative. If 0 has the 
property that 

x 0 (y 0 z) = (x 0 y) 0 z 

for all x, y and z in X, then 0 is said to be associative. (When 0 is 
associative, we may and shall write simply xOyOz for this threefold com­
position.) If 0 is a binary operation on X and if e is an element of X such 
that 

xDe=eOx=x 

for every element x of X, then e is said to be a neutral element with respect 
to O. It is clear that if e and e' are both neutral elements with respect to 
the same binary operation on X, then e = e', so that the neutral element 
with respect to a binary operation is always unique if it exists. 

It should be noted that the symbol 0, here used to stand for an arbitrary 
abstract binary operation, was deliberately chosen for its artificiality, and 
will not, in fact, be used to designate any binary operation in the sequel. 
In actual practice it is usual to think of an associative binary operation 
on a set X as a kind of multiplication on X, and when this is done the 
product of two elements x and y of X is regularly denoted by xy, and the 
neutral element with respect to this multiplication (if there is one) by 1. 
Likewise, an associative and commutative binary operation on a set X is 
frequently thought of as an addition on X, and when this is done, the sum 
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1 The rudiments of set theory 

of two elements x and y of X is denoted by x + y, and the additive neutral 
element (if there is one) by O. 

Another type of relation that is of considerable importance in mathe­
matics is the equivalence relation. 

Definition. Let R be a relation on a set X. Then R is said to be reflexive 
if x R x for every element x of X. Likewise, R is symmetric if for all x 
and y in X it is the case that y Rx whenever x Ry, and R is transitive 
if x Ry and y Rz imply x Rz for all x, y, z in X. A relation", on a set 
X that is reflexive, symmetric and transitive is an eqUivalence relation 
onX. 

Example G. The identity relation (equality) of Examples C and D is an 
equivalence relation on an arbitrary set X. Likewise, the entire product 
X x X is the graph of an equivalence relation '" on x. (in this relation it 
is the case that x '" y for all elements x and y of X.) Every equivalence 
relation on X lies between these two extremes in the sense that its graph 
contains the diagonal .6. and is contained in the entire product X x X. (In 
this connection see Problem L.) 

Definition. If '" is an equivalence relation on a set X, then for each 
element x of X the equivalence class of x (with respect to "') is the set 
[xl = {y EX: y '" x}. 

Example H. Let ¢J be a mapping of a set X into a set Y, and define 
x '" x' to mean that ¢J(x) = ¢J(x'). Then", is an equivalence relation on 
X. . The equivalence classes of the various elements of X with respect to 
this equivalence relation are called the level sets of ¢J. 

Definition. A collection C of sets covers a set X, or is a covering of X, if 
U C :::> X, i.e., if every element of X belongs to some set belonging to C. 
Likewise, C is said to be disjoint if the sets belonging to C are pairwise 
disjoint, i.e., if E n F = 0 for any two distinct sets E and F belonging 
to C. A collection 'P of nonempty subsets of X is a partition of X if it 
is a disjoint covering of X. 

It is an immediate consequence of these definitions that if '" is an equiv­
alence relation on a set X, and if for each x in X we write [xl for the 
equivalence class of x, then 'P ~ = {[xl : x E X} is a partition of X. (This 
collection 'P ~ of equivalence classes modulo the equivalence relation '" is 
called the quotient space of X modulo "', and is sometimes denoted by 
XI ",.) Conversely, if'P is an arbitrary partition of X, then the relation 
"'1' defined by setting x "'1' y when and only when x and y belong to the 
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1 The rudiments of set theory 

same set in P is an equivalence relation on X called the equivalence relation 
determined by the partition P. Clearly the quotient space of X modulo 
the equivalence relation determined by P coincides with P itself, just as 
the equivalence relation determined by the quotient space modulo some 
given equivalence relation", on X coincides with "'. Thus the collection of 
all equivalence relations on an arbitrary set X is in this way in one-to-one 
correspondence with the collection of all partitions of X. 

Example I. If '" is an equivalence relation on a set X and if XI'" is the 
corresponding quotient space, then the rule 7r that assigns to each element 
x of X its equivalence class [x] modulo", is a mapping of X onto XI "'. 
This mapping IT is called the natural projection of X onto XI "'. (The level 
sets of IT are the equivalence classes modulo "'.) 

Example J. Let C be a collection of nonempty sets. If C and D are sets 
belonging to C, we say that C and D are chained in C if there exists a 
positive integer p and sets Co, ... , Cp in C such that Co = C, Cp = D, and 
Ci - 1 n Ci '" 0,i = 1, ... ,po (The collection C itself is said to be chained 
if every pair of elements of C is chained in C.) If for each pair C, D of 
elements of C we write C '" D to indicate that C and D are chained in 
C, then'" is an equivalence relation on C. Moreover, if [C] and [D] are 
any two distinct equivalence classes in C with respect to this equivalence 
relation, and if V = U[O] and W = U[D], then V and W are disjoint 
subsets of the union U = U C. Indeed, if a E V n W, then there exists a 
set Co in [C] and a set Do in [D] such that a E Co n Do, whence it follows 
that C '" D, and hence that [C] = [D], contrary to hypothesis. Thus the 
collection {UfO] : C E C} of all unions of equivalence classes with respect 
to the equivalence relation '" is a partition of U. This partition will be 
called the partition of U corresponding to the relation", of being chained 
in the covering C. 

Indexed families 

There are many situations in mathematics in which it is convenient to think 
of a function </> not as a mapping carrying one set X into another set Y, 
but rather as a scheme for labeling certain elements of Y by means of the 
elements of X. In such cases it is customary to vary both the terminology 
and the notation, calling the set X an index set, the function </> itself an 
indexing, and writing {YX}XEX in place of </>, where, of course, Yx = </>(x) 
for each x in X. In this book we shall use the terminology and notation 
of indexed families without further explanation or apology whenever it is 
convenient to do so. 

The most important instance of this usage is provided by the familiar 
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1 The rudiments of set theory 

infinite sequence. Recall that an infinite sequence (or, more simply, se­
quence, as we shall usually prefer to say) of elements of a set Y is just 
a mapping of the set N (or perhaps No) into Y, but that a sequence is 
ordinarily denoted by {Yn}nEN, or, more usually still, by {Yn}~=l' 

Example K. For an absolutely arbitrary set X the identity mapping on X 
may be viewed as an indexing of X, the self-indexing of X. This observation 
is trivial but important. It shows that we may, at any time, assume a given 
set of objects to be (the range of) an indexed family without any loss of 
generality. In the sequel we shall use this fact whenever it is convenient to 
do so. 

Suppose given a family of sets {X'"(hEr indexed by a set r. Then the 
union U-YEr X-y (or U-y X-y) and (if r :F 0) the intersection n-yEr X-y (or 
n-y X-y) are defined in the usual way to consist of the union and intersection, 
respectively, of the collection of all sets X-y appearing in the indexed family. 
(The union of the empty collection of sets is easily seen to be empty; the 
intersection of the empty collection of sets is undefined.) Somewhat less 
familiar perhaps is the indexed product. 

Definition. Let {X-y }-YEr be an indexed family of sets. Then the Carte­
sian product 

is the set consisting of all those indexed families {x'"( }-yEr with the prop­
erty that x-y E X'"( for every index'Y in r. (H r happens to be the set 
{I, 2, ... ,n}, then TI-yEr X-y coincides with the set Xl X X2 X ••• X Xn of 
all n-tuples (Xl, ... , xn) where Xi E Xi, i = 1, ... ,n. Technically speak­
ing, the indexed product Xl x X2 of two sets defined in this manner 
does not coincide with the Cartesian product defined earlier, but it is 
obvious how these two concepts of product are to be identified, and we 
shall ignore this minor distinction.) 

Example L. Let r be an index set, and suppose X-y = X for all indices 
'Y in r, where X is some fixed set. Then the product TI-YEr X-y simply 
coincides with the collection of all mappings of the set r into X. In the 
sequel it will sometimes be convenient to denote this set by Xr. 

Example M. Let {X'"( hEr be an indexed family of sets and let 'Y' be 
anyone fixed index. The mapping that assigns to each element {x-y} of 
IT = TI-yEr X'"( its term or coordinate x'"(' having index 'Y' is called the 
projection of IT onto X-Y" and is denoted by 7r-y" The indexed family 
{7r-Y}-YEr of all such projections is separating on IT in the sense that if {x-y} 
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1 The rudiments of set theory 

and {y')'} denote two distinct elements of II, then 7r ')" ( {x')' }) i:- 7r ')" ( {y')' } ) 
for at least one index ,'. (If X and Y are sets, and if Y x is defined as in 
the preceding example, then for each element x of X the projection 7rx is 
simply the evaluation of the elements of yX at the point x.) 

In connection with indexed unions, intersections and products, we shall 
assume the reader to be familiar with the standard associative, commuta­
tive, and distributive laws (see Problems D and G). There is, however, one 
particular observation in this context that must not be omitted, since it is 
an axiom, and, in fact, an axiom of great importance. 

Axiom of Products. If {X')'}')'Er is an indexed family of non empty sets, 
where r i:- 0, then flYEr X-y is also nonempty. 

In the sequel we shall employ this axiom without further explanation, 
even though, as we shall see, some of its consequences are remarkable. Note 
that the axiom of products says, in the language of algebra, that there are 
no divisors of zero in the formation of indexed products. It is also not hard 
to see that the axiom of products is equivalent to the following somewhat 
more familiar axiom (Prob. H). 

Axiom of Choice. Let C be a collection of nonempty sets, and let U 
denote the union of the collection C. Then there exists a mapping z of 
C into U (called a selection function or choice function on C) such that 
z(E) E E for each set E in C. 

Example N. For any set X there exists a mapping s that assigns to each 
subset E of X such thatEi:- X an element seE) of X\E. Indeed, if C 
denotes the collection of all nonempty subsets of X, and if z is a choice 
function on C, then seE) = z(X\E) is a mapping having the required 
property. 

Ordered sets 

A relation :s; on a set X is a partial ordering of X if it is reflexive and 
transitive, and if, for all x and y in X, 

x :s; y and y:S; x imply x = y. 

We adopt the standard practice of writing y 2 x to mean x :s; y, and we 
also write x < y to mean x :s; y and x i:- y, and y > x to mean x < y. A 
set X equipped with a partial ordering is a partially ordered set. (Thus a 
partially ordered set is a pair (X,:S;) where X is a set and :s; is a partial 
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ordering of X.) Observe that every subset of a given partially ordered set is 
also a partially ordered set with respect to (the restriction to that subset of) 
the same ordering. Whenever a subset of a partially ordered set is regarded 
as a partially ordered set in its own right, it is this restricted ordering that 
is understood unless some other ordering is expressly stipulated. 

Example O. Let X be an arbitrary set, and let 2x denote the power class 
on X. The set 2x is partially ordered by the inclusion ordering c. Thus 
an arbitrary collection C of subsets of a set X is also a partially ordered 
set in the inclusion ordering, and it is this partial ordering that is intended 
whenever such a collection C is viewed as a partially ordered set unless 
some other ordering is expressly indicated. 

The most fundamental concepts in the theory of partially ordered sets 
are those of upper and lower bounds. If A is a subset of a partially ordered 
set X, then an element x of X is an upper bound for A in X if y :5 x for 
every element y of A. Dually, x is a lower bound for A in X if x :5 y for 
every y in A. A subset A of a partially ordered set X may possess upper 
bounds in X or it may not. If it does, we say that A is bounded above in 
X; likewise, if A possesses a lower bound in X, we say that A is bounded 
below in X. Finally, if A is bounded both above and below in X, then we 
say that A is bounded in X. 

Let X be a partially ordered set and let A be a subset of X. If A is 
bounded above in X and if some upper bound of A belongs to A, then this 
element (which is obviously unique) is the greatest or maximum element 
of A. There is also the different and weaker notion of a maximal element 
of A. An element x of A is maximal in A if there exists no element y of A 
such that x < y. (The difference between the maximum element of A and 
a maximal element of A is subtle but important. The maximum element 
of A is unique if it exists, and is an upper bound for A in X; maximal 
elements of A, on the other hand, are not necessarily upper bounds of A 
and may exist in abundance.) Dually, one defines the concepts of least, or 
minimum element and minimal elements of a subset A of X. 

Another important concept arising from the relation between a subset 
A of a partially ordered set X and the set Au of all upper bounds of A 
in X is that of least upper bound. If Au is nonempty and possesses a 
least element z, then z is called the least upper bound, or supremum, of 
A in X (notation: z = sup A). Dually, one defines the concept of greatest 
lower bound, or infimum, of A in X (notation: inf A). For finite subsets 
{Xl! ... , xn} of X we shall also write Xl V ... V Xn for sup{ Xl, ... , xn} and 
Xl /\ ... /\ Xn for inf{xl! ... , xn}. 

Example P. Let X be a partially ordered set with partial ordering :5 and 
let us write X :5* y to mean y :5 x. Then it is easily verified that :5* is 
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also a partial ordering of X. This partial ordering is called the ordering of 
X inverse to the given ordering (cf. Problem B). Note that the notions of 
bounds and of suprema and infima are exactly reversed in passing from ~ 
to ~*. Thus Xo is an upper bound in X for a subset A of X with respect 
to ~ when and only when Xo is a lower bound in X for A with respect to 
~*, etc. The partially ordered set (X, ~*) will be denoted by X*. 

Example Q. Let X be a set and let C be an arbitrary collection of subsets 
of X. Then C is a partially ordered set in the inclusion ordering (Ex. 0), 
and is also a partially ordered set in the inverse inclusion ordering ~*, in 
which we set A ~* B when and only when B c A. 

If Y is a partially ordered set and ¢ : X -t Y is a mapping of a set X 
into Y, then an element y of Y is an upper bound of ¢ if it is an upper 
bound for the range ¢(X), and if such an upper bound exists, ¢ is said to 
be bounded above. Dually, y is a lower bound of ¢ if it is a lower bound for 
¢(X), and if such a lower bound exists, ¢ is said to be bounded below. If ¢ 
is bounded both above and below, it is said to be bounded. Similarly, we 
define the supremum of ¢ (notation: SUPxEX ¢(x)) to be the supremum of 
the range of ¢ if it exists, and the infimum of ¢ (notation: infxEx ¢(x)) to 
be the infimum of the range of ¢ if it exists. 

A mapping ¢ : X ~ Y of one partially ordered set X into another 
partially ordered set Y is monotone increasing if Xl ~ X2 in X implies 
¢(xd ~ ¢(X2) in Y for all Xl and X2 in X. If ¢ is monotone increasing and 
also one-to-one, then ¢ is said to be strictly increasing. Dually, one defines 
monotone decreasing and strictly decreasing mappings between partially 
ordered sets. A one-to-one mapping ¢ of a partially ordered set X onto a 
partially ordered set Y is an order isomorphism if ¢ has the property that 
Xl ~ X2 in X when and only when ¢(xt} ~ ¢(X2) in Y (equivalently, if 
both ¢ and ¢-l are monotone increasing; see Problem B). If there exists 
an order isomorphism of X onto Y, then X and Y are said to be order 
isomorphic. 

If a partially ordered set X has the property that X V Y and X 1\ Y both 
exist for every pair x, y of elements of X, then X is said to be a lattice. 
Clearly (mathematical induction) every nonempty finite subset of a lattice 
has a supremum and an infimum. If X is a partially ordered set with the 
property that every subset of X has a supremum and an infimum, then X 
is a complete lattice. If X is a partially ordered set with the property that 
every bounded nonempty subset of X has a supremum and an infimum, 
then X is a boundedly complete lattice. 

Example R. The power class 2x on an arbitrary set X is a complete 
lattice in the inclusion ordering. (The supremum of a subcollection of 2x 
is its union; the infimum of a nonempty subcollection is its intersection.) 

12 
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If Ao is a fixed subset of X, then the collection C of all those subsets of 
X that contain Ao is also a complete lattice, as is the collection C' of all 
those subsets of X contained in Ao. A subset M of a lattice L with the 
property that x V y and x 1\ y belong to M whenever x and y do is called 
a sublattice of L; thus C and C' are sublattices of 2x. An example of a 
sublattice of 2x that is not a complete lattice (unless X itself is a finite 
set) is the collection CJ of all finite subsets of X. (The sublattice CJ is 
boundedly complete, however.) 

Proposition 1.1. H X is a complete lattice, then X is nonempty and pos­
sesses a greatest element 1 and a least element O. Indeed, the supremum 
of the empty subset of X is OJ dually, inf flJ = 1. 

PROOF. Since, by definition, the empty subset of X has both supremum 
and infimum, X itself cannot be empty. Since every element of X is both 
an upper and a lower bound for flJ, the result follows. 0 

Proposition 1.2 (Banach-Knaster-Tarski Lemma). Let X be a complete 
lattice, and let ¢ be a monotone increasing mapping of X into itself. 
Then ¢ has a fixed point. 

PROOF. Set A = {x EX: cjJ(x) :5 x}, let Xo = inf A, and suppose x E A. 
Then Xo :5 x and therefore cjJ(xo) :5 cjJ(x) :5 x. Thus cjJ(xo) is also a lower 
bound of A, and therefore cjJ(xo) :5 xo, so that Xo E A. But it follows at 
once from the monotonicity of cjJ that cjJ(A) c A, so that, in particular, 
cjJ(xo) E A, and therefore Xo :5 ¢(xo). Thus we see that cjJ(xo) = Xo. 0 

A weaker notion than that of a lattice, also of great importance, is that 
of a directed set. A nonempty partially ordered set A is said to be directed 
upward if every doubleton in A is bounded above in A; likewise, A is said to 
be directed downward if every doubleton in A is bounded below in A. If A 
is directed either upward or downward, then A is a directed set. (If nothing 
is said to the contrary, a directed set will be understood to be directed 
upward; a directed set A is directed upward [downward] if and only if A'" 
is directed downward [upward] (Ex. P).) 

Example S. Every nonempty lattice is directed both upward and down­
ward. 

Definition. If A is a directed set and X is an arbitrary set, then an indexed 
family {X>.heA of elements of X indexed by A is called a net in X 
indexed (or directed) by A. 

Example T. The sets N and No, consisting, respectively, of all positive 
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integers and all nonnegative integers, are directed sets in their natural 
orderings. Thus any sequence {Xn}~=l or {xn}~=o in a set X is a net in 
X. Indeed, these nets are the very prototypes out of which the general 
concept of a net arose. In the sequel we shall have occasion to deal with 
nets having a considerably more complex structure. 

In many discussions dealing with sequences the following terminology is 
very useful. 

Definition. Let p( ) be a predicate that pertains to the terms of an infinite 
sequence {xn}. Then we shall say that p( ) is true of {xn} eventually if 
there exists an index no such that p( xn) is true for all n ~ no, that is, 
if there exists an entire tail Tno = {xn : n ~ no} of {xn} for every term 
of which p(xn) is true. Likewise, we shall say that p( ) is true of {xn} 
infinitely often if there are infinitely many indices n for which p(xn) is 
true or, equivalently, if for any index no, no matter how large, there is 
an index n > no such that p(xn) is true. 

If {Xn}~=l is a sequence and {nk} is a strictly increasing sequence of 
positive integers, the sequence {xnk } is a subsequence of {xn }. Clearly a 
predicate p( ) is true of a sequence {xn} infinitely often if and only if {xn} 
has a subsequence {xnk } such that p(xnk ) is true for every k. Moreover, it 
is a matter of pure logic that a predicate p( ) fails to be true of a sequence 
{xn} eventually if and only if the contrary predicate (not p)( ) is true of 
{ xn} infinitely often. 

Example U. Given an arbitrary sequence {En}~=l of sets there is a nat­
ural way to construct from it a monotone increasing sequence. Indeed, if 
we define 

00 

k=n 
then the sequence {Dn}~=l is monotone increasing. It is customary to 
call the union L. = U:=l Dn the limit inferior of the given sequence {En} 
(notation: L. = lim infn En). Dually, if we set 

00 

Sn = U E k , n E N, 
k=n 

then the sequence {Sn}~=l is monotone decreasing and the intersection L = 
n:=l Sn is called the limit superior of {En} (notation: L = limsuPn En). 
It is easily seen that L. is the set of all elements that belong eventually to 
the sequence {En}, while L is the set of all those elements that belong to 
infinitely many sets En. Hence, in particular, 

L. c L. 
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In the event that It. = L we say that the sequence {En} converges to the 
limit L = It. = L (notation: L = limn En)· 

Suppose now that the originally given sequence {En} is itself monotone 
increasing. Then it is apparent that Dn = En for each index n, while 
Sn = Un En = SUPn En for all n. Thus It. = L = Un En-a monotone 
increasing sequence of sets converges to its union. Dually, a monotone 
decreasing sequence of sets {En} converges to nn En = infn En. Note that 
this shows that the terms "limit inferior" and "limit superior" are fully 
justified; it is literally true that for an arbitrary sequence {En} of sets, 

lim inf En = lim (inf Ek) 
n n k~n 

and 

lim sup En = lim (sup Ek) . 
n n k~n 

It follows easily from these definitions that for any sequence {En} of 
subsets of a fixed set X we have 

X\limsupEn = liminf{X\En) and X\liminf En = limsup{X\En). 
n n n n 

Hence the sequence {En} is convergent when and only when the sequence 
{X\En} of complements is, and when this is the case, 

lim (X\En) = X\limEn. 
n n 

Moreover, as with any useful notion of limit, it is the case that deleting, 
changing, or adjoining any finite number of terms to a sequence {En} of 
sets does not change either liminfn En or limsuPn En, and hence has no 
effect on either the convergence of {En} or on liIIln En when it exists. 

Example V. For each positive integer m let us write T m for the tail T m = 
{n EN: n ~ m}. Then the system {Tm}~=l of all tails in N is a directed 
set in the inverse inclusion ordering (see Example Q), and the mapping 
m - T m is an order isomorphism of N onto this directed set. 

If X is a partially ordered set with the property that for every pair x, y of 
elements of X either x $ y or y $ x, then X is a simply ordered (or linearly 
or totally ordered) set. The most familiar examples of simply ordered sets 
are the set R of real numbers and its various subsets. (Clearly any subset 
of a simply ordered set is itself simply ordered.) 

Example W. The simply ordered sets No and N are order isomorphic, the 
unique order isomorphism of No onto N being the mapping n - n+ 1. (The 
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uniqueness of this order isomorphism will be established later, in Lemma 
5.2; no use will be made of the stated uniqueness in the interim.) 

Example X. A finite set X containing n elements can be simply ordered 
in n! different ways (there being n! permutations of X), but in each of 
these orderings X is order isomorphic to the set {1,2, ... ,n} of the first n 
positive integers. 

If W is a partially ordered set with the property that every nonempty 
subset of W possesses a least element, then W is a well-ordered set. In a 
well-ordered set every doubleton, in particular, possesses a least element, 
whence it follows that every well-ordered set is simply ordered. Conversely, 
as was seen in the preceding example, every finite simply ordered set is well­
ordered. The best known examples of infinite well-ordered sets are the set 
No of all nonnegative integers, and various of its subsets. (It is, once again, 
obvious that every subset of a well-ordered set is well-ordered.) 

Example Y. If X is either the empty set or a singleton, then there is but 
one partial ordering of X, and this ordering is automatically a well-ordering. 
If X is a doubleton, then X admits exactly three partial orderings, namely, 
the identity relation and two well-orderings. Any set X containing three 
or more elements admits various partial orderings that are not simple or­
derings. 

We conclude this introduction to the theory of ordered sets by stating 
two more axioms. (These axioms are, in fact, equivalent to one another 
(Prob. V), and each is equivalent to the axiom of choice (see Problems 
5R-5V).) 

The MaximUJD Principle. Every partially ordered set X contains a 
maximal simply ordered subset. 

It may be observed that the name maximum principle is slightly inap­
propriate, since all that is asserted is the existence of a maximal linearly 
ordered subset. Note also that the ordering of the subsets of X referred to 
here is, as usual, the inclusion ordering (Ex. 0). A frequently encountered 
variant of the maximum principle is the following proposition, known in 
the literature, inappropriately, as "Zorn's lemma" . 

Zorn's Lemma. Let X be a partially ordered set, and suppose that every 
nested (i.e., simply ordered) subset of X is bounded above in X. Then 
X possesses a maximal element. 
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PROBLEMS 

A. If S is a relation between a set X and a set Y, and if R is another relation 
between Y and a third set Z, then the composition of Rand S is the 
relation R 0 S between X and Z defined by setting 

x(R 0 S)z 

when and only when there exists an element y of Y such that 

xSy and yRz. 

(i) Prove that for every subset A of X we have (R 0 S)(A) = R(S(A)). 
Similarly, for every subset B of Z, (R 0 S)-I(B) = S-I(R- 1 (B)). 

(ii) Show that if either R 0 (S 0 T) or (R 0 S) 0 T is defined, then the other 
is also defined, and R 0 (S 0 T) = (R 0 S) 0 T. Thus in this situation 
we may and shall write simply R 0 SoT for the triple composition. 
Likewise, if R is a relation on a set X and n EN, we shall write Rn 

for the composition 
n 
~ 
Ro ... oR. 

Show also that if R is an arbitrary relation between a set X and a 
set Y, and if LX and Ly denote the identity mappings on X and Y, 
respectively (Ex. D), then R 0 LX = Ly 0 R = R. 

(iii) Verify that if 4> : X ---+ Y and '¢ : Y ---+ Z are both mappings, then '¢ 0 4> 
is a mapping of X into Z. 

B. Let R be a relation between nonempty sets X and Y. Then the inverse 
relation R- 1 between Y and X is defined by setting yR- l x when and only 
when xRy. 

(i) Show that R = R-1 if and only if X = Y and R is a symmetric relation 
onX. 

(ii) If 4>: X ---+ Y is a mapping of X into Y, then 4>-1 is a mapping of the 
range B of 4> onto X when and only when for each y in B there exists 
exactly one x in X such that 4>(x) = y. (Recall that such a mapping 
is said to be one-to-one.) Verify that if 4> is a one-to-one mapping of 
X onto Y, then 4>-1 04> and 4> 0 4>-1 are the identity mappings on X 
and Y, respectively. Show, too, that the composition of two one-to-one 
mappings is one-to-one. 

(iii) Let 4> be a mapping of X into Y. Prove that there exists a mapping 
'IjJ of Y onto X such that '¢ 0 4> = LX if and only if 4> is a one-to-one 
mapping of X into Y. Prove also that there exists a mapping w of 
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Y into X such that 1> ° W = Ly if and only if 1> maps X onto Y, and 
conclude that if there exist mappings ,p and w of Y into X such that 

,p01>=LX and 1>0W=Ly, 

then 1> is a one-to-one mapping of X onto Y, and,p = W = 1>-1. (Hint: 
Recall the axiom of choice.) 

c. Let X be a nonempty set and let g denote the collection of all one-to­
one mappings of X onto itself. Verify that composition ° is an associative 
binary operation on g having the identity mapping LX for neutral element 
(Ex. F), and that for each element 1> of g the mapping 1>-1 has the property 
that 

1> 01>-1 = 1>-1 01>= LX. 

(These facts are customarily summarized by saying that g is a group with 
respect to the operation o. The elements of the group g are called per­
mutations of the set X; the group g itself is sometimes referred to as the 
symmetric group on X.) 

D. Let r be a nonempty index set and let {A'Y }'YEP be a family of sets indexed 
by r. Show that if {r6}.sE~ is an arbitrary indexed partition of r, then 

and likewise that if 1r is an arbitrary permutation of r, then 

Verify also that if B is an arbitrary set then 

Similarly, verify that 

and that 

E. Let {A'Y} and {B'Y} be two similarly indexed families of subsets of a set X. 
Verify that both 
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are subsets of U." (A, \ B, ). Verify, likewise, that 

are subsets of U, (A, V' B, ). 

F. Let X and Y be sets and let cp be a mapping of X into Y. 

(i) The mapping A -+ cp(A) of 2x into 2Y is said to be induced by cp. Show 
that this induced mapping preserves unions, i.e., cp(UC) = UAEC cp(A) 
for any collection C of subsets of X. Does this assertion remain valid 
if cp is replaced by an arbitrary relation R between X and Y? What if 
unions are replaced by intersections? 

(ii) The mapping cI> of the power class on Y into the power class on X 
obtained by setting cI>(B) = cp-I(B), BeY is said to be inversely 
induced by cp. Show that cI> preserves all set operations on 2Y , i.e., 
arbitrary unions, intersections, differences and symmetric differences. 
Does this assertion remain valid if cp is replaced by an arbitrary relation 
R between X and Y? 

(iii) Show that cp-l 0 cp is an equivalence relation on X, and find the equiv­
alence classes of this relation. 

G. The indexed product of sets is neither commutative nor associative. Verify, 
however, that if {X, },H is an arbitrary nonempty indexed family of sets, 
and if 7r is a permutation of the index set r, then there is a simple and 
natural one-to-one correspondence between 

II X, and II X,..(,). 

,Er ,Er 

Show similarly that if {r 6 hE.:\ is an arbitrary indexed partition of r, then 
there is also a simple and natural one-to-one correspondence between 

II X, and II II X,. 

H. Verify that the axiom of products and the axiom of choice are equivalent. 
(Hint: It suffices to treat the case of an indexed collection {X, },H of 
nonempty sets; recall Example K.) 

I. A subset M of a partially ordered set X is said to be cofinal in X if for 
every element x of X there is an element Xo of M such that x :S Xo. Show 
that if M is a cofinal subset of a partially ordered set X, and if M is 
bounded above in X, then X has a greatest element Xl and Xl EM. If a 
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partially ordered set X has a greatest element Xl, then the singleton {xI} 
is cofinal in X. If Xl is merely a maximal element in X, then {xI} need 
not be cofinal in X. 

J. Suppose given a transitive and reflexive relation -( on a set X. Show that 
if, for all x and y in X, x '" y is defined to mean that x -( y and y -( x, 
then '" is an equivalence relation on X with the property that if x '" x' 
and y '" y', then x -( y if and only if x' -( y'. Hence if [x] and [y] denote 
the equivalence classes of x and y, respectively, with respect to the relation 
"', then either x' -( y' for every pair of elements selected from [x] and fyI, 
respectively, or x' -( y' is true of no such pair. In the former of these two 
situations we write [x] ::; [y]. Show that this relation is a partial ordering 
of the quotient space XI "'. (The set XI '" equipped with this partial 
ordering is the partially ordered set associated with the given pair (X, -(); 
a set X equipped with a relation such as -( is called a weakly partially 
ordered set.) 

K. Let X be a partially ordered set with the property that every subset of X 
has a supremum in X. Show that every subset of X also has an infimum 
in X, and hence that X is a complete lattice. Dually, if every subset of 
a partially ordered set X has an infimum in X, then X is a complete 
lattice. Find and prove appropriate versions of these results for boundedly 
complete lattices. 

L. If R and S are two relations between a set X and a set Y, then it is 
customary to define ReS to mean that for every pair x and y of elements 
of X and Y, respectively, xRy implies xSy. (If ReS then R is a restriction 
of S and S is an extension of R.) 

(i) Verify that this is a partial ordering of the set 'R- of all relations between 
X and Y, and that the mapping R --+ G R assigning to each relation R 
in 'R- its graph is an order isomorphism of'R- (in this extension ordering) 
onto the power class on X X Y (in the inclusion ordering). Conclude 
that 'R- is a complete lattice in the extension ordering. Show too that 
the collection of all equivalence relations on an arbitrary set X is also 
a complete lattice in the extension ordering, though not, in general, a 
sublattice of the lattice 'R-. 

(ii) If R is a relation on a set X, then R2 = R 0 R C R if and only if R is 
transitive. Similarly, if R is reflexive, then R C R2. Is the converse of 
this latter assertion true? 

M. Let X and Y be sets. The collection M consisting of all mappings ¢ such 
that the domain of ¢ is a subset of X and the range of ¢ is a subset of 
Y is a subset of the lattice 'R- of all relations between X and Y and is 
therefore a partially ordered set (in the extension ordering introduced in 
the preceding problem). If ¢ c 1/J in lvt, and if the domain of ¢ is A, then 
¢ will be denoted in the sequel by 1/JIA. 
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(i) Show that every pair of mappings 4> and 1/J in M possesses an infimum 
4>n1/J in M. (In particular, if the domains of 4> and 1/J are disjoint, then 
4>n1/J is the empty mapping, that is, the unique mapping having for its 
domain of definition the empty set 0.) 

(ii) If 4> and 1/J are elements of M with domains A and B, respectively, 
then 4> and 1/J are coherent if the domain of 4> n 1/J is A n B. Likewise, 
an indexed family {4>..., her of elements of M is coherent if each pair of 
mappings belonging to the family is coherent. Show that an indexed 
family {4>...,} in M is bounded above in M if and only if it is coherent, 
and that, in this situation, the family possesses a supremum. Show also 
that if the family {4>...,} is coherent and if, for each index "I, D..., and R..., 
denote the domain and range, respectively, of the mappings 4>..." then 
the supremum U..., 4>..., has for domain the union U..., D..." and for range 
the union U..., R...,. 

(iii) Let {4>...,} be an indexed family in M, and let D..., and R..., denote, 
respectively, the domain and range of the mapping 4>...,. If the family 
{4>...,} is nested, then it is coherent. Show that if the family is nested, 
and if each of the mappings 4>..., is one-to-one, then U..., 4>..., is a one­
to-one mapping of U..., D..., onto U..., R...,. Likewise, if the domains D..., 
are pairwise disjoint, then the family {4>...,} is coherent. Show that if 
the domains D..., and the ranges R..., are both pairwise disjoint, and if 
each ~apping 4>..., is one-to-one, then, once again, U..., 4>..., is a one-to-one 
mappIng. 

N. Let (X, $) be a simply ordered set. 

(i) Show that < is a transitive relation on X that satisfies the condition 
that if x and y are any two elements of X, then exactly one of the 
following three statements is true: 

x < y, x = y, x > y. 

(Recall that we write x < y to mean that x $ y and x =1= y, and 
that x > y means y < x.) Show, conversely, that if < is a given 
transitive relation on X satisfying the last stated condition (known as 
the trichotomy law), and if we define a relation $ on X by setting 
x $ y whenever either x < y or x = y, then $ is a simple ordering on 
X. 

(ii) Show that if 4> is a mapping of X into another simply ordered set (Y, $), 
then the following conditions are equivalent: 

(1) 4> is strictly increasing, 
(2) Xl < X2 implies 4>(xt} < 4>(X2), XI,X2 E X, 
(3) 4> is an order isomorphism of X onto 4>(X). 

(iii) Show that X is a lattice and that if F = {Xl, .•. , Xn} is an arbitrary 
nonempty finite subset of X, then Xl V ... V Xn and Xl 1\ •.. 1\ Xn belong 
to the set F. 
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O. Show that the simple orderings of a set X are distinguished as the maximal 
elements in the partially ordered set consisting of all the partial orderings 
of X (in the extension ordering; cf. Problem L). 

P. Let W be a well-ordered set, and let 1jJ be an arbitrary strictly increasing 
mapping of W into itself. Show that 1jJ( w) 2:: w for all w in W, and conclude 
that 1jJ(W) is necessarily cofinal in W (Prob. I). 

Q. If r is an index set, X is a partially ordered set, and ¢ and 1jJ are mappings 
of r into X, we write ¢ ::; 1jJ to mean that ¢h) ::; 1jJh) for every 'Y in r. 
Show that this relation is a partial ordering of the set Xr of all mappings of 
r into X. More generally, the same definition introduces a partial ordering 
on every indexed product n = Il .... Er X .... of partially ordered sets. Show 
that if each partially ordered set X.... is a (complete) lattice, then n is a 
(complete) lattice. 

R. Let X be a fixed set. For each subset A of X the characteristic function 
of A is that function XA that takes the value one at every point of A and 
the value zero at every point of X\A. If A and B are subsets of X, then 
XAnB = XAXB and XAUB = XA V XB. Furthermore, A c B if and only if 
XA ::; XB, and XAUB = XA + XB if and only if A and B are disjoint. 

s. If P and p' are two partitions of the same set X, then P' is said to be 
finer than P, or to refine P (and P is said to be coarser than pI; notation: 
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P ::; P') if every set in p' is a subset of some set in P. 

(i) Show that if P and P' are partitions of a set X, then P ::; p' if and only 
if every set E in P is partitioned by the subcollection of p' consisting of 
the sets in p' contained in E. Show too that the relation ::; is a partial 
ordering on the collection of all partitions of X, and that the mapping 
P -+rv p assigning to each partition of X the equivalence relation on X 
that it determines is an order anti-isomorphism of that collection onto 
the complete lattice of equivalence relations on X (in the extension 
ordering; see Problem L). Show, that is, that P ::; pI when and only 
when '" pI C '" p. Conclude that the collection of all partitions of X is a 
complete lattice with respect to the ordering ::;. 

(ii) If {El , .•. , En} is a finite collection of subsets of a set X, then the 
partition of X determined by {E1 , • •• , En} is the coarsest partition of 
X that partitions each of the sets E i , i = 1, ... ,no Show that this 
partition consists of the collection of all nonempty sets of the form 

where each Ai is either Ei of X\Ei. (There are 2n such sequences 
{At, ... , An}, but the number of sets in the partition may be smaller, 
of course.) 
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T. Let C be a collection of (not necessarily pairwise disjoint) sets. If for each 
set E in C we write E' = Ex {E}, then x -+ (x, E) is a one-to-one mapping 
of E onto E', and the collection C' of all sets E', E E C, is pairwise disjoint. 

U. Let {An}::'=1 be a sequence of sets. Show that there exists a unique disjoint 
sequence of sets {Bn }::'=1 with the property that 

n n 

UBk = UAk 
k=1 k=1 

for every positive integer n. (The sequence {Bn} will be referred to as 
the disjointijication ofthe given sequence {An}.) Verify that Bn C An for 
each positive integer n, and also that 

00 00 

n=1 n=1 

V. A partially ordered set X is said to be inductive if every simply ordered 
subset of X has a supremum. in X. Clearly every inductive partially ordered 
set satisfies the hypotheses of Zorn's lemma, as that result is stated above, 
so Zorn's lemma is formally stronger than the assertion that every inductive 
partially ordered set possesses a maximal element. Nonetheless, in many 
treatments of set theory this latter assertion is called "Zorn's lemma". 
Justify these terminological variations by showing that these two versions of 
Zorn's lemma and the maximum. principle are all equivalent to one another. 
(Hint: The collection of all simply ordered subsets of an arbitrary partially 
ordered set is inductive in the inclusion ordering.) 

W. In connection with each and every notion of an abstract mathematical 
structure there is an appropriate concept of isomorphism, meaning, in 
every case, a one-to-one correspondence between any two examplars X 
and Y of that structure that preserves the structure, that is, with the 
property that any statement (that is germane to the structure in question) 
concerning the elements of X is true if and only if it is also true of the 
corresponding elements of Y. The significance of this idea is simply put: 
If two examplars of a mathematical structure are isomorphic, i.e., if there 
exists such an isomorphism between them, then they are indistinguishable 
as far as the theory of the structure in question is concerned. Suppose, for 
example, that X and Y are order isomorphic partially ordered sets. Then 
if either X or Y possesses a maximal element, both must. Again, if either 
is a lattice, or a directed set, or simply ordered, then both must be. Prove 
these four statements (as tokens of the general fact that any assertion of 
an order-theoretic nature that is true of either X or Y is true of both). 
Show also that (1) the identity mapping on any partially ordered set X is 
an order isomorphism of X onto itself, (2) if rp is an order isomorphism of 
a partially ordered set X onto a partially ordered set Y, then rp-1 is an 
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order isomorphism of Y onto X, and (3) if 4> is an order isomorphism of 
X onto Y and 'l/J is a second order isomorphism of Y onto a third partially 
ordered set Z, then 'l/J 0 4> is an order isomorphism of X onto Z. (These 
three properties are common to every notion of isomorphism; in the sequel 
we shall ordinarily leave it to the reader to formulate and check them on 
his own.) 
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The real number system 

In this second preliminary chapter we turn attention to the structure that 
lies at the heart of all mathematical analysis-the real number system, or 
real number field. In so doing we shall not waste a great deal of time on the 
basic properties of the real numbers. Indeed, the reader has been dealing 
with the real numbers in one way or another for many years. Rather it is 
our intention, first, to fix some terminology and notation and, second and 
more important, to present a fairly detailed discussion of certain aspects of 
the order-theoretic properties of the real numbers that are sometimes not 
treated adequately in undergraduate mathematics courses. 

To begin with, the real number system-denoted throughout the text 
by the usual symbol lR-has both an algebraic structure and an order­
theoretic structure. Algebraically the real numbers are equipped with both 
an addition and a multiplication, so that every pair s, t of real numbers has 
both a sum s + t and a product st. Both of these binary operations satisfy 
the associative and commutative laws-meaning that, if s, t and u are real 
numbers, then 

s + (t + u) = (s + t) + u, s(tu) = (st)u, (1) 

and 

s + t = t + s, st = ts (2) 

(cf. Example IF). From these two laws it follows, via a routine argument 
which we omit, that if F is an arbitrary nonempty finite set of real numbers, 
then the sum E F and product fI F of the numbers in the set F are 
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uniquely and unambiguously defined, independently of the order in which 
F = {Sl, ... , sn} is arranged or how the sum and product of the numbers 
SI, •.. , Sn are grouped. Moreover, the addition and multiplication of real 
numbers are related by the distributive law, which says that 

s(t + u) = st + su (3) 

for all real numbers s, t and u. 
There are special and distinct neutral elements 0 (zero) and 1 (one) in 

R for the operations of addition and multiplication, respectively, so that 

s + 0 = sand sl = s 

for every real number s. Moreover, each real number s has a (unique) 
negative -s such that s+( -s) = 0, which implies that the equation s+x = t 
has the (unique) solution 

x=t+(-s), 

written as x = t - s (t minus s). Similarly, if s =f; 0, then there exists a 
(unique) reciprocal l/s such that s(l/s) = 1, which implies that if s =f; 0, 
then the equation 8X = t has the (unique) solution 

x = t(l/s), 

written as x = t/s (t over 8, or t divided by 8). (The distributive law 
implies that 80 = 0 for every real number s, so the real number 0 cannot 
have a reciprocal; accordingly, division by zero is impossible in R. See 
Problem C.) 

In the language of abstract algebra, the properties of R set forth thus far 
are summarized by saying that the real numbers form a field. The order­
theoretic structure of the real number system can be summarized almost 
as succinctly: There is an order relation < given on R that turns it into 
a simply ordered set (see Problem IN). In the simply ordered set R the 
number 0 plays a special role; indeed, a real number s such that 8 > 0 
is positive, while a real number s such that 8 < 0 is negative. Thus it 
is a special case of the trichotomy law that every real number is positive, 
negative or zero, and that no real number falls into any two of these classes. 

The algebraic and order-theoretic structures of the real number system 
are connected with one another in a number of ways, but, as it turns out 
(see Problems F, G, H, ~, J and K), these various connections all follow 
readily from two facts, which we now state. 

(i) If a and b are real n~mbers such that a < b, and if s is any real 
number, then 

a+s < b+ s. 
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(ii) If a and b are real numbers such that a < b, and if p is a positive real 
number, then 

ap < bp. 

As a simply ordered set, lR is automatically a lattice in which, for any 
two real numbers 8 and t, 8 V t and 8 1\ t are simply the larger and smaller, 
respectively, of 8 and t (Prob. IN). In particular, for any real number 8 

the number 8+ = 8 V 0 is called the positive part of 8, while 8- = -(81\ 0) 
is the negative part of 8. According to these definitions, both 8+ and s­
are nonnegative for every real number 8, and 8 = 8+ - 8-. The number 
8+ + 8-, which is equal to 8 when 8 is nonnegative and to -s when s is 
nonpositive, is called the absolute value of 8 (notation: lsI). Thus 

{ 
s, 

181 = 
-8, 

s~O 

8 ~ O. 

(In this connection, see also Problem L.) 
If a and b are real numbers such that a < b, then the real numbers be­

tween a and b constitute an interval bounded by a and b. More specifically, 
if a < b, then the closed interval [a, b] is given by 

[a,b]={tElR: a~t~b}, 

while the open interval ( a, b) is 

( a, b) = {t E lR: a < t < b}. 

(In particular, [0,1] and (0,1) are the closed and open unit intervals, re­
spectively.) In the same spirit we define the· half-open intervals 

(a,b] = {t E lR: a < t 5: b} and [a, b) = {t E lR: a ~ t < b}. 

(If the assumption that a < b is dropped, these definitions still make sense, 
of course, but the intervals [a, b], (a, b), (a, b] and [a, b) are all empty for 
a > b, and also (a,a) = [a,a) = (a,a] = 0, while [a,a] = {a}.) This 
notation for intervals is also extended to include rays. Thus for any real 
number a we write 

[a, +00) and (a, +00) 

for the closed right ray {t E lR: a 5: t} and the open right ray {t E lR: a < t}, 
determined by a, respectively, and also 

(-00, a] and (-00, a) 

for the closed left ray {t ERa ~ t} and the open left ray {t E lR: a> t} 
determined by a, respectively. Such rays are frequently regarded as special 
intervals, as is the entire real number system lR = (-00, +00) itself. 
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A field that is simultaneously a simply ordered set in such a way that (i) 
and (ii) are satisfied is, in the language of modern algebra, called an ordered 
field. That JR is not uniquely determined as an ordered field is clear from the 
fact that the field of rational numbers-familiar from primary school-is 
also an ordered field. (There are many other ordered fields as well.) What 
sets the real number system apart from other ordered fields is a property 
known as completeness. 

Axiom of Completeness. Every nonempty set of real numbers that is 
bounded above in JR has a supremum in JR. (Dually, a nonempty set of 
real numbers that is bounded below in JR possesses an infimum in JR; cf. 
Problem G.) 

The property of completeness just formulated is important and is worth 
a paraphrase. Here is another way of saying the same thing. Let A be a 
set of real numbers, and let M denote the set of all upper bounds of A in 
JR. Then M may be empty (this happens when A is not bounded above in 
JR), and M may coincide with JR (this happens when A is empty), but in all 
other cases M is a closed right ray: M = [supA,+oo). Yet another way 
to describe this situation is to say that JR is a boundedly complete lattice. 

In treatments of the real numbers that touch upon questions of the 
foundations of mathematical analysis one customarily finds a painstaking 
and fairly lengthy construction of the real number system based on some 
other simpler and more familiar number system-sometimes the system of 
rational numbers (see [12], for example), more usually the very primitive 
number system set forth in the Peano postulates (Prob. 0). (See [16] and 
[14], to name but two sources.) In this book we eschew any consideration 
of foundation problems, and are content simply to assume the existence of 
a number system JR possessing all of the heretofore stated properties. 

From this more or less postulational point of view the various construc­
tions of JR from more familiar number systems may be seen primarily as 
existence theorems, i.e., as proofs of the existence of a complete ordered 
field. However, the various constructions of JR also serve to elucidate just 
how it is related to the other, more primitive, number systems, and these 
relations are by no means clear from what we have said so far. Accordingly, 
we close this discussion of the real number system with a brief account of 
how the more primitive number systems may be identified within JR. 

Definition. A set J of real numbers is inductive if (i) 1 E J and (ii) if 
s E J, then s + 1 E J. (This notion is to be distinguished from the one 
introduced in Problem 1 V.) 

That inductive sets of real numbers exist is obvious; the set JR itself is 
inductive, as is the set P = (0, +00) of all positive real numbers (Prob. 
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J). Moreover, the intersection of any collection of inductive sets is clearly 
again an inductive set. Thus there exists a smallest inductive set, viz., the 
intersection of the collection of all inductive sets in R 

Definition. The smallest inductive set of real numbers is known as the 
set of natural numbers and is denoted by N. 

According to this definition, if a set S of real numbers is shown to be 
inductive, then N c S. Let us spell this out in greater detail: If for a 
set S of real numbers it can be shown that (i) 1 E S and (ii) if s E S, 
then s + 1 E S, then every natural number belongs to S. The more usual 
formulation of this fact is the following principle. 

Principle of Mathematical Induction. If a set S of natural numbers 
satisfies the conditions (i) 1 E S and (ii) for each natural number n, 
n E S implies n + 1 E S, then S = N. 

Proposition 2.1. The real number 1 is the smallest natural number. The 
set N is not bounded above in JR, and is therefore cofinal in R 

PROOF. The first assertion of the proposition is an immediate consequence 
of the definition of N and the fact that the ray [1, +00) is inductive. To 
see that N is cofinal in JR, suppose that N is bounded above in JR. Then 
M = sup N exists, and M -1 is therefore not an upper bound for N. Hence 
there exists a natural number n such that n > M - 1. But then n + 1 > M, 
which is impossible. 0 

Example A. As has been noted, every natural number n is positive. It 
follows that all reciprocals l/n of natural numbers n are also positive (Prob. 
K). But if £ is an arbitrary positive number, then there exists a natural 
number n such that n > 1/£ (by the preceding proposition and Problem 
K), so l/n < £. Thus the set R of all reciprocals of the natural numbers is 
a subset of JR with inf R = O. 

Example B. The function <p( t) = t / (1 + t) is a strictly increasing mapping 
(and thus an order isomorphism) of the ray [0, +00) onto the half-open 
interval [0,1), the inverse mapping being given by <p-l(t) = t/C1 - t), 
0:::; t < 1 (cf. Problems D, F, I, and K). The mapping 

~ t 
<p(t) = 1 + It!' t E JR, 

with inverse 
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~-1 t 
</> (t) = 1 -It!' It I < 1, 

is an extension of </> providing an order isomorphism of all of IR onto ( -1, + 1) 
(cf. Problems G and L). 

Proposition 2.2. If m and n are natural numbers, then their sum m + n 
and their product mn are also natural numbers. 

PROOF. Consider first the set S of all those natural numbers m with the 
property that m + n E N for every n in N. It is obvious that 1 E S, and, 
if mE S, then (m + 1) + n = m + (n + 1) E N for every n in N, so Sis 
inductive, and therefore S = N. Thus sums of natural numbers are again 
natural numbers. 

Next let T denote the set of all those natural numbers m with the prop­
erty that mn E N for every n in N. It is again obvious that 1 E T. 
Moreover, if mET and n E N, then 

(m + 1)n = mn + n 

is the sum of natural numbers, and is therefore itself a natural number 
by what has just been shown. Thus T also is inductive, and the proof is 
complete. 0 

Another important property of the set N of natural numbers is that 
the next natural number larger than a natural number n is n + 1. (That 
is, for each natural number n, there is no natural number in the open 
interval (n, n + 1); see Problem 0.) By exploiting this fact we are able to 
establish an apparently stronger version of the principle of mathematical 
induction (formally stronger because the inductive hypothesis is weaker 
while the conclusion remains the same, but only apparently stronger since 
we derive it, in fact, from the original principle of mathematical induction). 
In the formulation of the next result it will be convenient to denote the set 
{k EN: k ~ n} by An. 

Theorem 2.3. If a set S of natural numbers satisfies the conditions (i) 
1 E S, and (ii) for each natural numbern, An c S implies that n+l E S, 
then S=N. 

PROOF. Consider the set T of all those natural numbers n with the prop­
erty that An C S. Since At = {I}, we have 1 E T. Moreover, if nET, 
then An C S and therefore n + 1 E S. But then 

An+! = An U {n + 1} C S, 
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and therefore n + 1 E T. Thus T = N, and consequently S = N too. 0 

Our next result, while quite important in its own right, is an immediate 
consequence of Theorem 2.3. 

Theorem 2.4. The set N of natural numbers is well-ordered. (That is, 
every nonempty subset ofN possesses a least element; see Chapter 1.) 

PROOF. Let A be a subset of N that does not possess a least element, 
and set S = N\A. Then 1 E S since A clearly cannot contain the least 
natural number 1. But also, if An C S, and if n + 1 belonged to A, then 
n + 1 would surely be the least element of A, contrary to hypothesis. Thus 
An C S implies n + 1 E S, so S is inductive, and therefore S = N. But 
then A is empty. 0 

The method of mathematical induction is much more than a device for 
proving theorems; it also provides a powerful and exceedingly useful tool 
for giving definitions. 

Theorem 2.5 (Principle of Inductive Definition). Let X be a nonempty 
set, let x be an element of X, and let :F denote the collection of all 
finite sequences {x!, ... ,xn } in X. Suppose given a mapping 9 of:F 
into X. Then there exists a unique sequence {xn}~=l in X satisfying 
the conditions 

(1) Xl = X, 

(2) xn+1 = g({Xl, ... ,xn}), n E N. 

Note. The proof of this theorem is omitted because it is wholly subsumed 
under the discussion of the principle of definition by transfinite induction to 
be found in Chapter 5. The role of the function 9 in the above formulation 
is simply to provide the "inductive step" in the definition, and this rule 
can ordinarily be set forth quite informally, so that in an actual definition 
by mathematical induction the function 9 need never appear explicitly. It 
is also only fair to point out that in most applications the value assigned 
by the inductive rule 9 to a sequence {Xl, ••• ,xn } depends only on Xn and 
not on Xk, k = 1, ... , n - 1. Thus, however ponderous the machinery of 
Theorem 2.5 may seem, an actual inductive definition is typically quite 
brief and wholly perspicuous. 

Example C. For each real number t we define t l = t and then, for each 
natural number n, assuming tn already defined, we set 

(4) 
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Thus the power function t _ tn is defined inductively for all real numbers 
t and all natural numbers n, according to the inductive rule (4) and the 
initial requirement 

t l = t, t E lR. (5) 

It may be noted that in this example it is entirely immaterial whether 
one thinks of the definition of tn as being given for one to at a time (in 
which case, in the notation of Theorem 2.5, X = R, x = to and 9 assigns 
the number toxn to a finite sequence {Xl. X2, ... , xn} of real numbers) or 
as the definition of the function t _ tn, t E R (in which case X becomes 
the set RR of real-valued functions on R, x = ~R, the identity mapping on 
R (Ex. ID) and 9 becomes the rule assigning to an n-tuple {/I, ... , in} of 
functions in RR the function ~Rin)' It may also be noted that the inductive 
definition of positive integral powers given in this example applies equally 
well in any system in which an associative product is defined (cf. Example 
IF). 

Definition. The subset of R consisting of the natural numbers and the 
negatives of the natural numbers, along with the number zero, is the set 
Z of integers. 

If we write -N = {t E R: -t EN}, then Z = N U {O} U -N. We see 
that the set N coincides with the set of all positive integers, while -N is 
precisely the set of all negative integers (Prob. G). Also of interest in this 
context is the set No = {O}UN of nonnegative integers. The set of integers 
has a number of important properties as a subset of R. 

Theorem 2.6. If j and k are integers, then the sum j + k, the difference 
j - k, and the product jk are all integers as well. 

PROOF. Since the negative of an integer is clearly an integer, we may, in 
view of Problem C, assume that neither j nor k is zero. As for products, we 
already know (Prop. 2.2) that the product of positive integers is a positive 
integer, and since jk = (-j)( -k), the product of two negative integers is 
also a positive integer. On the other hand, if one of j, k is positive and the 
other negative, then jk = -( -j)k is a negative integer. 

In proving that the difference j - k is an integer we first note that 
since j - k = -«-j) - (-k» (Prob. D), we may also assume without 
loss of generality that j is a positive integer. But then, if k is negative, 
j - k = j + (-k) is also a positive integer. On the other hand, if j and k 
are both positive, then either j 2: k, in which case j - k is a nonnegative 
integer (see Problem 0), or j < k, in which case j - k = -(k - j) is a 
negative integer. 

Finally, to show that the sum j + k is an integer, we write j + k = 
j - (-k). 0 
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A quick check of cases shows that if k is an integer, then there is no 
integer between k and k + 1, and we have the following fact. 

Proposition 2.7. For any integer k the next larger integer is k + 1, and 
the next smaller is k - 1. 

From this last result it follows at once that if j and k are distinct integers, 
then the half-open intervals [i,j + 1) and [k, k + 1) are disjoint subsets of 
R The following proposition is a sharpening of this observation. 

Proposition 2.8. The intervals [k, k + 1), k E Z, constitute a partition of 
R 

PROOF. All that is needed is to show that for any real number t there is 
an integer k such that k ~ t < k + 1, and to this end it clearly suffices to 
treat the case in which t is not itself an integer. If t is positive, there is 
a least positive integer n such that t < n (Prop. 2.1, Th. 2.4). If n = 1, 
then ° < t < 1, while if n > 1, then n - 1 is a positive integer such that 
n-l < t < n. Thus, in either case, k = n-l satisfies the required condition. 
Finally, if t < 0, and if k < -t < k + 1, then - (k + 1) < t < - (k + 1) + 1.0 

Corollary 2.9. Every nonnegative real number t is uniquely expressible 
as the sum of a nonnegative integer (called the integral part of t and 
denoted by [tD and a number in the interval [0,1) (called the fractional 
part of t and denoted by (t)). 

Corollary 2.10. For an arbitrary positive real number d, the intervals 
[kd, (k + l)d), k E Z, also constitute a partition oflR. 

PROOF. A real number t belongs to [kd, (k+ l)d) if and only if tid belongs 
to [k, k + 1). 0 

Finally, we consider the field of rational numbers in the context of our 
postulational development of the real number system. 

Definition. The subset of lR consisting of all numbers of the form jlk, 
where j and k are both integers and k i= 0, is the set til of rational 
numbers. (Since -j/(-k) = jfk, we may, and usually do, assume that 
k is positive in the representation j I k of a rational number.) 

As has already been noted, the rational numbers constitute a field. What 
is meant by this assertion is simply that if q and r are two rational numbers, 
then the sum q + r, the difference q - r, the product qr, and, if r i= 0, 
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the quotient q I r are all rational numbers too. Without stating a formal 
proposition to this effect, we can verify these facts by supposing that q = 
ilk and r = lim, where j and l are integers, while k and m are positive 
integers. Then 

ji 
qr=­

km 

is a rational number, as is 
q jm 

= 
r ki 

provided r #- 0, i.e., provided i #- o. Moreover, we also have 

so that 

jm 
q=­

km 
ki 

and r= km' 

± jm±kl 
q r = , 

km 

and these are also rational numbers. 
Since properties (i) and (ii) in the definition of an ordered field are clearly 

enjoyed by Q as well, it is also true that Q is an ordered field along with 
JR. The following observation concerns the way the sub field Q is situated 
in JR. 

Theorem 2.11. If a and b are real numbers such that a < b, then there 
are (infinitely many) rational numbers in the interval (a, b). 

PROOF. There exists a positive integer N exceeding the positive number 
lid, where d = b - a (Prop. 2.1). Let k be the unique integer such that 
k(l/N) ~ a < (k+1)(1/N) (Cor. 2.10), and set r = (k+1)IN. Then a < r 
while r - a ~ liN < d = b - a. Hence r < b, and therefore r is contained 
in the interval (a, b). To see that this interval contains, in fact, an infinity 
of rational numbers, we note that the interval (a, r) must also contain a 
rational number, etc. 0 

Definition. By a base in JR is meant any positive integer greater than 
one. If p is a base, then the digits with respect to p are the integers 
0,1, ... ,p - 1. (The most favored bases are p = 2,3 and, of course, 
p = 10, though p = 8, 12 and 16 have also found adherents.) 

The following result is just a summary of the basic facts concerning the 
"place holder" system of notation that is universally employed for denoting 
real numbers. The interested reader will have no difficulty supplying the 
proof of Theorem 2.12 on the basis of the preceding material. 
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Theorem 2.12. Let p be a base in lR. Then every positive integer n has 
a unique expression in the form 

where Ci,'" ,Cm are digits with respect to p and cm =1= O. This relation 
is customarily expressed by writing 

n = cmcm-i" 'Ci' 

Moreover, every number t in [0, 1) may be written as 

CXl 

t = Lc_np-n, 
n=i 

(6) 

(7) 

where {C-n}~=i is a sequence of digits with respect to p. This relation 
is expressed by writing 

(8) 

or by 
t = O.c-i ... C-n (9) 

when C-k = 0 for every k > n. (Such numbers are rational of the 
form k / pn, and are called p-adic fractions.) This expression for t is 
not necessarily unique, but if {7J-n}~=l is another, dilIerent sequence of 
digits such that (7) holds, then 

(1) if no denotes the first index at which c-n and 7J-n differ, then 
Ic-no - 7J-no I = 1, and, assuming that 7J-no = e_no + 1, 

(2) 7J-n = 0 for all n > no, while e_n = p - 1 for all n > no. 

Thus every nonnegative real number t may be written as 

t = Cm ... ei + 0.c-ie-2 ... , 

or, as is more customary, 

t = em ... Ci'C-l'" C-n"" (10) 

and this representation is unique exct:pt for p-adic fractions, which, as 
noted, admit exactly two such representations. 

For p = 2 the expansion (10) is called a binary expansion of t. When 
p = 3, it is a ternary expansion; when p = 10, a denary expansion. In 
general, one refers to (10) as a "p-ary" expansion of t. 
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The extended real number system 

It is frequently very convenient to enlarge the real number system by ad­
mitting to it the "ideal" numbers +00 and -00. Thus it is customary to 
write sup E = +00 for any set E of real numbers that is not bounded above 
in JR. In the study of analysis the usefulness of this symbolism is so great 
that it is desirable to introduce it on a formal basis. Accordingly, we adjoin 
to JR two new "numbers" +00 and -00. The enlarged number system 

JR U {+oo, -oo} 

will be called the extended real numbers and will be denoted by JR~. (In 
dealing with JR~ we will distinguish the elements of lR as ordinary real num­
bers, or as finite numbers.) The simple ordering of JR is extended to JR~ by 
defining -00 < +00 and 

-00 < t < +00 

for every finite real number t. Thus +00 is the largest element of lR~ and 
-00 is the smallest. (Note that in JR~ it is not a notational convention but 
a literal fact that sup E = +00 for a set E of real numbers that is not 
bounded above in lR.) 

As for algebraic operations, we define 

t + ±oo = ±oo + t = ±oo 

for every finite real number t, and likewise 

±oo + ±oo = ±oo. 

Similarly, we agree that 

t - ±oo = 4=00 and ± 00 - t = ±oo 

for every finite real number t, and that 

±oo - 4=00 = ±oo. 

(The symbols ±oo + 4=00 and ±oo - ±oo remain undefined.) As regards 
multiplication, we define 

t{±oo) = {±oo)t = {~OO :: ~ 
4=00 t<O 

for every finite real number t, and likewise 

(±oo){±oo) = +00 and (±00){4=00) = -00. 
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It must be admitted, to be sure, that the systematic use of JR~ in place of 
JR brings some inconvenience with it (see, for example, Problem T below). 
The best that can be said is that, on balance, it is easier to get along with 
±oo in real analysis than it is to get along without them. 

The complex number system 

While this book is basically a treatise on real analysis, it is a feature of 
its development that the complex numbers appear in the sequel with fair 
frequency. Accordingly, we close this chapter with a brief account of the 
complex number system (notation: C). Here again, as above in the case of 
the real number system, we shall not bother to construct C (though this 
turns out to be a fairly simple thing to do, and would have the advantage 
of proving the existence of C), but we will rather simply assume that such a 
number system exists, having properties that serve to determine it uniquely. 

The first and most important thing about C is that it is a field and is 
algebraically an extension of JR, so that C contains JR as a subfield (meaning 
that the ordinary sums and products of real numbers are the same as their 
sums and products when they are thought of as complex numbers). It 
follows at once that the elements 0 and 1, neutral with respect to addition 
and multiplication, respectively, in C, are just the real numbers 0 and 1. 
Hence the difference s - t and, if t "# 0, the quotient sit, of any two real 
numbers s and t are the same as their difference and quotient when they 
are regarded as complex numbers. 

The second, and most characteristic, feature of C is that the equation 

(11) 

has a solution i in C (so that i is a "square root of minus one"). Clearly no 
real number can be a root of (11) (Prob. J) so i E C\R Complex numbers 
of the form ib, b E JR, are said to be pure imaginary, and every complex 
number is of the form ( = a + ib, where a is real and ib is pure imaginary. 

It is easily seen that the only complex number that is both real and pure 
imaginary is 0 (= 0 + iO), and hence that 

(= a+ib, a, bE JR, 

called the standard form of (, is uniquely determined by (. In this standard 
form the real number a is the real part of ( (notation: Re (), while b is 
the imaginary part of ( (notation: 1m () Thus for any complex number ( 
both Re ( and Im ( are real numbers. 

We conclude this brief discussion of the field C by recalling how the 
operations of arithmetic are conducted on complex numbers expressed in 
standard form. To this end let a + ib and s + it be complex numbers in 
standard form. Then 

(a+ib) + (s+it) = (a+s) +i(b+t), 
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and 
-(a + ib) = (-a) +i(-b). 

Moreover 
(a + ib)(s + it) = (as - bt) + i(at + bs). 

Finally, if a + ib # 0, then 

a . b 
--::-----:-::- - ~ --::-----:-::-
a2 + b2 a2 + b2 

is readily seen to be the reciprocal of a + ib. 

Note. The following problems that bear on R are not intended to acquaint 
the reader with new properties of the real number system. Indeed, he knows 
most if not all of these properties already. The real goal here is rather to 
convince the reader that our description of the real number system is, 
in fact, full and complete enough to permit the derivation of all of the 
properties of R. Accordingly, in solving the following problems bearing on 
R, it is a cardinal principle of the enterprise that all arguments be based­
either directly or indirectly-on those assertions concerning R explicitly set 
forth in the above text. 

PROBLEMS 

A. Show that if 8, t and t' are real numbers, and if 8 + t = 8 + t', then t = t', 
and use this basic uniqueness result to establish the following facts. 

(i) The solution of the equation 8 + X = t is uniquely determined by 8 

and t. 

(ii) The real number zero is unique; indeed, if 8 and t are any two real 
numbers such that 8 + t = 8, then t = O. 

(iii) The negative -t of a real number t is uniquely determined by t, and 
-(-t) =t. 

B. Show that if t and t' are real numbers and 8 is a nonzero real number, and 
if 8t = 8t', then t = t', and use this result to establish the following facts. 
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(i) If 8 t- 0, then the solution of the equation 8X = t is uniquely determined 
by 8 and t. 

(ii) The real number one is unique; indeed, if 8 and t are any two real 
numbers such that 8t = 8, then either t = 1 or 8 = o. 

(iii) The reciprocal 1/8 of a nonzero real number 8 is uniquely determined 
by 8, and the reciprocal of l/s is 8. 
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C. Verify that Ot = 0 for every real number t. (Hint: 0 + 0 = 0.) Show, 
conversely, that if s and t are real numbers such that st = 0, then either 
s = 0 or t = O. Show too that for any real numbers s and t, ( -s)t = 
s(-t) = -(st), while (-s)(-t) = st. 

D. For any two real numbers rand s, -(r + s) = (-r) + (-s) and -(r - s) = 
s - r, while r - s = (-s) - (-r). For any four real numbers r,s,t and u, 
(r - 8) + (t - u) = (r + t) - (8 + u). Verify the analogous facts as regards 
multiplication. 

E. According to the text, the sum ~ F of a nonempty finite set F of real 
numbers is uniquely and unambiguously defined (by virtue of an unstated 
proof by mathematical induction). Verify that, if F = Fl U F2 is any par­
tition of F into two nonempty subsets, then ~ F = ~ Fl + ~ F2. Devise 
a definition of ~ 0 that permits the deletion of the word "nonempty" 
from this formulation. What, if any, are the analogous facts as regards 
multiplication? 

F. If a and b are real numbers such that a :S b, and if s is any real number, 
then a+s :S b+s. Similarly, if a :S band p is any nonnegative real number, 
then ap :S bp. 

G. Show that if a and b are real numbers, then a < b if and only if b - a is 
positive, and conclude that a < b if and only if -b < -a. In particular, a 
real number t is positive [negative] if and only if -t is negative [positive]. 

H. If a and b are real numbers such that a < b, and if s is a negative real 
number, then as > bs. 

I. The sum and product of positive real numbers are also positive. The 
product of two negative real numbers is positive. The product of two real 
numbers is negative if and only if one of the factors is positive and the 
other is negative. 

J. The square t2 = tt of every real number is nonnegative, while the square of 
every nonzero real number is positive. In particular, 1 > 0, and s < s + 1 
for every real number s. 

K. If 8 is a positive [negative] real number, then l/s is also positive [negative]. 
If s and t are positive real numbers s. ch that s < t, then l/t < 1/ s. 

L. For any real number s the absolute value lsi is nonnegative and equal to 
I - sl, while lsi = 0 if and only if s = O. For any real number 8 we have 
s :S lsi and -s :S lsi. Moreover, lsi :S t if and only if s :S t and -s :S t. 

(i) Verify that for any two real numbers s and t we have 

Istl = Islltl 
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and 
Is + tl :5:: lsi + It I 

(the triangle inequality for real numbers). Use the triangle inequality 
to show that 

Ilsl-ltll :5:: Is - tl 

for any two real numbers s and t. (Hint: To establish the triangle 
inequality, consider cases.) 

(ii) In the same context verify that, for any two real numbers sand t, 

and 

Conclude that 

s + t = (s V t) + (s t\ t), 

Is - tl = (s V t) - (s t\ t), 

s V t = [(s + t) + Is - tll/2, 
s t\ t = [(s + t) - Is - tll/2. 

s+ = (lsi + s)/2, 

s- = (Isl- s)/2. 

M. Any mapping of a set X into 1R is called a real-valued function on X. For 
any set X the set .1R(X) of all real-valued functions defined on X is a 
lattice in which, for each x in X, (f V g) (x) is simply the larger of f (x) and 
g(x), while (f t\ g)(x) is the smaller of f(x) and g(x) (see Problem 1Q). 
If 0 denotes the function identically equal to zero on X, then for any f 
in .1R(X) the function r = f V 0 is called the positive part of f, while 
the function f- = -(f t\ 0) is the negative part of f. Thus for any real­
valued function f on X, f = r -r, while If I = r + r has the value 
Ifl(x) = If(x)1 everywhere on X. 

(i) A sublattice of the lattice .1R(X) is called a function lattice on X. 
Thus if C is a function lattice on X that contains the function 0, and 
if f E C, then C also contains f+ and - r . 

(ii) If C is a nonempty function lattice on X and if C contains f - 9 along 
with any two functions f and 9 that it contains, then for any function 
f in C the functions r, r and If I are also in C. 

N. If s is a real number and A a set of real numbers, it is customary to write 
s + A for the set of all real numbers of the form s + t, tEA. Verify that, 
in this notation, the set {1} U (1 + N) is inductive. 
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(i) Conclude that there is no positive integer in the open interval (1,2), 
where 2 = 1 + 1. 

(ii) Conclude also that if n is a positive integer such that n > 1, then n-1 
is also a positive integer. 
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o. (i) Show that for each positive integer n there is no positive integer in the 
open interval (n, n + 1). (Hint: Use mathematical induction.) 

(ii) Show that for each positive integer n the set of positive integers greater 
than n is n + N. (Thus if, as above, An = {m EN: m ~ n}, then 
N = An U (n + N) for each positive integer n.) Conclude that if m 
and n are any two positive integers such that m < n, then n - m is a 
positive integer. 

If we define the successor n + of each positive integer n 
to be n + 1, then according to Problem N the successor func­
tion, mapping each positive integer n onto n+, is a one-to­
one mapping of N onto N\ {I}. This fact and the principle of 
mathematical induction (appropriately reformulated in terms 
of successors) together constitute the Peano postulates. The 
best known and most entertaining development of 1R from the 
Peano postulates is to be found in [16]. 

P. For each real number a let Qa be the set of all those rational numbers q 
such that q < a. Show that a = sup Qa for every real number a. 

Q. Verify that the function f(t) = t2 is a strictly monotone increasing (that 
is, monotone increasing and one-to-one; cf. Chapter 1) mapping of the ray 
[0, +(0) into itself. Show too that f maps the open unit interval I = (0, 1) 
into itself, and that, in fact, 0 < f(t) < t for t in I. 

(i) Show next that if x and y belong to I, and if x 2 > y, then there exist 
real numbers x' such that 0 < x' < x and such that x' 2 also exceeds 
y. (Hint: If 71 is a positive real number such that x -71 is also positive, 
then (x - 71)2 > x2 - 271; choose 71 such that 271 < x 2 - y.) 

(ii) Show also that if x and y belong to I, and if x2 < y, then there exist 
real numbers x" such that x < x" < 1, and such that x" 2 < y. (Hint: 
If 71 is a positive real number such that x + 71 < 1, then (x + 71)2 < 
x2 + 371 (3 = 2 + 1); choose 71 such that 371 < y - x2 .) 

(iii) Use (i) and (ii) to show that if y belongs to I, then there exists a 
(unique) x in I such that y = x 2 • (Hint: Let A = {x E I: x 2 < y} and 
prove that y = (supA)2.) 

(iv) Conclude that a real number y is positive if and only if y = x 2 for some 
positive real number x (cf. Problem J). The number x is the positive 
square root of y (notation: ..;y). 

(v) Generalize the foregoing argument to show that, for each positive inte­
ger n, every nonnegative real number t has a unique nonnegative nth 

1 
root tn:, i.e., a solution of the equation xn = t. (Hint: According to 
the binomial theorem, if x and x + 71 are both in I, then 

I(x + 71)n - xnl < 2n l71I.) 
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R. Suppose given a mapping ¢> of JR into itself that preserves both sums and 
products, Le., has the property that 

42 

rp(s + t) = rp(s) + rp(t) 

and 
rp(st) = rp(s)rp(t) 

for every pair of real numbers s and t, and suppose also that rp is not 
identically zero. 

(i) Show that rp(O) = 0 and also that rp(l) = 1. Conclude that rp is one­
to-one. 

(ii) Verify that rp(n) = n for every positive integer n, and conclude that, 
in fact, rp(q) = q for every rational number q. 

(iii) Show too that if p is any positive real number, then rp(p) is also positive, 
and conclude that rp is strictly monotone increasing. 

(iv) Conclude finally that rp is necessarily the identity mapping on JR. (Hint: 
Recall Problem P.) 

s. A strictly increasing finite sequence {xo < Xl < ... < XN} of real numbers 
is called a partition of the interval [xo, X N]. (This notion of partition is to 
be distinguished from the one introduced in Chapter 1.) If P = {a = Xo < 
... < XN = b} is such a partition of [a, b], then the numbers Xi, i = 0, ... , N, 
are the points of P, and the closed interval [Xi-I, Xi], i = 1, ... , N, is the 
i th subinterval of P. If p' = {a = yo < ... < Y M = b} is another partition 
of [a, b], and if every point of P is also a point of P', then p' refines P, or 
is a refinement of P (notation: P :S PI). Verify that the collection of all 
partitions of [a, b] is a lattice with respect to the ordering :S. 

(i) For any partition P = {a = Xo < ... < XN = b} of [a,b] the maximum 
length of a subinterval ofP, i.e., the largest ofthe numbers Xi-Xi-l, i = 
1, ... ,N, is the mesh J-t1' of P. Verify that P ---> J-t1' is a monotone 
decreasing function on the lattice of partitions of [a, b]. 

(ii) Let f be a real-valued function defined and bounded on an interval 
[a, b]. If P = {xo < ... < XN} is a partition of [a, b], we set 

for the supremum and infimum, respectively, of f over the ith sub­
interval of P, i = 1, ... , N, and form the sums 

N N 

D1'(f) = L Mi(Xi - Xi-I), d1'(f) = L mi(Xi - Xi-I), 
i=l i=l 
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known as the upper and lower Darbow: sums, respectively, of the func­
tion 1 based on the partition 'P. In this way we associate with 1 the two 
nets {D-p (f)} and {d-p (f)} indexed by the lattice of partitions of [a, b]. 
Concerning these nets it is obvious that d-p(f) ~ D-p(f) ~ D-p(I/D 
for every P and every f. Show that the net {D-p (fn is monotone de­
creasing and the net {d-p (I)} is monotone increasing for anyone fixed 
function I. 

T. As has been noted, the fact that the addition and multiplication of complex 
numbers are associative and commutative ensures that if {(I, ... , (N} is a 
finite set of complex numbers, then the sum ~:'1 (. and product II:'1 (i 
are well-defined (that is, independent of order or grouping). In particular, 
if {(oy her is an indexed family of complex numbers and D is a finite subset 
of r, then we may define, without ambiguity, the finite sum 

Since for an arbitrary index set r the collection V of all finite subsets of 
r is directed (upward) under inclusion, we obtain in this way the net 01 
finite sums {SD}De"D of the given indexed family {(oyher. 

(i) If {(~ her and {(~her are similarly indexed families of complex num­
bers with corresponding nets of finite sums {s~} and { s'b }, respectively, 
and if for each finite set D of indices we write 

SD = L (a(~ + (3(;) 
oyeD 

for the corresponding finite sum of the family {a(~ + {3(~}, where a 
and {3 denote complex numbers, then 

SD = as~ + {3s'b. 

(ii) For any indexed family {(oy her of complex numbers, if we write {SD} 
and {SD} for the nets of finite sums of the families {Coy} and {I(oyl}, 
respectively, then ISDI ~ SD for every D. Likewise, if Dl and D2 are 
two finite sets of indices, then 

(iii) If {al, ... , aN} is a finite set of extended real numbers, the product 
II:'1 ai is a well-defined extended real number independent of order 
and grouping. Likewise the sum ~:'1 ai is well-defined provided one at 
most of the numbers ±oo appears in the list aI, ... , aN. (If both +00 

and -00 are among the numbers aI, ... , aN, then the sum al + ... + aN 
is undefined.) Hence if {aoy }oyer is an indexed family of extended real 
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numbers such that -00 < a-y ::::; +00 for each index "Y (or such that 
-00 ::::; a-y < +00 for each "Y), then the finite sum 

8D = La-y 
-yED 

is well-defined for each finite set D of indices, and we obtain, once 
again, the net {8D}DEV of finite sums of {a-y}. What may be said of 
the results of (i) and (ii) in the context of extended real numbers? (For 
the purposes of this exercise let us agree to write 1 ± 001 = +00.) 

(iv) If {a-yhEr is an indexed family of complex numbers (or a family of 
extended real numbers among which at least one of the numbers ±oo 
does not appear), the corresponding net {8 D } of finite sums is monotone 
increasing if and only if the numbers a-y are all (real and) nonnegative. 

U. For any complex number ( = 8 + it in standard form the complex number 
8-it is called the complex conjugate of (notation: C). Show that complex 
conjugation, i.e., the mapping carrying ( to C, preserves both sums and 
products, and is its own inverse. Show too that ( is real if and only if 
( = C, while ( is pure imaginary if and only if ( = -C. 

V. Let '!/J be a mapping of the complex number system C into itself that pre­
serves both sums and products, and that also preserves the real numbers, 
so that '!/JOlt) c R. Prove that '!/J is either identically zero, or the identity 
map on C, or complex conjugation. 

w. (i) For any complex number ( the sum (+ C and the product (C are both 
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real. Indeed, 

while 
(-( 

Im(=~. 

Moreover, if ( = 8 + it in standard form, then (( is the nonnegative 
number 82 + t 2 • 

(ii) Any mapping of a set X into C is called a complex-valued function on 
X. If f is a complex-valued function on X, we define J (the complex 
conjugate of I) by setting J(x) = f(x),x E X. Likewise we define Hef 
and Imf (the real and imaginary parts of I) pointwise by setting 

(Hef)(x) = Hef(x), (lmf)(x) = Imf(x), x E X. 

Verify that for any complex-valued function f on X, we have 

f = Hef + i Imf, 
1 -

Ref = 2(1 + I), 
1 -

Imf = 2i (I - I). 
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x. For each complex number ( the nonnegative real number v'rJ. (see Prob­
lem Q) is called the absolute value or modulus of ( (notation: 1(1; clearly 
this definition agrees with the one given earlier for the absolute value of a 
real number). 

(i) Verify that if ( # 0, then 1/( = (;1(1 2 • 

(ii) Show also that if a and 13 are any two complex numbers, then 

la131 = lall131 and la + 131:::; lal + 1131· 

(Hint: To verify the inequality, still called the triangle inequality, show 
first that 

las + btl :::; vi a2 + b2 v1s2 + t2, 

where a = a + ib and 13 = s + it in standard form.) 

Y. For any complex number ( # 0 the complex number 

I~I = a + ib 

has real and imaginary parts a and b such that a2 + b2 = 1. Hence there 
exists a real number (} (unique up to integral multiples of 211") such that 

( (}' . (} RT = cos + tsm , 

and therefore such that 

(= p(cos(} + isin(}), 

where p = 1(1. (This representation of a nonzero complex number, called its 
polar representation, is not unique, in that the polar angle (} is determined 
only up to integral multiples of 211".) Use trigonometric identities to show 
that if ( = p( cos (} + i sin ()), then 

c = pn(cosn(} + i sin n(}) 

for each positive integer n. Use this observation to show (De Moivre's 
theorem) that for any complex number ( # 0 and any positive integer n, 
the equation 

has exactly n distinct solutions in C, viz., 

lin ( () + 2k1l" .. (} + 2k1l") 
X = P COS + t sin , 

n n 
k = 0, ... ,n - 1. 
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We shall assume that the reader is familiar with the rudiments of linear 
algebra. In particular, he should be acquainted with the notion of a linear 
space, or vector space, and the elementary concepts associated with linear 
spaces. In this chapter we review these ideas, largely to fix terminology and 
notation. Readers wishing to improve their acquaintance with any part of 
linear algebra, or to pursue in greater depth any of the topics discussed 
below, might consult [10]. Another excellent source is [13]. 

Definition. Let F be a field (as defined in Chapter 2). A vector space or 
linear space over F is a set E of elements (called vectors) satisfying the 
following postulates. 

(A) The set E is equipped with an associative and commutative binary 
operation, called addition and denoted by +, in such a way that the 
following two conditions are satisfied: (i) there is a neutral element 0 
(called the origin of E) with respect to addition; (ii) for each vector 
x in £ there exists a vector -x in £ (called the negative of x) such 
that x + (-x) = O. 

(M) There is also given a mapping of F x e into E assigning to each element 
0: of F and vector x in e a vector o:x, called the product of 0: and x, 
in such a way that the following four conditions are satisfied for all 
elements 0: and f3 of F and all vectors x and y: (i) o:(f3x) = (o:f3)x; 
(ii) o:(x + y) = o:x + o:y; (iii) (0: + (3)x = o:x + f3x; (iv) 1x = x. 

Note. The elements of the field F are customarily called scalars to distin-
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guish them from the vectors that are the elements of £, and F is accordingly 
known as the scalar field of £. In all that follows, the scalar field of each 
and every vector space to be considered will be either the field R of real 
numbers or the field C of complex numbers. (A vector space over R is a 
real vector space; a vector space over C is a complex vector space.) Fur­
thermore, the following convention will be in force throughout the book: 
In any statement, proposition, or definition concerning linear spaces, if no 
specific distinction is made, then it is understood that the scalar field may 
be either R or C. In the product ax of a scalar a times a vector x the left 
factor is always the scalar, the right factor always the vector. (For that 
reason what we have here called a vector space is sometimes known as a 
left vector space.) It is perhaps worth noting that the product of a scalar 
times a vector in a vector space is not (ordinarily) a binary operation in 
the sense of Example IF. 

The following proposition is nothing more than a summary of the most 
immediate consequences of the above definition, and is included here solely 
for the sake of completeness. 

Proposition 3.1. Let £ be a linear space, and let Xo be a vector in £. If 
for anyone vector yin £ it is the case that Xo + y = y (or y + Xo = y), 
then Xo = o. Consequently, Ox = 0 and (-I)x = -x for every vector 
x in £. Likewise, aO = 0 for every scalar a, whence it follows that a 
product ax is equal to 0 if and only if either a = 0 or x = O. 

Example A. The field R of real numbers is a real vector space if we agree 
to define vector addition in R to be the ordinary addition of real numbers, 
and the product of a real number by a real number the ordinary product of 
two real numbers. Similarly, the field C of complex numbers is a complex 
vector space. 

Example B. If £ is a complex linear space, then £ is also a real linear 
space-we have but to retain the given vector addition in £ and simply 
refuse to multiply by any but real scalars. Thus, in particular, C itself 
is a real linear space in which vector addition is the ordinary addition of 
complex numbers, and the product ta, t E R, a E C, is the ordinary product 
of complex numbers. 

Example c. It is an immediate consequence of the above definition that 
if x, y and z are vectors in a linear space £, then x + y + z is a well-defined 
vector in £, independent of either the ordering or grouping of the three 
vectors x, y, z. Similarly, if {Xl, ... ,xn } is an arbitrary finite sequence of 
vectors in a vector space £, then the sum Xl + ... + Xn exists as a vector 
in £ independently of all possible permutations or groupings of the vectors 
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in the sequence. Thus, if {X6 hE~ is a finite indexed family of vectors in a 
vector space e, we may and do define 

L X6 = X61 + ... + X6 ... , 

6E~ 

where {Ob ... , On} represents anyone enumeration of the index set ~. 
More generally, if r is an arbitrary index set, and if {x-y hH is an indexed 

family of vectors in a linear space e with the property that there exists a 
finite subset ~o of r such that x"( = 0 for all 'Y in r\~o, then we define, 
unambiguously, 

LX"( = LX"( 
,,(Er "(E~ 

where ~ denotes an arbitrary finite subset of r such that ~ ::) ~o. (It is 
clear that this definition is independent of the choice of ~ since x"( = 0 for 
all 'Y in ~ \~o by construction.) 

If e is a linear space and if Ml and M2 are arbitrary subsets of e, we 
shall write Ml + M2 for the set of sums 

Similarly, if A denotes a set of scalars and M a set of vectors in e, we shall 
write AM for the set {ax: a E A,x EM}. 

In any linear space e a vector x is a linear combination of vectors 
Yb ... ,Yn in e if there exist scalars at, ... ,an such that x = alYl + ... + 
anYn. A nonempty subset M of e is a linear manifold in e (or a linear 
submanifold of e) if, for every pair of vectors x, Y in M and every pair 
of scalars a, {3, the linear combination ax + {3y belongs to M. If M is a 
linear submanifold of e, then it is easily seen that every linear combination 
of vectors in M belongs to M. Among the linear submanifolds of e are 
the space e itself and the trivial submanifold (0) consisting of the single 
vector O. 

If {M"(}"(Er is an arbitrary indexed family of linear submanifolds of a 
linear space e, we write L"(Er M"( for the vector sum of the family, which 
consists, by definition, of all sums of the form x = L"(Er x"( where x"( E M-y 
for each index 'Y and x"( = 0 except for some finite set of indices (which 
may vary with Xj recall Example C). If, in particular, r = {I, ... ,n}, we 
write Ml + ... + Mn for the vector sum of the family {Mdi=l. (For 
n = 2 this notion of vector sum agrees with the more general notion of the 
vector sum of two sets of vectors introduced above.) The vector sum of an 
arbitrary indexed family of linear submanifolds of a linear space e is itself 
a linear submanifold of e containing each of the given submanifolds M"(. 
In particular, if M and N are linear submanifolds of e, then M + N is a 
linear submanifold of e containing both M and N. 
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For any set M of vectors in a linear space e there exists a smallest 
linear submanifold M of e that contains M. If M = 0, then M = (0); 
otherwise M consists of all linear combinations of elements of M. We say 
that M is genemted (algebmically) by M, or that M is an algebmic system 
of genemtors for M, and we write M = (M). If M and N are given linear 
manifolds in e, then the linear manifold (M uN) generated algebraically 
by M uN is M +N. More generally, if {M..,}..,EI' is an indexed family of 
linear manifolds in e, then the vector sum E"'Er M.., is the linear manifold 
(U.., M..,) generated algebraically by the union U.., M..,. 

A nonempty finite set J = {Xl, ... , xn} in a vector space e is linearly 
independent if the only way in which 0 can be expressed as a linear com­
bination 0 = alXl + ... + anXn is with al = .. , = an = O. An arbitrary 
subset J of e is linearly independent if every nonempty finite subset of J 
is linearly independent. A linearly independent set of vectors in e that is 
at the same time an algebraic system of generators for e is a Hamel basis 
for e. Every vector space has a Hamel basis (Prob. B). If {x..,l..,EI' is an 
indexed Hamel basis for a linear space e, then for each vector y in e there 
exists a uniquely determined (similarly indexed) family of scalars {A..,l..,Er 
such that A.., = 0 for all but a finite number of indices 'Y (the set of which 
depends, in general, on y) and such that y = E..,Er A..,X..,. The scalars A.., 
are called the coordinates of y with respect to the indexed basis {X..,l..,Er. 

A linear space possessing a finite Hamel basis is called finite dimensional; 
a linear space that is not finite dimensional is infinite dimensional. If 
X = {Xl, ... ,xn } is a Hamel basis for a finite dimensional linear space e, 
then every Hamel basis for e contains exactly n vectors (Prob. C). A Hamel 
basis for a finite dimensional linear space e is called simply a basis for e, 
and the number of vectors in anyone basis (and therefore in all bases) for 
e is the dimension of e, denoted by dime. The vector space (0) consisting 
of the vector 0 alone is finite dimensional and has dimension O. 

Example D. If X is a Hamel basis for a complex vector space e, and if eo 
denotes the space e viewed as a real vector space (Ex. B), then a Hamel 
basis for eo is provided by the set X U iX. Thus if e is finite dimensional, 
then dim eo = 2 dim e. In particular, C is a two dimensional vector space 
over the real field R, a basis for which is given by the pair {I, i}. 

Example E. The system R[x] of all real polynomials in the indeterminate 
X is a real vector space if we agree to make vector addition in R[x] the 
ordinary addition of polynomials, and define the product of a real number 
b and a real polynomial p(x) = ao + alX + ... + aNxN to be 

(1) 

(which is the same thing as the product of the constant polynomial b with 
p(x». Similarly, the system C[x] of all complex polynomials is a complex 

49 



3 Linear algebra 

vector space. An indexed Hamel basis for both lR[x] and C[x] is provided by 
the infinite sequence {xn}~o' Thus lR[x] and C[x] are infinite dimensional. 

Let N be a nonnegative integer and let IRN[X] denote the subset of lR[x] 
consisting of the zero polynomial together with the set of all those nonzero 
elements of lR[x] having degree no greater than N. (Recall that the degree 
ofapolynomialp(x) is m ifp(x) = aO+alx+, +amxm with am =f:. O. Thus, 
in particular, the degree of each nonzero scalar is zero. The degree of the 
polynomial 0 is either -00 or undefined, according to one's point of view.) 
Then, as is readily seen, IRN[X] is a real linear space for which the system of 
polynomials {l,x, ... ,xN} is a basis, so that dimIRN[x] = N +1. Similarly, 
the zero polynomial together with the set of all complex polynomials having 
degree no greater than N is a complex vector space eN [x] having dimension 
N+1. 

If el, ... ,en are linear spaces, allover the same scalar field, we write 
e = el + ... + en for the set of all n-tuples of the form (Xl, .. " xn) where 
Xi E ei, i = 1, ... , n. Then e is a linear space with respect to the linear 
operations 

and 
a(Xl, ... , xn) = (axl, ... ,axn) 

for all (Xl,' .. ,xn ) and (Yl,' .. , Yn) in e and all scalars a. The space e is 
the (linear space) direct sum of the spaces {ei}i=l' (Clearly the origin in 
el + ... + en is the n-tuple (0, ... 0), and -(x!, ... , xn) = (-Xl ... , -Xn).) 
If ell' .. ,en are all finite dimensional, and if e = el + ... + en, then e is 
also finite dimensional, with 

dime = dimel + ... + dim en. 

In the case el = ... = en = :F, e is called the direct sum of n copies of :F. 

Example F. The direct sum of n copies of IR (viewed, as in Example A, as a 
real vector space) consists of the set of all real n-tuples added and multiplied 
by real scalars termwise or coominatewise. We shall denote this space by 
IRn. Similarly, we denote by en the direct sum of n copies of e (viewed 
as a complex vector space). The n-tuples ei = (8i1 , ... , 8in ), i = 1, ... , n 
(where, by definition, 8ij is the Kronecker delta 

{ 
0, i =f:. j, 

8ij = 
1, i = j, 

for all integers, i,j), constitute a basis for both IRn and en, sometimes 
called the natural basis. (In dealing with IRn and en, it is this natural 
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basis that is ordinarily assumed to be in use.) Clearly lRn and en are 
n-dimensional. 

Example G. The collection .1R(X)[.Fc(X)] of all real-valued functions 
[complex-valued functions] on an arbitrary set X is a real [complex] linear 
space with respect to the pointwise linear operations defined by 

(f + g)(x) = f(x) + g(x) and (af)(x) = af(x), x E X, a E lR[C]. 

(The origin in these spaces is the zero function, and (- f)(x) = - f(x). The 
spaces lRn and en are clearly special cases of this construction.) Whenever, 
in the sequel (as in the following example), we refer to a ''real [complex] 
linear space of functions" on a set X, it is always some linear submanifold 
of .1R (X) [.Fc(X)] that is meant. 

Example H. Suppose given a linear space E. A scalar-valued function f 
defined on E is a linear functional on E if f(ax + [3y) = af(x) + [3f(y) for 
all vectors x, y in E and all scalars a, [3. It is a triviality to verify that a 
linear combination of linear functionals on E is again a linear functional on 
E, and hence that the collection of all linear functionals on E forms a linear 
submanifold of the space of all scalar-valued functions on E. The linear 
space of all linear functionals on E (which is real or complex according as 
E is real or complex) will be called the full algebmic dual of E. 

If E is a linear space and M is a linear submanifold of E, then the relation 
'" on E defined by setting x '" y if x is congruent to y modulo M, that 
is, if x - y EM, is an equivalence relation on E. The equivalence class 
[x] = x + M of a vector x will be called the coset of x modulo M. The set 
of all cosets [x] modulo M (Le., the quotient space EI "') is turned into a 
new linear space by the definitions [xl + [y] = [x+y] and a[x] = [ax]. This 
space, which is real or complex according as E itself is real or complex, is 
denoted by ElM, and is called the quotient space of E modulo M. The 
mapping 7r of E onto ElM defined by 7r(x) = [x] is the natural projection 
of E onto ElM. If we take for M the trivial submanifold (0), then the 
natural projection 7r of E onto ElM is a one-t~one mapping which may 
be used to identify E with ElM. Dually, the linear space EIE is the trivial 
space (0). 

Example I. Let Po(x) be a fixed nonconstant real polynomial, and let 
(Po ( x)) denote the collection of all real polynomials of the form Po (x )p( x), 
p(x) E lR[x]. Then (Po(x)) is a linear submanifold of lR[x] having the prop­
erty that every element of (Po (x)) is either 0 or has degree at least N, where 
N denotes the degree of Po(x). Consequently, if [1], [x], ... , [XN- 1] denote 
the cosets of l,x, ... ,XN- 1 in lR[xJl(Po(x)), and if 

ao[l] + ... + aN_t!xN- 1] = [ao + alX + ... + aN_lxN- 1] = 0 
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in lR[x]j(Po(x)), then ao + ... + aN_IxN- I E (Po(x)) and therefore ao + 
... + aN_IxN- I = 0 in lR[x], which shows that all of the ai are zero and 
hence that [1), ... , [xN- I) are linearly independent in lR[x]j(po(x)). On the 
other hand, if p( x) denotes an arbitrary real polynomial, then, according to 
the familiar division algorithm, there exist real polynomials q(x) and rex) 
such that the degree of rex) is less than N and such that 

p(x) = po(x)q(x) + rex), 

and [P(x)) = [rex)] therefore belongs to the linear manifold in lR[x]j(po(x)) 
generated by the cosets [1], ... , [XN - I ). Thus {[I], ... , [XN - I ]} is a basis 
for lR[x]f(Po(x)). In particular, this quotient space is N-dimensional. (If 
Po(x) is allowed to be constant, then either Po(x) = a '" 0, in which case 
(Po(x)) = lR[x], or else po(x) = 0, in which case (Po(x)) = (0). Thus, in 
either case, we are reduced to one of the trivial situations considered above.) 
Needless to say, all of these facts remain valid if lR[x] is systematically 
replaced by the complex space C[x]. 

If £ is a real vector space, then the complexification £+ of £ is the com­
plex vector space consisting of the Cartesian product of £ with itself with 
addition defined by (Xl, YI)+(X2, Y2) = (Xl +X2, Yl +Y2) and multiplication 
by a complex scalar a = s+it defined by a(x, y) = (sx-ty, tx+sy). (Thus 
C may be viewed as the complexification of lR.) If the mapping X -+ (x,O) 
is used to identify £ with a real linear manifold in £+ regarded as a real 
space, then, since i(x, 0) = (0, x), every vector in £+ has a unique expres­
sion in the form x + iy, where x and y belong to £. (Recall (Ex. B) that 
a complex linear space may always be regarded as a real space simply by 
refusing to multiply by any but real scalars.) 

Example J. If X is a Hamel basis for a real linear space £, and if, as above, 
we identify £ with the real submanifold £ x (0) of its complexification £+, 
then X is also a basis for £+. Thus if £ is finite dimensional, the dimension 
of the complex space £+ is the same as that of the real space £. (On the 
other hand, if the dimension of £ is n and £+ is regarded as a real space, 
then the dimension of £+ is 2n; cf. Example D.) 

Example K. If :F is a complex linear space of complex-valued functions 
on a set X and if :FR denotes the set of all real-valued functions in :F, 
then it is clear that :FR is a real linear space of functions on X and that 
the complexification (:FR)+ may be identified with the linear submanifold 
of :F consisting of functions of the form I + ig, I, g E .rR. This subman­
ifold, however, does not coincide with :F in general. Indeed, it is readily 
seen that a necessary and sufficient condition for this to be so is that :F 
contain the complex conjugate 7 of each function I in:F, a condition that 
is customarily expressed by saying that :F is sell-conjugate. Thus we may 
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identify a self-conjugate linear space F of complex-valued functions with 
the complexification of the real linear space of real-valued functions in F. 
If F is a self-conjugate linear space of complex-valued functions on a set 
X, and if ¢ is a linear functional defined on F, then ¢ is said to be sel/­
conjugate if ¢(7) = ¢(f) for every function / in F. It can be seen that ¢ is 
self-conjugate if and only if the restriction ¢ I FR is a real linear functional 
on FR or, equivalently, if and only if ¢(Ref) = Re¢(f) for every / in F 
(Prob. I). 

Example L. If a and b are real numbers, a < b, we shall denote by 
CR (( a, b)) = 4°) (( a, b)) the collection of all continuous real-valued func­
tions on the open interval (a, b). Clearly CR (( a, b)) is a real linear space. 
Similarly one sees, using the rules of elementary calculus, that the collection 
C~n) (( a, b)) of n times continuously differentiable real functions on (a, b), 
i.e., the collection of those real functions f on ( a, b) with the property that 
the nth derivative /(n) exists and is continuous on (a,b), is a real linear 
space. Moreover, if 0 ::; m ::; n, then C~n) (( a, b)) is a linear submanifold of 

4m )((a, b)). 
In the same spirit, the collection C~n) ((a, b)) of all n times continuously 

differentiable complex-valued functions on (a, b) is a complex vector space 
that we may identify with the complexification of 4n )((a,b)). (Here, as 
always, we identify C~O) (( a, b)) with the space Cc (( a, b)) of all continu­
ous complex-valued functions on (a, b). Recall that if / is a complex­
valued function defined on (a, b), then ~~t) = ftRef(t) + iftlm/(t).) If 
PR(a, b) [Pc(a, b)] denotes the space of all real [complex] polynomial func­
tions on (a, b), then PR(a, b)[Pc(a, b)] is a linear submanifold of 4n)((a, b)) 
[C~n)((a, b))] for every n. It follows that the vector spaces C~n)((a, b)) and 

C~n)((a,b)) are all infinite dimensional. 

Example M. To define analogs of the spaces of Example L for functions 
on a closed interval, special arrangements must be made regarding the 
endpoints of the interval. We shall say that a complex-valued function f 
on a closed interval [a, b] (a < b) is differentiable on that interval if (i) f is 
differentiable on the open interval (a, b) and (ii) the one-sided derivatives 
/~(a) and /!...(b) exist, and we denote by f' the function 

{ 

/~(a), t = a, 

!,(t) = f'(t), a < t < b, 

/!...(b), t = b. 

We then declare Cc ([a, b]) = C~O) ([a, b]) to be the complex linear space of all 
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continuous complex-valued functions on [a, b], and define C~n) ([a, b]) induc­

tively for positive integers n by setting C~n) ([a, b]) equal to the collection 
of all those differentiable complex-valued functions f defined on [a, b] with 
the property that f' belongs to 4n - 1)([a, b]). Here again it is not hard to 

see that each C~n)([a, b]) is an infinite dimensional complex vector space, 

that 4n ) ([a, b]) is a linear submanifold of ct) ([a, b]) when and only when 

m ::; n, and that, if C~n) ([a, b]) denotes the set of real-valued functions in 

ct) ([a, b]), then CJt) ([a, b]) is a real vector space whose complexification is 
C~n) ([a, b]). 

If e and F are linear spaces over the same scalar field, and if T is 
a mapping defined on e and taking its values in F, then T is a linear 
tmnsformation of e into F provided T( ax + (3y) = aTx + (3Ty for all 
x, y in e and all scalars a, (3. (When e = F we refer to T as a linear 
transformation on e. A linear transformation of a linear space e into 
its scalar field is a linear functional on e (Ex. H).) The range of a linear 
transformation T will be denoted by 'R(T). Likewise the kernel or null 
space of T, that is, the set of vectors mapped into 0 by T, will be denoted 
by IC(T). 

Proposition 3.2. Let e and F be linear spaces over the same scalar field, 
and let T be a linear transformation of e into F. Then IC(T) and 'R(T) 
are submanifolds of e and F, respectively. Moreover, T is a one-t~one 
mapping of e into F if and only if IC(T) = (0), and, if IC(T) = (0), 
so that T is one-t~one, then the (set-theoretic) inverse of T is itself a 
linear transformation (of'R(T) onto e). 

PROOF. If x, x' E IC(T) and a, (3 are scalars, then T(ax+(3x') = a·O+(3·O = 
0, so ax + (3x' E IC(T). Similarly, if y, y' E 'R(T), and if y = Tx, y' = Tx', 
and a, (3 are scalars, then ay + (3y' = T( ax + (3x') E 'R(T). Moreover, it is 
clear that IC(T) = (0) if T is one-t~one. On the other hand, if IC(T) = (0) 
and if Tx = Tx' for some vectors x, x' in e, then T(x - x') = Tx - Tx' = 0, 
so x - x' E IC(T), and therefore x = x'. Thus T is one-t~one. 

Suppose now that IC(T) = (0), so that T is one-t~one, and let y and y' 
be elements of 'R(T) , so that there exist unique vectors x and x' in e such 
that Tx = y and Tx' = y'. Then for arbitrary scalars a and (3 we have 

T(ax + (3x') = ay + (3y', 

so T-1(ay + (3y') = ax + (3x' = aT-1y + (3T-1y'. Thus T- 1 is a linear 
transformation. 0 

Example N. For any vector space e and any fixed scalar a the mapping 
x -+ ax,x E e, is a linear transformation on e, which we denote by a, 
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or, when necessary in order to avoid confusion, by at:. In particular, the 
identity mapping 1 and zero mapping 0 are linear transformations. 

Example O. Let £ be a linear space and let M be a linear submanifold 
of £. Then the natural projection 7r of £ onto the quotient space £ / M 
is a linear transformation. Moreover, if T is any linear transformation of 
£ into a linear space F, then there exists a linear transformation T of 
£ / Minto F such that T = T 0 7r if and only if M c JC (T). (Briefly: 
linear transformations T on £ with T(M) = (0) can be factored through 
£ / M. Conversely, of course, if T can be factored through £ / M, then 
T(M) = (0).) 

Example P. If £ is a real linear space and T is a linear transformation of 
£ into a complex linear space F (regarded as a real space; see Example B), 
then 

T+(x + iy) = Tx + iTy, x, y E £, 

defines a linear transformation T+ of the complexification £+ into F. The 
linear transformation T+ is called the complexification of T. 

Example Q. Let £ and F be finite dimensional linear spaces of dimension 
nand m, and let X = {Xl, ... ,xn} and Y = {Yr, ... ,Yrn} be ordered bases 
in £ and F, respectively. If T is a linear transformation of £ into F, then 
the equations 

rn 

TXj = LaijYi, j = 1, ... ,n, 
i=l 

define an m x n matrix 

(2) 

called the matrix of T with respect to X and Y. (When £ = F and X = Y, 
A is called the matrix of T with respect to X.) 

A linear transformation of a linear space £ into a linear space F is 
determined by its action on a Hamel basis for £, but is otherwise quite 
arbitrary. 

Proposition 3.3. Let £ and F be linear spaces over the same scalar field, 
and let X be a Hamel basis for £. Then for each mapping ¢ of X into 
F there exists a unique linear transformation T¢ : £ -+ F such that 
T¢IX=¢. 
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PROOF. We may suppose X to be indexed as X = {X1'}1'H, so each vector 
y in E has a unique representation 

where {A.1' }1'Er is a similarly indexed family of scalars, all but some finite 
number of which are zero. If S and T are two linear transformations of E 
into :F such that SIX = TIX, then it is clear that 

for any such indexed family {>.1'}' and hence that S = T. Thus Tt/> is unique 
if it exists. On the other hand, simply setting 

defines the desired linear transformation. o 

Definition. A one-to-one linear transformation of a linear space E onto a 
linear space :F is a (linear space) isomorphism of E onto:F. Two linear 
spaces are isomorphic if there exists a linear space isomorphism of one 
onto the other. 

Example R. If E is an n-dimensional real [complex] linear space and X = 
{Xl,." ,xn } is an ordered basis for E, then the mapping 

n 

L aixi~(al"" ,an) 
i=l 

that assigns to each vector in E its n-tuple of coordinates with respect to 
X is a linear space isomorphism of E onto Rn[cn]. 

If E and :F are linear spaces over the same scalar field, and if S and T 
are two linear transformations of E into:F, then the sum S + T is defined 
by pointwise addition: (S + T)x = Sx + Tx for all X in E. Likewise, for 
each scalar a, the mapping as is defined by (as)x = a(Sx) for all X in E. 
Clearly S+T and as are also linear transformations of E into:F. Moreover, 
these definitions tum the set of all linear transformations of E into :F into 
a new linear space-the full space of linear transformations of E into :F. 
The zero element of this linear space is the linear transformation 0 defined 

56 



3 Linear algebra 

by Ox = 0 for all x in £. (The full space of linear transformations of £ into 
its scalar field coincides with the full algebraic dual of £ (Ex. H).) 

Suppose now that £, F, and 9 are all vector spaces over the same scalar 
field. Let T be a linear transformation of £ into :F and let S be a linear 
transformation of:F into g. Then the composition SoT is a linear trans­
formation of £ into 9 called the product of S and T and denoted by ST. 
The multiplication of linear transformations satisfies the following relations 
whenever the various products are defined: 

(a) R(ST) = (RS)T, 
(b) R( S + T) = RS + RT; (R + S)T = RT + ST, 
(c) a(ST) = (as)T = S(aT). 

(3) 

In particular, if R, S and T denote linear transformations of a linear space 
£ into itself, then all of these products are defined, and the relations (3) 
hold without exception. 

Conditions (3) are the main ingredients in the definition of a linear 
algebm. 

Definition. A real [complex) vector space A on which is given a product 
satisfying the conditions 

(a) x(yz) = (xy)z, 
(b) x(y+z)=xy+xz; (x+y)z=xz+yz, 
(c) a(xy) = (ax)y = x(ay), 

for all elements x, y, z of A and all scalars a is a real [complex) (associa­
tive, linear) algebm. If A possesses an element 1 such that Ix = xl = x 
for every x in A, then 1 is the identity or unit of A (such an element 
is obviously unique if it exists and will, if necessary, be denoted by lA), 
and A is said to be a unital algebra or an algebra with identity or unit. 
If A is a unital algebra with identity 1, and if .x is a scalar, we shall 
simply write .x for AI when no confusion can result. Likewise, if A is 
a unital algebra and if x is an element of A, then an element y of A is 
the inverse of x in A if xy = yx = 1. (The inverse of an element x is 
obviously unique if it exists and is denoted by x-I.) An element of A 
that possesses an inverse in A is said to be invertible (in A). 

Thus the full space of linear transformations on a linear space £ is a 
unital algebra in which the transformation Ie is the identity element and 
in which an element S is invertible if and only if R(S) = £ and qS) = (0) 
(Prop. 3.2). Similarly, the field lR. is a real algebra, while the field C is both 
a real and a complex algebra. Indeed, according to the general principle 
laid down in Example B, every complex linear algebra is also a real algebra. 
Other examples of important and useful algebras abound. 
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Example S. The linear space IR[x] of real polynomials (Ex. E) is a real 
algebra with respect to ordinary multiplication of polynomials. Similarly, 
C[x] is a complex algebra. 

Example T. On any set X the real [complex] linear space FJR(X)[.1dX)] 
of all real-valued [complex-valued] functions on X (Ex. G) is a real [com­
plex] algebra with respect to pointwise multiplication: 

(fg)(x) = f(x)g(x), x E X, f,g E FR(X)[Fc(X)]. 

These algebras are unital, having for identity the constant function identi­
cally equal to one, and an element of either algebra is invertible if and only 
if it never assumes the value zero. 

Thus far we have considered only functions of one vector variable, but 
we shall also be interested in certain kinds of functions of two variables. 
Suppose that E and F are linear spaces over the same scalar field, and let 
4> = 4>(x, y) be a scalar-valued mapping defined on the direct sum E + F. 
If for each fixed Yo in F the function 4>(x, Yo) is a linear functional on E, 
and, for eacll fixed Xo in E, 4>(xo, y) is a linear functional on F, then 4> is 
a bilinear functional on E + F. If E = F, then 4> is a bilinear functional 
on E. The set of all bilinear functionals on E + F is a linear space with 
linear operations defined pointwise. In particular, the set of all bilinear 
functionals on E is a linear space. A bilinear functional on a linear space 
E is symmetric if 4>(x, y) = 4>(y, x) for every pair of vectors x, y in E. 

When E and F are complex, there is a notion closely related to that of a 
bilinear functional on E + F that we shall have occasion to use. A mapping 
1/J : E + F - C is said to be a sesquilinear functional on E + F if 1/J (x, Yo) is 
a linear functional on E for each Yo in F and 1/J(xo, y) is a linear functional 
on F for each Xo in E. (Another way to state the second of these conditions 
is to say that 1/J(XO,o.Yl + (3Y2) is equal to ~1/J(xo, yd + /31/J(xo, Y2) for all 
complex numbers 0., (3 and all vectors Yl, Y2 in F; such a functional is said 
to be conjugate linear.) When E = F,1/J is called a sesquilinear functional 
on E. A sesquilinear functional1/J on E is said to be Hermitian symmetric 
if 1/J(x,y) = 1/J(y,x) for all x and Y in E. 

PROBLEMS 

A. Verify that the intersection of an arbitrary nonempty collection of linear 
submanifolds of a vector space e is a linear submanifold of e. Use this fact 
to show that for any subset M of e the linear manifold (M) coincides with 
the intersection of the collection of all those linear submanifolds of e that 
contain M. Conclude also that the system of all linear submanifolds of e 
is a complete lattice (in the inclusion ordering). (Hint: Recall Problem 
lK.) 
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B. Let £ be a vector space and let .:7 denote the partially ordered set consisting 
of all linearly independent subsets of E (in the inclusion ordering). 

(i) Verify that the following conditions are equivalent for an element J of 
.:7: (a) J is maximal in .:7, (b) (J) = £, (c) J is a Hamel basis for E. 

(ii) Prove that if .:70 is any simply ordered subset of .:7, then U.:7o E .:7. 

(iii) Conclude that if Jo is an arbitrary element of .:7 and M is any subset 
of £ that contains Jo, then there exists a Hamel basis X for (M) such 
that Jo c X eM. In particular, E itself possesses a Hamel basis. 

c. Let X = {Xl, ... ,Xm } and Y = {yl, ... ,Yn} be linearly independent sets 
of vectors in a linear space E, and suppose X is contained in the linear 
submanifold M = (Y). Show that m ~ n and that it is possible to select 
a set Z of exactly n - m vectors from Y so that X U Z is also a basis 
for M. (In particular, if m = n, then the set X is itself a basis for M.) 
Conclude that if a vector space E possesses a finite basis, then any two 
bases for E contain the same number of vectors, and that, if dim £ = n, 
then no linearly independent subset of £ contains more than n vectors and 
£ itself is the only n-dimensional linear submanifold of E. (Hint: The 
heart of the matter is that if a vector x belongs to M, and if, in the 
expression x = L~=l AiYi, some Aio =F 0, then the set Y consisting of x 
and {Yi E Y: i =F io} is linearly independent, and is therefore another 
basis for M.) 

D. If M is a linear manifold in a linear space £ and N is another linear 
manifold in E such that M n N = (0) and M + N = £, then N is a 
complement of M in £. Show that every linear manifold in a linear space 
£ has a complement in E. (Hint: Recall Problem B.) 

E. Two subsets M and N of a linear space E are independent if (M) n (N) = 
(0). More generally, an indexed family {MI'}I'H of subsets of £ is inde­
pendent if MI" and UI'#I" MI' are independent for each index "{'. 

(i) Show that a set J of nonzero vectors in E is linearly independent if and 
only if for every partition of J into the union J' U J" of two subsets 
the sets J' and J" are independent. 

(ii) Prove that if {JI' }I'Er is an independent family of linearly independent 
subsets of E, then J = UI'H JI' is a Hamel basis for the linear manifold 

LI'Er(JI')· 

F. Let E and :F be linear spaces over the same scalar field, and let T be a linear 
transformation of some linear submanifold M of £ into F. Show that there 
exists a linear transformation T of E into :F such that T = TIM. (Hint: 
Use Problem B or Problem D.) 
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G. If T is a linear transformation of a linear space t: into a linear space F, and 
if its range R(T) is finite dimensional, then dim R(T) is called the rank of 
T (notation: rank T). Likewise, if the null space K.(T) is finite dimensional, 
then dim lC(T) is the nullity of T. Show that if t: is finite dimensional, then 
for an arbitrary linear transformation T : t: ~ F we have 

(rank T) + (nullity of T) = dimt:. 

Conclude that if S is a linear transformation on an n-dimensional linear 
space t:, then S is invertible if either lC(S) = (0) or R(S) = t:, Le., if either 
the nullity of S vanishes or the rank of S equals n. Show finally that if 
there exists a linear transformation R on t: such that either RS = 1 or 
SR = 1, then S is invertible and R = S-l. 

H. The space IRm,n[Cm,n] of all real [complex] mxn matrices is a real [complex] 
linear space when equipped with the usual (entrywise) linear operations. 
Let t: and F be finite dimensional real [complex] linear spaces and, as in 
Example Q, let X = {Xl, .. . , Xn} and Y = {Y1, ... , Ym} be ordered bases 
in t: and F, respectively. Show that the mapping cf> that assigns to each 
linear transformation of t: into F its matrix with respect to X and Y is 
a linear space isomorphism of the full space of linear transformations of t: 
into F onto IRm,n[Cm,n]' 

I. Let F be a self-conjugate linear space of complex-valued functions on a set 
X, and let ¢> be a linear functional on F. 

(i) Verify that ¢> is self-conjugate if and only if its restriction ¢> I FR to the 
real-valued functions in F takes real values. 

(ii) The functional ¢> is called positive if ¢>(f) ~ 0 whenever f is a non­
negative-valued function belonging to:F. Show that if:F has the prop­
erty that the system FIR of real-valued functions in F is a function lat­
tice, and if ¢> is positive, then ¢> is automatically self-conjugate. (Hint: 
Recall Problem 2M.) 

J. Let A be a linear algebra. A linear manifold S in A that is closed with 
respect to products is a subalgebra of A. If S has the additional property 
that, for every s in S and X in A, sx belongs to S [xs belongs to S], then 
S is a right [left] ideal in A. If S is both a left and a right ideal, then S is 
a two-sided ideal, or, more simply, an ideal in A. 
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(i) Show that if S is a two-sided ideal in A, then the quotient vector space 
AjS equipped with the product [x][y] = [xy] forms an algebra. This 
algebra AjS is called the quotient algebra of A modulo S. 

(ii) The linear spaces ~m)((a, b)) and C~m)([a, bJ) of Examples L and Mare 
subalgebras of the real algebras FIR « a, b)) and :FIR ([a, bJ), respectively. 
Similarly, C~m)«a,b)) and C~m)([a,b]) are subalgebras of the complex 
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algebras .1"c( ( a, b» and .1'e( [a, bl), respectively. Are any of these sub­
algebras ideals? 

K. Let A and B be algebras over the same scalar field, and suppose ¢ is a linear 
transformation of A into B such that ¢ preserves products (i.e., such that 
¢(xy) = ¢(x)¢(y) for every pair x, y of elements of A). Then ¢ is called 
an (algebra) homomorphism of A into B. (If A and B are both unital 
algebras, then the homomorphism ¢ is said to be unital if ¢(1.A) = 18.) 
If ¢ is a vector space isomorphism of A onto B that is also an algebra 
homomorphism, then ¢ is an algebra isomorphism of A onto B, and if such 
an isomorphism exists, A and B are said to be isomorphic (as) algebras. 

(i) Let ¢ be a linear transformation of A into B, and let X = {x-y} be 
a Hamel basis for A (regarded as a linear space). Verify that ¢ is an 
algebra homomorphism if and only if ¢(x-yx-y') = ¢(x-y )¢(x-y') for every 
pair x-y, x-y' of elements of the basis X. 

(ii) Verify that if.:J is an ideal in A, then the natural projection 7r of A onto 
the quotient algebra AI.:J is a homomorphism with kernel .:J. Show in 
the converse direction that if ¢ is an arbitrary homomorphism of A into 
B, then the kernel K,( ¢) is an ideal in A, the range 'R( ¢) is a subalgebra 
of B, and the result of factoring ¢ through K,(¢) (Ex. 0) is an algebra 
isomorphism of the quotient algebra AIK,(¢) onto'R(¢). 

(iii) Show that if £: and .1' are vector spaces, and if 1] is a linear space isomor­
phism of £: onto.1', then ¢(T) = 1]T1]-1 defines an algebra isomorphism 
¢ of the full space of linear transformations on £: onto the full space of 
linear transformations on.1'. (The isomorphism ¢ is said to be spatially 
implemented by 1].) 

L. Let £: be a finite dimensional real [complex] linear space, and let X = 
{Xl, ... , Xn} be an ordered basis for £:. Verify that the linear space iso­
morphism of the full space of linear transformation on £: onto Rn, .. [Cn , .. ] 

obtained by assigning to each linear transformation on £: its matrix with 
respect to X (Ex. Q, Prob. H) becomes an algebra isomorphism when 
Rn,n[Cn,n] is equipped with the standard row-by-column product, accord­
ing to which the product AB of two n x n matrices A = (aij) and B = (f3ij) 
is the matrix C = (-yij) where 

n 

'Yij = Laikf3kj, i,j = 1, ... ,n. 
k=1 

M. Let A be a real [complex] unital algebra with identity 1, and let X be an 
element of A. Prove that there exists a unique unital homomorphism ¢'" 
of the algebra R[>.] [C[>.]] of all polynomials in the indeterminate>. into 
A such that ¢",{>.) = x. {Hint: The sequence {1,>.,>.2, ... } constitutes a 
Hamel basis for R[>.] and C[>.] (Ex. E)j use Problem K{i).) The image 
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</J", (p) of a polynomial P under the homomorphism </J", is denoted by p( x ) 
and is referred to as the result of evaluating p at x. 

N. The subspace (po(x)) of the algebra R[x) constructed in Example I is 
an ideal in R[x) , so that, according to Problem J, the quotient space 
R[xJl(po(x)) is actually a real N-dimensional algebra where N denotes the 
degree of Po. Show that if one takes for Po the quadratic polynomial x2 + 1, 
then the quotient algebra R[x)/{po(x» is, in a natural way, isomorphic as 
a real algebra to the complex field C. 

o. Let £ and F be linear spaces over the same scalar field, let M and N 
be linear submanifolds of £ and F, respectively, and let </J be a bilinear 
functional on M + N. Show that </J can be extended to a bilinear functional 
on £ + F. (Hint: Recall Problem D.) 

P. (i) By the quadratic form of a bilinear functional ¢ on a vector space £ is 
meant the functional 
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~(x) = </J(x,x), 

Verify that </J and ~ are related by the identity 

1 [~ ~ ] ¢(x,Y)+</J(y,x)=2 </J(x+y)-</J(x-y) , x,y E £, 

and conclude that if </J is symmetric, then, in fact, 

1 [~ ~ ] </J(x,y) = 4 ¢(x + y) - ¢(x - y) 

for all x and y in £. Thus a bilinear functional is uniquely determined by 
its quadratic form if it is symmetric. Show, however, that two different 
nonsymmetric bilinear functionals may have the same quadratic form. 

(ii) Similarly, by the quadratic form of a sesquilinear functional 'r/J on a 
complex vector space £ is meant the functional 

;j;(x) = 'r/J(x,x), 

Verify that 'r/J and ;j; are related by the identity 

'r/J(x,y) =~{ [;j;(x +y) - ;j;(x - y)] 

+ i [;j;(x + iy) - ;j;(x - iY)]}, 

(4) 

valid for every pair of vectors x and y in £. Thus on a complex lin­
ear space every sesquilinear functional is uniquely determined by its 
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quadratic form. (The identity (4) is known as the polarization iden­
tity.) Show also that a sesquilinear functional is Hermitian symmetric 
if and only if its quadratic form is real-valued. 

Q. Let E be a complex vector space and let 'lj; be a sesquilinear functional on 
E. Then'lj; is positive semidefinite if;jj ~ 0, where;jj denotes the quadratic 
form of'lj;. (If ;jj(x) > 0 for all x =I- 0, then 'lj; is positive definite.) 

(i) Verify that if 'lj; is positive semidefinite, then 'lj; is automatically Her­
mitian symmetric, and also satisfies the inequality 

(ii) 

I'lj;(x, y)12 ~ ;jj(x);jj(y), x,y E E. (5) 

(Hint: Inequality (5) is unchanged if y is multiplied by a complex 
number '"'I such that 1'"'11 = 1. Hence it suffices to treat the case 'lj;(x, y) ~ 
O. Consider the quadratic function 

;jj(x + ty) = ;jj(x) + 2t'lj;(x, y) + e;jj(y) 

of a real variable t. Setting a = ;jj(y),b = 'lj;(x,y), and c = ;jj(x), one 
has 

ae + 2bt +c ~ 0 

for all values of t, and therefore b2 ~ ac by elementary algebra.) Show 
also that if'lj; is a positive semidefinite sesquilinear functional on E and 
if ;jj(z) = 0, then 'lj;(x, z) = 0 for every x in E, and conclude that the 
set Z = {z E E : ;jj(z) = O} is a linear submanifold of E. 

Similarly, if E is a real vector space and <P is a bilinear functional on E, 
then <P is said and to be positive semidefinite [positive definite] if <P is 
symmetric and '¢> ~ 0 ['¢>(x) > 0 for all x =I- 0]. Verify that a positive 
semidefinite bilinear functional on a real vector space E satisfies the 
inequality 

x,y E E. (6) 

Show also that the assumption of symmetry cannot be dropped in the 
real case by giving an example of a (nonsymmetric) bilinear functional 
<P on a real vector space that fails to satisfy (6) even though '¢> ~ O. 
(Hint: Construct a 2 x 2 matrix.) 

R. Let E be a real vector space. If Xo, . .. , Xm and x are vectors in E, then 
x is an affine combination of the vectors Xo, . .. , Xm if there exist scalars 
so,··., Sm such that x = SoXo + ... + SmXm and 80 + ... + 8 m = 1. A 
subset A of E is an affine variety in E if x E A whenever x is an affine 
combination of vectors belonging to A. 

(i) If xo, Xl are distinct vectors in E, then the line through Xo and Xl is 
the set L of all affine combinations of Xo and Xl. Verify that a line is 
an affine variety in E, and that a subset A of E is an affine variety if 
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and only if A contains the entire line L through Xo and Xl whenever 
Xo and Xl are distinct vectors in A. 

(ii) Show that if .A is an arbitrary nonempty collection of affine varieties 
in £, then n.A is also an affine variety in £. Conclude that if M is 
any subset of £, then there is a smallest affine variety A(M) (called 
the affine variety spanned by M) in £ that contains M. Verify that the 
affine variety spanned by a finite set of vectors {xo, ... , Xm} coincides 
with the set of all affine combinations SOXo + ... + 8mXm. 

(iii) Show that if A is an affine variety in £ and a E £, then the translate 
a + A is also an affine variety. Verity that an affine variety in £ is 
a linear submanifold of £ if and only if 0 E A. Conclude that the 
nonempty affine varieties in £ coincide with the various cosets of linear 
submanifolds of £. 

S. Let £ be a real vector space. If Xo, ... ,Xm and x are vectors in £, then X is 
a convex combination of the vectors Xo, ••• ,Xm if there exist nonnegative 
scalars 80, ..• ,8m such that X = SOXO + ... + SmXm and So + ... + Sm = 1. 
A subset C of £ is convex if X E C whenever x is a convex combination of 
vectors Xo, ... , Xm belonging to C. 

64 

(i) If Xo and Xl are vectors in £, then the line segment i(xo, xI) joining 
Xo to Xl is the set of all convex combinations of Xo and Xl. Verify that 
i(XO,XI) is convex, and that a subset C of £ is convex if and only if C 
contains i(xo, Xl) whenever xo, Xl E C. 

(ii) If C is an arbitrary nonempty collection of convex sets in £, then n C is 
also convex. Hence if M is an arbitrary subset of £, there exists a small­
est convex set C(M) in £ (called the convex hull of M) that contains 
M. Verify that the convex hull of a finite set of vectors {xo, ..• ,xm } 

coincides with the set of all convex combinations SoXo + ... + SmXm. 

(iii) Let C be a convex set in £. If a E £, then the translate a + C is also 
convex. If T : £ --+ F is a linear transformation of £ into another real 
vector space:F, then T(C) is convex in F. 



Cardinal numbers 4 

If X and Y are finite sets, containing, say, m and n elements, respectively, 
then it is obvious that there exists a one-to-one mapping of X onto Y if 
and only if m = n. A quite natural extension of this use of numbers to 
classify sets according to their size was made by Georg Cantor [6J, who 
introduced the "cardinal number" of any set X, finite or not, to represent 
the number of elements in X. This goes as follows: A symbol, called the 
cardinal number of X (notation: card X), is associated with each set X 
according to the rule that card X and card Y shall be equal if and only if 
there exists a one-to-one mapping of X onto Y. 

There is a small logical difficulty here. We have said when two cardinal 
numbers are equal without saying precisely what a "cardinal number" is. 
This difficulty could easily be overcome if it were worth the trouble to do so; 
for our purposes such a discussion would not be fruitful, and we therefore 
omit it. The reader is encouraged to consult [8] or [11], where such matters 
are discussed in detail. It should be noted that this agreement on when 
two sets have the same cardinal number ensures that card X = card Y 
if and only if card Y = card X, that ca-:-d X = card X for every set X, 
and likewise that if card X = card Y aI I card Y = card Z, where Z is 
some third set, then card X = card Z (see Problem IB). Thus equality of 
cardinal numbers is an equivalence relation. 

Example A. As noted above, two finite sets have the same cardinal number 
if and only if they possess the same number of elements. Thus if X is a finite 
set containing n elements, we may and do take for the cardinal number of 
X the number n of elements in X (card X = n). In particular, we take 
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card 0 to be o. 

Example B. The function f(n) = n+ 1 provides a one-to-one mapping of 
the set No of all nonnegative integers onto the (strictly smaller) set N of 
all positive integers. Thus card No = card N, even though N is a proper 
subset of No. Employing universally accepted notation, we write card N = 
card No = ~o (in English: aleph naught). A set X with card X = ~o-i.e., 
one that can be placed in one-to-one correspondence with the system N of 
natural numbers-will be called countably infinite. 

Example C. The linear function f(t) = (b - a)t + a provides a one-to­
one mapping of the closed unit interval [0,1] onto the closed interval [a, b] 
provided a < b. It follows at once that any two nondegenerate closed 
intervals of real numbers have the same cardinal number. 

Example D. The same argument as in the preceding example also shows 
that any two nonempty open intervals of real numbers have the same car­
dinal number. Moreover, the function ¢(t) = tl{l + It!), t E R, provides a 
one-to-one correspondence between all of R and the open interval (-I, + 1) 
(Ex. 2B). Hence for any two real numbers a and b such that a < b, 

card (a, b) = card lR. 

This cardinal number will, in the sequel, be denoted by ~ (aleph) and will 
also be called the power of the continuum. (The cardinal number of a set 
was sometimes referred to by Cantor and others as the power of that set.) 

Definition. If X and Y are sets, we say that card X is less than or equal to 
card Y (notation: card X ::; card Y) if there exists a one-to-one mapping 
of X into Y, or equivalently, if there exists a subset Yo of Y such that 
card X = card Yo. Note that if card X' = card X and card Y' = 
card Y, and if card X ::; card Y, then card X' ::; card Y'. Thus::; is 
actually a relation between cardinal numbers and is independent of the 
sets representing those cardinal numbers. 

Example E. If X is a set and A is a subset of X, then the inclusion 
mapping of A into X (Ex. IE) provides a one-to-one mapping of A into 
X. Thus A c X implies card A::; card X. On the other hand, if X is 
a finite set and if card A = card X for some subset A of X, then A = X. 
(That this conclusion may fail to hold when X is an infinite set was seen 
in Example B.) 

Example F. Let X be an infinite set, so that there does not exist any 
nonnegative integer n such that X consists of exactly n elements, and let 
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s be a mapping that assigns to each subset E of X other than X itself 
an element of X\E (see Example IN). Set </>(1) = s(0), and suppose 
</> is defined and one-to-one on the set of integers {I, ... , n}. Then the 
set En = </>( {I, ... , n}) contains exactly n elements and therefore cannot 
coincide with X, so s(En) exists, and we define </>(n + 1) = s(En). Thus 
by mathematical induction we obtain a one-to-one mapping </> of all of N 
into X. This shows, of course, that card X ~ No, and hence that No is 
the smallest infinite cardinal number, that is, the smallest of the cardinal 
numbers c such that n < c for every positive integer n. A set X such that 
card X ~ No, i.e., a set that is either finite or countably infinite, is said 
to be countable. (This same construction shows also that every infinite 
set has the property that it has the same cardinal number as some proper 
subset of itself.) 

The distinction between those sets that are countable, and therefore 
can be arranged somehow into a sequence indexed either by N or by some 
segment {I, 2, ... , n} of N, and those sets that are not countable (so-called 
nondenumemble or uncountably infinite sets) is of fundamental significance 
throughout all of mathematical analysis. The following example is drawn 
from the theory of ordered sets. 

Example G. A simply ordered set X is said to be densely ordered or, more 
simply, dense if it contains at least two elements and if for each pair x, Y 
of distinct elements of X there are elements of X strictly between x and y. 
Suppose Y is a dense simply ordered set that possesses neither a greatest 
element nor a least element (that is, is unbounded both above and below). 
Let X be another simply ordered set and let </> be an order isomorphism 
of some nonempty finite subset F of X into Y. If F is enumerated as 
F = {Xl, •.. , Xn} in such a way that Xl < ... < Xn, and if Yi = </>(Xi), i = 
1, ... , n, then YI < ... < Yn, of course, since </> is an order isomorphism. 
Moreover, if x+ denotes an arbitrary element of X not belonging to F, 
then one has (a) x+ < Xl! or (b) x+ > Xn! or (c) there is a unique positive 
integer i(1 ~ i < n) such that Xi < x+ < Xi+!. But according to our 
assumptions concerning Y, in any of these cases there is an element y+ of 
Y that stands in the same relation to the subset {YI, ... , Yn}j that is, we 
can select y+ < YI in case (a), y+ > Yn in case (b) and Yi < y+ < Yi+l in 
case (c). But then, setting </>+(x) = </>(x) ~or each X in F and </>+(x+) = y+, 
we extend the order isomorphism </> to an order isomorphism </>+ of FU{x+} 
into Y. 

It follows at once from the foregoing discussion, by mathematical induc­
tion, that an ordered set such as Y contains subsets order isomorphic to 
every set of integers of the form {I, ... , n} (and hence to every finite simply 
ordered set, cf. Example IX). But more can be said. Suppose that the or­
dered set X is count ably infinite, and that X is enumerated as a sequence 
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{Xn} ~= I· (The given simple ordering of X need not have anything to do 
with the ordering of the subscripts in this enumeration; in particular, it is 
not assumed that X is order isomorphic to N.) We first select an arbitrary 
element YI of Y and set YI = (PI (Xl). Then if ¢n is an order isomorphism 
of {Xl, ... , Xn} into Y, we set ¢n+l = ¢~ as above, with x+ = Xn+l. In 
this way we obtain, by mathematical induction, an order isomorphism of X 
into Y. Thus an ordered set such as Y contains subsets order isomorphic 
to any given countable simply ordered set. 

Finally, this construction can be further improved upon in significant 
fashion when the sets X and Y both possess the properties ascribed to 
Y, that is, are both dense and unbounded above and below, and are also 
both countable. Indeed, suppose X is enumerated as an infinite sequence 
{Xn}~=l and that Y is also enumerated as {Yn}~=l. We begin by setting 
¢{x!l(XI) = Yl, and suppose next that ¢F is an order isomorphism of some 
nonempty finite subset F of X into Y. We then extend ¢ F to an order 
isomorphism ¢ F+ of a larger set F+ into Y as follows: If the number n of 
elements in F is even, we set x+ equal to the first term of the sequence {xn} 
that does not belong to F, define F+ = F U {x+}, and set ¢F+ = (¢F)+ 
as above; if, on the other hand, the number n is odd, we set y+ equal 
to the first term of the sequence {Yn} that does not belong to ¢F(F), 
extend the order isomorphism ¢ F I to an order isomorphism (¢ F I ) + of 
¢F(F)U{y+} into X just as above (but with the roles of X and Y reversed), 
and then define ¢ F+ = (( ¢ F 1) +) -1 . In this way we obtain, once again 
by mathematical induction, an order isomorphism of all of X onto all of 
Y. Thus any two countable simply ordered sets that are both dense and 
unbounded above and below are order isomorphic. It follows at once, of 
course, that two countable, dense, simply ordered sets are order isomorphic 
if and only if they agree in possessing or not possessing a greatest and/or 
a least element. 

It is easily verified that the relation ~ between cardinal numbers is 
reflexive and transitive. Thus to prove that ::; is a partial ordering, it 
suffices to prove the following theorem. 

Theorem 4.1 (Cantor-Bernstein Theorem). If X and Y are any two sets 
such that card X ~ card Y and card Y ~ card X, then card X = card Y. 

PROOF. We are given that there exists a one-to-one mapping ¢ of X into 
Y and a one-to-one mapping 'If; of Y into X, and our task is to construct 
a one-to-one mapping of X onto Y. For each set A in 2x define ~(A) = 
X\'If;(Y\¢(A». Clearly if Al C A2 in 2x , then ~(Al) C ~(A2)' so ~ is a 
monotone increasing mapping of 2x into itself with respect to the inclusion 
ordering. Hence, by the Banach-Knaster-Tarski lemma (Prop. 1.2), there 
exists a set Ao in 2x such that ~(Ao) = Ao. Write Bo = ¢(Ao) and 
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consider the mapping w with domain X obtained by setting w(x) = ¢(x) 
for each x in Ao and w{x) = 'IjI-l(X) for each x in X\Ao = 'IjI{Y\Bo). Direct 
calculation shows that w is a one-to-one mapping of X onto Y, and the 
proof is complete. 0 

Readers interested in questions concerning the foundations of mathe­
matics, and more particularly in the various uses of the axiom of choice, 
may be surprised to note that, while the axiom of choice was used in Ex­
ample F, and that, indeed, the facts established there cannot be proved 
without the use of some version of the axiom of choice, the apparently 
deeper and more complicated Cantor-Bernstein theorem is proved without 
any recourse, direct or indirect, to the axiom of choice. 

Example H. If a and b are real numbers such that a < b, then the open 
interval (a, b) is contained in the closed interval [a, b], while if a' < a and 
b < b', then [a, b] c (a', b'). Hence by the Cantor-Bernstein theorem the 
cardinal number of an arbitrary nondegenerate closed interval [a, b] is N­
the power of the continuum. (Similarly, of course, N is the cardinal number 
of the half-open intervals [ a, b) and (a, b]. ) 

Example I. Let us denote by S the set of all infinite sequences {cn}~=l 
in which each term Cn is either zero or one. The mapping ¢ assigning to 
each sequence {cn} in S the number 

0·1JI1J2 .. '1Jn' .. , where 1Jn = 2cn, n E I'll, 

in ternary notation (so that ¢({Cn}) = L::'=11Jn/3n) is a one-to-one map­
ping of S into the unit interval [0,1] (Th. 2.12), whence it follows that 
card S S N. On the other hand, the mapping 'IjI assigning to each sequence 
{ cn} in S the number 

in binary notation (so that 'IjI( {cn}) = L::'=1 cn/2n )is a mapping of S onto 
[0,1] (once again, see Theorem 2.12), and it follows (Prob. A) that card S ;::: 
N. Thus card S = N by the Cantor-Bernstein theorem. 

As a matter of fact, the relation S is a simple ordering on any set of 
cardinal numbers. 

Theorem 4.2. For any two cardinal numbers c and d, either c S d or 
dS c. 

PROOF. Let X and Y be sets such that card X = c and card Y = d, and 
consider the collection Z of all one-to-one mappings of various subsets of X 
into Y. Then Z is a partially ordered set in the extension ordering (Prob. 
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lL). Moreover, if IC is any simply ordered subset of Z, then the supremum 
U IC is again an element of Z (Prob. 1M). Thus Z is a partially ordered set 
with the property that every simply ordered subset of Z is bounded above 
in Z. Hence, by Zorn's lemma, Z contains a maximal element cI>0. Let A 
and B denote the domain and range, respectively, of cI>0, so that A is a 
subset of X, B a subset of Y, and cI>0 is a one-to-one mapping of A onto 
B. If both X\A and Y\B are nonempty, we may choose an element Xo of 
X\A and an element Yo of Y\B and then extend cI>0 to a mapping cI>1 of 
A U {xo} into Y by writing 

cI>1(X) = {cI>o(X), 
Yo, 

xEA, 
X=Xo· 

Since it is clear that cI>1 belongs to Z and properly extends cI>0, this con­
tradicts the supposed maximality of cI>0. Hence, either A = X or B = Y, 
and the theorem follows. 0 

Example J. Just as in any simply ordered set, it follows at once from the 
foregoing result that in any finite set {Cl, ... , Cn} of cardinal numbers there 
exists a largest element Cl V ... V Cn and a smallest element Cl A ... A Cn. 

According to Example F (in the notation introduced in Examples A and 
B), the list of cardinal numbers begins (in natural order) as follows: 

O,I,2, ... ,n, ... ,No. 

That the list of cardinal numbers does not end with No is another funda­
mental observation that we owe to the genius of Cantor. 

Theorem 4.3 (Cantor's Theorem). For any set X, card 2x > card X. 

PROOF. The mapping x - {x} carrying each element x of X to the 
singleton on x is a one-to-one mapping of X into 2x , which shows that 
card X ~ card 2x. Hence to complete the proof it suffices to show that 
card X '" card 2x. Suppose, on the contrary, that there exists a one-to-one 
mapping </J of X onto 2x. Let A = {x EX: x f/ </J( x)}, and denote by 
Xo that element of X for which </J(xo) = A. If Xo belongs to A, then Xo 
belongs to </J(xo), so Xo does not belong to A. On the other hand, if Xo 
does not belong to A, then Xo fails to belong to </J(xo), so Xo belongs to 
A. Thus neither Xo E A nor Xo f/ A is possible, and we have reached a 
contradiction. 0 

If X is a finite set containing n elements, then it is an elementary com­
binatorial fact that the power class on X contains 2n elements. In other 
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words, X has exactly 2n subsets. For this reason, and for others to be 
elucidated shortly (see Problem D), it is customary to write 2cardX for the 
cardinal number of the power class on an arbitrary set X. Thus, in par­
ticular, 2No is the cardinal nhmber of the power class on N. This cardinal 
number is the first uncountable cardinal number we have encountered, but 
it is easy to construct others. Indeed, if we write ~(l) = 2No, ~(2) = 2N(1), 

t bt . t . tl·· "~(l) "~(2) "~(n) f e c., we 0 am a s riC y mcreaslng sequence l' , l' , •.. , l' , ... 0 car-
dinal numbers, each of which is uncountable. 

Example K. For an arbitrary set X it is clear that the correspondence 
between the subsets of X and their characteristic functions (Prob. IR) is 
one-to-one, and hence that for any cardinal number c the cardinal number 
2C may also be regarded as the cardinal number of the collection of all 
characteristic functions on some set X of cardinal number c. In particular, 
2No is the cardinal number of the collection S of all sequences {Cn}~=l of 
zeros and ones. Thus (Ex. I) the cardinal numbers ~ and 2No coincide: 

~ = 2No. 

The question whether the cardinal number N = 2No is the smallest car­
dinal number that is larger than No is known as the "continuum problem" . 
More generally, it may be asked whether, for any infinite cardinal number 
c, there exist any cardinal numbers between c and 2c • These questions 
pertain to the foundations of mathematics, and we refer the reader to [8) 
for a treatment of them. 

If X and Y are finite sets containing m and n elements, respectively, 
then it is evident that the cardinal number of the product X x Y is mn. 
Furthermore, if X and Y are disjoint, then card (X U Y) = m + n. These 
elementary observations lead in a natural way to the definition of the sum 
and product of any two cardinal numbers. 

Definition. Let c and d be cardinal numbers, and let X and Y be sets such 
that card X = c and card Y = d. Then we define cd = card (X x Y). 
Moreover, if X and Y are disjoint (such disjoint representations of c and 
d always exist; see Problem IT), then we define c + d = card (X U Y). 

Once again it is easily verified that these definitions are independent 
of the particular sets X and Y employed, and hence that addition and 
multiplication are well-defined operations on cardinal numbers. (Note that 
it follows ftom these definitions that c + 0 = 0 + c = c and c1 = Ic = c for 
every cardinal number c.) 

Example L. According to Example B we have ~o + 1 = ~o. More generally, 
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it is easy to see (mathematical induction) that ~o + n = n + ~o = ~o for 
every positive integer n. Much more is true however. 

Example M. The function fen) = 2n provides a one-to-one mapping of 
the set N of positive integers onto the subset E of all even positive integers. 
Similarly, the function g( n) = 2n -1 yields a one-to-one mapping of N onto 
the subset 0 of all odd positive integers. Since N = E U 0 and En 0 = 0, 
this shows that 

~o + ~o = ~o· 

More generally, for every positive integer n the sum of ~o with itself n times 
is ~o: 

n 
~ 
~o + ... + ~o = ~o· 

The equation No + No = No, simple as it may be, is of historical signifi­
cance. It seems to have been officially noted first by Galileo, who concluded 
that " ... the attributes 'equal', 'greater', and 'less', are not applicable to 
infinite, but only to finite, quantities [7]. Such uneasiness concerning the 
ancient "paradoxes of infinity" clearly contributed to the resistance that 
Cantor's ideas had to overcome. 

Example N. The cardinal number of the set No of nonnegative integers 
is ~o (Ex. B), as is the cardinal number of the set of all negative integers. 
Thus card Z = ~o + ~o = ~o. 

Example O. According to Example F, if c is an infinite cardinal number, 
then there exists a cardinal number a such that c = a + ~o. But then, 
of course, c + ~o = (a + ~o) + ~o = a + (~o + ~o) = a + ~o = c. (The 
associativity here employed is a special case of the general associative law 
for the addition of cardinal numbers; see Problem B.) It follows at once from 
this fact that if c is an infinite cardinal number and n is any nonnegative 
integer, then c + n = c. 

The multiplicative counterpart of the additive formula ~o + ~o = ~o is 
given by the following proposition. 

Proposition 4.4. The product ~o~o it: also equal to ~o. 

PROOF. The mapping p of N x N into N defined by 

( ) (m+n-1)(m+n-2) 
p m,n = 2 +m, m,nEN, 

is easily seen to be one-to-one and onto N. D 

72 



4 Cardinal numbers 

Example P. According to Proposition 4.4 and Example N, the cardinal 
number of the product P = Z x N is ~o. Since the mapping (j, k) -+ ilk 
maps P onto the set Q of all rational numbers, it follows (Prob. A) that 
this latter set is also countable. Since it is clear that Q is infinite, this 
shows that card Q = ~o. 

A particularly useful form of Proposition 4.4 is given by the following 
corollary. 

Corollary 4.5. Any countable union of countable sets is countable. That 
is, if r is a countable index set, and if each of the sets X-y in the indexed 
family {X-y hEr is countable, then U = U-yEr X-y is also countable. 

PROOF. We may suppose r to be infinite (for otherwise the desired result 
may be obtained without recourse to Proposition 4.4; see Example M). 
Hence we may suppose that the given indexed family is simply an infinite 
sequence {Xn}~=l. Let {Yn}~=l be the disjointification of this sequence 
(Prob. 1U), and for each positive integer n let gn be a one-to-one mapping 
of Yn into the countably infinite set {( m, n) : mEN}. Then the mapping 
g = UnEN gn (Prob. 1M) is a one-to-one mapping of U into N x N, so 
card U ::; ~o. 0 

The notions of sum and product extend without difficulty to arbitrary 
collections of cardinal numbers. 

Definition. Let {Cy }-yEr be an indexed family of cardinal numbers, and 
let {X-y hEr be a similarly indexed family of sets such that card X-y = 
Cy, 'Y E r. Then we define 

II Cy = card II X-y, 

and, in the event that the sets X-y are pairwise disjoint (such pairwise dis­
joint representatives of the cardinal numbers Cy always exist; see Prob­
lem IT), we likewise define 

L c-y = card U X-y. 
-yEr -yEr 

(Here again it is seen at once that addition and multiplication are well­
defined operations on the cardinal numbers Cy and do not depend on 
the representing sets X"(" If {Cl' ... , cn } is a finite system of cardinal 
numbers, so that the index family is just the set {I, ... , n}, we also write 
Cl + ... +cn and Cl ... en for the sum and product, respectively.) Clearly, 
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these definitions agree with our earlier ones when the index family is the 
doubleton {I,2}. 

Example Q. Let r be an index set, let X be a set, and let e = card X. 
The product X x r is the disjoint union of the indexed family {X'Y}'YH, 
where X'Y = X x h},'Y E r. It follows that if Coy = e for each l' in r, then 

L Coy = e(card r). 
'YEr 

Thus the multiplication of cardinal numbers may be viewed as the result 
of repeated additions, just as in the case of the multiplication of natural 
numbers. 

The following result provides a useful generalization of Proposition 4.4. 

Proposition 4.6. If e is an arbitrary infinite cardinal number, then d~o = 
e. 

PROOF. Let X be a set such that card X = e, and consider the collection 
Z of all disjoint collections of countably infinite subsets of X. Then Z is a 
partially ordered set in the inclusion ordering. Moreover, if K is any simply 
ordered set of such collections, then C = UK is also a disjoint collection of 
countably infinite subsets of X, so C E Z. Thus Z is a partially ordered set 
with the property that every simply ordered subset of Z is bounded above 
in Z, and, according to Zorn's lemma, Z has a maximal element Co. The 
collection Co contains at least one countably infinite set Ao (Ex. F), and 
the set Y = U Co is a subset of X such that X\Y is finite. (Indeed, if X\Y 
were infinite, then it would contain a countably infinite subset A (Ex. F), 
and Co U {A} would be an element of Z dominating Co, thus contradicting 
the assumed maximality of Co.) Hence, if we set Al = Ao U (X\Y), then 
card Al = No (Ex. L). Consequently, if CI denotes the collection of sets 
obtained by replacing Ao by Al in Co, then CI is a partition of X into 
countably infinite subsets, and it follows, as in the preceding example, that 
e = card X = dNo, where d denotes the cardinal number of CI . But then, 
of course, eNo = (dNo)No = d(NoNo) = dNo = e by Proposition 4.4. (The 
associativity here used is a special case of the general associative law for 
the multiplication of cardinal numbers; see Problem B.) 0 

PROBLEMS 

A. Let X and Y be sets and suppose that there exists a mapping of X onto 
Y. Show that card Y S card X. (Hint: Recall the axiom of choice.) Show, 
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conversely, that if 0 < card Y $ card X, then there exists a mapping of 
X onto Y. 

B. Let {Coy her be an indexed family of cardinal numbers and let {r.5 he~ 
be an arbitrary indexed partition of the index set r. Verify the extended 
associative laws 

LCoy = L L Coy and II Coy = II II Coy. 

Formulate and prove similarly extended commutative laws for the addition 
and multiplication of cardinal numbers. (Hint: Recall Problem IG.) Show 
also that the distributive law 

holds, where a is an arbitrary cardinal number and {Coy} is an arbitrary 
indexed family of cardinal numbers. 

c. Prove that if C is an arbitrary set of cardinal numbers, then there exist 
cardinal numbers strictly larger than any element of the set C. 

Problem C establishes the somewhat disconcerting fact 
that the notion of a "set of all cardinal n1,unbers" is simply 
unthinkable-all cardinal numbers cannot be encompassed in 
anyone set. This observation, known historically as Cantor's 
paradox, is a good example of the new class of "paradoxes of 
the infinite" ---serious problems apparently pertaining to the 
very heart of our powers of conceptualization. The modern 
point of view, roughly speaking, is that, among all of the 
various collections of things (sometimes called classes), some 
are privileged to be sets, while others are not. Thus, the class 
of all cardinal numbers is perfectly thinkable, but this is one 
of the classes that (as we have just seen) cannot possibly be 
a set. 

D. For any two sets X and Y we define (card Ytard x to be the cardinal 
number ofthe set yX of all mappings of X into Y (cf. Example lL). Verify 
that this definition of cd for cardinal numbers c and d depends only on c 
and d, and not on the representing sets, and that this notation extends the 
notation 2c introduced earlier for the cardinal number of the power class 
on a set X of cardinal number c. Show also that 

for every cardinal number c. Show finally that if {Coy }-yH is an indexed 
family of cardinal numbers such that Coy = c for each index "t, where c 
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denotes some one fixed cardinal number, then 

II Cy = ccard r. 

'1'Er 

(Thus the exponentiation of cardinal numbers may be thought of as result­
ing from repeated multiplications, just as in the case of the exponentiation 
of natural numbers.) 

E. Show that 

and 

ab+c = abac, 
(ab)C = abc, 

for arbitrary cardinal numbers a, b and c. 

F. Verify that ~2 = ~3 = ... = ~No = ~, and conclude that the cardinal 
number of every nontrivial finite dimensional linear space is ~. Show also 
that ~N = 2N, and conclude that cN = 2N, 2 ::; c ::; ~. 

G. Show that ~~ = ~o for every positive integer n, and also that ~~o =~. 

H. Find 2:nEN n and TInEN n. 

I. Let X be a set and let C be a covering of X. Suppose each set A in 
C satisfies the inequality card A ::; c, where c denotes some one fixed 
cardinal number. Verify that card X::; c(card C). Conclude, in particular, 
that card X ::; card C if c ::; ~o and C is infinite. (Hint: One may assume 
the sets in C to be subsets of X; recall Example Q and Problem A.) 

J. (i) Let X and Y be infinite sets. Suppose that to each element y of Y 
there corresponds some finite subset Fy of X, and suppose also that 
the family {FyhEY covers X. Verify that card X ::; card Y. 

(ii) Let £ be an infinite dimensional linear space, and let X and Y de­
note two Hamel bases for £ (see Chapter 3 for definitions). Use (i) 
to show that card X = card Y. (Thus all Hamel bases for anyone 
infinite dimensional linear space £ have the same cardinal number. 
This common cardinal number is known as the Hamel dimension of 
£. The Hamel dimension of a finite dimensional linear space is simply 
its dimension.) (Hint: If y is any vector in Y, then there exist a unique, 
finite, nonempty subset Fy of X and unique nonzero scalars {A:Z:}.,EFI/ 
such that y = 2::Z:EFI/ A:z:X.) 

K. A partially ordered set X is said to be countably determined if there exists a 
countable cofinal subset of X (Prob. 11). Give an example of a directed set 
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that is not count ably determined. Show that if A is a countably determined 
directed set, then there exists a monotone increasing sequence {An}~=l in 
A that is cofinal in A. 

L. Show that the set Q[x] of all rational polynomials is countably infinite. 
(Hint: Use Problem G to show that the set of all rational polynomials 
of degree less than n is countable for each positive integer n, and employ 
Corollary 4.5.) 

M. A real number t is called algebraic if it is a root of some rational polynomial, 
i.e., if there exists a rational polynomial p(x) such that p(t) = O. Verify 
that the set of all algebraic numbers is countably infinite, and use this fact 
to conclude that there exist real numbers that are transcendental, that is, 
not algebraic. Show that, in fact, the cardinal number of the set of all 
transcendental real numbers is N. (Hint: A rational polynomial of degree 
n has at most n distinct roots, real or complex.) 

This simple, elegant proof of the existence of transcen­
dental numbers was one of the early triumphs of cardinal 
number theory and helped assure that the theory would sur­
vive in spite of the many difficulties (both real and imagined) 
that beset it. 

N. Show that nc = c for every infinite cardinal number c and positive integer 
n. 

O. If Cl, •.. , en are cardinal numbers, and if c; :-:; c, i = 1, ... , n, where c is 
some infinite cardinal number, then 

Cl + ... + en :-:; c. 

In particular, if Cl V ..• V en is infinite, then 

Cl + ... + en = Cl V ... V Cn. 

P. Let {Cy }-YEr and {d-y hH be similarly indexed families of cardinal numbers 
such that Cy :-:; d-y, 'Y E r. 

(i) Verify that E-YEr C-y :-:; E-YH d-y and TI-YEr Cy :-:; TI-YEr d-y. Show by ex­
ample that C-y < d-y, 'Y E r, does not imply either E-YH C-y < E-YH d-y 

or TI-YEr C-y < TI-YH d-y. 

(ii) Show that E-YH Cy :-:; TI-YH d-y provided d-y > 1 for every index '"f. 

(Hint: It suffices, in view of (i) to verify that E-YH d-y :-:; TI-YH d-y. 
Suppose first that d-y is infinite for each index 'Y, and let {X-y} be a 
similarly indexed family of sets such that card X-y = d-y,'Y E r. Then 
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II = TI-YErX-y i= 0 by the axiom of products (Chap. 1). Fix an element 
x of II and for each index "Y let AI' denote the set of all those elements 
of II that agree with x at every index except "Y. Then {A-y\{xH-YEr is 
a disjoint family of subsets of II and card AI' \ {x} = dry, "Y E r.) 

Q. (Konig's Theorem [15]) Let {C-y hEr and {d-y hEr be similarly indexed fam­
ilies of cardinal numbers such that C-y < d-y, "Y E r. 

(i) Let {XI' }-YEr be a similarly indexed family of sets such that card XI' = 
d-y,"Y E r, let 

and suppose that, for some index "Y, AI' is a subset of II such that 
card AI' = C-y. Show that if B-y = 11'1' (A-y), then X-y\B-y i= 0, and 
conclude that if {AI' }-yEr is an arbitrary collection of subsets of II 
(indexed by the same set r) such that card AI' = C-y, "Y E r, then 
U-yEr AI' i= II. (Hint: If B-y = 1l'-y(A-y),"Y E r, then TI-YEr(X-y\B-y) i= 0 

by the axiom of products.) 

R. Let X be an infinite set, and let Z denote the collection of all one-to-one 
mappings rP of various subsets of X into X x X having the property that, if 
the domain of rP is A, then the range of rP coincides with A x A(C X x X). 

(i) The set Z is a partially ordered set in the extension ordering (see 
Problem 1M). Show that if IC is an arbitrary simply ordered subset of 
Z, then the supremum U IC belongs to Z, and employ Zorn's lemma 
to show that Z contains a maximal element. 

(ii) Let t/Jo be a maximal element of Z as in (i), let Ao denote the domain 
of definition of rPo (so that rPo(Ao) = Ao x Ao), and suppose a = 
card Ao < card X. Show that the difference X\Ao contains a subset 
Al such that card Al = a, and also that if we set A = Ao U AI, then 
card «A x A)\(Ao x Ao)) = a. (Hint: Recall Problem 0 and use the 
fact that card (Ao x Ao) = a.) 

(iii) Conclude that, in fact, a = card X, and hence that card (X x X) = 
card X. 

S. If CI, ... , en are cardinal numbers, and if Co ~ c, i = 1, ... , n, where C is 
some infinite cardinal number, then 

CI ... en ~ c. 

In particular, if CI V ... V Cn is infinite, then 

CI ... Cn = Cl V ... V en. 
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T. Let £ be a linear space, £ f= (0), and let X be a Hamel basis for £. 
Then for each vector u f= 0 in £ there exists a unique nonempty finite 
subset Fu of X and corresponding unique nonzero scalars {)."'}"'EF .. such 
that u = L"'EFu ).",x. Prove that, for every positive integer n, the set 
Sn = {u E £: card Fu = n} has cardinal number dN where d = card X 
denotes the Hamel dimension of £, and conclude that 

card £ = dN = d V N. 

(Hint: {Sn}~=l is a partition of £\{O}.) 

U. Let £ be a linear space, let X be a Hamel basis for £, and let d = card X 
be the Hamel dimension of £. 

(i) Let £' denote the full algebraic dual of £ (Ex. 3H). If £ is a real [com­
plex] vector space, then £' can be placed in one-to-one correspondence 
with the set aX [eX]. Hence card £' = Nd. (Hint: Recall Proposition 
3.3.) 

(ii) Prove that if £ is infinite dimensional, then the Hamel dimension of 
£' is greater than or equal to N, and use Problem T to conclude that 
if £ is an arbitrary infinite dimensional linear space, then the Hamel 
dimension of £' is precisely Nd • (Hint: Let Xo be a countably infinite 
subset of X, let Xl = X\Xo, and arrange Xo in an infinite sequence 
{xn}~=o. For each positive real number t there is a unique element It 
of £' such that 

/t(Xn) = tn, n E No, 
/t(x) = 0, x E Xl. 

Show that the set of linear functionals It, 0 < t < +00, is linearly 
independent. ) 
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Recall from Chapter 1 that a partially ordered set W is said to be well­
ordered if every nonempty subset of W possesses a least element. As has 
been noted, a well-ordered set W is simply ordered, and it is easily seen 
that an element w of W has an immediate successor provided w is not the 
greatest element of W. 

Example A. If W is well-ordered and nonempty, then W itself has a 
least element wo, and if W contains more than one element, then Wo has 
an immediate successor Wl. Continuing in this way, one sees that if W 
is a finite well-ordered set containing n elements, then W has the form 
W = {wo, ... ,Wn-l} with Wo < ... < Wn-l. In other words, W is order 
isomorphic to the set {O, ... , n - I} of the first n nonnegative integers (in 
its natural order, cf. Example IX). 

Example B. The sets N and No (in their natural order) are order isomor­
phic infinite well-ordered sets (Ex. 1 W). 

Example C. The set of all countable cardinal numbers is a well-ordered 
set 

0,1, ... , n, ... , No 

possessing the maximum element No. In this well-ordered set the element 
No has no immediate predecessor, that is, No is not the successor of any 
element of the set. Thus while every element of a well-ordered set (except 
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the maximum element if there is one) has a successor, there may well be 
elements (other than the least) that are not themselves successors. 

Example D. If WI and W2 are disjoint well-ordered sets, then there is a 
unique ordering of the union WI U W2 that extends the given orderings of 
both WI and W 2 and that possesses the property that every element of WI 
is less than each element of W2 • It is readily verified that this ordering turns 
WI U W2 into a well-ordered set. (If A is a nonempty subset of WI U W2 

and if A contains elements of WI, then the least element of A n WI in WI 
is the least element of A in WI U W2 ; if A c W2 , then the least element 
of A in W2 is also its least element in WI U W2 .) The well-ordered set 
thus constructed will be denoted by WI + W2 (to be distinguished from 
W2 + WI). Thus the well-ordered set in Example C is simply No + {~o}. 
Similarly, if N~ is some well-ordered set that is order isomorphic to No and 
disjoint from the latter, then No + N~ is a well-ordered set that is not order 
isomorphic to any of the examples presented above. 

To facilitate the study of well-ordered sets, and for other purposes as 
well, we associate with each well-ordered set W a symbol, to be called the 
ordinal number of W (notation: ord W) according to the rule that two 
well-ordered sets are to have the same ordinal number if and only if they 
are order isomorphic. 

Note that we do not give a definition of the term "ordinal number", 
just as we did not define "cardinal number" earlier. As before, this is done 
because to do otherwise would take us too far afield and would serve no 
useful purpose. The reader is invited to consult [8] and [11] for a discussion 
of these matters. It is appropriate to point out, however, that if Wl, W2 
and W3 are any well-ordered sets, then ord Wl = ord W2 when and only 
when ord W2 = ord Wl, ord Wl = ord Wl, and also ord Wl = ord W2 
and ord W2 = ord W3 imply ord Wl = ord W3. 

Example E. As has already been noted, every well-ordered set contain­
ing exactly n elements is order isomorphic to the set {O, 1, ... , n - I} of 
nonnegative integers, and we take the ordinal number of such a set to be 
n. (In particular, the ordinal number of the empty set is 0.) Thus for 
finite well-ordered sets the same symbol does double duty, serving as both 
cardinal and ordinal number of the set. For infinite well-ordered sets the 
situation is quite different. 

Example F. In keeping with universally accepted notation, we write w for 
the ordinal number of No. It follows, of course, that w = ord N also. 

Example G. If WI, WI and W2 , W2 are order isomorphic pairs of well-
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ordered sets, and if WI n W2 = WI n W2 =y, then it is clear that the 
ordered set WI + W2 is order isomorphic to WI + W2. It follows that the 
ordinal number ord(WI + W2) depends only on ord WI and ord W2, and 
not on the representing sets WI and W2' Accordingly, it makes sense to 
define 

Thus, in particular, the ordinal number of the well-ordered set 

0,1, ... ,~o 

of Example C is ord No + ord {~o} = w + 1, while the ordinal number of 
the set No + Nti of Example D is w + w. 

If W is any infinite well-ordered set, then W begins 

Wo < WI < ... < Wn < . .. . (1) 

In other words, W begins with a copy of No. In order to make this idea 
precise we introduce the following terminology. 

Definition. A subset A of a partially ordered set X is an initial segment 
of X if yEA and x ~ y imply x E A. In particular, if z is an arbitrary 
element of X, then the set Az = {x EX: x < z} is an initial segment 
of X. We shall call Az the initial segment of X determined by z. 

It is a special feature of well-ordered sets that (almost) all of their initial 
segments are determined in this manner. 

Lemma 5.1. If W is a well-ordered set, and if A is an initial segment of 
W, then either A = W or A = Aw for some (unique) element W of W. 
The collection A of all initial segments of a well-ordered set W is well­
ordered in the inclusion ordering, and the mapping W -+ Aw is an order 
isomorphism of W onto the complement in A of the singleton {W} (so 
that ord A = (ord W) + 1). 

PROOF. If A#- W, then W\A has a least element w, and it is clear that 
Aw c A. On the other hand, if x belongs to A, then x < W must hold, since 
otherwise x 2: w and therefore W E A, contrary to fact. Thus A cAw, 
and the proof of the first assertion of the lemma is complete. The second 
assertion is an immediate consequence of the first. 0 

Lemma 5.2. Suppose that WI and W2 are well-ordered sets, and that 
<p and 'IjJ are both order isomorphisms of WI onto initial segments of 
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W2 • Then 4> = 1/J and consequently 4>(Wd = 1/J(WI ). In particular, no 
well-ordered set is order isomorphic to any initial segment of itself other 
than itself. 

PROOF. If 4> =f 1/J, then the set {w E WI : 4>( W) =f 1/J( w)} has a least element 
Woo We suppose, without loss of generality, that 4>(wo) < 1/J(wo). Since the 
range of 1/J is an initial segment of W2 , there must be some W < Wo such 
that 1/J(w) = 4>(wo). On the other hand, by the definition of wo, we must 
have 1/J(w) = 4>(w). Thus 4>(w) = 4>(wo) and therefore W = wo, contrary to 
hypothesis. (The final assertion of the lemma may also be obtained from 
Problem IP.) 0 

These lemmas enable us to prove one of the central results concerning 
well-ordered sets. 

Theorem 5.3. If WI and W2 are any two well-ordered sets, then either 
WI is order isomorphic to an initial segment of W2 , or W2 is order 
isomorphic to an initial segment of WI. Moreover, in either case, the 
order isomorphism is unique, and both conclusions are valid if and only 
if WI and W2 are order isomorphic to one another. 

PROOF. It suffices, in view of Lemma 5.2, to establish the first assertion 
of the theorem. Consider the collection .40 of all those initial segments 
A of WI with the property that there exists an order isomorphism of A 
onto an initial segment B of W2 • If A E .40 then, according to Lemma 
5.2, the initial segment B A of W2 to which A is order isomorphic, and the 
order isomorphism 4> A of A onto B A, are both uniquely determined by A. 
Moreover, if A E .40 and if A' is an initial segment of A, then it is easily 
seen that 4>AIA' is an order isomorphism of A' onto an initial segment B' 
of BA = 4>A(A), whence it follows that A' belongs to .40 along with A. 

Thus .40 is not only well-ordered in the inclusion ordering, but is an 
initial segment in the well-ordered set of all initial segments of WI, and 
the mapping A -+ 4> A of .40 into the partially ordered set of mappings 
of subsets of WI into W2 (in the extension ordering; see Problem 1M) 
is an order isomorphism. In particular, the system {4>A}AEAo is nested. 
Consider the supremum 4>0 = UAEAo 4>A. It is a triviality to check that 4>0 
is an order isomorphism of the initial segment Ao = U.4o of WI onto an 
initial segment Bo of W2 , and hence that Ao is itself an element of .40, and 
therefore the greatest element of .40. 

Suppose now that Ao is not equal to WI and Bo is also not equal to W2 . 

Then there exist elements WI of WI and W2 of W2 such that Ao = AWl and 
Bo = AW2 • But then the mapping 

4>t(w) = {4>o(W), wE Ao, 
W2, W=WI, 
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is an order isomorphism of the initial segment Al = Ao U {Wl} of Wl onto 
an initial segment of W2 , in contradiction of the fact that Ao is the greatest 
initial segment in .40. Hence either Ao = Wl or Bo = W2. 0 

Example H. If Wl and W2 are order isomorphic well-ordered sets, then 
by the foregoing result (or Lemma 5.2) the order isomorphism of W l onto 
W2 is absolutely unique. Thus the order isomorphism n -+ n + 1 of No 
onto N is the only order isomorphism between these two ordered sets (Ex. 
lW). 

The preceding theorem shows that any two well-ordered sets are compa­
rable in a certain precise sense. In order to exploit this fact we introduce 
the following notion. 

Definition. Let Wl and W2 be well-ordered sets. Then ord Wl ~ ord W2 
if and only if Wl is order isomorphic to an initial segment of W2 • (It 
is obvious that this relation is well-defined and is, in fact, a partial 
ordering.) 

In terms of this notion, Theorem 5.3 translates immediately into the 
following result. 

Corollary 5.4. If e and 7J are any two ordinal numbers, then either e ~ 7J 
or 7J ~ e· 
Thus the relation ~ between ordinal numbers is a simple ordering. More 

than this is true, however. The following idea is of basic importance in the 
further study of ordinal numbers. 

Definition. For any ordinal number Q we shall denote by W (Q) the ordinal 
number segment consisting of the set of all ordinal numbers e such that 
e < Q. (Thus, for example, W(O) = 0 and W(w) = No.) 

If Wo is a well-ordered set having Q for its ordinal number, then the 
ordinal numbers in W (Q) are, by definition, precisely the ordinal numbers 
of the various initial segments of Wo (excluding Wo itself). Thus for each 
e in W(Q) there is a unique element w~ in Wo such that e = ord AWE' It 
follows that the mapping 4> : W(Q) -+ Wo defined by setting 4>(e) = w~ is 
an order isomorphism of W (Q) onto Wo. Indeed, it is clear that the range 
of 4> is Wo, and it is not hard to see that ord AWE < ord Aw " if and only 
if e < 7J in W (Q). Thus we have proved the following basic theorem. 

Theorem 5.5. Every well-ordered set W can be indexed in a unique and 
order preserving manner by means of the ordinal numbers in the ordinal 
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number segment W (a) consisting of all ordinal numbers less than a = 
ord W. 

It is an immediate consequence of this theorem that every ordinal num­
ber segment W(a) is well-ordered. Once again, however, more is true. 

Corollary 5.6. Every set of ordinal numbers is well-ordered. 

PROOF. If e is a nonempty set of ordinal numbers and if a E e, then either 
en W(a) is empty, in which case a is the least element of e, or en W(a) 
is nonempty, in which case the least element of W (a) that belongs to e is 
the least element of e. 0 

Corollary 5.6 leads to another historically interesting and logically trou­
bling observation. If there were a set of all ordinal numbers, then this 
well-ordered set would consist of all those ordinal numbers less than its 
own ordinal number. But then the latter ordinal number would have to be 
greater than every ordinal number, a clearly impossible situation known 
as the Bumli-Forti paradox [4,51. This logical difficulty joins the Cantor 
paradox of cardinal number theory as one of the so-called "antinomies" 
of set theory. Since these difficulties hold no interest for us, we shall say 
no more of them, except to remark, once again, that the modern point of 
view coincides with that of Cantor, viz., that there exist certain (curious) 
collections that cannot be dealt with as ordinary sets, and that the ordinal 
numbers and cardinal numbers provide examples of such collections. This 
unpleasantness does not hinder the study of analysis since in practice one 
is always able to choose a sufficiently large ordinal number a (or cardinal 
number c) and conduct business with the set W(o:) of all ordinal numbers 
less than 0: (or with the set of all cardinal numbers less than c). 

Theorem 5.5 provides a very convenient notation for dealing with well­
ordered sets. (In fact, since it shows that every well-ordered set is order 
theoretically indistinguishable from some ordinal number segment W(a), 
we may, for the most part, deal directly with such number segments when­
ever well-ordered sets are needed.) Observe that this indexing is consistent 
with (1); the first element of a well-ordered set W is Wo, the second Wl, 

etc. If W is infinite and is not exhausted by the initial segment {Wn}nENo, 

then the first element after all of these is W w ' If still larger indices are 
required, we use the ordinal numbers w + 1, w + 2, ... ,w + n, ... that follow 
w. Beyond these ordinal numbers we have w + w, w + w + 1, and so on (see 
Problems D and G). 

The question of how large a well-ordered set can be is an important 
one. In order to formulate the problem precisely, we begin with the trivial 
observation that if two well-ordered sets are order isomorphic, so that they 
have the same ordinal number, then they automatically have the same 
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cardinal number as well. Hence it makes sense to define the cardinal number 
of an ordinal number 0: (notation: card 0:) to be the cardinal number of 
any well-ordered set that represents 0:. (Note that this mapping 0: -+ 

card 0: from ordinal numbers to cardinal numbers is far from being one­
to-one. Indeed, as we shall see, for each infinite cardinal number c there 
are infinitely many ordinal numbers 0: satisfying the equation card 0: = 
c.) In these more precise terms we ask again: Which cardinal numbers 
are cardinal numbers of ordinal numbers? The surprising answer to this 
question is provided by the following theorem. 

Theorem 5.7 (Zermelo's Well-ordering Theorem). Every set can be well­
ordered. Equivalently, every cardinal number is the cardinal number of 
some ordinal number. 

PROOF. Let X be a set and let W denote the collection of all pairs (A, :SA), 
where A is a subset of X and :SA is a well-ordering of A. If (A, :SA) and 
(B, :SB) are two elements of W, we define (A, :SA) -< (B, :SB) to mean that 
A (in the ordering :SA) is contained in B as an initial segment. It is clear 
(Th. 5.3) that -< is a partial ordering of W. Moreover, if {(Ay, :SA')')}'YEr 
is an indexed subset of W that is simply ordered in the ordering -<, then 
the collection of sets {Ay hEr is nested, and if we write A = U-YEr Ay, it 
is obvious that there exists a unique partial ordering :S on A that extends 
the ordering :SA')' on A-y for each index ,. We shall show that (A,:S) is an 
upper bound for the set {(A-y, :SA,),)} in W. 

Note first that each set Ay (in the ordering :SA,),) is an initial segment 
in A. Indeed, if a belongs to A-y for some index" and if x is an element 
of A such that x :S a, then x E Ay, for some index ,', and either A-y' is 
an initial segment of A-y, in which case it is obvious that x E A-y, or else 
Ay is an initial segment in A-y" in which case, once again, it is clear that 
x E A'Y. Hence, to prove that (A,:S) is an upper bound in W for the family 
{(A-y, :SA')')} it suffices to show that :S is a well-ordering of A. Suppose B 
is a nonempty subset of A. If, is an index such that B n A-y #- flJ, then 
the least element of B n A-y (in the ordering :SA,),) is also the least element 
of B (in the ordering :S) since A-y is an initial segment of A. Thus :S is a 
well-ordering of A, so the pair (A,:S) belongs to W. 

We have shown, in summary, that W is a partially ordered set in which 
every simply ordered subset is bounded above, and it follows by Zorn's 
lemma that W possesses a maximal element-say (Ao, :So)-in the ordering 
-<. The proof of the theorem will be complete if we show that Ao = X. 
But if Ao #- X, and if Xo is any element of X\Ao, then the well-ordered 
set Ao + {xo} (Ex. D) contains Ao as a proper initial segment, a manifest 
contradiction of the maximality of Ao. 0 

The foregoing argument shows that Zermelo's well-ordering theorem is 
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implied by Zorn's lemma. As a matter of fact, it turns out that Zorn's 
lemma, Zermelo's well-ordering theorem, and the axiom of choice are all 
mutually equivalent. By this is meant that, given the other usual elemen­
tary apparatus of set theory, anyone of these three propositions can be 
derived from any other. (Thus, from a purely logical point of view, one 
might as well take Zermelo's well-ordering theorem as one of the axioms of 
set theory; see Problems R, S, T, U, and V.) 

Definition. For each infinite cardinal number c the collection Ne of all 
those ordinal numbers ~ such that card ~ = c is called the number class 
of c. According to the preceding theorem the set Ne is never empty, 
and, being well-ordered (Cor. 5.6), possesses a least element called the 
initial number of c. 

Example I. The initial number of the cardinal number No is w. By Zer­
melo's well-ordering theorem there exist uncountable ordinal numbers, i.e., 
ordinal numbers a such that card a > No. Hence there is a first or least 
uncountable ordinal number. This ordinal number will be denoted by n. 
The number class of No (sometimes called the first number class) is then 
W(n)\W(w) = W(n)\No. 

Proposition 5.S. Every set of cardinal numbers is well-ordered. 

PROOF. It suffices to show that if C is a nonempty set of cardinal numbers, 
then C contains a least element. Let eo be a cardinal number belonging 
to C and let Co denote the set {c E C : c ~ eo}. It clearly suffices to 
show that Co has a least element. Let a be an ordinal number such that 
card a = eo. Then the mapping c -+ We assigning to each element c of Co 
its initial number is an order isomorphism of Co into W(a), and the result 
follows. 0 

Notation and Terminology. There is a smallest uncountable cardinal 
number, which we denote by Nl (aleph one). There is next a smallest 
cardinal number greater than Nl, which we denote by N2 • Continuing in 
this fashion, and assuming Nn already defined, we define Nn+1 to be the 
smallest cardinal number to exceed Nn . Then the smallest cardinal number 
exceeding Nn for every positive integer n we denote by Nw , etc. In general, 
for any infinite cardinal number c, the collection of infinite cardinal numbers 
less than c will be written as 

that is, as a family {Nde<a of alephs indexed by the ordinal numbers less 
than a uniquely determined a. In this same spirit, the initial number of 
the cardinal number Ne will also be denoted by we. (Whether Nl = 2No 
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is the continuum problem once again; whether NHI = 2NE for all ~ is the 
generalized continuum problem.) 

Example J. The initial numbers Wo and WI are also known, of course, as 
W and n, respectively (Ex. I). 

Example K. The number class NF" of the aleph NF" is W(wF,,+1)\W(wF,,). 

Proposition 5.9. The number class NF" of the infinite cardinal number 
NF" has cardinal number NF,,+1. (Thus the number class of each aleph is 
a representative of the next larger aleph.) 

PROOF. By the foregoing example, we have W(wHd = W(wF,,) + NF", and 
therefore card wF,,+1 = card wF" + card NF", or, equivalently, 

NHI = NF" + card NF", 

whence the result follows by Problem 40. D 

Corollary 5.10. For any ordinal number a and any subset e of the ordinal 
number segment W(wa+1) such that card e ~ Na , e is bounded above 
in W(wa+1). 

PROOF. Let B denote the initial segment UF"E9 W({). Since card W({) = 

card { ~ Na for each { in e, and card e ~ Na, we have card B ~ N! = Na 
(see Problems 41 and 4S), and it follows by Proposition 5.9 that there exist 
elements f3 of W(wa+d that dominate every element of B. D 

Example L. Every countable subset of W(n) is bounded above in W(n). 

We close this chapter with two theorems that encompass most of the 
usual applications of ordinal numbers to mathematical analysis. 

Theorem 5.11 (Principle of Transfinite Induction). Let a be an ordinal 
number, and let S be a subset of W(a). If S satisfies the condition 
that W(71) c S implies 71 E S for each ordinal number,., in W(a), then 
S= W(a). 

PROOF. Set e = W(a)\S, and suppose e =I 0. Then e contains a 
smallest ordinal number 71 by Corollary 5.6. But then, W(71) c S and 
therefore 71 E S, a contradiction. D 

It is easy to see that if a ~ w, the above theorem reduces to the more 
familiar principle of mathematical induction (cf. also Problem J). It should 
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come as no surprise that there is likewise a natural extension of the proce­
dure of definition by mathematical induction into the realm of transfinite 
ordinal numbers. In reading the following theorem, which clearly subsumes 
Theorem 2.5, the reader should bear in mind that most (if not all) defini­
tions in mathematics may be regarded as definitions of functions. 

Theorem 5.12 (Principle of Transfinite Definition). Let a be an ordinal 
number, let X be a set, and let F denote the collection of all mappings 
I of number segments W(e),e < a, into X. Suppose given a mapping 
9 of F into X. Then there exists a unique mapping h of W (a) into X 
satisfying the equation h(e) = g(hIW(e)) for every e in W(a). 

PROOF. If a = 0 there is nothing to prove. For positive a, consider the 
set eo of those ordinal numbers." < a such that there exists a mapping I 
of W (.,,) into X satisfying the equation 

I(e) = g(JIW(e)), e < .". (2) 

We observe first that if." = 0, then W(.,,) = flJ and the empty mapping 
satisfies (2), so that 0 belongs to eo. Next, if ." belongs to eo and if 
!1 and fa are mappings of W(.,,) into X, both of which satisfy (2), then 
!1 = fa· (Indeed, if!1 =1= fa, then there is a least element eo < ." such that 
!1(eo) =1= fa(eo). But then !1IW(eo) = faIW(eo), which implies, contrary 
to hypothesis, that !1(eo) = g(!1IW(eo)) = g(faIW(eo)) = fa(eo).) Thus 
if ." is in eo, then there is a unique mapping I : W(.,,) ----+ X -call it 
I,,---such that (2) holds. Moreover, if ( belongs to eo and if." < (, then 
1= It;!W(.,,) clearly satisfies (2), which shows that." also belongs to eo and 
that It;!W(.,,) = I". Thus eo is an initial segment in W(a), and the family 
of mappings {/"},,E90 is nested. Denote by k the supremum k = U"E9o I". 
The domain of definition of k is then the set W = U"E9 W(.,,), which is an 
initial segment in W(a), and it is clear that k satisfies (2) for each." in W. 
(If eo has a greatest element (3, then W = W({3); if not, then W = eo.) 
If W = W(a), then we set h = k. On the other hand, if W =1= W(a), then 
W = W(770) for some 770 < a, so k belongs to F and g(k) is a well-defined 
element Xo of X. Hence we may define a mapping k+ as follows: 

Then k+ satisfies (2) for." = 770 + 1, so that, if 770 + 1 were less than a, 
then 770 would belong to W, contrary to definition. Hence, we must have 
"'0 + 1 = a, so that in this case we may set h = k+. 0 

The role of the function 9 in Theorem 5.12 is to describe exactly how the 
"inductive step" is taken in a transfinite definition. We have introduced 
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this notion in order to elucidate as clearly as possible the mechanics of an 
inductive definition. In actual practice, however, it is not customary to set 
forth a function "g" explicitly. All that is required for a valid transfinite 
definition is that a clear-cut recipe be given for determining h(e) in terms 
of the behavior of h on W(e). It should also be pointed out that what is 
defined in an inductive definition is most usually thought of as an indexed 
family {xeh<<> rather than as a function hj thus in a typical application 
of Theorem 5.12, neither "g" nor "h" is likely to appear explicitly. 

PROBLEMS 

A. Show that a simply ordered set S fails to be well-ordered if and only if S 
contains a subset that is order isomorphic to No-the set of nonnegative 
integers in the inverse ordering (Ex. IP). Conclude that both S and S· are 
well-ordered when and only when S is finite. 

B. Let W be a well-ordered set and let V be a subset of W. Show that 
ord V ~ ord W. (Hint: Recall Problem IP.) 

c. Show that addition of ordinal numbers is associative but not commutative. 
Verify also that the ordinal numbers greater than a given ordinal number 
o are precisely the ordinal numbers of the form 0 + e, e > 0, and give an 
example of two nonzero ordinal numbers 0 and e such that e + 0 = o. Is 
it possible for e + 0 to be strictly less than o? 

D. According to the preceding problem, the smallest ordinal number greater 
than a given ordinal number 0 is 0 + 1, and for each positive integer n the 
smallest ordinal number greater than 0 + n is 0 + n + 1. Show that the 
smallest ordinal number greater than all of the numbers 0 + n, n E No, is 
o+w. 

E. Prove that if (3 and 'Y are ordinal numbers such that (3 < 'Y, then 0 + (3 < 
o + 'Y for every ordinal number 0, and use this fact to show that if 0, (3 and 
{, "I are ordinal numbers such that 0 + (3 = e + "I and (3 < "I, then 0 > e· 

F. An ordinal number p is a remainder of an ordinal number 0 if there exists 
an ordinal number e such that 0 = e + p. Show that for an arbitrary 
ordinal number 0 the number of distinct remainders of 0 is finite. Thus, 
for example, the only remainder of an initial number is that number itself. 
(Hint: Appeal to Problem A.) 

G. An ordinal number that is the successor of some other ordinal number 
(that is, has an immediate predecessor in the natural ordering of ordinal 
numbers) is, by Problem D, of the form TJ = e + 1. Such ordinal numbers are 
said to be of type I. (The ordinal number 0 is also of type I by convention.) 
All other ordinal numbers are known as limit ordinals or limit numbers. 
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Examples of ordinal numbers oftype I are 1,w+w+5 and f!+9. Examples 
of limit ordinals are w, w+w, and f!. Every initial number is a limit number. 
Every ordinal number 0 can be written (uniquely) as 0 = A + n where A 
is a limit number and n E No. Show also that 0 + w is the smallest limit 
number greater than o. 

H. Let JL be a limit ordinal. 

(i) Show that a limit ordinal A in W(JL) is the greatest limit ordinal less 
than JL if and only if JL = A + w. 

(ii) If A is a limit number in W(JL), then A + w :5 JL and therefore V>. = 
W(A + W)\W(A) C W(JL). Show that the sets V>., where A ranges over 
the limit numbers in W(JL), together with Vo = W(w), constitute a 
partition of W(JL), and use this fact to give a new proof of Proposition 
4.6. 

I. Let r be a well-ordered index set, let {W'Y her be a disjoint family of well­
ordered sets indexed by r, and let :5'1 be the ordering of W'Y. Then the 
union W = U'Yer W'Y can be ordered as follows: If x and y belong to W'Y 
and W'Y" respectively, and if 'Y =f:. 'Y', then x ~ y if 'Y ~ 'Y' while if 'Y = 'Y' 
then x :5 y if and only if x :5'1 y. Show that W is well-ordered by this 
ordering and that it makes sense to define 

Lord W'Y = ord W. 
'Yer 

Show too that for any family {0'Y} indexed by r, we have 

(When the index set is finite, say r = {'Yo, ... , 'Y,,}, we sometimes write 
0'10 + ... + 0'Yn for the sum E'Yer 0'1.) Verify that if {0'Y} is a family of 
ordinal numbers indexed by r, and if a C r, then 

Prove, finally, that if A is a limit number, then the sum Ee<>. 0e of a family 
{od of ordinal numbers indexed by W(A) is the least ordinal number 
greater than or equal to all of the "partial sums" Ee<fJ 0e, "I < A. (Thus, 
in particular, for a sequence of ordinal numbers {On}~=o, the sum 

,,=0 neNo 

is the supremum of the set of finite sums 00 + ... + o",n E No.) 
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J. Let p( ) be a predicate that is either true or false for every ordinal number 
in some ordinal number segment W(a), a > O. Suppose the following 
conditions are satisfied: 

(1) p(O) is true, 
(2) If pee) is true, and if e + 1 < a, then pee + 1) is true, 
(3) If >. is a limit number in W(a), and if pee) is true for every e in W(>'), 

then p(>.) is true. 

Show that pee) is true for every e in W(a). (This is another version of 
Theorem 5.11 having the slight advantage that, when a ~ w, (3) becomes 
vacuous, whereupon the result reduces to the familiar principle of mathe­
matical induction.) 

K. Call a subset J of a partially ordered set X inductive if y E X and Ay C J 
imply y E J. (This notion of an inductive set should be distinguished 
from those introduced in Chapters 1 and 2.) The essence of Theorem 5.11 
is that if W is a well-ordered set, the only inductive subset of W is W 
itself. Show, in the converse direction, that if X is simply ordered and if 
the only inductive subset of X is X itself, then X is well-ordered. Does 
this assertion remain valid if the assumption that X is simply ordered is 
dropped? 

L. If x is an element of a partially ordered set X, then the successor x+ of x 
is the least element of the set of elements of X strictly larger than x. (If 
no such least element exists, then x has no successor.) Suppose X has the 
following properties: 

(1) X has a least element, 
(2) Every element of X that is not maximal has a successor, 
(3) Every subset of X that is bounded above in X has a supremum in X. 

Prove that X is well-ordered. (Give examples to show that no two ofthese 
three properties imply the third.) 

M. If X and Y are arbitrary simply ordered sets, there is a useful way to order 
the product X x Y. If Xi E X and Yi E Y, i = 1,2, we declare (XI,YI) 
to be less than (X2, Y2) if Xl < X2 in X or if Xl = X2 and Yl < Y2 in Y. 
(This ordering is known as the lexicographical ordering of X x Y.) Verify 
that if V and W are well-ordered sets, then V x W is well-ordered in the 
lexicographical ordering, and that it makes sense to define 
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(ord W)(ord V) = ord (V x W). 

(Note the reversal in the order of writing this product of two ordinal num­
bers.) Prove that multiplication of ordinal numbers is associative but not 
commutative. Show also that the distributive law a({3 + -y) = a{3 + a-y is 
valid in the arithmetic of ordinal numbers, but that the equation ({3+-y)a = 
{3a + -ya may fail to hold. Conclude that if a > 0 and {3 < -y, then 
a{3 < a-y, and give an example of ordinal numbers a > 0 and {3 < -y such 
that {3a = -ya. Is it possible for {3a to exceed -ya when {3 < -y? 
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N. Show that if 0 and {3 are arbitrary ordinal numbers, then o{3 = 'Ee <{3 Oe, 
where o~ = 0, e < {3. (Thus for ordinal numbers, just as for cardinal 
numbers, multiplication may be viewed as the result of repeated additions; 
d. Example 4Q.) 

O. The idea of Problem M is readily generalized. Let r be a well-ordered 
index set, and let {WI' }I'Er be a family of well-ordered sets indexed by r. 
The lexicographical ordering of II = lll'Er WI' is then defined by setting 
{Xl'} < {Xl'} if XI'O < XI'O where ,0 denotes the least index , at which 
XI' =1= XI" Verify that this ordering turns II into a well-ordered set, and use 
this construction to define the product 

of a family of ordinal numbers {l1eh<a. Prove that card ( ... 'f/e ... 'f/o) = 

lle<a card 'f/e· 

P. There is even a notion of division for ordinal numbers. Show that if 0 and 
{3 are any two ordinal numbers, and if 0 > 0, then there exist uniquely 
determined ordinal numbers e and p such that 

{3 = oe + p and p < o. 

(Hint: Let A be a well-ordered set such that ord A = 0, and let X be a 
well-ordered set large enough so that ord (X x A) exceeds {3 (Th. 5.7).) 
Show, in particular, that if j}, is a limit number, than j}, is divisible by w, 
by verifying that j}, = w(I +..\) where ..\ denotes the ordinal number of the 
set of all limit numbers in W(j},). (Hint: Recall Problem H.) 

Q. Let Wa be an initial number, and let A denote the set of limit ordinals in 
W(wa). Find ord A. 

R. Prove that Zorn's lemma implies the axiom of products (and hence the 
axiom of choice; Chapter 1). (Hint: Let {Xl'hEr(r =1= 0) be an indexed 
family of nonempty sets, and consider the collection M of all mappings ¢> of 
subsets ofthe index set r into UI'Er XI' satisfying the condition ¢>CT) EX')' 
for every , in the domain of ¢>. The set M is partially ordered in the 
extension ordering (Prob. 1M).) 

s. (i) Prove that Zermelo's well-ordering theorem implies the axiom of choice. 
(Hint: Given a collection C of nonempty sets, let U denote the union 
of C, and well-order U.) 

(ii) Let X be a partially ordered set with the property that every simply 
ordered subset of X is bounded above in X, and let W be a well-ordered 
set. Show that if X has no maximal element, then there exists an order 
isomorphism ofW into X. (Hint: Well-order X and use Theorem 5.12.) 
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Use this fact to prove that Zermelo's well-ordering theorem also implies 
Zorn's lemma. 

T. Let X be a nonempty partially ordered set with the property that every 
nonempty simply ordered subset of X has a supremum in X, and let ¢ be 
a mapping of X into itself such that ¢( x) ~ x for every x in X. We shall 
call a subset T of X a ¢-tower if (a) ¢(T) C T and (b) if 8 is a nonempty 
simply ordered subset of T, then the supremum of 8 (in X) belongs to T. 
If x is an element of X, then T is a ¢-tower over x if T is a ¢-tower and 
x ET. 

(i) Show that for each element x of X there exists a unique smallest ¢-tower 
t", over x. Show also that x is the least element of t"" that an element 
y of X belongs to t", if and only if tll C t"" and that t", = {x} U trf>("'). 

(ii) For each element x of X and element y of t", let us write A~"') for the 
initial segment of t", determined by y : A~"') = {z E t", : z < y}. An 
element y of t", is called x-normal if t", = A~"') U t ll . Show that an 
element y of t", is x-normal if and only if A~"') u tll is a ¢-tower. Show 
also that if y is an x-normal element of t"" then (1) y is comparable 
with every element of t"" and (2) there is no element z of t", such that 
y < z < ¢(y). 

(iii) For each element x of X an element y of t", is x-hypemormal if y and all 
of the elements of A~z) are x-normal. Prove that x is x-hypernormal, 
and that if y is x-hypemormal, then ¢(y) is x-hypemormal also. Com­
plete the proof that the set H", of all x-hypemormal elements of t", is 
a ¢-tower, and hence that H", = t",. (Hint: If 8 is a nonempty simply 
ordered subset of H"" and if Zo denotes the supremum of 8 in X, then 
Zo E t", since t", is a ¢-tower. Moreover, if z E A~~), then there exists an 
element y of 8 such that z < y, and it follows that ¢( z) $ y since y and 
z are both x-normal. Show that if 8 0 is a nonempty simply ordered 
subset of A~~), then sup 80 $ zo.) 

(iv) Complete the proof that, for each x in X, the ¢-tower t", is a well­
ordered subset of X. (Hint: Recall Problem L.) 

(v) (Bourbaki [2)) For each element x of X the ¢-tower t", possesses a 
greatest element ZQ, and Zo is a fixed point for ¢. In particular, ¢ has 
at least one fixed point in X. 

U. Use the results of the preceding problem to prove that the axiom of choice 
implies Zermelo's well-ordering theorem. (Hint: It follows from the axiom 
of choice (Ex. IN) that for any set X there is a mapping s of 2x \{X} into 
X such that s(E) 1$ E for each E in 2X \{X}. Set ¢(E) = E U {s(E)} for 
each E in 2X \{X}, define ¢(X) = X, and let T be a well-ordered ¢-tower 
in 2x over to. Then for each element x of X there is a smallest set E in T 
such that x E E. Call this set E(x), and show that the mapping x ...... E(x) 
is one-to-one.) 
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v. Use the results of Problem T to show that the axiom of choice also implies 
the maximum principle. (Hint: If X is a partially ordered set, then the 
simply ordered subsets of X constitute a partially ordered subset of 2x .) 
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The root idea in all that follows is that of "closeness" as between two points 
of a space. This idea turns out to be elusive and difficult to pin down in 
general, but it presents no difficulty at all if one is given a numerical gauge 
for measuring how close together two points are, and that is the case of 
interest in the present chapter. 

Definition. If X is an arbitrary set, then a real-valued function p on X x X 
is a metric on X if the following conditions are satisfied for all elements 
X,Y,z of X: 

(1) p(x,y) ~ OJ p(x,y) = 0 when and only when x = y, 
(2) p(x,y) = p(y,x), 
(3) p(x, z) ~ p(x, y) + p(y, z). 

The value of the metric p at a pair (x, y) of points of X is called the 
distance between x and y. A set X equipped with a metric on X is a 
metric space. 

Notation and Terminology. In view of this definition it is clear that 
a metric space is really an ordered pair (X, p) in which the first term is a 
camer-a set of elements-and the second term is a metric on that car­
rier, and we shall frequently use exactly this notation for metric spaces. In 
keeping with almost universal practice, however, we shall also speak some­
times of X itself as the metric space, or of the metric space X "equipped 
with the metric p." The inequality (3) in the foregoing definition is known 
as the triangle inequality for metric spaces. 
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Example A. The function pes, t) = Is - tl is readily seen to be a metric 
on the real line IR (cf. Problem 2L), and the metric space obtained by 
equipping IR with this usual metric is the most important metric space of 
all. An immediate generalization is the vector space IRn of all real n-tuples 
equipped with the metric 

where x = (Sb ... , sn) and y = (t1, ... , tn ). The space IRn equipped with 
this usual or Euclidean metric is called Euclidean space of dimension n. 
Similarly, the function pea, (3) = la - {31 is a metric-the usual metric-on 
the complex plane e (Prob. 2X). More generally, the function 

where x = (a1, ... , an) and y = ({31, ... , (3n), is a metric on en. The space 
en equipped with this usual metric is called n-dimensional unitary space. 
(It is by no means obvious that the usual metrics on IRn and en are really 
metricsj see Problem B.) Whenever in the sequellRn or en is regarded as 
a metric space, the metric on the space will be understood to be the usual 
metric unless the contrary is expressly stipulated. 

Example B. There are other metrics of interest on the space IRn besides 
the Euclidean metric. Thus setting 

n 

P1(X,y) = L lSi - til 
i=l 

for any two points x = (Sl, . .. ,Sn) and y = (tl. . .. , t n ) defines a metric PI 
on IRn , and 

Poo(x,y) = lSI - tIl V··· V ISn - tnl 

defines yet another metric Poo on lRn. (These metrics on IRn are different 
from the usual metric introduced in Example A except, of course, for the 
case n = 1.) The Euclidean metric on Rn is sometimes denoted by P2 to 
emphasize its essentially quadratic natur . These remarks all generalize at 
once to the complex space en. 

Example C. Let X be an arbitrary set, and define 

{ 
0, x = y, 

p(x,y) = 
1, x # y, 
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for all x and y in X. Then p is readily seen to be a metric on X, called the 
discrete metric on X. 

If (X, p) is a metric space and A is a subset of X, then the restriction 
pl(A x A) is clearly a metric on A-the relative metric. A subset A of 
(X, p) equipped with this relative metric is a subspace of X. Whenever in 
the sequel a subset of a metric space is regarded as a metric space in its own 
right, it is this relative metric that is in use unless the contrary is expressly 
stipulated. In particular, each subset A of ]Rn[cn] becomes a metric space 
in a natural way as a subspace of Rn[cn] in the usual metric, and it is this 
subspace of Rn[cn] that will be denoted by A unless some other metric is 
indicated. (It is also appropriate to note that Rn in the Euclidean metric 
is a subspace of Cn in the usual metric.) 

Here is a brief list of some of the most basic concepts pertinent to the 
theory of metric spaces. 

Definition. Let (X, p) be a metric space. For each point Xo of X and each 
nonnegative number r the set 
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Dr(xo) = {x EX: p(x,xo) < r} 

is the open ball with center Xo and mdius r. (If < is replaced by ~ in 
this definition, the result is the closed ball with center Xo and mdius 
r. The ball Do(xo) with radius zero is empty; otherwise Dr(xo) always 
contains at least the center Xo. The closed ball with center Xo and radius 
o is {xo}.) If A is a nonempty subset of X, then the supremum 

sup{p(x,y): x,y E A} 

(taken in R~) is the diameter of A (notation: diam A). If A is nonempty 
and diam A < +00, then A is bounded. (By convention the empty set 
o is bounded and diam 0 = 0.) If A is a nonempty subset of X and 
y is an arbitrary point of X, then the distance from y to A (notation: 
d(y, A)) is the infimum 

inf{p(x,y): x E A}, 

and the set of all those points y of X such that d(y, A) < r(r > 0) will 
be denoted by Dr(A). (Thus Dr(A) = U{Dr(x) : x E A}.) Likewise, if 
A and B are any two nonempty subsets of X, then the distance between 
A and B (notation: d(A, B)) is the infimum 

inf{p(x, y) : x E A, y E B}, 

and a mapping ¢ of a set Z into X is bounded if the range ¢(Z) is a 
bounded subset of X. 
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Note. In IR equipped with its usual metric (Ex. A) the open ball with 
center t and radius r coincides with the open interval (t - r, t + r), and, 
conversely, the open interval (a, b) is the open ball with center (a + b)/2 
and radius (b - a)/2. We shall use this observation freely in the sequel 
without further explanation. Likewise, a subset M of IR is bounded as a 
subset of the metric space IR if and only if M is bounded in IR regarded as 
an ordered set (see Chapter 1). Thus the notion of a bounded subset of IR is 
unambiguously defined, as is therefore the notion of a bounded real-valued 
function on a given set Z. 

The following is nothing more than a convenient summary of some of 
the obvious relations between the above concepts, and no proof is given. 

Proposition 6.1. Let (X, p) be a metric space, and let A be a subset of 
X. Then A is bounded if and only if there exists some open ball Dr (xo) 
containing A. In particular, every open ball in X is a bounded set with 
diam Dr(xo) ~ 2r. The diameter of each singleton {x} in X is zero, and 
the diameter of any subset of X containing two or more distinct points 
is strictly positive. For any nonempty subset A of X and every point 
x of X,d(x,A) = d({x}, A). For any two nonempty subsets A and B 
of X, 

d(A, B) = d(B, A) = inf{ d(x, B) : x E A}. 

Example D. We have defined the distance d(A, B) between two nonempty 
subsets of a metric space (X,p). It will also be convenient to define 

D(A, B) = sup{p(x,y) : x E A,y E B} 

for any two nonempty subsets A and B of X. (Observe that D( A, B) < +00 
when and only when both A and B are bounded, and also that D(A, A) = 
diam A.) Each of these two functions possesses some of the properties of a 
metric and fails to possess others. To facilitate the following discussion let 
us write 8 0 for the collection of all bounded nonempty subsets of (X, p). 

To begin with, the function d on 8 0 x 8 0 is nonnegative and satisfies 
the conditions d(A, A) = O. Moreover, d is symmetric (that is d(A, B) = 
d(B, A), for all A, BE 8 0 ). It is not true, 'lowever, that d(A, B) = 0 implies 
that A = B, and d does not satisfy the triangle inequality (examples?). As 
regards the function D, it is also symmetric, nonnegative and finite-valued 
on 8 0 x 8 0 , and D does satisfy the triangle inequality (proof?), but, as 
noted above, D(A, A) > 0 unless A is a singleton. It is also worthy of 
note that D is monotone increasing in each variable (where, as usual, 8 0 is 
equipped with the inclusion ordering), while d is monotone decreasing in 
each variable. 
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There is another nonnegative real-valued function on 8 0 x 8 0 that is of 
interest. For each A and B in 8 0 we shall write 

r(A, B) = sup{d(x,B): x E A}. 

It is obvious that d :s r :s D everywhere on 8 0 x 8 0 , and also that r( A, A) = 
o for every A in 8 0 , Unfortunately, r is not symmetric, and r(A, B) = 0 
does not imply A = B (examples?). On the other hand, r does satisfy 
the triangle inequality. Indeed, if r is a positive number and if r(A, B) < 
r, then A c Dr(B), while if A c Dr(B), then r(A, B) :s r. Thus if 
r(A, B) < r and r(B, C) < s, then A C Dr(B) and B C Ds(C). But 
then A C Dr+s(C), so r(A,C):S r+s, and letting r and s tend downward 
to r(A, B) and r(B, C), respectively, we obtain the stated result. The 
function r is also easily seen to be monotone increasing as a function of its 
first variable and monotone decreasing as a function of its second variable. 

Whenever one metric space is given there are several ways of associating 
other metric spaces with it. The most important construction of this sort 
is the following one. 

Definition. Let (X,p) be a metric space, let Z be a nonempty set, let 
8( Z; X) denote the collection of all bounded mappings of Z into X, 
and let ifJ and t/J be elements of 8(Z; X). Then, as is readily seen, the 
real-valued function z - p(ifJ(z) , t/J(z» is bounded above on Z. Hence 
setting 

Po<>(ifJ,t/J) = sup{p(ifJ(z),t/J(z»: z E Z} 

for each pair ifJ, t/J of elements of 8(Z; X) defines a nonnegative real­
valued function on 8(Z; X) x 8(Z; X). 

Proposition 6.2. The function Po<> just defined is, in fact, a metric on 
8( Z; X). (The reader will note that the notation introduced here squares 
with that of Example B.) 

PROOF. It is evident that Po<> satisfies both (1) and (2) in the definition of 
a metric, so it suffices to establish the triangle inequality. To this end we 
observe that if ifJ, t/J and w are all bounded mappings of Z into X, then for 
any element z of Z we have 

p(ifJ(z),w(z»:S p(ifJ(z),t/J(z)) + p(t/J(z),w(z» 

:s Po<> ( ifJ, t/J) + Po<> ( t/J, w) , 

whence it follows at once that Po<> (ifJ, w) :s Poe (ifJ, t/J) + Poo (t/J, w). 0 

Note. In this construction we have thus far excluded the special case 
Z = 0. As it happens, this is both inconvenient and unnecessary. Indeed, 
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if Z is empty, then there is but one mapping of Z into X, viz., the empty 
mapping 0. This mapping is bounded (by convention) and 8(0; X) is just 
the singleton {0}, which supports only one metric, the trivial zero metric. 
In the sequel it is in this sense that we shall interpret the metric space 
(8(Z; X),Poo) in the event that the set Z is empty. 

There is an obvious notion of isomorphism between metric spaces. 

Definition. A mapping ifJ of one metric space (X, p) into another metric 
space (Y, p') is isometric if it preserves distances, i.e., if p'(ifJ(x), ifJ(y» = 
p(x, y) for all pairs of points x, yin X. An isometric mapping of X onto 
Y is called an isometry of X onto Y. (It is obvious that an isometric 
mapping is necessarily one-to-one, and that inverses and compositions of 
isometries are isometries. Moreover, the identity mapping of any metric 
space onto itself is an isometry on that space.) 

Example E. If a is any fixed element of an then the translation x --+ x+a is 
an isometry of an onto itself (with respect to any of the metrics of Examples 
A and B). Similarly, all translations on en are isometries of en onto itself. 
More generally, the translations on any normed space are isometries with 
respect to the metric defined by the norm on that space; see Problem A. 
The mapping assigning to each complex n-tuple (el. ... , en) the real 2n­
tuple (Re 6, 1m 6, ... , Re en, 1m en) is an isometry of en onto a 2n in 
the Euclidean metric. If X and Y are any two sets of the same cardinal 
number, then an arbitrary one-to-one correspondence between X and Y is 
an isometry if X and Y are both equipped with the discrete metric (Ex. C). 

Sequences of points provide a very important tool in the theory of metric 
spaces. In this context the following idea is of basic importance. 

Definition. Let (X,p) be a metric space, let {xn } be a sequence in X 
(indexed either by N or No), and let a belong to X. Then the sequence 
{xn } converges to a, or has limit a (notation: limn Xn = a or, more 
simply, Xn --+ a) if for each positive number c there exists an index no 
(depending ordinarily on c) such that p(a,xn ) < c whenever n ~ no 
(equivalently, if for each c > 0 the sequence {xn} belongs to De(a) 
eventually) . 

Note. If {xn} is a sequence in a metric space (X,p) that converges to 
a point a, and if b =F a in X, then {xn} does not converge to b. (If 
d = p(a, b) > 0, then Dd/2(a) and Dd/2(b) are disjoint open balls in X, and 
if {xn} converges to a, then an entire tail of {xn} is contained in Dd/2(a), 
and is therefore disjoint from Dd/2(b).) Thus the limit of a convergent 
sequence in a metric space is unique. 
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If {tn} is a sequence of real numbers and a E JR, then limn tn = a if and 
only if for each positive number IE there exists a positive integer no such that 
la - tnl < IE (or, equivalently, such that a - IE < tn < a + IE) for all n ~ no. 
In brief, if the real number system JR is equipped with its usual metric, 
then the idea of convergence of sequences in the metric space JR coincides 
with the ordinary notion of convergence of infinite sequences familiar from 
elementary calculus. Thus, in particular, if {tn} is a convergent sequence 
in JR and if for some real number c we have c ~ tn [tn ~ c] for all n, then 
c ~ limn tn[limn tn ~ c]. Hence, if c ~ tn ~ d for all n and for some real 
numbers c and d, then c ~ limn tn ~ d. 

Example F. Let {xn = ( tin) , ... , t~»)} be a sequence in JRm and suppose 
a = (aI, ... , am) belongs to JRm. An easy argument shows that limn Xn = a 
with respect to the usual metric on JRm (Ex. A) and also with respect 
to either of the two other metrics PI and Poo of Example B, if and only 
·f 1· t(n) - . - 1 lb· f . 1Illm ·th lImn i - ai, Z - , ••• , m. n fIe, a sequence In Jl'!. converges WI 
respect to anyone of these three met rices if and only if it converges termwise 
or coordinatewise. Similarly, a sequence {Xn = (~~n), ... , ~~»)} in em 
converges to a limit a = (aI, ... ,am) in the usual metric on em if and only 
·f· t· t . ·f d l·f 1· c(n) . 1 I It converges ermWlse 0 a, I.e., I an on y lImn "'i = ai, Z = , ... , m, 
in the metric space Co Moreover, a sequence {~n} in e converges to a 
limit a in the usual metric on e if and only if limn Re ~n = Re a and 
limn 1m ~n = 1m a. 

Example G. If {an}~=l is a sequence of vectors in a normed space c 
(Prob. A), then the infinite series L:~=l an is said to converge to s, or 
to have sum s (notation: s = L:~=l an), if the corresponding sequence 
{Sn}~=l of partial sums 

converges to s in c. (If {an}~=o is indexed by No, we writeL:~=o an for 
the infinite series, etc.) Just as in elementary analysis, a necessary-but 
by no means sufficient---condition for the convergence of L:~=l an is that 
the sequence {an} of terms should tend to o. 

Example H. Let (X, p) be a metric space, let Z be a set, and let 8(Z; X) 
denote the metric space of all bounded mappings of Z into X equipped with 
the metric Poo introduced in Proposition 6.2. A sequence {¢n} in 8(Z; X) 
converges to a limit 1/J in 8(Z; X) if and only if the following condition is 
satisfied. Given an arbitrary positive number IE there exists an index no 
such that P(¢n(z),1/J(z)) < IE for all z in Z and for all n ~ no. In other 
words, a sequence in 8(Z; X) converges to a limit in that space if and only 
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if it converges to that limit uniformly on Z. For this reason the metric Poo 
on 8(Zj X) is known as the metric of uniform convergence on Z. 

Just as nets constitute a natural generalization of infinite sequences (cf. 
Chapter 1), there is a notion of convergence for nets in a metric space that 
generalizes the notion of convergence of a sequence. 

Definition. Let A be a directed set, let {X>.hEA be a net in a metric 
space (X, p) indexed by A, and let ao be a point of X. Then the net 
{x>.} converges to ao, or has limit ao (notation: lim>. x>. = ao or, more 
simply, x>. -+ ao), if for each positive number c there exists an index AO 
in A such that p( ao, x>.) < c whenever A 2:: AO' (Just as in the special 
case of sequences, the limit of a convergent net in a metric space is 
unique.) 

EX8.IIlple I. A nonempty open interval U = (a, b) in JR is directed both 
upward and downward (as is, in fact, any nonempty simply ordered set). 
Hence if ¢> is a mapping of U into a metric space X, there are two senses 
in which ¢> can be convergent. The limit (if it exists) of ¢> as a net indexed 
by U regarded as an upward directed set is ordinarily denoted by 

lim¢>(t) 
tjb 

and is called the limit of ¢> at b from the left or from below. Dually, the limit 
(if it exists) of ¢> as a net indexed by U regarded as a downward directed 
set is ordinarily denoted by 

lim¢>(t) 
t!a 

and called the limit of ¢> at a from the right or from above. 

Example J. Let A be a directed set and let {t.~hEA be a monotone in­
creasing net of real numbers indexed by A. If {t>.} is bounded above in JR, 
and if u = sup>. t>., then 

limt>. = u. 
>. 

Indeed, if c > 0, then u - c is not an upper bound for {t>.}, so there exists 
an index AO such that t>.o > u - c. Bu then u - c < t>. ~ u < u + c, 
and therefore lu - t>.1 = u - t>. < c, for every A 2:: Ao. On the other hand, 
if {t>,} is not bounded above in JR, and if a real number T is arbitrarily 
specified, then there exists an index Ao such that t>.o > T, whereupon 
it follows that t>. > T for all A 2:: Ao. (In this situation we say that 
lim>. t>, = +00. Observe that this notation is here only a formalism, the 
extended real number +00 not being a point of the metric space JRj see, 
however, Example 9E.) Dually, a monotone decreasing net {t>.} in JR either 
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converges to its infimum s = infA tA (this occurs when and only when {tAl 
is bounded below in JR), or limA tA = -00 (meaning that, for an arbitrarily 
given real number T there exists an index Ao such that tA < T for all 
A;::: Ao). 

Note that a monotone sequence of real numbers constitutes a special case 
of the situation considered here. Likewise, if f(t) is a monotone increasing 
real-valued function on an open interval (a, b) in JR(a < b), then limtjb f(t) 
exists in JR if and only if f is bounded above on (a, b) in JR, and if this is 
the case, then limttb f(t) = sup{f(t) : a < t < b}. Similarly, limtla f(t) 
exists in JR if and only if f is bounded below on (a, b) in JR, in which case 
limtla f(t) = inf{f(t) : a < t < b}, and dual remarks hold for a monotone 
decreasing function on (a, b). 

Note, finally, that while these observations and definitions are here for­
mulated for nets in the metric space JR, with a few obvious reinterpretations, 
they apply equally well to nets of extended real numbers, and it is in this 
larger context that Example J will be applied in the sequel when that is 
convenient. 

Definition. Two metrics p and p' on the same carrier X are said to be 
equivalent if it is the case that every sequence {xn} in X converges to a 
limit a with respect to p if and only if it also converges to a with respect 
to p'. (Clearly this notion of equivalence is an equivalence relation on 
the collection of all metrics on a given set X.) 

Example K. Let (X, p) be a metric space and define p' on X x X by 
setting 

'( ) p(x,y) X 
p x,y = l+p(x,y)' x,y E . 

Then p and p' are equivalent metrics on X. Indeed, if we assume for the 
moment that p' is a metric, it is clear that if a sequence {xn} converges to 
a limit a with respect to p, then Xn ---> a with respect to p' as well, since 
p' ::; p on X x X. Likewise, if Xn ---> a with respect to p', then Xn ---> a with 
respect to p too, since the function f(t) = t/(t + 1) is strictly increasing on 
the ray [0, +00). Hence the only nontrivial chore is to verify the triangle 
inequality for p', and this follows at once from the following; 

u + v < u + v + uv u v ------ < --- + -­
I + u + v-I + u + v + uv - 1 + u 1 + v ' 

u,v;::: O. 

Thus every metric space (X, p) admits an equivalent metric in which X is 
bounded and diam X ::; 1. 

The following nonsequential criterion for the equivalence of two metrics 
is sometimes useful. 
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Proposition 6.3. Two metrics p and p' on the same set X are equivalent 
if and only if for each point Xo of X every open ball with center Xo and 
positive radius with respect to p contains an open ball with center Xo 
and positive radius with respect to p', and conversely every open ball 
with center Xo and positive radius with respect to p' contains an open 
ball with center Xo and positive radius with respect to p. 

PROOF. It is clear that if the stated condition is satisfied, and if {xn} is 
a sequence in X, then Xn -+ Xo with respect to p if and only if Xn -+ Xo 
with respect to p', and hence that p and p' are equivalent. Suppose, on the 
contrary, that the condition is not satisfied. We may assume without loss 
of generality that there exists a point Xo in X and a positive radius co such 
that the open ball with radius co and center Xo with respect to p contains 
no ball with positive radius and center Xo with respect to p'. But then, for 
each positive integer n, the open ball D1/n{xo) with respect to p' contains 
at least one point Xn such that p{ Xo, xn) ~ co, and the sequence {xn} is 
therefore convergent to Xo with respect to p' but not with respect to p, so 
p and p' are not equivalent. 0 

It is frequently of interest to consider various subsequences of a given 
sequence in a metric space. 

Proposition 6.4. If X is a metric space, and if {xn} is a sequence in X 
that converges to some limit a, then limk xn '" = a for every subsequence 
{xn ",} of {xn }. 

PROOF. If c > 0 is given, and if no is selected so that Xn E De{a) for 
all n ~ no, then x n '" E De{a) for all k ~ no since (by mathematical 
induction) nk ~ k for every index k. (This result has a converse of sorts; 
see Problem F.) 0 

Definition. If {xn} is a sequence in a metric space (X,p), then a point y 
of X is a cluster point of {xn} if for every c > 0 and every index no there 
is an index n such that n > no and such that p{y,xn ) < c (equivalently, 
if the sequence {xn} belongs to the open ball De{Y) infinitely often for 
each positive radius c). 

The following result is entirely elementary but serves to tie together 
several of the concepts introduced thus far. 

Proposition 6.5. Let (X, p) be a metric space and let {xn} be a sequence 
in X. Then a point y of X is a cluster point of {xn} if and only if some 
subsequence of {xn} converges to y. 
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PROOF. If {xn,,} is a subsequence of {xn} such that limk x n,. = y, and if 
an index no and a positive number e are given, then there exists an index 
ko such that p(y,xn,.) < e for all k ~ ko, and among the indices nk such 
that k ~ ko there are infinitely many that exceed no. Thus the condition 
is sufficient. 

Suppose, on the other hand, that y is a cluster point of {xn }. Choose first 
an index nl such that p(y, x n1 ) < 1, and suppose that strictly increasing 
indices nl, ... , nk have been chosen so that p(y, xnJ < Iii, i = 1, ... , k. 
Then there are indices n > nk such that p(y,xn) < I/(k + 1), and we may 
take for nk+l the least such index. In this way we obtain by mathematical 
induction a subsequence {xn,.} such that p(y,xn,.) < 11k for every k, so 
limk xn ,. = y, and the proposition is proved. 0 

Considerably more can be said about cluster points of sequences of real 
numbers. For reasons of future convenience the following discussion is 
conducted in the more general context of nets of extended real numbers. 

Example L. Starting with an arbitrary net {tAhEA of extended real num­
bers we define a new, similarly indexed net {uAhEA by setting 

UJL = SUptA = supTJL , J.L E A, 
A?JL 

where TJL denotes the tail TJL = {tA : >. ~ J.L}. The net {uJL} is monotone 
decreasing (since TJL decreases as J.L increases) so we may, and do (Ex. J), 
define the upper or superior limit M of the given net {t A} to be the extended 
real number 

M = inf UJL = lim uJL 
JL JL 

(notation: M = limsuPA h). 
Three special cases may be singled out. If M = -00, then 

-00 = inftA = limh 
A A 

as well, while M = +00 if and only if no tail TJL of {tA} is bounded above in 
JR. On the other hand, if M is finite, and if c is an arbitrary finite positive 
number, then there is a tail TJLO with supremum UJLO < M + c, while every 
tail TJL contains terms exceeding M - c. 

Dually, we define the net {SJL}JLeA, where 

and the lower or inferior limit m = liminfA h of {tAl by setting 

m = sup SA = lim SA. 
A A 
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Concerning this lower limit it is clear that m = +00 if and only if lim>. t>. = 
+00, while m = -00 means simply that no tail TI-' is bounded below in JR. 
Moreover if m is finite and c > 0, then every tail TI-' of {t>.} contains terms 
less than m + c, while some tail TI-'o has infimum sl-'o > m - c. 

From these definitions it is apparent that 

for every index .x, and hence that m ~ M. Moreover, M = m = ±oo if 
and only if lim>. t>. = ±oo, while if {h} is net of finite real numbers such 
that m and M are equal and finite, then 

limt>. = m = M. 
>. 

(Conversely, of course, if {t>.} is a net in JR that converges to a limit Lin 
JR, then L = m = M.) 

Finally, let us consider briefly the vitally important special case of an 
ordinary sequence {tn} in JR. Here M = +00 [m = -00] means simply 
that {tn} is unbounded above [below] in JR, and limn tn = L if and only if 
m = M = L. Moreover if M is finite, then M is a cluster point of {tn } 

and is, indeed, its largest cluster point. Dually, if m is finite, then m is 
the smallest cluster point of {tn }. Thus for a sequence {tn } in the metric 
space JR, -00 < m ~ M < +00 is characteristic of a bounded sequence 
with extreme cluster points m and M, while -00 < m = M < +00 is 
characteristic of a convergent sequence (with the sole cluster point m = M). 

Definition. Let X be a metric space and let A be a subset of X. A point 
ao of X is an adherent point of A if there exists a sequence {xn} in 
A that converges to ao. Similarly, ao is a point of accumulation or an 
accumulation point of A if there exists a sequence {xn} in A\{ao} that 
converges to ao. (Clearly every point of A is an adherent point of A; 
simple examples show that a point of A need not be an accumulation 
point of A.) 

It is both easy and important to characterize these ideas in nonsequential 
terms. 

Proposition 6.6. Let A be a subset of a metric space (X, p), and let ao be 
a point of X. Then ao is an adherent point of A if and only if every open 
ball with positive radius centered at ao meets A or, equivalently, when 
A ~ 0, if and only if d(ao, A) = O. Moreover, the following conditions 
are also equivalent: 

(1) Every open ball De: (ao)(c > 0) contains infinitely many points of A, 
(2) Every open ball De:(ao)(c > 0) contains a point of A other than ao, 
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(3) Tbere exists a sequence {xn} of pairwise distinct points in A\{ao} 
tbat converges to ao, 

(4) Tbe point ao is a point of accumulation of A. 

PROOF. Clearly if A =1= 0, then every open ball with positive radius and 
center ao meets A if and only if ao is at zero distance from A. Likewise, 
if {xn} is a sequence in A that converges to ao, and if e is positive, then 
D,,(ao) contains a tail of {xn}, so the condition stated in the first part of the 
proposition is necessary. On the other hand, if this condition is satisfied, 
and if for each positive integer n we choose Xn in Dl/n(ao) n A, then {xn} 
is a sequence in A such that p(ao,xn) < lin for all n, and therefore such 
that limn Xn = ao. 

We turn next to the second part of the proposition. It is at once clear 
that each of (1) and (4) implies (2), and likewise that (3) implies both 
(1) and (4). Thus the proof will be complete if we show that (2) implies 
(3). Suppose, accordingly, that (2) holds. Let Xl be any point of the set 
Dl (ao) n A other than ao itself, and suppose Xl, ... ,Xn have already been 
selected in such a way that p(ao,xt} > P(ao,X2) > ... > p(ao,xn) > 0 
and such that Xi E Dl/i(aO) n A for each i = 1, ... , n. Then, letting 
(j = p(ao, xn) 1\ 1/(n + 1), we have but to choose for Xn+1 an arbitrary 
point of D6(aO) n A other than ao itself in order to complete the inductive 
construction of a sequence {xn} in A that does all that is required of it. 0 

Definition. The collection of all adherent points of a subset A of a metric 
space X is denoted by A-and is called (for reasons that will be made 
clear shortly; see Proposition 6.8 below) the closure of A. The collection 
of all points of accumulation of A is denoted by A *, and is called the 
derived set of A. A subset F of X is closed if it contains all of its 
adherent points, i.e., if F = F-. A subset M of X is dense in X if 
M- = X. More generally, a subset M of a subset A of X is dense in 
A if M- :::> A. A metric space X is separable if there exists a countable 
dense set in X. 

Example M. A ray is a closed subset of the metric space a if and only if 
it is a closed ray; similarly, a nonempty interval in a is a closed set in a 
if and only if it is a closed interval. (This is, of course, the reason for the 
choice of the terms "closed ray" and "closed interval" in the first place.) 
All closed cells 

Z = [al,bll x ... x [an,bnl (1) 

are closed sets in Euclidean space an. All closed balls 

{X EX: p(Xo, X) ~ r} 

with arbitrary center Xo and radius r(r ~ 0) are closed sets in an arbitrary 
metric space X (Prob. I). All finite sets are closed in an arbitrary metric 
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space; in particular, singletons are closed sets. The set Q of rational num­
bers is dense in R, as is the set Tp of all p-adic fractions (Ths. 2.11 and 
2.12). The sets Qn and T; are likewise dense in IRn. Thus the metric space 
IRn is separable. The set of those points in Qn or T; belonging to a closed 
cell (1) is dense in that cell if the latter is nondegenerate, i.e., if ai < bi , 

for all i = 1, ... ,n. It follows at once that all cells are also separable. 

Proposition 6.7. If X is a metric space and if A and B are subsets of 
X such that A c B, then A - c B- and A * c B*. Moreover, for any 
subset A of X we have A- = Au A*. 

PROOF. The first assertion of the proposition is an obvious consequence 
of the various definitions, as is the fact that A and A * are both included in 
A- for an arbitrary subset A of X. On the other hand, if ao E A-\A, and 
if {xn} is an arbitrary sequence in A that converges to ao, then Xn i= ao 
for every index n, so ao E A * . D 

Proposition 6.8. A subset F of a metric space (X, p) is closed if and only 
if it contains all of its points of accumulation. For an arbitrary subset A 
of X both the closure A-and the derived set A * are closed. Moreover, 
A - is the smallest closed set in X that contains A. 

PROOF. The first assertion of the proposition is an obvious consequence 
of Proposition 6.7, and as for the last assertion, it is likewise obvious that 
if A c F where F is closed, then all adherent points of A must belong to 
F- = F. Hence to complete the proof of the proposition it suffices to show 
that A * and A-are closed. Suppose first that Z is an adherent point of A - , 
and let € be a positive number. Then (Prop. 6.6) De(z) contains a point 
y of A-, and if", = € - p(y, z), then", > ° and DTJ(Y) contains a point x 
of A. But then x E De(z) by the triangle inequality, which shows z E A-. 
Finally, if z E (A *) - , the argument goes exactly the same, except y can be 
chosen in A *, so that the ball DTJ (y) contains infinitely many points of A. 

D 

Example N. Let X be a metric space and let {En}~=l be a sequence of 
subsets of X. The collection of all those points x of X with the property 
that, for every € > 0, De (x) meets {En} eventually is called the closed limit 
inferior of the sequence {En} (notation: Flim infn En or, when possible, 
simply F). Dually, the collection of all points x of X with the property 
that, for every € > 0, De{x) meets {En} infinitely often is the closed limit 
superior of {En} (notation: F limsuPn En or, when possible, simply F). 
(Using arguments exactly like those in the proof of Proposition 6.8, it is 
readily seen that the sets F and F are indeed closed, whether the sets En 
are themselves closed or not; hence the terminology.) Finally, in the event 
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that F = F, this common set is called the closed limit of En (notation: 
F = F = FlimnEn). 

Concerning these notions a number of elementary facts are obviously 
valid and will be stated here with little or no proof. To begin with, these 
notions of closed limits are related to the simpler notions of limit introduced 
in Chapter 1 for sequences of sets (without any references to a metric; see 
Example lU). Thus if x E liminfn En, then x E En eventually, and it fol­
lows at once that x E F lim infn En. Similarly, lim sUPn En C F lim sUPn En. 
(But these limits need not be the same. Consider the sequence {en}~=l of 
circles where 

It is readily verified that both limn en and F limn en exist, but limn en = 
{(O, On while F limn en consists of the entire y-axis.) We also observe that 
both the closed limit inferior and the closed limit superior (and therefore 
the closed limit, as well, if it exists) are the same for the sequence {E;;} as 
for the sequence {En}. In the same vein, it should be noted that, as with 
any reasonable concept of limit, the closed limit superior and the closed 
limit inferior (and hence the closed limit when it exists) are unaffected by 
the deletion, adjunction or change of any finite number of terms of the 
sequence. 

Suppose, finally, that En =F 0 for all n. Then x E F if and only if 
there exists a sequence {xn} in X such that Xn E En for all n and such 
that limn Xn = x, or, equivalently, if and only if limn d(x, En) = O. Dually, 
x E F if and only if there exists a sequence {xn} in X such that Xn E En 
for all n and such that x is a cluster point of {xn}, or equivalently, if 
and only if liminfn d(x, En) = O. It is also clear that x E F if and only if 
x E F lim inf k En/< for some subsequence {En,,} of the given sequence {En}. 

Proposition 6.9. For any metric space X the mapping A -+ A-assigning 
to each subset A of X its closure A-is a monotone increasing mapping 
of2x into itself possessing the following properties for all subsets A and 
BofX: 

(1) 0- = 0, 

(2)ACA-, 
(3) (A-)- = A-, 
(4) (AUB)- =A-UB-. 

PROOF. The only part of the proposition that is not either obvious or 
already established is (4). Moreover, it is clear that A- U B- c (A U B)­
since both A and B are subsets of A U B. To complete the proof, suppose 
ao E (A U B)- and let {xn} be a sequence in AU B such that Xn -+ ao. 
If {xn} belongs to A infinitely often, then {xn} possesses a subsequence 
lying in A, and ao E A- (Prop. 6.4). Otherwise {xn} is eventually not in 
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A, and is therefore eventually in B, whereupon it follows that ao E B-. 
Thus ao E A - u B- in any case, and the proof is complete. D 

Concerning the closed sets in a metric space we have the following result. 

Theorem 6.10. In any metric space X the closed sets satisfy the following 
conditions: 

(1) X and 0 are closed, 
(2) The union of two (and hence of any finite number of) closed sets is 

closed, 
(3) The intersection of an arbitrary nonempty collection of closed sets 

is closed. 

PROOF. Conditions (1) and (2) are immediate consequences of (1) and (4) 
of the preceding result, so we need only prove (3). Let F be a nonempty 
collection of closed subsets of X, and let Fo = n F. Then Fo C F for every 
Fin F, whence it follows that Fo- C F- = F. But then Fo- c nF = Fo. 

D 

Example 0 (The Cantor Set). If I is a nondegenerate closed interval 
[a, bJ in JR., i.e., if a < b, and iftl = (2a + b)/3 and t2 = (a + 2b)/3, so that 
{a = to < tl < t2 < t3 = b} is the partition of I into three subintervals 
of equal length (b - a)/3, then the doubleton {[a, tl], [t2' b]}, consisting of 
the first and third of these subintervals, will be said to be derived from I 
by removal of the central third of I. Likewise, if S = {ft, ... ,Ip} is any 
finite disjoint collection of nondegenerate closed intervals in JR., then the 
corresponding collection {ft, 12 , ••• ,!2p-l,!2p} obtained by replacing each 
interval I j by the two subintervals derived from I j by removal of the central 
third of I j will be denoted by S·. (Note that S· is again a finite disjoint 
system of nondegenerate closed intervals.) 

With these preliminaries out of the way we are ready to introduce a 
construction that is of the greatest importance in all that follows-indeed 
in all of mathematical analysis. We begin by setting Fo = {[O, I]} and 
Fl = Fa = {[O, 1/3]' [2/3, I]}. Then, supposing Fk already defined for 
k = 0,1, ... , n, we set, inductively, Fn+1 = F~. Clearly then, for each 
nonnegative integer n, Fn is a disjoint system of 2n nondegenerate closed 
subintervals of the unit interval [0, IJ, each having length 1/3n . Hence if 
we define Fn = U Fn, n E No, then {Fn}~=o is a decreasing sequence of 
subsets of the unit interval in which each set Fn is the union of 2n congruent 
closed subintervals; see Figure 1. According to Theorem 6.10 the sets Fn 
are all closed, and so therefore is the Cantor set 

111 



6 Metric spaces 

Fo 
0 1 

F1 2 0 1 1 "3 "3 

F2 

Figure 1 

The foregoing construction is of sufficient importance that it is worth 
scrutinizing a bit more closely. (The notation introduced here will be re­
ferred to more than once in the sequel.) To begin with, if {c1, ... ,cn} is an 
arbitrary element of the set Sn of all finite sequences of length n in which 
each term Ci is either zero or one, we shall write Ieb ... ,en for the closed 
interval 

Ieb ... ,en = [0·111 ... 11nOO ... ,0·111" . 11n22 ... ] (2) 

in ternary notation, where 11i = 2Ci, i = 1, ... , n (Th. 2.12). It is eas­
ily seen (by use of mathematical induction) that for each positive inte­
ger n the 2n closed intervals that make up Fn are precisely the intervals 
I e1 , ... ,en ,{e1, ... ,en} E Sn. Viewing matters from this vantage point we 
see that each closed set Fn may be described alternatively as the set of all 
those real numbers t in [0,1] possessing a ternary expansion 

t = 0·111 .. ·11n ... (3) 

in which each of the terms 111, ... ,11n is either zero or two (i.e., not one). 
Consequently the Cantor set C may also be described as the set of all 
those numbers t in [0,1] that possess a one-free ternary expansion, that is, 
an expansion of the form (3) in which all of the terms 11n are either zero or 
two. (A triadic fraction possesses two ternary expansions and belongs to 
C if either of these expansions is one-free. Thus 1/3 = 0.100 ... = 0.022 ... 
belongs to Fn for every n and therefore belongs to C.) 

For any symbol {Cb'''' cn} in Sn we shall also write Ce1, ... ,en for the 
part of C lying in the interval Ieb .4n : 

(Thus Cell ... ,en consists of the numbers in [0, I] having a one-free ternary 
expansion beginning O.{2C1) ... (2en).) 

Finally, it will also be convenient to have a standing notation for the 
open central third of the interval Ieb ... ,en (the open interval removed from 
Ieb ... ,en to form Ie1,. .. ,en,O and Ieb ... ,en,l in Fn+1)' We shall denote this open 
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interval by the symbol Ue1, ... ,en and we observe that, in ternary notation 
and with 7]i = 2ci, i = 1, ... , n, 

Uel, ... ,en = (0.7]1 .. ·7]n022 ... ,0.7]1'" 7]n 200 .. . ). 

(An exceptional role is played in this system of notation by the set :Fo = 
{[O, I]} and by the central third (1/3,2/3); this anomaly may be addressed 
by regarding [0, 1] = [0.00 ... ,0.22 ... ] and (1/3,2/3) = (0.022 ... ,0.200 ... ) 
as corresponding to the empty sequence of zeros and ones.) 

Example P. There are a number of important generalizations of the fore­
going construction. For one thing, it is possible (and sometimes useful) to 
replace the ratio 1/3 by other ratios. Let I = [a, b](a < b) and let 0 < 0 < 1. 
Then the points t1 = ! [a + b - O(b - a)] and t2 = ! [a + b + O(b - a)] form a 
partition {a = to < t1 < t2 < t3 = b} with the property that the subinter­
val [t1, t2] has length O(b-a), while the first and third of the subintervals of 
this partition are congruent, and we say that the doubleton {[a, h], [t2, b]} 
is derived from I by removal of the central Oth part of I. Likewise, if 
S = {It, ... , I p} is any finite disjoint collection of nondegenerate closed 
intervals in JR, then the corresponding collection {I1,!2, ... ,!2p-l,!2p}, ob­
tained by replacing each interval Ii by the two subintervals derived from 
Ii by removal of the central Oth part of Ii will be denoted by S*«(J). 

Suppose now that {On} ~=o is an arbitrarily prescribed sequence of proper 
ratios (so that each On is subject to the condition 0 < On < 1, but to no 
other restriction). Then, as before, we begin by setting :Fo = {[O, In and 
define, inductively, 

n E No. 

Once again, :Fn is a collection of 2n closed subintervals of [0,1]' and the 
union Fn = U:Fn is a closed subset of [0,1]' as is the set 

00 

C{(JO,(Jl, ... } = n Fn· 
n=O 

The set C{(Jo, ... } will be called the generalized Cantor set associated with the 
sequence {On}~=o' (The Cantor set C of Example 0 is then the generalized 
Cantor set associated with the constant sequence {1/3, 1/3, ... }.) 

There are also higher dimensional Cantor sets. To indicate how this goes 
we briefly sketch the construction of a planar Cantor set. 

Example Q. Let I and J be nondegenerate closed intervals, and let R be 
the rectangle I x J C JR2 • If for some 0,0 < () < 1, {It, h} and {J1 , J2 } are 
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the pairs of intervals obtained by removing the central Oth part of I and J, 
respectively, then the set {II X J1 , h X J2, 12 X J1 ,12 X J2} will be said to be 
derived from R by removal of the central cross-shaped Oth part, and if S = 
{R1 , ••• , Rp} is any finite disjoint collection of nondegenerate rectangles 
in ]R2, then we denote by St(8) the corresponding collection {Rl' ... , R4p} 
of rectangles obtained by replacing each Rj by the four rectangles derived 
from Rj by removal of the central cross-shaped Oth part. Then, just as 
before, given a sequence {On}:::O=o of proper ratios, we define a sequence 

{9n}:::O=o inductively, setting go = {[0,1] x [0, I]} and gn+1 = gl(8n ), and 
consider the sets Gn = U gn, n E No. This time {Gn } is a nested sequence 
of closed subsets of the unit square, whence it follows that the intersection 
P{8n } = n:,=o Gn , the planar Cantor set associated with the sequence {On}, 
is also a closed subset of the unit square. (The reader will have no trouble 
identifying the set Gn of this construction with the product Fn x Fn , where 
{Fn} is the sequence of subsets of [0,1] introduced above in the construction 
of C{8n }-and hence in showing that, in fact, 

-but the construction set forth here will be of use later. Figure 2 shows 
the first three of the sets Gn in the important special case On == 1/3.) 
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The subsets of a metric space X that are the complements in X of the 
closed sets are also very important. 

Proposition 6.11. The following properties are equivalent for an arbi­
trary subset U of a metric space (X, p): 

(1) X\U is closed, 
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(2) For each point x of U there exists a positive radius r such that 
Dr(x) C U, 

(3) U is a union of open balls in X. 

PROOF. If (1) holds and if Xo E U, then there exists a positive radius r 
such that Dr(xo) contains no points of X\U (Prop. 6.6). Thus (2) holds, 
and it is clear that (2) implies (3). To complete the proof we show that (3) 
implies (1). Let 1) be a collection of open balls in X, and let Xo be a point of 
the union U = U V. Then there exists a center Xl and a radius r such that 
Xo E Dr(XI) and Dr(xt} E V. Hence p(xo, Xl) < r, sO'fJ = r - p(xo, xt} > 0 
and (by the triangle inequality) D.,,(xo) C Dr(xt} C U. Thus Xo is not an 
adherent point of X\U, and the result follows. 0 

Definition. A subset U of a metric space X possessing anyone (and 
therefore all) of the properties of the preceding proposition is an open 
set in X, or an open subset of X. 

Each part of the following result may be obtained simply by taking 
complements in the corresponding part of Theorem 6.10, and the proof is 
therefore omitted. 

Theorem 6.12. In any metric space X the open sets satisfy the following 
conditions: 

(1) X and 0 are open, 
(2) The intersection of two (and hence of any positive finite number of) 

open sets is open, 
(3) The union of an arbitrary collection of open sets is open. 

Example R. An open ball in any metric space X is an open set in X. A 
ray in lR. is an open subset of lR. if and only if it is an open ray. Similarly 
an interval in lR. is an open set if and only if it is an open interval. (This 
is, of course, the reason for the choice of the terms "open ray" and "open 
interval" in the first place.) All open cells 

are open subsets of lR.n • 

Example S. According to Proposition 6.11 the most general open subset 
U of lR. is the union of some collection C of nonempty open intervals. This 
collection C is not unique in general, and can, indeed, be chosen in infinitely 
many different ways (unless U = 0; the empty set is the union of the 
empty collection of open intervals). We observe, however, that if Co is a 
nonempty chained subcollection of C (here and below use is made of the 
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notions introduced in Example lJ), and if Uo = UCo, then Uo = (a,b) 
where a = inf Uo and b = sup Uo. (This follows at once from the fact that 
the union of two intersecting open intervals is an open interval; the cases 
a = -00 and/or b = +00 are not excluded.) Thus if we partition C into 
equivalence classes with respect to the equivalence relation of being chained 
in C, and if V denotes the collection of unions of these chained equivalence 
classes, then V is a disjoint collection of nonempty open intervals and open 
rays with union U. 

Thus, summarizing, we see that the most general open set U in lR can be 
expressed as the union of a pairwise disjoint collection V of nonempty open 
sets, each of which is either an open interval or an open ray (or lR), and 
this representation of U is unique. Indeed, if V is another such collection 
of open intervals such that U = U V, and if Wo E V, let Vo be an element 
of V such that Wo n Yo =1= 0. (Such a set Vo exists since 0 =1= Wo c U V.) 
Suppose c is an endpoint of Yo that belongs to Woo Then some other set 
V in V must contain c, and must therefore meet Vo, which is impossible. 
Hence no endpoint of Vo belongs to Wo, and a consideration of cases reveals 
that % c Yo. But then Vo = Wo by symmetry. This shows that every 
set in V is also in V, whence, invoking symmetry once again, we conclude 
that V = V. We observe also that the collection V is necessarily countable. 
Indeed, as noted in Theorem 2.11, each V in V contains rational numbers, 
and if we fix one such number TV for each V in V, then the mapping V ---+ TV 

is a one-to-one mapping of V into the countable set Q. (In this connection 
see also Problem R.) 

The intervals V belonging to the collection V will be called constituent 
intervals of U. Moreover, if F is an arbitrary closed set in lR, then the 
constituent intervals of lR\F will be referred to as the (open) intervals 
contiguous to F. (If F is bounded above and/or below, one or two of these 
intervals will be contiguous (open) rays.) 

Proposition 6.13. A subset M of a metric space X is dense in X if and 
only if every nonempty open subset of X contains points of M. 

PROOF. It is clear that the stated condition is sufficient, so it is enough 
to prove its necessity. Suppose, accordingly, that U is a nonempty open 
subset of X such that Un M = 0. Then the closed set F = X\ U contains 
M and therefore M-, so M- =1= X. 0 

In connection with the notions of open and closed sets the following 
terminology is also frequently useful. 

Definition. If A is a subset of a metric space X, then a covering of A 
consisting of subsets of X is said to be open if every set in the covering 
is open in X. Likewise, a closed covering of A is a covering of A composed 
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exclusively of closed subsets of X. 

Those properties of a metric space that depend only on the notions of 
open set, closed set, etc., and do not require the actual values of the metric 
for their definitions, are called topological properties. As it turns out, these 
are exactly the properties that are shared by metric spaces equipped with 
equivalent metrics. 

Proposition 6.14. Let p and p' be metrics on a set X. The following 
conditions are equivalent: 

(1) p and p' are equivalent, 
(2) Every subset of X has the same closure with respect to both p and 

p', 
(3) Precisely the same subsets of X are closed in (X,p) and (X, p'), 
(4) Precisely the same subsets of X are open in (X,p) and (X,p'). 

PROOF. It is obvious that (3) and (4) are equivalent (since open and closed 
sets are complements of one another), and almost equally obvious that (2) 
and (3) are equivalent (recall Proposition 6.8). Moreover, a point ao belongs 
to the closure of a set A in X if and only if there exists a sequence in A 
that converges to ao, which shows that (1) implies (2). Hence it suffices 
to verify that (2) implies (1). Suppose then that (1) is false, and suppose 
also, without loss of generality, that a sequence {xn} is given in X that 
converges to a limit ao with respect to p but not with respect to p'. Then 
there exists a positive radius co so small that {xn} is not eventually in the 
open ball U = {x EX: p'(x,ao) < co}, and consequently there exists a 
subsequence {xn,,} of {xn} contained in X\U. Let A denote the set of 
points in the subsequence {xn ,,}. Then, of course, A c X\U, and since 
X\U is closed with respect to pi, the closure of A with respect to pi is also 
contained in X\U. In particular, the closure of A with respect to pi does 
not contain the point ao. But ao is a point of the closure of A with respect 
to p since {xn ,,} is a subsequence of a sequence converging to ao, and is 
therefore itself convergent to ao, with respect to p (Prop. 6.4). 0 

Since subspaces of a metric space X are metric spaces in their own right, 
the notions of closed set and open set are meaningful in any subspace of 
X, and it is frequently important to be able to identify those subsets of a 
subspace of X that are either open or closed. 

Proposition 6.15. Let B be a subset of a subspace A of a metric space 
X. Then B is open relative to A if and only if B = A n U, where U 
is an open set in X. Similarly, B is closed relative to A if and only if 
B = An F, where F is a closed set in X. Moreover, if B-(A) denotes 
the closure of B relative to A, then B-(A) = B- n A. 

117 



6 Metric spaces 

PROOF. If for each point a of A and positive number r we write Dr{a)(A) 
for the open ball with center a and radius r in the subspace A, then it is 
obvious that Dr{a)(A) is simply Dr{a) n A. Hence any union of open balls 
in the subspace A is just the intersection with A of the corresponding union 
of open balls in X. Since open and closed sets are the complements of one 
another, this proves both of the first two assertions of the proposition, and 
the third is an immediate consequence of the second. 0 

Corollary 6.16. Let X be a metric space. The open subsets of an open 
subspace of X are open sets in X. Dually, the closed subsets of a closed 
subspace of X are closed sets in X. 

Example T. If a and b are irrational real numbers such that a < b, then 
the set {r E Q : a < r < b} is both open and closed in the metric space Q. 

Throughout our treatment of the theory of metric spaces a very special 
role has been played by a particular collection of open sets, viz., the open 
balls. In various particular settings other special collections of open sets 
play important special roles. In this connection the following concept is of 
interest. 

Definition. A collection B of open subsets of a metric space X is a base 
(of open sets), or a topological base, for X if every open set in X is the 
union of some subcollection of B. 

The following criterion is very elementary but still useful. 

Proposition 6.17. Let X be a metric space and let V be a collection of 
open subsets of X. Then V is a topological base for X if and only if for 
every open set U in X and every point x of U there exists a set V in V 
such that x EVe U. 

PROOF. For each open set U in X let us write Vu for the collection 
{V E V : V C U}. If V is a base of open sets for X, then by definition U 
is the union of the collection Vu, so, if x E U, there must be some set V in 
Vu such that x E V, and the criterion is satisfied. On the other hand, if 
the criterion is satisfied, and if U is any open set in X, then it is clear that 
U = U Vu, which shows that V is a base of open sets for X. 0 

Note. It is clear that in applications of Proposition 6.17 it always suffices 
to verify the criterion for those sets U belonging to some already known 
base of open sets. 
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According to the above definition a collection B of open subsets of a 
metric space X is a topological base for X if it is, so to speak, large enough. 
Thus if B is a topological base for X and if U is some other collection of 
open sets in X, then B U U is also a base for X. Accordingly, it is 
sometimes of interest to seek topological bases that are "small" in that 
they consist exclusively of sets that are special in one way or another. In 
this connection the following concept is important. 

Definition. A metric space X is said to satisfy the second axiom of count­
ability if there exists a countable base of open subsets of X. 

Readers curious to know what became of the ''first'' axiom of countabil­
ity are counseled to be patient. This matter will be cleared up in Chapter 9. 

Example U. An open cell 

in JRn is an open cube if the edge lengths of W are all equal, i.e., if 
b1 - a1 = ... = bn - an. Likewise W will be said to be mtional if all of the 
endpoints a1, bl, ... , an, bn are rational numbers. We shall show that the 
collection of all rational open cubes constitutes a base of open sets for JRn 
by verifying the criterion of Proposition 6.17. (Since the cardinal number 
of this base is N~n = No, this will show that JRn satisfies the second axiom 
of countability.) 

Indeed, let U be open in JRn and let x = (Sl,"" sn) be a point of U. 
We first choose c > 0 so that De(x) C U, and then a rational number q 
such that 0 < q < c/(2.jTi). Next we select rational numbers ri so that 
Iri - Si! < q, i = 1, ... ,n, and set 

W = (r1 - q, r1 + q) x ... x (rn - q, rn + q). 

Then W is a rational open cube containing x, and a brief calculation dis­
closes that We De(x), and hence that x EWe U. 

Example V. The system C of all sets of the form Cel ..... en,n E N, is a 
topological base for the Cantor set C (see Example 0). Indeed, Cel •...• en is 
open (relative to C!) since an open interval slightly larger than [elt .... en also 
meets C in Cel ..... e .. , so it remains only to verify the criterion of Proposition 
6.17 for sets relatively open in C. But if t E C n U, where U is an open 
set in JR, we may first choose c > 0 so that (t - c, t + c) C U, and then a 
positive integer n large enough so that 1/3n < c. There is then a unique 
interval [el ..... e .. in:Fn that contains t, and it is clear that t E Cel ..... en C U. 
Thus the metric space C also satisfies the second axiom of count ability. 
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Example W. Let {Xl, ... , Xn} be a finite sequence of metric spaces, and 
let the product II = Xl X .•• X Xn be equipped with an arbitrary product 
metric (Prob. H). If Ui is an open set in Xi, i = 1, ... , n, then the product 
V = Ul X ••• X Un is an open subset of ll. (If {(x~m), ... , x~m»)}~=l is 
an arbitrary convergent sequence of points in ll\ V, and if (al, ... , an) = 

limm(x~m), ... , x~m»), then for at least one index i the sequence {x~m)}~=l 
must lie in Xi\Ui infinitely often, whence it follows that ai E Xi\Ui , and 
hence that (al,' .. , an) E ll\ V. Thus ll\ V is closed, and V is open.) As a 
matter of fact, if 8i is any base of open sets for Xi, i = 1, ... , n, and if we 
set 8 = {Ul X .•• X Un : Ui E 8i , i = 1, ... , n}, then 8 is a base of open sets 
for ll. To see that this is so, suppose the criterion of Proposition 6.17 is 
not satisfied. Then there exist an open set W in II and a point (al, ... , an) 
in W such that there is no set V in 8 such that (a!, ... , an) EVe W. For 
every positive integer m and for each index i there exists a set Ui in 8 i such 
that ai E Ui c Dl/m(ai) (since 8 i is a base of open sets for Xd. But then 
(al, . .. , an) E Ul X .•• X Un C Dl/m(al) X •.. X Dl/m(an), and since, as 
we are supposing, no set in 8 both contains (al, .. . , an) and is contained 
in W, it follows that there exists a point (x~m), ... ,x~m») in ll\W that also 

belongs to Dl/m(ad x··· xDl/m(an). The sequence {(x~m), ... , x~m»)}~=l 
thus constructed obviously converges in II to the limit (al"'" an), which 
is impossible since W is an open set. Thus the criterion of Proposition 6.17 
must be satisfied, and 8 is a base of open sets for ll. (This serves to 
show that the product of a finite number of metric spaces satisfying the 
second axiom of count ability also satisfies the second axiom of count ability 
provided the product is equipped with a product metric.) 

As it turns out, a metric space satisfies the second axiom of countability 
if and only if it possesses a very common property that we have already 
had occasion to mention. 

Theorem 6.18. A metric space (X, p) satisfies the second axiom of count­
ability if and only if it is separable. 

PROOF. Suppose first that X satisfies the second axiom of countability, 
let 8 0 be a countable topological base for X, and for each set V in Bo let 
Xv be a point of V. (If the empty set should belong to 80, we simply 
delete it.) Then the countable set of points {XV}VE8 0 is clearly dense in 
X (Prop 6.13), so X is separable. On the other hand, if X is separable, 
let M be a countable subset of X such that M- = X, and let E be a 
countable set of positive numbers with the property that inf E = O. We 
complete the proof by showing that the (countable) collection of open balls 
8 0 = {Dr(x) : x E M,r E E} is a base of open sets for X. Indeed, let U 
be open in X and let x be a point of U. We first choose e > 0 so that 
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De{x) c U and then select a number r from E such that r < c/2. Let Y 
be an element of M such that p(x, y) < r and consider the ball Dr(y) -an 
element of 8 0 by definition. Clearly x E Dr{y), while if Z E Dr{y), then 
p(x, z) < 2r < c, so z E De(x). Thus Dr{y) C De(x) C U, and 8 0 is a base 
of open sets for X by Proposition 6.17. 0 

Corollary 6.19. Every subspace of a separable metric space is itself 
separable. 

PROOF. Let X be a separable metric space and let A be a subspace of X. 
If B is a countable base for X, and if 8A = {V n A : V E 8}, then it is 
clear that BA is countable and it is also easy to see that BA is a base for A. 
Indeed, the sets of 8A are open relative to A by Proposition 6.15, while if 
B is any relatively open subset of A, then there exists an open set U in X 
such that B = UnA. But if 8 0 is a sub collection of 8 such that U = U Bo, 
then B = UVEBo(V n A). Thus BA is a countable base of open sets for A, 
so A is separable. 0 

We conclude this chapter with a brief discussion of a concept that gen­
eralizes the notion of a metric in a modest but frequently useful way. 

Definition. If X is an arbitrary set, then a real-valued function u on 
X x X is a pseudometric on X if the following conditions are satisfied 
for all elements x, y, and z of X: 

(1) u(x, y) ~ OJ u(x, x) = 0, 
(2) u(x, y) = u{y, x), 
(3) u(x,z):::; u(x,y) +u(y,z). 

The value of the pseudometric u at a pair (x, y) of points of X is the 
pseudodistance between x and y. A pair (X,u) consisting of a set X 
equipped with a pseudometric u is a pseudometric space. 

As is apparent from this definition, the sole difference between a metric 
and a pseudometric is that it is possible for a pseudometric to vanish at a 
pair (x, y) even though x #- y. The inequality (3) is known as the triangle 
inequality for pseudometric spaces. 

Example X. Let X be a metric space, let 8 0 denote the collection of all 
bounded nonempty subsets of X, and let r be the nonnegative function 
defined on 8 0 x 8 0 in Example D. If we define 

u{A, B) = r(A, B) V reB, A), A, B E Bo, 

then u is a nonnegative function on Bo x Bo such that u(A, A) = 0 for each 
A in Bo, and it is obvious that u is symmetric, that is, satisfies condition 
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(2) in the above definition. Moreover, if A, Band C are arbitrary elements 
of Bo, then 

T(A, e) :s T(A, B) + T(B, e) :s a(A, B) + a(B, e) 

(see Example D once again). Likewise, of course, 

T(e, A) :s T(e, B) + T(B, A) :s a(A, B) + a(B, C). 

Thus a(A, C) :s a(A, B) + a(B, e), so a satisfies the triangle inequality 
too, and is therefore a pseudometric on Bo. 

Suppose now that a(A, B) = 0 for some pair of sets in Bo. Then 
T(A, B) = T(B, A) = 0 and therefore A c B- and B c A- (see Prob­
lem J). In other words, A - = B-, and it is easily seen that A - = B­
implies, in turn, that a(A, B) = O. Hence if we denote by rt the subset of 
Bo consisting of all the closed bounded nonempty subsets of X, then the 
restriction 0'0 = a I (rt x rt) is actually a metric on rt. This metric 0'0 

is known as the Hausdorff metric on rt. If {En} is a sequence in rt and 
if Ao is an element of rt such that ao(Ao, En) --+ 0, we shall call Ao the 
(Hausdorff) metric limit of {En}. 

For the pseudometric a defined in the foregoing example it turned out 
that there was an obvious and natural way to restrict a so as to obtain a 
true metric. Things do not work out so agreeably in general, but there is 
always a natural way of obtaining a metric from a given pseudometric. 

Proposition 6.20. Let a be a pseudometric on a set X and for each pair 
of elements x, y of X let us write x rv y to signify that a(x, y) = O. 
Then rv is an equivalence relation on X, and if [x] and [y] denote the 
equivalence classes of an arbitrary pair x and y of elements of X, then 
setting 

p([x], [y]) = a(x,y) (4) 

defines a metric on the quotient space XI rv. (The metric p is called the 
metric associated with a, and the metric space (XI rv, p) is the metric 
space associated with the pseudometric space (X, a).) 

PROOF. The fact that rv is an equivalence relation may be taken as obvious. 
If x' is an arbitrary element of the equivalence class [x] and y' an arbitrary 
element of [y], then . 

a(x',y'):S a(x'x) +a(x,y) +a(y,y') = a(x,y), 

and, similarly, a(x,y) :s a(x',y'). Thus (4) does in fact define a nonneg­
ative function p on (X I rv) X (XI rv), and it remains only to show that p 
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is a metric. To this end we first note that p is symmetric along with u. 
Furthermore, if x, y and z are arbitrary elements of X, then 

p([x], [z]) = u(x, z) ~ u(x, y) + u(y, z) = p([x], [y]) + p([y] , [z]), 

so p also satisfies the triangle inequality. Finally, if p([x] , [y]) = 0, then 
u(x, y) = 0, so X rv y and therefore [x] = [y]. 0 

PROBLEMS 

A. Let £ be a vector space. A norm on £ is a nonnegative real-valued function 
II II on £ satisfying the following conditions for all vectors x and y in £ and 
all scalars a: 

(1) IIxll > 0 whenever x "I- 0, 

(2) Ilaxll = lalllxll, 
(3) IIx + yll ~ IIxll + lIyll· 
A vector space equipped with such a norm is a normed space; the inequality 
(3) is the triangle inequality for the norm II II. Show that if £ is a normed 
space equipped with the norm II II, then setting 

p(x,y) = IIx - yll, x,y E £, 

defines a metric on £ (called the metric defined by II II), and that this metric 
is invariant in the sense that p(x, y) = p(x+a, y+a) for all vectors x, y and 
a in £. Show also that the metrics on ]Rn and en introduced in Example B 
are defined by suitably chosen norms II lit and 111100. 

B. The (Euclidean) inner product (x,y) of two vectors x = (el, ... ,en) and 
y = ("11, ... ,"In) in en is, by definition, 

n 

(x,y) = 'Eei'ii. 
i=l 

The same formula also defines the (Euclidean) inner product on ]Rn, but 
there, of course, the complex conjugate bars are unnecessary. Verify that 
the inner product on ]Rn is a positive definite symmetric bilinear functional, 
while the inner product on en is a positive definite sesquilinear functional 
(cf. Problem 3Q). 

(i) Show that the inner products on both]Rn and en satisfy the inequality 

(called the Cauchy-Schwarz inequality), and use this inequality to prove 
that 
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defines a norm II 112 on IRn[cn] (called the usual or Euclidean norm). 
Verify that this norm defines the usual metric on ]Rn[cn], and hence 
that these "usual metrics" are indeed metrics. (Hint: It suffices to deal 
with two points x = (U1' ... , Un) and y = (VI, ... , V .. ) with nonnegative 
coordinates. The verification of the Cauchy-Schwarz inequality may be 
achieved in a number of ways. The most elementary, but also the most 
laborious, approach is simply to expand the difference (x,x)(y,y) -
(x, y)2 in terms of coordinates and show directly, by carefully grouping 
terms, that this difference is a sum of squares. An alternate and much 
less onerous approach is based on elementary algebra (Prob. 3Q). Yet 
another approach consists in observing the elementary inequality 

for each index i = 1, ... , n, and adding these inequalities in the nor­
malized case (x, x) = (y,y) = 1.) 

(ii) Prove that the Cauchy-Schwarz inequality (5) reduces to equality when 
and only when the vectors x and y are linearly dependent, and conclude 
that the triangle inequality for II 112 likewise reduces to the equality 
IIx + Yll2 = IIxll2 + lIyll2 when and only when one of the vectors is a 
nonnegative multiple of the other. 

C. For an arbitrary n-tuple a = (aI, .. , ,a .. ) in Cn and an arbitrary positive 
real number p we write 
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(Note that this notation agrees with that introduced in Problem B.) 

(i) If p > 1, then there exists a unique positive number q satisfying the 
condition 1/p+ 1/q = 1. (The number q is called the Holder conjugate 
of p, and p and q are said to be Holder conjugates.) Show that if p and 
q are Holder conjugates and x and y are any two vectors in Cn , then 

(6) 

(This inequality, which is clearly a generalization of the Cauchy-Schwarz 
inequality of Problem B, is known as the Holder inequality.) Use the 
Holder inequality to prove that II lip is a norm on Cn (and IRn) when­
ever p > 1. (The triangle inequality for the norm II IIp,p> 1, is called 
the Minkowski inequality. The metric on Cn defined by II lip will be 
denoted by pp. This notation is in accord with that in Example B.) 
(Hint: Use the methods of calculus to verify first that 

uP vq 

UV< -+­- p q 
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for any two nonnegative numbers u and v, and use this elementary 
inequality to derive the Holder inequality in the case IIxlip = lIyllq = 1. 
Finally, to verify the Minkowski inequality, write 

n n n 

L I{i + l1ilP ~ L I{ill{i + l1ilP- 1 + L l11ill{i + l1iIP- 1, (7) 
i=l i=l i=l 

and apply the HOlder inequality to each of the sums in the right member 
of (7).) 

(ii) Show that II lip does not satisfy the triangle inequality and is therefore 
not a norm on en for 0 < p < 1 (unless, of course, n = 1). (Hint: 
Consider x = (1,0) and y = (0, 1) for the case n = 2.) 

(iii) Prove that, for each element a of en, Iialip converges monotonely down­
ward (as a function of p) to lIalioo as p tends to infinity. (Hint: Use the 
fact that limp-++oo clIp = 1 for every positive number c to show that 
limp-++oo lIalip = 1 whenever lIall oo = 1.) 

D. For each real number p such that p ~ 1 let (lp) denote the set of those 
infinite sequences {{n}~=o of complex numbers such that 

and for each element x = {en} of (lp) define IIxlip = (E:=o l{nIP)l/P. 
Show that (lp) is a complex linear space and that II lip is a norm on (lp). 
Show also that setting IIxlioo = sUPnENo I{nl defines a norm on the linear 
space (loo) of all bounded complex sequences x = {{n}~=o. 

(i) Verify that 
(ll) ~ (lp) ~ (lp/) ~ (loo) 

whenever 1 < p < p' < +00, and also that if x belongs to (lpo) for 
some finite Po ~ 1, then limp-++oo Ilxlip = IIxlioo . (Hint: The infinite 
versions of the Holder and Minkowski inequalities needed to verify that 
II lip satisfies the triangle inequality may be obtained by passing to the 
limit in the finite versions of those inequalities obtained in the preceding 
problem; it is probably more instructive, however, to use the techniques 
developed in solving that problem to derive these inequalities directly.) 

(ii) We write em for the special sequence em = {Omn}~=o where omn de­
notes the Kronecker delta (see Example 3F). The sequence {en}~=o 
belongs to (lp) for all 1 ~ p ~ +00. For each p determine which 
elements x = {{n}~=o of (lp) have the property that 
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E. Let X be a set and let BR (X)[Bc (X)] denote the linear space of all bounded 
real-valued [complex-valued] functions on X. The metric of uniform con­
vergence on ~(X)[Bc(X)] (Example Hj see also Example 3G) is defined 
by a uniquely determined norm on ~(X)[Bc(X)]. (This norm is known, 
affectionately if somewhat inelegantly, as the sup norm.) More generally, 
if e is an arbitrary linear space equipped with the invariant metric defined 
by some norm, then the metric of uniform convergence on B(Xj e) is also 
defined by a norm. 

F. Let X be a metric space and let {Xn}~=l be a sequence in X. 

(i) Show that if {Xn} converges to a limit ao, then every permutation 
of {Xn}, that is, every sequence of the form {xo-(n)}' where a is a 
permutation of N (Prob. 1C), likewise converges to ao. 

(ii) Show that {Xn} converges to a limit ao if and only if every subsequence 
of {Xn} possesses a subsequence that converges to ao. 

G. Let {Xn}~=o be a sequence of nonempty sets, and let II = n::o Xn be 
their Cartesian product. If x = {Xn}~=o and y = {yn}~=o are any two 
distinct elements of II, then there exists a smallest index--<:all it m( x, y)­
such that Xm (:r;.1I) =I Ym(:r;.1I). Show that if z = {zn}~=o is some third 
element of II, and if m = m(x, y) 1\ m(y, z), then Xn = Zn for all n = 
1, ... , m -1, and hence that m(x, z) ~ m. Use this fact to show that if we 
define 

{
a, x=y, 

p(X,y) = x,yEII, 
1/(1 + m(x, y», x =f:. y, 

then p(x, z) ::; p(x, y) V p(y, z) for any three elements x, y and z of II, and 
conclude that p is a metric on II. (This metric is usually called the Baire 
metric.) Explain what it means for a sequence {x(m)}~=l of elements of 
II to converge to a limit a in the Baire metric. 

H. (i) Suppose given a finite sequence {(Xl, PI), ... , (Xn,Pn)) of metric spaces, 
and let x = (Xl, ... , Xn) and y = (Yl, ... , Yn) denote arbitrary elements 
of the product II = Xl X .•• X X n • Show that for each real number p 
such that p ~ 1, the function 
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is a metric on II. Show also that 

is another metric on II and that all of these metrics are equivalent in 
th t { (m) «m) (m»}oo. lIt· t a asequence x = Xl , ... ,Xn m=lln converges oapOln 
a = (al, ... , an) if and only if it converges termwise to a, i.e., if and 
only if limm x~m) = ai, i = 1, ... , n. (A metric on a product such as 
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II having this last property is called a product metric; thus each of the 
metrics pp is a product metric.) 

(ii) Suppose given an infinite sequence {(Xn, Pn)}~=o of metric spaces, and 
let {kn}~=o be an arbitrary sequence of strictly positive numbers such 
that E:"=o kn < +00. Verify that if, for an arbitrary pair x = {Xn}~=o 
and Y = {yn }~=o of elements of the product II = n:,,=o X n , we set 

( ) _ ~k Pn(Xn,Yn) 
P x, Y - L...J n ( )' 1 + Pn xn,Yn 

n=O 

then P is a metric on II with the property that a sequence {Xm 
{x~m)}~=O}:=l converges in II to a limit a = {an}~=o with respect to 
the metric P if and only if it converges termwise to a, i.e., if and only if 
limm x~m) = an, n E No. Conclude that any two such metrics on II are 
equivalent. (Here too it will be convenient to refer to any such metric 
as a product metric on II.) (Hint: Recall Example K.) Conclude also, 
in particular, that 

( ) ~ 1 len - '11nl {C }OO {}OO 
px,Y = L...J2n l+len-'11nl' x= <on n=O,Y= '11n n=O, 

n=O 

defines a metric on the space (8) of all sequences {an}~=o of complex 
numbers. (This is the metric of pointwise converyjence on (8).) 

(iii) Let S denote the space NNo = N x N x· .. of all sequences 8 = {kn}~=o 
of positive integers. Show that the relative metric on S that it receives 
as a subspace of (8) is a product metric on S if each copy of N is 
equipped with the discrete metric (Ex. C), and that this metric is also 
equivalent to the Baire metric on S (Prob. G). (Hint: Examine what 
it means for a sequence to converge in S in all three cases.) 

I. Let (X, p) be a metric space. Show that the metric p satisfies the inequality 

for all quadruples Xl, X2, Yl and Y2 of points of X. Conclude from this that 
if {Xn} and {Yn} are sequences of points in X converging to limits ao and bo, 
respectively, then limn P(Xn, Yn) = p( ao, bo). Show that diam A - = diam A 
for every subset A of X. 

J. Let (X,p) be a metric space and let A be a nonempty subset of X. 

(i) Show that d{x, A) ~ p{x, y) + d(y, A) for each pair x, Y of points of X, 
and use this fact to prove that the function fA{X) = d(x,A),x E X, 
satisfies the inequality 

IfA(X) - fA(Y)1 ~ p(x,y), x,yEX. 
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(ii) Show that if {Xn}~l is a convergent sequence in X, then the sequence 
{fA(Xn)}~=l converges in IR to fA (limn Xn), and conclude that if c 
is an arbitrary nonnegative number, the sets {x EX: fA(X) ~ c} 
and {x EX: fA (x) ~ c} are both closed. Show, in particular, that 
{x EX: fA(X) = O} coincides with A-. 

(iii) Let Band C be bounded nonempty subsets of X, and let r be the 
function defined in Example D. Prove that r(B, C) = 0 if and only if 
C is dense in B, Le., if and only if B C C-. 

K. (i) Which of the spaces (£p) of Problem D are separable and which are not? 

(ii) Determine when the product IT of a sequence of sets is separable when 
equipped with the Baire metric (Prob. G). 

(iii) Determine when the space 8(Z; X) of all bounded mappings of a set Z 
into a metric space X is separable in the metric of uniform convergence 
(Ex. H). 

L. Prove that the cardinal number of a separable metric space cannot exceed 
N, the power of the continuum (Chap. 4). (Hint: There are N sequences in 
a countably infinite set.) 

M. Two (similarly indexed) sequences {xn} and {yn} in a metric space (X,p) 
are said to be equiconvergent if limn P(Xn, Yn) = O. Show that a sequence 
{ x .. } converges to a limit a in X if and only if it is equiconvergent with the 
constant sequence {a, a, ... }. Show too that if either of two equiconvergent 
sequences {xn} and {yn} is convergent, then both are, and lim .. Xn = 
limn Yn. Show, finally, that if A is an arbitrary subset of X and {x .. } is 
any sequence in A-, then there exists an equiconvergent sequence {Yn} 
in A. 

N. Show that every monotone increasing sequence {En} of subsets of a metric 
space X possesses a closed limit (Ex. N) by finding that limit. Similarly, 
find F limn En for an arbitrary decreasing sequence {En} of subsets of X. 

o. A subset D of a metric space X is dense in itself if every point of D is an 
accumulation point of D, Le., if DC D*. 
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(i) If a set A is not dense in itself, then there exists a point Xo in A and 
a positive radius e such that De(xo) n A = {xo}. Such a point is an 
isolated point of A. (Thus A is dense in itself if and only if it does not 
possess any isolated points.) A subset A of a metric space X consisting 
entirely of isolated points is a discrete subset of X. Give an example of 
a countable discrete subset M of a metric space X with the property 
that M* has the power of the continuum and show that this result 
cannot be improved upon in that the derived set of a countable subset 
of an arbitrary metric space has cardinal number at most N. 
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(ii) A subset P of a metric space X that is both closed and dense in itself, 
i.e., that is such that p. = P, is called perfect. Show that the Cantor 
set C (Ex. 0) is a perfect subset of JR. Show also that the generalized 
Cantor sets of Examples P and Q are all perfect. 

P. A subset A of a metric space X is known as a G6 in X if there exists a 
sequence {Un}~=l of open sets in X such that 

Dually, a subset B of X is an Fu in X if there exists a sequence {Fn}~=l 
of closed sets in X such that 

00 

n=l 

(In this notation the letter "G" stands for "Gebiet," a word meaning "open 
set" in German, while "6" suggests countable intersection because the Ger­
man for "intersection" is "Durchschnitt"j similarly, the letter "P" stands 
for "ferme"', meaning "closed" in French, while "0"" suggests countable 
union, because the French for "union" used to be "somme".) 

(i) Verify that these notions are truly dual in the sense that the comple­
ment in X of an arbitrary G6 in X is an Fu in X, and vice versa. Show 
too that the intersection of an arbitrary nonempty countable collection 
of G6S in X is a G6 in X, and, dually, that the union of an arbitrary 
countable collection of F6S in X is an Fu in X. 

(ii) Show that every closed subset of a metric space X is a G6 in X, and 
dually, that every open set in X is an Fu in X. (Hint: 1£ F is a 
nonempty closed subset of X, and if f(x) = d(x,F), x E X, then F = 
{x EX: f(x) = O}, while each set of the form {x EX: f(x) < c} is 
openj see Problem J.) 

(iii) Let A be a subspace of a metric space X, and suppose A is a G6 in X. 
Prove that a G6 in A is also a G6 in X. State and prove the analogous 
fact concerning Fu subsets of an Fu. (Hint: Show first that a relatively 
open subset of A is a G6 in X.) 

Q. Let X be a metric space and let A be a subset of X. A point x is an interior 
point of A if there exists a positive number e such that D£(x) C A. The 
set of all interior points of A is called the interior of A and is denoted by 
AO. 

(i) Show that for an arbitrary subset A of X the interior AO is open and 
is, in fact, the largest open subset of A. Show that a subset U of X is 
itself open if and only if U = UO, and that interiors are dual to closures 
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in the sense that (X\A)- = X\AO (and (X\At = X\A-) for every 
subset A of X. 

(ii) Formulate and prove the dual of Proposition 6.9. 

(iii) For any subset A of X the difference A-\AO is the boundary of A 
(notation: OA). Verify that OA is a closed set that may equally well 
be described as the intersection A- n (X\A)-, and thus consists of 
the set of all those points x in X with the property that every ball 
De(x)(e > 0) meets both A and X\A. Verify also that a subset A 
of X is closed if and only if OA c A, while A is open if and only if 
AnOA = 0. 

(iv) Verify that for arbitrary subsets A and B of a metric space X the 
boundaries of A U B, A n B, A \B and AV B are all contained in the 
union (OA) U (OB). 

R. For any metric space X there is a smallest cardinal number c with the 
property that there exists a topological base B for X such that card B = c 
(why?), and this cardinal number is called the weight of X. (Thus X 
satisfies the second axiom of countability if and only if the weight of X is 
~ No.) Generalize Theorem 6.18 by showing that the weight of an arbitrary 
metric space X may also be described as the smallest cardinal number c 
with the property that there exists a set M in X with card M = c and 
M- = X. Show too that if the weight of X is c, then the cardinal number 
of a disjoint collection of nonempty open subsets of X cannot exceed c. 
(Hint: Recall Proposition 4.6. It is best to treat spaces of finite weight as 
a special case.) 

s. Let Bo be a base of open sets for a metric space X and let U be an arbitrary 
collection of open sets in X. Prove that U contains a subcollection Uo 
such that UUo = UU and card Uo ~ card Bo. (Hint: The collection 
V = UUEU{V E Bo : V c U} is contained in Bo and every set in V is 
contained in some set belonging to U.) 

(i) Use the foregoing result to establish that if X has weight c, and if 
U is an arbitrary collection of open subsets of X, then there exists a 
subcollection Uo with U Uo = U U and card Uo ~ c. 

(ii) Verify also that if X has weight c and if B is some other base of open 
subsets of X, then B contains a base of open sets B1 for X such that 
card B1 = c. (Thus, in particular, if X is separable and if B is an 
arbitrary base of open sets for X, then B contains a countable base for 
X.) (Hint: Recall Problems 41 and 4S. Here again it is best to treat 
spaces of finite weight as a special case.) 

T. Let X be a metric space, let a be an ordinal number, and suppose given 
a strictly increasing indexed family {Ude<Q of open subsets of X. (Thus 
the index set is the ordinal number segment W(a) and Ue ~ U., whenever 
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~ < "I < a.) Show that the cardinal number of a cannot exceed the weight 
of X. (In particular, then, if X is separable, a must be countable.) (Hint: 
If B is any base of open subsets of X and ~ + 1 E W(a), then UH1 must 
contain at least one element V~ of B that Ue does not.) 

U. The idea of the derived set leads naturally to the notion of higher order 
derivatives. Indeed, we define the first derivative A(1) of a subset A of a 
metric space X to be A*, the second derivative A(2) to be A** = A(l)*, 
and so forth. (For technical reasons it is desirable to set A (0) equal to A­
instead of A itself.) For some purposes it is important to press on with this 
inductive definition into the realm of the transfinite. Suppose, accordingly, 
that a is an ordinal number, that "I is an ordinal number belonging to the 
ordinal number segment W(a), and that derivatives AW of every order 
~,~ < "I, have been defined for a subset A of a metric space X. We then 
define the derivative A('!) of order "I as follows: If "I is an ordinal number 
of type I (Prob. 5G) and if, say, "I = ~o + 1, then we set A('!) = A(eo)*; if, 
on the other hand, "I is a limit number, we set 

A('!) = n AW. 

e<'! 

In this way the derivative of each order "I in W ( a) of an arbitrary subset A 
of X is defined by transfinite induction (Th. 5.12). (We leave to the reader 
the routine verification that if a is replaced in this definition by some other 
ordinal number a', then the resulting notion of higher order derivatives is 
unchanged on the ordinal number segment W(a /I. a').) 

(i) For an arbitrary subset A of a metric space X the indexed family 
{A(e)h<a thus obtained is a monotone decreasing family of closed sets. 
Show that if the ordinal number a is taken large enough, then there 
necessarily exists a unique smallest ordinal number "10 in W (a) (with 
T/O independent of a) such that A('!o+l) = A('!o) , and that A(e) then 
coincides with A('!o) for all ~ such that T/O ::; ~ < a. This smallest 
ordinal number T/O such that A(e) is constant on W(a)\W(l1o) is the 
derivation order of A. (Hint: Take for a the initial number We of some 
cardinal number c such that c is greater than the weight of X.) 

(ii) Prove that if X is a separable metric space, then the derivation order 
of every subset of X is countable. (Hint: Use Problem T.) 

(iii) Show, conversely, by transfinite induction that if a is an arbitrary real 
number and "I is an arbitrary countable ordinal number, then there 
exists a set A ofreal numbers suc. that A('!) = {a}. (Hint: This is one 
of those situations in which it is "asier for technical reasons to prove 
more than is required. Let a and b be real numbers such that a < b, 
and let {Sn} be a strictly decreasing sequence in the open interval ( a, b) 
such that limn Sn = a. Show first that if An is an arbitrary nonempty 
subset of the interval [Sn+1,Sn), n E N, then 

(91 An) * = {a} U 91 A~, 
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and use this fact to prove that for an arbitrary countable 11 there exists 
a countable closed subset F of [a,b) such that FC,,) = {a}.) 

(iv) Show, finally, that for an arbitrary countable ordinal number 11 there 
exists a closed subset F of IR having 11 as its derivation order. 

V. A point x in a metric space X is a condensation point of a set A c X if 
the intersection De (X) n A is uncountable for every open ball De(X) with 

c > o. Show that the set At of all condensation points of an arbitrary set 
A in a metric space X is a closed set contained in the derived set A*. Give 
examples of sets A for which At =I- A· and for which At = A *. Show that 
an arbitrary closed subset F of a separable metric space can be expressed 
uniquely as the disjoint union of a countable set and a perfect set P having 
the property that every point of P is a condensation point of P. (The 
set P is called the Bendixson kernel of F.) Verify that P C F(e) for all 
derivatives of F, and hence that Pc FC,,) where 1/ denotes the derivation 
order of F (Prob. U). (Hint: Set P = Ft.) Show also that the Cantor set 
is its own Bendixson kernel. 

w. (i) Show that if A is a countable set, then there exists a sequence {Xn} 
in A such that every point a of A is taken on infinitely often by {xn }. 

Conclude that if A is an arbitrary countable subset of a metric space 
X, then there exists in X an infinite sequence {Xn} with the property 
that every point of A is a cluster point of {xn }. 

(ii) Prove that the set of all cluster points of an arbitrary sequence {Xn} 
in a metric space X is a closed subset of X. Show also, in the converse 
direction, that if X is a separable metric space, then there exists a 
single infinite sequence {Xn} in X with the property that if F is an 
arbitrary closed subset of X, then {Xn} possesses a subsequence {xnk } 
having F for the set of all of its cluster points. 

x. Let 80 denote the collection of all bounded nonempty subsets of a metric 
space X, let {En}~=l be a sequence in 8 0 , and let F and E denote the 
closed limit superior and the closed limit inferior of {En}, respectively (see 
Example N). 
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(i) 1fT is the function defined on 80 x80 in Example D, and iflimn T(A, En) 
= 0 for some element A of 80, then A C E. Show, conversely, that 
if E. E 80 and if it is not the case that limn T(E., En) = 0, then there 
exists a sequence {Xk} in E such that {Xk} has no cluster point in X. 
(Hint: If T(E, En) f+ 0, then there exist a strictly increasing sequence 
{ndl:'=l of positive integers and a sequence {Xk}l:'=l in E. such that the 
sequence {d( Xk, Enk )} is bounded away from zero; use the fact that E. 
is closed.) 

(ii) Show, dually, that if limn T(En, A) = 0 for some element A of 80, then 
Fe A-, and also that if FE 8 0 and T(En' F) f+ 0, then there exist 
a strictly increasing sequence {nk} of positive integers and a sequence 
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{Xk} of points of X such that Xk E Enk for every index k and such that 
the sequence {Xk} has no cluster point in X. (Hint: If r(En, F) f+ 0, 
then there exists a strictly increasing sequence {nk} of positive integers 
such that for each index k a point Xk of Enk can be selected in such a 
way that the sequence {d( Xk, F)} is bounded away from zero.) 

(iii) Conclude that if 0"0 denotes the Hausdorff metric on the space 1i con­
sisting of the closed sets in Bo (so that 0"0 (A, B) = rCA, B) V reB, A)j 
see Example X), if the sets En all belong to 1i, and if the metric limit 
limn En exists in 'H., then 

limEn = F lim En. 
n n 

(That is, whenever the metric limit of a sequence in 1i exists, the closed 
limit of that sequence also exists and coincides with the metric limit.) 
Conclude, in the other direction, that if F = F = E E 1i, and if 
O"o(F, En) f+ 0, then there exists a sequence in X that possesses no 
cluster point. 

(iv) Show also that if the sequence {En} lies in 1i, and if an element Ao of 
1i is a metric cluster point of {En} (so that there exists a subsequence 
{Enk } of {En} such that Ao is the metric limit of {Enk } ), then 

Ec Ao CF. 

Conclude that if the closed limit F = F limn En exists, then F is the 
only possible metric cluster point of {En}. 

(v) Give an example of a sequence {En} of closed bounded nonempty 
subsets of ]R2 such that F = F limn En exists and is bounded and 
nonempty, and such that the sequence {O"O (F, En)} tends to +00. 

Y. (i) Let (Y, p) be a metric space and let </J be an arbitrary mapping of a set 
X into Y. Then setting 

O"(X, x') = p(</J(X) , </J(X/» , X,X' EX, 

defines a pseudometric on X, as does 

'( ') _ p(</J(X) , </J(x/» 
0" x,x - 1 + p(</J(x),</J(x/» , X,X' EX. 

Show that the metrics associated 'nth 0" and 0"' are equivalent, and also 
that 0" and 0"' are themselves metri '3 on X if and only if </J is one-to-one. 

(ii) Let {O"n}~=l be a finite sequence of pseudometrics on a set X. Verify 
that 

N 

Ul(X,y) = LO"n(X,y) 
n=l 

and 
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Uoo(x, y) = 0'1 (x, y) V ••. v O'N(X, y) 

are also pseudometrics on X. Indeed, 

is a pseudometric on X for each p, 1 :5 p < +00. Under what conditions 
are the pseudometrics Up actually metrics on X? 

(iii) Let {0'''}~=1 be an infinite sequence ofpseudometrics on X. Show that 

_( ) ~ 1 O',,(x,y) 
0' x, y = L...J 2" 1 + 0',.. (x, y) 

,..=1 

defines a pseudometric u on X, and give conditions on the sequence 
{O'n} in order that u be a metric. 



Continuity and limits 7 

A mapping between metric spaces is continuous if it preserves closeness. 
This idea is made precise in the following definition. 

Definition. Let (X, p) and (Y, u) be metric spaces, let l/J be a mapping of 
X into Y, and let Xo be a point of X. Then l/J is continuous at Xo (and 
Xo is a point of continuity of l/J) if for each positive number e there exists 
a positive number 6 such that p(x, xo) < 6 implies u(l/J(x), l/J(xo» < e, 
or, equivalently, such that l/J(D6(XO» C D~(l/J(xo». Conversely, if l/J is 
not continuous at Xo, then l/J is discontinuous at Xo (and Xo is a point of 
discontinuity of l/J). Finally, l/J is continuous (on X) if it is continuous 
at every point of X. 

Continuity is a topological property, as the following two elementary 
propositions clearly show. 

Proposition 7.1. Let l/J be a mapping of a metric space X into a metric 
space Y, and let Xo be a point of X. "ben l/J is continuous at Xo if and 
only if tbe sequence {l/J( xn )} convergm, in Y to l/J( xo) wbenever {xn } is 
a sequence in X tbat converges to Xo. Moreover, if l/J is continuous at 
Xo, and if {X>,}>'EA is an arbitrary net in X that converges to Xo, tben 
the net {l/J(x>.)} converges to l/J(xo), 

PROOF. Suppose first that l/J is continuous at Xo and that {x>.} is a net 
tending to Xo in X. If e > 0, then there exist a positive number 6 such 
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that ¢(D6(XO)) C De((¢(xO)) and an index Ao such that x>. E D6(XO) for 
all A ~ Ao. But then ¢(x>.) E De(¢(xo)) for A ~ Ao, which shows that 
¢(x>.) -> ¢(xo). 

Suppose next that ¢ is discontinuous at Xo. Then there exists a positive 
number C:o so small that Deo(¢(xO)) contains no set of the form ¢(D6(XO)) 
for any positive 8. Hence for each positive integer n there exists at least 
one point Xn of D1/n(xo) such that ¢(xn) ~ Deo(¢(xO)). But then the 
sequence {xn} converges to Xo in X while the sequence {¢(xn)} clearly 
fails to converge to ¢(xo) in Y. 0 

Proposition 7.2. Let p and p' be equivalent metrics on a set X, and let 
a and a' be equivalent metrics on a set Y. Then a mapping ¢ : X -> Y 
is continuous at a point Xo of X as a mapping of (X, p) into (Y, a) if 
and only if it is continuous at Xo as a mapping of (X,p') into (Y,a'). 
Hence ¢ is continuous as a mapping of (X, p) into (Y, a) if and only if it 
is continuous as a mapping of (X, p') into (Y, a'). 

PROOF. In view of Proposition 7.1, both parts of this proposition are 
immediate consequences of the definition of equivalence. 0 

Example A. Let ¢b ... ,¢k be mappings of a metric space X into metric 
spaces Yb ... , Yk, respectively, and let II = Y1 X .•. X Yk be equipped with a 
product metric (see Problem 6H). Then the mapping <I> of X into II defined 
by setting 

is continuous at a point Xo of X if and only if all of the mappings 4>i, i = 
1, ... , k, are continuous there. Indeed, if {xn} is a sequence in X converging 
to Xo, then the sequence {<I>(xn)} converges to <I>(xo) when and only when 
each sequence {¢i (xn)} converges to ¢i (xo), i = 1, ... , k, so the desired 
result follows at once from Proposition 7.1. 

Definition. A mapping ¢ of a metric space (X, p) into a metric space 
(Y, a) is said to be Lipschitzian, or to satisfy a Lipschitz condition, with 
Lipschitz constant M, if 

a( ¢(x), ¢(x')) ::; M p(x, x'), x, x' E X, 

for some positive number M. (In the event that the Lipschitz constant 
M can be taken to be one or less, the mapping ¢ is also sometimes said 
to be contractive.) 

Clearly a Lipschitzian mapping is continuous (set 8 = c:IM), so exam­
ples of Lipschitzian mappings are automatically examples of continuous 
mappings as well. 
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Example B. If A is a nonempty subset of a metric space (X,p), then the 
function fA (x) = d( x, A), x EX, is contractive (Prob. 6J). Likewise, the 
metric P itself is contractive as a mapping of X x X into JR if X x X is 
equipped with the metric PI (Prob. 6I). In particular, the mapping ( -4 1(1 
is contractive on C, as is the mapping x -4 Ilxll on any normed space 
e. Obviously all constant mappings and all isometries are contractive. A 
somewhat more interesting example goes as follows. Let Xl' ... ' Xn be 
metric spaces, and let II denote the product II = Xl X ••. X Xn equipped 
with anyone of the metrics PP' 1 :::; p :::; +00 (see Problem 6H). Then the 
projection 7ri of II onto Xi is contractive for each i = 1, ... ,n. 

Example C. The operations of addition and subtraction are Lipschitzian 
when viewed as complex-valued functions on C2 (and therefore also, of 
course, when viewed as real-valued functions on JR2). Indeed, 

so 

for all complex numbers 6, 6, 'TIl, 'T12. Thus addition and subtraction satisfy 
a Lipschitz condition with Lipschitz constant M = 1 if C2 is equipped with 
the metric PI, and they also satisfy a Lipschitz condition (with M = J2) 
if C2 is equipped with its usual metric. (Similarly, for any normed space 
e, the operations of vector addition and subtraction are Lipschitzian on 
e x e.) 

Example D. Let e and F be normed spaces, let T : e -4 F be a linear 
transformation of e into F, and suppose there is some point Xo of e at 
which T is continuous. Then there exists a positive number 8 such that 
Ilx - xoll < 8 (with x in e) implies that IITx - Txoll = IIT(x - xo)11 < 1. 
But then for any 8' such that 0 < 8' < 8 it is the case that Ilzll :::; 8' implies 
that IIT(xo + z) - Txoll = IITzl1 :::; 1. Let us fix one such number 8' and 
set M = 1/8'. If for an arbitrary nonzero vector z in e we set z' = z/lIzll, 
then 8'IITz'II = IIT8'z'II :::; 1, so IITz'l1 :::; M. Hence the number M satisfies 
the following condition: 

IITzl1 :::;Mllzil z E e. (1) 

But then, of course, IITx - Tx'il = IIT(x - x')11 :::; Mllx - x'il for any two 
vectors x and x' in e, so T is Lipschitzian with Lipschitz constant M. 
Thus we see that the following four conditions are equivalent for a linear 
transformation T between normed spaces e and F: 

(a) T is continuous at some one vector in e, 
(b) There is a number M satisfying (1) for T, 
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(c) Tis Lipschitzian, 
(d) T is continuous on £. 

A linear transformation T of a normed space £ into a normed space F 
is said to be bounded if it possesses anyone, and hence all four, of these 
properties. (It should be emphasized that this terminology, which is at 
variance with our standard use of the term "bounded" in the context of a 
general metric space, applies only to linear transformations.) 

Suppose now that T is a bounded linear transformation of £ into F, 
and consider the (nonempty) set M of all those real numbers M such 
that (1) holds for M and T. It is obvious that M is a ray to the right 
in R Somewhat less obviously, the ray M is closed. (Indeed, if Mo = 
inf M, and if for some vector Xo in £ we have IITxol1 > Mollxoll, then 
Xo -# 0 and IITxoll/llxol1 > Mo, so there exists a number M in M such that 
M < IITxoll/llxoll. But then IITxol1 > Mllxoll, which is impossible.) This 
least element of M is called the norm of T and is denoted by IITII. (It is 
sometimes useful to know that the norm of a bounded linear transformation 
is also given by the supremum sup{IITxll : Ilxll :S I}. Indeed, if we set 
Ml = sup{IITxll : Ilxll :S I}, then it is obvious that Ml :S IITII; on the 
other hand, if x -# 0, then 

IIT(x/llxll)11 = IITx1l/11x11 :S Mb 

whence it follows that Ml EM, and hence that IITII :S Mt-} 

Example E. Every linear transformation T of IRn into IRm is bounded. 
Indeed, if A = (aij) is the m x n matrix defining T (so that the image 
(tt, ... , tm ) under T of a point (Sb"" sn) is given by 

see Example 3Q), then P2(T(Sl, ... , sn), T(s~, ... , s~)) is given by 

Hence, if we write x = (Sb ... , sn) and x' = (s~, ... , s~), we have 
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by the Cauchy-Schwarz inequality (Prob. 6B). Thus when Rn and Rm are 
equipped with their usual Euclidean metrics, IITII is dominated by the 
constant 

[ 
m n l! 

N(A) = t;~a~j , 
called the Hilbert-Schmidt norm of A. 

It is frequently necessary to deal with mappings that are defined only 
on some subset of a metric space. The following definition is nothing but 
a formalization of various conventions agreed upon earlier and is included 
here only to avoid misunderstandings and to fix terminology. 

Definition. Let X and Y be metric spaces, and let </J be a mapping of 
some subset A of X into Y. Then </J is said to be continuous at a point 
Xo of A relative to A if the restriction </JIA is continuous at Xo. If </J 
is continuous at a point Xo of A relative to A, then Xo is a point of 
continuity of </J relative to A, and if </J is not continuous at a point Xo 
of A relative to A, then </J is discontinuous at Xo relative to A, and Xo 
is a point of discontinuity of </J relative to A. Similarly, </J is continuous 
on A (relative to A) if the mapping </JIA : A ---? Y is continuous on the 
subspace A. 

The following proposition merely states, in the context of a relative 
metric, the definition of continuity and the criteria for continuity set forth 
in Proposition 7.1, and no proof is needed or given. 

Proposition 7.3. Let X and Y be metric spaces, and let </J be a mapping 
of a subset A of X into Y. Then </J is continuous at a point Xo of A 
relative to A if and only if for each positive number c: there exists a 
positive number 8 such that </J(D6(XO) n A) c De(</J(xo)). Equivalently, 
</J is continuous at Xo relative to A if and only if { </J( xn)} converges to 
</J(xo) whenever {xn} is a sequence in A that converges to Xo. 

Example F. The characteristic function XQ of the rational numbers (Prob. 
1R), regarded as a mapping of R into itself, is discontinuous at every point 
of R Nonetheless, this function is continuous on Q relative to Q (being 
constantly equal to one there) and is likewise continuous on the set R\Q of 
irrational numbers relative to R\Q (being constantly equal to zero there). 

The following result provides a pair of important criteria for the con­
tinuity of a mapping between metric spaces. (For other such criteria see 
Problem B.) 
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Theorem 7.4. Let X and Y be metric spaces and let ¢ be a mapping of 
X into Y. Then the following are equivalent: 
(1) ¢ is continuous, 
(2) For every open set U in Y the inverse image ¢-l(U) is open in X, 
(3) For every closed set F in Y the inverse image ¢ -1 (F) is closed in X. 

PROOF. Since ¢-l(Y\B) = X\¢-l(B) for every subset B of Y, and 
since closed and open sets are the complements of one another, it is clear 
that (2) and (3) are equivalent. Moreover, if (2) is satisfied, if Xo EX, 
and if e is a positive number, then ¢-l(De(¢(xo))) is an open set in X 
containing Xo, whence it follows that there exists a positive radius 8 such 
that D6(xo) C ¢-l(De(¢(xo))). But then ¢(D6(XO)) C De(¢(xo)), which 
shows that ¢ is continuous at Xo, and since Xo is an arbitrary point of X, 
it follows that ¢ is continuous. Hence to complete the proof it suffices to 
show that (1) implies (2). 

Suppose, accordingly, that ¢ is continuous. Let U be an open set in Y, 
and let Xo E ¢-l(U). Then ¢(xo) E U so there exists a positive radius € 

such that De (¢(xo)) C U. But then there also exists a positive radius 8 such 
that ¢(D6(XO)) C De(¢(xo)) C U, and hence such that D6(XO) c ¢-l(U). 
Thus, ¢-l(U) is open (Prop. 6.11), and the theorem is proved. 0 

Example G. Let X be a metric space, let f be a continuous real-valued 
function on X, and for each real number t, set Ut = {x EX: f(x) < t}. 
Then {UdtER is a nested family of open sets in X satisfying the following 
three conditions: 

(1) UtEIR Ut = X and ntEIR Ut = 0, 
(2) If s < t, then U; CUt, 
(3) For each t in JR, Ut = Us<t Us· 

(To verify (2) note that Us is a subset of the closed set {x EX: f(x) ~ s}, 
and that this set is, in turn, contained in Ud 

Suppose, conversely, that M is some dense subset of JR and that a family 
{\lthEM of open subsets of X is given satisfying the following conditions: 

(I') UtEM \It = X and ntEM \It = 0, 
(2') If s < t (s, t EM), then Vs- C \It. 

For each point x of X we write Rx = {t EM: x E \It}. Because of (2') 
it is clear that if t E R x, then M n [t, +00) c Rx. But then by (I'), Rx is 
nonempty and bounded below in JR for every x in X. Hence we may, and 
do, define a real-valued function f on X by setting 

f(x) = inf Rx 

for each x in X. (This infimum is taken in JR, of course, and need not 
belong to M.) If now Xo E X and € is a positive number, then the interval 
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(f(xo) - e,f(xo)) contains points t and t' of M such that t < t', and it is 
clear that t' ¢ Rxo. Thus Xo ¢ Vt/, and consequently by (2'), Xo ¢ ~-. 
On the other hand, the interval (f(xo), f(xo) + e) certainly contains an 
element til of Rxo ' so Xo E ~II. Thus W = ~II \ ~- is an open subset 
of X containing xo, and if x is any point of W, then Rx contains til but 
not t. Hence t ~ f(x) ~ til, and therefore If(x) - f(xo)1 < e for all x in 
W, whence it follows that f is continuous at Xo. Since Xo is an arbitrary 
point of X, this shows that f is a continuous function on X. Moreover it 
is readily verified that, for each element t of M, 

{x EX: f(x) < t} C Vt c {x EX: f(x) ~ t}, 

and also that Vt = {x EX: f(x) < t} for every t in M if and only if the 
given family {VthEM satisfies the additional condition 

(3') for each t in M, Vt = U Va. _< _ 
_ eM 

(It is also easily seen that if (3') holds, then the continuous real-valued 
function f is uniquely determined by the fact that Vt = {x EX: f(x) < t} 
for every element t of M.) This construction is an important source of 
continuous functions, and we shall return to it later. 

Several important corollaries of Theorem 7.4, along with some related 
examples, follow. The first of these corollaries is a straightforward con­
sequence of the theorem and the definition of relative continuity, and no 
proof is given. 

Corollary 7.5. Let X and Y be metric spaces, and let ¢ be a mapping 
of a subset A of X into Y. Then ¢ is continuous on A if and only if 
¢-l(U) is relatively open in A whenever U is an open subset ofY. 

Corollary 7.6. A continuous mapping on a metric space X is completely 
determined by its action on any dense subset of X. That is, if ¢ and -,p 
are two continuous mappings of X into a metric space Y, and if ¢ and 
't/J agree on some dense subset of X, then ¢ = 't/J. 

PROOF. Let ¢ and 't/J be continuous mappings of (X,p) into (Y,I7), and 
suppose ¢(xo) =1= 't/J(xo) for some point Xo of X. Let d = 17( ¢(xo), 't/J(xo)). 
Then U = ¢-l(Dd/2(¢(XO))) and V = -,p-l(Dd/2('t/J(Xo))) are nonempty 
open subsets of X, as is unv (since all three sets contain xo), and it is clear 
that ¢(x) =1= 't/J(x) for each x in UnV. Thus, the set {x EX: ¢(x) = 't/J(x)} 
is not dense in X, contrary to hypothesis. 0 

Example H. Each continuous mapping f of lR into lR is uniquely deter­
mined by the restriction flQ. Hence f ---+ flQ is a one-to-one mapping 
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of the set of all continuous real-valued functions on IR into IRQ. Since 
card IRQ = ~No = ~ (Prob. 4F) it is clear that there are at most ~ continu­
ous real-valued functions on IR, and since the cardinal number of the set of 
constant functions is ~, this shows that the cardinal number of the set of 
all continuous real-valued functions on IR is exactly~. The same line of rea­
soning establishes the same conclusion for the set of continuous mappings 
of any separable metric space into a metric space Y with card Y = ~. 

Corollary 7.7. The level sets (Ex. IH) of an arbitrary continuous map­
ping of a metric space X into a metric space Y are closed. 

PROOF. Singletons are closed sets in an arbitrary metric space. Hence, if ¢ 
is a continuous mapping on X, a set of the form {x EX: ¢( x) = ¢( xo)} = 
¢-l({¢(XO)}) is closed too. 0 

Definition. A mapping ¢ of a metric space X into a metric space Y is 
said to be open [closed] if ¢(A) is open [closed] in Y whenever A is open 
[closed] in X. 

The following result is nothing more than a paraphrase of Theorem 7.4 
in the special case of a one-to-one mapping, and no proof is required. 

Corollary 7.8. A one-to-one mapping ¢ of a metric space X into a metric 
space Y is continuous if and only if the inverse mapping ¢-l (regarded 
as a mapping of the range of ¢ onto X) is open or, equivalently, closed. 

Definition. A one-to-one mapping ¢ of a metric space X onto a metric 
space Y is a homeomorphism if both ¢ and ¢-l are continuous, and if 
such a homeomorphism exists, then X and Y are homeomorphic. (Ac­
cording to Corollary 7.8, there are a number of equivalent formulations 
of what is required of a one-to-one correspondence between two met­
ric spaces in order that it be a homeomorphism. Thus, a one-to-one 
mapping ¢ of X onto Y is a homeomorphism if and only if ¢ is both 
continuous and open. Likewise, ¢ is a homeomorphism if and only if the 
mapping of the power class 2x onto 2Y induced by ¢ (Prob. IF) carries 
the collection of all open subsets of X onto the collection of all open 
subsets of Y.) A homeomorphism may also be described as a mapping 
that preserves all topological properties (see Proposition 6.14). 

Example I. Every isometry is a homeomorphism. Somewhat more inter­
estingly, let p and p' be two metrics on the same carrier X. Then p and p' 
are equivalent if and only if the identity mapping L : (X,p) ----+ (X,p') is a 
homeomorphism. 
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Example J. For an arbitrary open set U in lR, the set U of the constituent 
intervals of U (Ex. 6S) forms an ordered set in a natural way. Indeed, if I 
and I' are two distinct elements of U then either every element of I is less 
than each element of I', in which case we write I < I' or every element of 
I' is less than each element of I, in which case we write I' < I, and it is 
clear that this definition turns U into a simply ordered set. In this way we 
associate with each closed set F in lR a countable linearly ordered set UF 
of open intervals, namely, the set of intervals contiguous to F ordered as 
just indicated. This correspondence is most interesting when F has empty 
interior (Prob. 6Q), for if FO = 0 and t E F, then it is easily seen that 
t is the supremum of the set Ut = {s E lR\F : 8 < t}, and also that Ut 
is the union of a nonempty initial segment A of the ordered set UF such 
that A =I- UFo On the other hand, if A is an arbitrary nonempty initial 
segment of UF other than UF itself, then U = U A is a nonempty open 
subset of lR that is bounded above in lR (by any element of any interval in 
UF not belonging to A). It is clear that t = sup U E F, and also that (in 
the notation just introduced) U = Ut . Thus a closed subset F of lR such 
that FO = 0 is, in a natural way, in one-to-one correspondence with the 
collection of all initial segments of the associated simply ordered set UF 
(different from 0 and UF itself), and it is clear that this correspondence 
is, in fact, an order isomorphism. 

Suppose next that K is a bounded and perfect subset of lR having empty 
interior (Prob. 60). Then the simply ordered set UK is not only countable 
but also possesses a greatest and a least element and, more importantly, 
the property that between any two distinct elements of UK there is a third 
element different from both. Indeed, if I and I' are elements of UK such 
that I < I', and if c = sup I and d = inf I' then c, d E K with c ~ d. But 
e = d is impossible since K is perfect by hypothesis and can therefore have 
no isolated points. Hence e < d and [e, dj ct K (since KO = 0). Hence 
some element J of UK is contained in [e,dj, and we have I < J < I'. 

Suppose, finally, that L is some other bounded perfect set in lR such 
that LO = 0. Then, according to Example 4G, the simply ordered sets UK 
and UL are order isomorphic. Moreover, if ¢> is anyone order isomorphism 
of UK onto UL, then ¢> automatically maps the collection of all proper 
initial segments of UK order isomorphically onto the collection of all proper 
initial segments of UL. Thus, composing order isomorphisms, we obtain 
an order isomorphism 't/J of K onto L. But also, more to the point for 
present purposes, the mapping 't/J is automatically a homeomorphism as 
well. Indeed, let 80 be a point of K, and let to = 't/J(so). If e is an 
arbitrary positive number, then there exists an interval J in UL such that 
to - e < sup J :-:; to (since the interval (to - e, to) must contain a point of 
lR\L), and there also exists an interval J' inUL such that to ~ inf J' < to+e 
(since the interval (to, to + e) must also contain a point of lR\L). Let 
¢>(1) = J and ¢>(1') = J ' . Then supI ~ 80 (since I must belong to the 
initial segment in UK whose union has supremum 80), while inf l' 2: 80 
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(since I' does not belong to this initial segment). But now, if a = inf I and 
b = sup I', then a < 80 < b, and if 8 is any point of K such that a < s < b, 
then I belongs to the initial segment of UK determined by s, while I' does 
not, whereupon it follows that supJ :::; 1/J(s) :::; inf J', and therefore that 
to - e < 1/J(s) < to + e. Thus 1/J is continuous, and since the roles of K 
and L are interchangeable in this argument, it follows by symmetry that 
1/J is a homeomorphism. In particular, any two of the linear Cantor sets of 
Example 6P are homeomorphic (in many ways) in order preserving fashion. 
(For this reason it is customary to refer to an arbitrary bounded and perfect 
subset of JR having empty interior as a generalized Cantor set in JR.) 

It is an important fact that continuity is a local property. This idea is 
made precise in the following result. 

Proposition 7.9. Let X be a metric space, let 4> be a mapping of X into 
a metric space Y, and let U be an open set in X. Then 4> is continuous 
at a point Xo of U relative to U if and only if 4> is continuous at Xo 
(relative to X). 

PROOF. For every sufficiently small positive radius 8 we have D6(XO) C U, 
and therefore D6(XO) n U = D6(XO). 0 

Corollary 7.10. If two mappings 4> and 1/J of a metric space X into a 
metric space Y coincide on some open subset U of X, then 4> and 1/J are 
continuous (and discontinuous) at precisely the same points of U. 

Corollary 7.11. A mapping 4> of a metric space X into a metric space Y 
is continuous if and only if there exists an open covering of X consisting 
of sets U such that 4> is continuous on U relative to U. 

Example K. IT U is an open covering of a metric space X, and if {4>u }u eu 
is an arbitrary coherent collection of mappings (Prob. 1M) with the prop­
erty that each 4>u is a continuous mapping of U into a metric space Y, then 
it results at once from Corollary 7.11 that the supremum of the family { 4>u } 
is likewise a continuous mapping of X into Y. Moreover it is obvious that 
the assumption that the covering sets are open cannot be omitted in this 
construction (cf. Example F), but it is possible to replace that assumption 
by other conditions. Thus, suppose :F is a finite closed covering of X, let 
{ 4> F } FeF be a coherent collection of mappings with the property that each 
4> F is a continuous mapping of F into Y, and let 4> denote the supremum of 
{ 4> F }. IT Xo E X and if F1, .•. ,Fk is an enumeration of all of those sets in 
:F that contain Xo, then for a given positive number e there exist positive 
numbers 81, ... ,8k such that 

4> (D6i (xo) n Fi ) (= 4>Fi (D6; (xo) n Fi )) c De( 4>(xo)), i = 1, ... ,k. 
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Moreover, the union of all those sets in F that do not contain Xo is itself a 
closed set not containing xo, so there exists a positive number", such that 
D l1 (xo) meets only the sets FI. ... ,Fk , and if 0= ",1\01 1\ ... 1\ Ok, then it 
is clear that </>(D8(XO)) c De(</>(xo)), and hence that </> is continuous. 

It is possible to improve upon this last construction significantly. Sup­
pose F is a closed covering of X that is locally finite, meaning that each 
point x of X is contained in some open set that meets only finitely many 
of the covering sets. Then, once again, if {</>F} FEF is a coherent collec­
tion of mappings where, as before, each </>F is a continuous mapping of F 
into Y, then the supremum </> of the family {</> F } is a continuous mapping. 
Indeed, if Xo E X and if U is an open set containing Xo that meets only 
finitely many covering sets, then </>IU is continuous on U by the foregoing 
observation, and the continuity of </> follows immediately by Corollary 7.11. 

Definition. A mapping </> of a metric space X into a metric space Y is 
locally Lipschitzian if for each point x of X there is an open set U in X 
containing x such that </>IU is Lipschitzian. 

Since Lipschitzian mappings are necessarily continuous, it follows at once 
from Corollary 7.11 that locally Lipschitzian mappings are also continuous. 

Example L. To show that the multiplication mapping m(e,,,,) = e", is 
continuous as a complex-valued function on «:2 it suffices to prove that m 
is locally Lipschitzian with respect to anyone of the equivalent metrics of 
Problem 6C. But now 

so 

whence it follows that m is Lipschitzian with respect to the metric PI (with 
Lipschitz constant K) on the open set {(e,,,,) E C2 : lei, 1",1 < K}, and those 
open sets clearly cover C2 • Similarly, the division mapping d(e,,,,) = el", 
is continuous on the open subset of C2 on which it is defined, viz., the set 
{(e,,,,) E C2 : ", '" o}. For exactly similar reasons, if f is a complex [real] 
normed space, the mapping (A, x) -+ AX is continuous on C x f[R x fl. 

The following result, while very important, is an almost trivial conse­
quence of the definition of continuity. 

Proposition 7.12. Let X, Y, and Z be metric spaces, let </> be a mapping 
of X into Y, and let 1/J be a mapping of Y into Z, so that 1/J 0 </> : X -+ Z 
is a mapping of X into Z. If </> is continuous at a point Xo of X and 
1/J is continuous at the point Yo = </>( xo), then 1/J 0 </> is also continuous 
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at Xo. In particular, if </J and 1/J are both continuous, then 1/J 0 </J is also 
continuous. 

PROOF. It suffices to prove the first assertion of the proposition. Let </J be 
continuous at xo, let 1/J be continuous at Yo = </J(xo), and let c be a positive 
number. Then there exists.,., > 0 such that 1/J(D'1(Yo)) C De (1/J(yo)), and 
there also exists a positive number 8 such that </J(D.s(xo)) C D'1(Yo). But 
then, of course, (1/J 0 </J)(D.s(xo)) C De «1/J 0 </J)(xo)). 0 

Example M. Putting Proposition 7.12 together with Examples A, C, and 
L, we see that if II, ... , fk are any continuous complex-valued functions on 
a metric space X, and if P().l, ... , ).k) is an arbitrary complex polynomial, 
then the complex-valued function x -+ p(lI(x), ... , A(x)) is continuous. 
Similarly, if r().}, . .. ,).k) is an arbitrary complex rational function (i.e., 
if r().l,"" ).k) = P().l,.'" ).k)fq().},·.·, ).k), where P and q are polyno­
mials), then the complex-valued function x -+ r(lI(x), ... , fk(X)) is con­
tinuous on the (open) subset of X on which it is defined. Similarly, the 
function f(t) = tf(1 + ltD is a continuous mapping of R onto (-1, +1), 
and its inverse f-l(t) = tf(1 -ltD, It I < 1, is also continuous. Thus f is 
a homeomorphism of R onto (-1, +1) (cf. Example 2B). In the same vein, 
the mapping x -+ xfllxll is continuous on the set £\(0) in any normed 
space £. 

Example N. Let Xo and Xl be points of Euclidean space Rn and let a and 
b be real numbers such that a < b. The affine mapping <p defined by setting 

t-a b-t 
<p(t) = -b-Xl + -b-xo -a -a 

maps R continuously into Rn, and the restriction <PI [a, b llikewise maps the 
interval [a,bl continuously onto the line segment l(XO,Xl) joining Xo to Xl 
(Prob. 38). This mapping is the linear parametrization on [a, b 1 of l(xo, Xl). 

Suppose now that l' = {a = to < ... < tN = b} is a partition of [a, b j, 
and let 1/Jo be an arbitrary mapping of the finite set {to, ... , t N} into Rn. 
Then there exists a unique mapping 1/J of [a, b 1 into Rn with the property 
that for each i = 1, ... , N, 1/J1 [ti- l , til is the linear parametrization on the 
subinterval [ti-l, til of the line segment l(1/JO(ti-l), 1/JO(ti))' The mapping 1/J, 
which is continuous by virtue of Example K, is said to be piecewise linear 
with respect to l' and to be the piecewise linear extension of 1/Jo. This 
construction goes through without change if Rn is replaced by an arbitrary 
normed space. 

It is an elementary but profoundly important fact that the limit of a 
uniformly convergent sequence of continuous mappings is continuous. 
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Proposition 7.13. Let (X, p) and (Y, 0-) be metric spaces and let {¢n}~=l 
be a sequence of bounded mappings of X into Y converging uniformly 
to a limit ¢. If infinitely many of the mappings ¢n are continuous at a 
point Xo of X, then ¢ is also continuous at Xo. 

PROOF. Suppose ¢n is continuous at Xo for infinitely many values of n, and 
let c be a positive number. If the positive integer N is chosen large enough 
so that Poo(¢,¢n) < c/3 for all n ~ N, and if no is a positive integer such 
that no ~ N and such that ¢no is continuous at Xo, then there exists a 
positive number 8 such that p(xo, x) < 8 implies o-(¢no(XO),¢no(x)) < c/3. 
But then by the triangle inequality we have 

0-( ¢(xo), ¢(x)) ~ 0-( ¢(xo), ¢no (xo)) + 0-( ¢no (xo), ¢no (x)) 
+ o-(¢no(x), ¢(x)) < c/3 + c/3 + c/3 = c 

whenever p(xo, x) < 8. Thus ¢ is continuous at Xo. o 

Corollary 7.14. The limit of a uniformly convergent sequence of bounded 
continuous mappings of one metric space X into another metric space 
Y is itself continuous. In other words, the set of continuous mappings in 
the metric space 8(X; Y) is closed in the metric of uniform convergence. 

We have already introduced a number of concepts related to the basic 
notion of continuity of mappings between metric spaces. Here is yet another 
one. 

Definition. Let (X, p) and (Y, 0-) be metric spaces and let ¢ : X -+ Y be 
a mapping of X into Y. Then ¢ is uniformly continuous on X iffor each 
positive number c there exists a positive number 8 such that p(x, x') < 8 
implies o-(¢(x), ¢(X')) < c for all x, x' in X. 

A mapping such as 1> is continuous on X if for each individual point 
Xo of X and for each positive number c there exists a positive number 
{j such that p(x, xo) < {j implies U(1)(x) , 1>(xo» < c. The distinguishing 
feature of uniform continuity is the requirement that, given c, it must be 
possible to choose {j so as to make this implication valid for all points Xo 
simultaneously, or, as it is said, uniformly in Xo. Thus it is clear that every 
uniformly continuous mapping is continuous, but the converse is false. 

Example O. All Lipschitzian mappings are automatically uniformly con­
tinuous. (Indeed, if 1> satisfies a Lipschitz condition with Lipschitz con­
stant M, then for given positive c we have but to set 8 = c / M in the 
definition of uniform continuity.) Thus the projections of any finite prod­
uct Xl X •.. X Xn of metric spaces onto the various factors are uniformly 
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continuous with respect to any of the standard product metrics Pp (Prob. 
6H). 

Example P. The function f(t) = t2 , regarded as a mapping of R into 
itself, is neither uniformly continuous nor Lipschitzian, but it is locally 
Lipschitzian. Thus, being locally Lipschitzian does not imply uniform con­
tinuity. The function g(t) = 0, regarded as a mapping of the closed ray 
R+ = [0, +00) onto itself, is uniformly continuous (indeed, it is readily seen 
that if s, t ~ 0 and if Is - tl < c2 , then 1y'S - 01 < c) but not locally Lip­
schitzian (since 9 is not Lipschitzian in any open set containing the point 
t = 0). Thus the uniform continuity of a mapping does not imply that it 
is either Lipschitzian or locally Lipschitzian. 

Next, for each positive integer n, set 

(t) _ {nt, 0::; t ::; 1/n2 , 
gn - 0, t> 1/n2. 

Each gn is a continuous monotone increasing mapping of R+ onto itself, 
and the sequence {gn}~=l is readily seen to converge monotonely upward 
and uniformly to the limit g. But while each function gn is Lipschitzian on 
R+ (with Lipschitz constant n), the limit g is not even locally Lipschitzian 
there. (A further refinement of these observations will be found in Problem 
L.) On the other hand, an obvious modification of the proof of Proposition 
7.13 establishes the following result: The limit of a uniformly convergent 
sequence of uniformly continuous mappings is uniformly continuous. 

Example Q (The Cantor-Lebesgue Function). We define a real-valued 
function ho on the Cantor set C as follows: H tEe and t = 0.1]11J2 •• • 1]n ••• 

is the unique one-free ternary expansion of t, then 

( ) 1]1 1J2 ho t = 0.2 2 ... , (2) 

where the expansion in the right-hand member of (2) is taken to be a binary 
expansion. (See Theorem 2.12j for details concerning the Cantor set and 
its construction, cf. Example 60.) It is obvious that the mapping ho is 
monotone increasing, and it is also easily seen that ho maps C onto the unit 
interval [0,1]. (Indeed, if 0.c1c2 ... is a binary expansion of an arbitrary 
element s of [0,1], and if we set 1]n = 2cn, n E N, then 0.1]11J2 .•. is the 
ternary expansion of an element t of C such that ho(t) = Sj alternatively, 
it may be observed that ho is just the composition 1/J 0 4>-1 where 4> and 1/J 
are as in Example 41.) Moreover, ho is uniformly continuous. Indeed, if c: is 
a given positive number and if n is chosen large enough so that 1/2n < c, 
then Is - tl < 1/3n with s and t in C implies that the one-free ternary 
expansions of s and t agree through the first n terms, and hence that the 
binary expansions of ho (s) and ho (t) also agree through the first n terms. 
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But then Iho(s) - ho(t)1 :5 I/2n < c. (However, the uniformly continuous 
mapping ho is not locally Lipschitzian on C as may be seen from the fact 
that if we set s = ° and t = I/3n , then ho(t)-ho(s) = I/2n = (3/2)n(t-s). 
In this connection, see Problem M.) 

Suppose now that U is one of the bounded open intervals contiguous to 
C. Then, as has been noted (cf. Example 60 once again), there exists a 
sequence {77b ... , 77k} of zeros and twos (possibly vacuous) such that 

U = (0.771 ... 77k022 ... , 0.771 ... 77k200 ... ) 

(in ternary notation), and it is at once clear that 

ho (0·771 ... 77k022 ... ) = ho (0·771'" 77k200 ... ) = O.~ ... ~ 100 ... 

Thus ho assumes the same value at the endpoints of every bounded interval 
contiguous to C, from which it follows at once that there exists a unique 
monotone increasing function h on [0,1] that agrees with ho on C, and that 
the function h is a continuous mapping of [0, 1] onto itself. This remarkable 
function, which is, of course, constant on each of the bounded open intervals 
contiguous to C, is known as the Cantor-Lebesgue function. (In connection 
with this construction and the following one, see also Problem J.) 

Example R (A Peano Curve). In a similar fashion we can define a contin­
uous mapping t/>o ofthe Cantor set C onto the unit square Q = [0,1] x [0, 1] 
by setting 

"" ( ) (771 773 1/2n-l 1/2 774 1/2n ) 
'f'0 0.111 .. ·77n"· = 0'22"'-2- .. ·,0'22"'2'" , (3) 

where, as in the preceding example, the expansion in the left-hand member 
of (3) is the one-free ternary expansion of the general element of C, while 
the two expansions in the right-hand member of (3) are binary expansions. 
(The proof that t/>o maps C onto Q in a uniformly continuous fashion is 
substantially the same as that in Example Q and is omitted.) Here, as 
before, the mapping rPo may be extended to a continuous mapping rP of 
the entire unit interval [0, 1] onto Q by defining rP to be linear on each of 
the bounded open intervals contiguous to C. If this is done, the interval 
[1/3,2/3] is mapped linearly by rP onto the line segment £((1/2, 1), (1/2,0», 
the intervals Uo and U1 onto the line segments shown in Figure 3, and so 
on. (We shall return to this construction in Chapter 8.) 

It is customary to call an arbitrary continuous mapping of a real interval 
[a, b] into a metric space X a curve in X (with parameter interval [a, b D. 
Thus the mapping rP just constructed is a planar curve, i.e., a curve in lR.2, 
with the startling property that the range of rP contains a nonempty open 
subset of ]R2. Such curves were first discovered by G. Peano [21] and are 
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known generically as Peano (space-filling) curves. The interested reader 
will have no difficulty in defining similar Peano curves that fill nonempty 
open subsets of Euclidean space IRn of arbitrary dimension (cf. also Problem 
81). 

(1,1) 

U01 Uii 

Uo Ut 
Uoo Ulo 

(0,0) 

Figure 3 

Before turning to the subject of limits, we conclude our initial discussion 
of continuity with the introduction of a notion that is frequently useful in 
the study of real-valued functions. For technical reasons it is desirable to 
define the concept for extended real-valued functions. 

Definition. An extended real-valued function I on a metric space (X,p) 
is upper semicontinuo'US at a point Xo of X if for each extended real 
number u such that I(xo) < u there exists a positive number 8 such that 
p(x,xo) < 8 implies I(x) < u (or, in other words, such that I(x) < u 
for all x in D6(XO»' Dually, I is lower semicontinuo'US at Xo if for 
each extended real number s such that I(xo) > 8 there exists a positive 
number 8 such that p(x,xo) < 8 implies I(x) > s. Finally, I is upper 
[lower] semicontinuo'US on X if it is upper ~ower] semicontinuous at 
every point of X. 

Since no metric has been defined on the extended real number system, it 
would be inaccurate to say that these definitions constitute generalizations 
of the earlier notion of continuity (but see Example 9K). The exact state 
of affairs is set forth in the following elementary proposition, the proof of 
which is omitted. 
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Proposition 7.15. If f is an extended real-valued function defined on a 
metric space (X, p), and if Xo is a point of X at which f is finite-valued 
(-00 < f(xo) < +00), then f is upper [lower] semicontinuous at Xo if 
and only if for each given positive number c there exists 6 > 0 such 
that p(x, xo) < 6 implies f(x) < f(xo) + c [f(x) > f(xo) - c]. Thus, 
a finite real-valued function f on X is continuous on X [at a point Xo 
of X] if and only if it is both upper and lower semicontinuous on X [at 
xo]. An extended real-valued function f on X is automatically upper 
semicontinuous at any point at which it assumes the value +00; dually, f 
is automatically lower semicontinuous at any point at which it assumes 
the value -00. 

The following results are reminiscent of Proposition 7.1 and Theorem 
7.4. 

Proposition 7.16. Let f be an extended real-valued function defined on 
a metric space X. Then f is upper semicontinuous at a point Xo of X 
if and only if 

limsupf(xn) :5 f(xo) 
n 

for every sequence {Xn}~=l in X such that Xn - Xo (cl Example 6L). 
Dually, f is lower semicontinuous at Xo if and only if 

for every sequence {Xn}~=l in X such that Xn - Xo. 

PROOF. We treat only the former assertion; the latter result is proved 
similarly. Furthermore, it clearly suffices to deal with the case f(xo} < +00. 
Suppose that f is upper semicontinuous at Xo and let {xn } be a sequence in 
X converging to Xo. If c is a positive number, and if 6> 0 is chosen so that 
f(x} < f(xo} + c for all x in D6(XO}, then it is clear that f(xn} < f(xo} + c 
eventually, and hence that limsuPn f(xn} :5 f(xo} +c. Since c is arbitrary, 
this proves that limsuPn f(xn} :5 f(xo}, as was to be shown. 

Suppose, on the other hand, that f is not upper semicontinuous at Xo. 
Then there exists a positive number co so small that for every positive 
integer n the ball D1/n{xo} contains points x such that f(x) ~ f{xo} + co. 
But if, for each n, Xn is such a point of D1/n{xo}, then the sequence {xn} 
converges to Xo whUe the sequence {f(xn}} is bounded below by f(xo}+co, 
whence it follows at once that limsuPn f(xn} ~ f(xo} + co> f(xo). 0 

Proposition 7.17. An extended real-valued function f on a metric space 
X is upper semicontinuous on X if and only if {x EX: f (x) < u} is open 
in X for every finite real number u. Dually, f is lower semicontinuous if 
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and only if the set {x EX: f (x) > s} is open in X for every finite real 
number s. 

PROOF. Once again it suffices to prove the former assertion (cf. Problem 
N). Suppose first that f is upper semicontinuous, let u be a (finite) real 
number, and set U = {x EX: f(x) < u}. If Xo E U, then by definition 
there exists 8 > 0 such that Do (xo) C U, so U is open, and the stated 
condition is satisfied. Suppose, on the other hand, that the stated condition 
is satisfied. If f(xo) < u, where u is an extended real number, then either 
u is finite, in which case it is clear that f(x) < u holds on some open ball 
Do(xo), 8 > 0, or else u = +00, in which case we have but to select a finite 
real number u' such that f(xo) < u' in order to see that f is finite-valued 
on an open ball Do(xo), 8> o. 0 

The foregoing result has the following two interesting consequences (cf. 
also Problem Q). 

Corollary 7.18. Let f be an extended real-valued function on a metric 
space X. If f is upper semicontinuous, then for each extended real 
number t the set {x EX: f(x) ::; t} is a Go in X. Dually, if f is 
lower semicontinuous, then the set {x EX: f (x) ~ t} is aGo for each 
extended real number t. 

PROOF. It suffices as before to prove the former assertion, so we assume 
f to be upper semicontinuous. The set {x EX: f(x) ::; -oo} is the 
intersection of the sequence of open sets {x EX: f (x) < -n}, n EN, 
while {x EX: f(x) ::; +oo} = X. On the other hand, if t is finite, 
then {x EX: f ( x) ::; t} is the intersection of the sequence of open sets 
{x EX: f(x) < t + (l/n)},n E N. 0 

Corollary 7.19. The infimum (taken pointwise in R~) of an arbitrary col­
lection of upper semicontinuous functions on a metric space X is again 
upper semicontinuous on X. Dually, the supremum of an arbitrary col­
lection of lower semicontinuous functions is lower semicontinuous. In 
particular, the pointwise limit of a monotone decreasing [increasing] se­
quence of continuous real-valued functions on X is upper [lower] semi­
continuous. 

PROOF. It suffices to prove the first assertion of the corollary. Let each 
function f in a collection :F be upper semicontinuous, and let g(x) = 
inf{f(x) : f E :F}, x E X. If u denotes a finite real number, then 
g(x) < u if and only if f(x) < u for some f in:F. In other words, the 
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set {x EX: g(x) < u} coincides with the union 

U {x EX: f(x) < u}, 
JEF 

and is therefore an open set. o 

It is a remarkable fact that the last assertion of Corollary 7.19 has a 
valid converse (provided one sticks to finite-valued functions). 

Proposition 7.20 (Baire [1]). Ilh is an arbitrary finite-valued upper semi­
continuous function on a metric space X, then there exists a monotone 
decreasing sequence Un} of continuous real-valued functions on X that 
converges pointwise to h. Dually, every finite-valued lower semicontin­
uous real-valued function k on X is the pointwise limit of a monotone 
increasing sequence {gn} of continuous real-valued functions. 

PROOF. As before, it suffices to prove either one of the two dual assertions, 
and this time it seems slightly more convenient to deal with the latter. 
Suppose, then, that k is a finite-valued lower semicontinuous function on 
X, and let us suppose also, to begin with, that k is bounded and, in fact, 
takes its values in the open unit interval (0,1). For each positive integer 
N, and for each i = 1, ... , N, set Ui,N = {x EX: k{x) > i/N}. It is 
obvious that the sets U1,N, ... , U N,N are nested (U1,N :::> ••• :::> U N,N), and 
also that UN,N = 0 for each N. Moreover, since k is lower semicontinuous 
by hypothesis, the sets Ui,N are all open. Hence, for each i = 1, ... , N -1, 
there exists a monotone increasing sequence {g::'}~=l of continuous real­
valued functions on X converging pointwise to the function ki,N = XU;,N 

(see Problem F). Next let us define 

1 
kN = N (k1,N + ... + kN-l,N) 

and also 
1 

g;:' = N (g;;'N + ... + g;:'-l,N) 

for all positive integers m and N. The functions g;:' are all continuous on 
X and the sequence {g;:'}~=l clearly tends upward to kN. Also if x is in 
Ui,N\Ui+l,N for some i = 1, ... ,N -1, then i/N < k(x) ~ (i+1)/N, while 
kN{X) = i/N. Likewise, if x ¢ U1,N, then k{x) ~ l/N while kN{X) = O. 
Thus at every point x of X we have 

1 
kN{x) < k{x) ~ kN(X) + N' 

and therefore limmg;:'(x) = kN(X) ~ k(x) - (liN). Finally, we define 

gm = g!. V ... V g:, 
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for each positive integer m. Then 9m is real-valued and continuous (since 
each of the functions 9:n, ... ,9::! is), and 9m :::; k (since this is also true of 
each of the functions 9:n, ... ,9::!). Moreover the sequence {9m} is clearly 
monotone increasing, and its pointwise limit (w4ich is the same as its point­
wise supremum) is at least as great as that of the sequence {9~} for any 
given index N. Thus lim m 9m(x) = k(x) at every point x of X. 

Suppose next that k is merely bounded. It is easy to find positive num­
bers A and B such that the function k = Ak + B takes its values in (0,1). 
Since k is lower semicontinuous along with k (Prob. N), there exists a mono­
tone increasing sequence {gm} of continuous functions tending pointwise 
to k, and if we set 9m = (I/A)(gm - B), the functions 9m are continuous, 
and the sequence {9m} tends pointwise upward to k. 

Suppose, finally, that k is an arbitrary finite-valued lower semicontinuous 
function on X. We have recourse once again tQ the standard homeomor­
phism ¢(t) = t/(1 + It I) of lIt onto (-1, +1) (Ex. 2B). The composition 

is lower semicontinuous along with k (Prob. 0), and is also bounded. Hence 
there exists a monotone increasing sequence {9m} of continuous real-valued 
functions tending pointwise to k. Moreover, we may and do assume each 
function Ym to be bounded below by -1 (since we may simply replace Ym 
by Ym V-I; cf. Problem H). What is needed, however, is a sequence-say 
{Y:n}-that tends upward to k and is such that each Y:n takes its values in 
(-1, +1), and while it is clear that no Ym takes on the value +1 (since k 
does not, and 9m :::; k), there is no reason to suppose that the functions Ym 
do not assume the value -1 at various points of X. To take care of this 
technicality we define 

00 

"'"' 1~ 1~ ~ -n~ 
9m = 29m + 49m+1 + ... = L.J 2 9m+n-l· 

n=l 

As the sum of a uniformly convergent series of continuous functions, the 
function Y:n is continuous for each index m (Cor. 7.14). Moreover, it is 
readily seen that 

for each index m (since E~12-n = 1). Hence the sequence {Y:n} tends 
pointwise upward to k. But also (and this is what we were after) the 
equality Y:n(x) = 9m(x) occurs at a point x when and only when Ym(x) = 

Ym+1(x) = ... = Ym+n(x) ... , which implies that Ym(x) = k(x) > -1. 
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Thus each function ~ takes all of its values in the open interval (-1, +1), 
and we have but to define 

~-1 "" ~ 
gm = ¢ 0 gm = 1 _ I~ I' mEN, 

to obtain a sequence of continuous real-valued functions {gm} tending 
pointwise upward to the originally given function k. 0 

The following result is noteworthy, not only for its content but also for 
its delicate proof. 

Proposition 7.21 (Hahn Interpolation Theorem [9)). Let h and k denote, 
respectively, a finite-valued upper semicontinuous function and a finite­
valued lower semi continuous function on the same metric space X, and 
suppose h(x) S k(x) at each point x of X. Then there exists a continuous 
function c on X such that h S c S k. 

PROOF. By Proposition 7.20 there exists a monotone decreasing sequence 
{fn}~=1 of continuous real-valued functions on X tending pointwise to h, 
and likewise a monotone increasing sequence {gn}~=1 of continuous func­
tions tending pointwise to k. Using these two sequences, we define a third 
sequence {Pn}~1 as follows: 

P2k-1 = fk - gk, P2k = !k - gk+1, kEN. 

From this definition it is clear that {Pn} is a monotone decreasing sequence 
of continuous functions converging pointwise to the difference h - k S O. 
Somewhat less obvious, but still readily verified, is the fact that the infinite 
series 

<Xl 

g1 + I:(-lt+1Pn (4) 
n=1 

is telescoping. Indeed, if Sn denotes the nth partial sum of (4), then {sn} is 
the sequence {gl, h, g2, h, .. ·} (so that for each index k, S2k-1 = gk while 
S2k = fk). 

Next we set qn = p1;, n EN, and modify the series (4) by replacing each 
Pn in it by the corresponding nonnegative qn, thus constructing the series 

<Xl 

g1 + I:(-1)n+lqn . (5) 
n=1 

Inasmuch as the sequence {qn} is monotone decreasing along with {Pn}, 
and tends pointwise to (h - k)+ = 0, the series (5) is pointwise convergent 
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by the alternating series test. Hence we may, and do, define a function c 
on X by setting 

(Xl 

c( x) = gl (x) + ~) -1) n+ 1 qn (x), x E X. 
n=l 

Concerning the function c we note first that at each point x of X the se­
quence {qn(x)} is obtained from the monotone decreasing sequence {Pn(x)} 
by replacing all terms by zeros beginning with the first negative Pn(x) (if 
there is one). Suppose the sequence {Pn (x)} is eventually negative and that 
the first negative Pn(X) occurs when n is odd-say for n = 2k - 1. Then 
c(x) is equal to S2k-l(X) = gk(X), and we have A(x) < gk(X). Thus, 

hex) S fk(X) < c(x) = gk(X) S k(x). 

On the other hand, if the sequence {Pn(x)} is eventually negative, and if 
the first negative term Pn(x) occurs when n is even-say for n = 2k-then 
c(x) = S2k(X) = fk(X), and we have A(x) < gk+1(X). Thus, once again, 

hex) S A(x) = c(x) < gk+1(X) S k(x). 

Finally, if x is a point of X at which the sequence {Pn(x)} is always non­
negative, then qn(x) = Pn(x) for all n, the series (5) coincides with (4) at 
x, and we have 

c(x) = hex) = k(x). 

Thus in all cases we find hex) S c(x) S k(x)j the function c is everywhere 
between the functions h and k. But also-and this is the striking feature 
of the entire construction-as the pointwise limit of the alternating series 
(5), the function c is both the pointwise limit of the increasing sequence 
of odd partial sums and of the decreasing sequence of even partial sums 
of (5). Thus c is a finite-valued function that is both lower and upper 
semicontinuous (Cor. 7.19) and is therefore continuous (Prop. 7.15). 0 

Note. It is essential in this proposition that the larger of the two functions 
be lower semicontinuous and the smaller upper semicontinuous, as may 
readily be seen by consideration of the characteristic functions of the open 
and closed unit intervals. 

Example S (Tietze Extension Theorem). Let F be a nonempty closed 
subset of a metric space X. If a real-valued function ho is defined and 
upper semicontinuous on F, and if ho is bounded below on F by a, then 
the extension 

hex) = {ho(x), x E F, 
a, x E X\F, 
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is readily seen to be upper semicontinuous on all of X. Dually, if ko is 
defined, lower semicontinuous, and bounded above on F by b, then 

k(x) = {ko(x), x E F, 
b, x E X\F, 

defines a lower semicontinuous function on X. 
Suppose now that 10 is a real-valued function that is defined, continuous 

and bounded on F, and set a = infzEF lo(z) and b = SUPzEF lo(z). Then 
the functions hand k defined by 

hex) = {/o(x), x E F, 
a, x E X\F, 

and k(x) = {/o(x), x E F, 
b, x E X\F, 

are, respectively, upper and lower semicontinuous on X, with h :S k. Hence, 
by the Hahn interpolation theorem, there exists a continuous real-valued 
function I on X such that h :S I :S k. But then a :S I{x) :S b on X and 
I = 10 on F. Thus a bounded continuous real-valued function 10 defined 
on a nonempty closed subset 01 a metric space X admits a continuous 
extension I to all 01 X having the same upper and lower bounds as 10. 

We conclude this chapter with a discussion of the idea of the limit at a 
point of a mapping of one metric space into another. 

Definition. Let A be a subset of a metric space X, let ¢ be a mapping 
of A into a metric space Y, and let ao E A -. Then a point Yo of Y is 
the limit 01 ¢(x) as x approaches (or tends to) ao through A (notation: 
lim"'-4o ¢(x) or, when A = X, simply lim",-+ao ¢(x» if for every positive 

",eA 

number c there exists a positive number 8 such that ¢(D6(aO) n A) is 
contained in De{Yo). 

Note. When X = R and ¢ is defined on a nonempty open interval U = 
{a, b), the notion of the limit of ¢ as t tends to a or b through U clearly 
agrees with the earlier limt.!a ¢(t) or limtlb ¢(t) introduced in Example 61. 

Proposition 7.22. If ¢ is a mapping of a subset A of a metric space (X, p) 
into a metric space (Y, 0"), and if ao E A-, then either there is no point 
Yo ofY such that Yo = lim"'-4o ¢(x) (in which case the limit of <J>{x) as 

",eA 

X tends to ao through A fails to exist) or there is exactly one such limit. 

PROOF. Suppose Yo = lim"'-4o ¢(x) and Yl = lim.,-4o ¢(x) where Yo =f. Yl. 
zEA zEA 

If c is sufficiently small (c < O"(Yo, Yd/2), the balls De(Yo) and De(Yl) are 
disjoint. On the other hand, by hypothesis, there exist positive numbers 80 

and 81 such that ¢(D6o{aO) n A) c De(Yo) and ¢(D61 (ao) n A) c De(Yl). 
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But then if 6 = 60 /\ 61 , we must have Do(ao) n A = 0, which is impossible 
since ao E A - . 0 

There is a sequential criterion for the existence of limits. The following 
argument may be compared to the proof of Proposition 7.1. 

Proposition 7.23. Let X and Y be metric spaces, let ¢ be a mapping of a 
subset A of X into Y, and let ao be a point of X belonging to A -. Then 
Yo = lim "-ao ¢(x) if and only if ¢(xn) -+ Yo for every sequence {xn} in 

"EA 

A such that Xn -+ ao. Moreover, if Yo = lim",-ao ¢(x), and if {XAhEA 
zEA 

is an arbitrary net in A that converges to ao, then limA ¢(X>..) = Yo. 

PROOF. Suppose first that Yo = limz-ao ¢(x). Let {x>..} be a net in A 
"'EA 

converging to ao, and let c be a positive number. By definition there exist 
a positive number 6 such that ¢(Do(ao) n A) c De:(Yo) and an index Ao 
such that x>.. E Do(ao) for all A 2: Ao. But then ¢(x>..) E De:(Yo) for all 
A 2: Ao, and since c is arbitrary, this shows that lim>.. ¢(x>..) = Yo. Thus 
the stated criterion is necessary. To see that the corresponding sequential 
criterion is sufficient, suppose it is not the case that lim",-ao ¢(x) = Yo. 

"'EA 

Then there exists a positive number co so small that De:o (yo) does not 
contain any set of the form ¢(Do(ao) n A), 6> O. Hence, in particular, for 
each positive integer n there exists a point Xn of D 1/ n (ao) n A such that 
¢(Xn) rt De:o(Yo), But then {xn} is a sequence in A that converges to ao, 
while {¢(xn)} clearly does not converge to Yo. 0 

In dealing with limits, and in other contexts as well, the following notion 
is sometimes extremely useful. 

Definition. A nonempty collection B of nonempty subsets of a set X is a 
filter base in X if for every nonempty finite subcollection {Bl' ... , Bn} 
of B there is a set B in B such that B c Bl n ... n Bn. A filter base B 
in a metric space X is said to be convergent to a point ao of X, or to 
have limit ao (notation: ao = lim B), if for every positive number c the 
ball De:(ao) contains a set B belonging to B. Likewise, a point a of X 
is an adherent point of B or, more generally, of an arbitrary nonempty 
collection C of subsets of X, if for every positive number c the ball De: (a) 
meets every set C of C, or, equivalently, if a E nCEc C-. (Just as in 
the case of nets, the limit of a filter base in a metric space is unique if 
it exists. Adherent points of a filter base, on the other hand, may exist 
in abundance.) 

Example T. Any nonempty nested collection of nonempty subsets of a 
set X is a filter base. Hence if ao is a point of a metric space X, and if M 
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is an arbitrary nonempty set of positive real numbers, then the collection 
'DM = {Dr(ao) : rEM} is a filter base in X, and this filter base converges 
to ao whenever inf M = O. Moreover, if M is a set of positive real numbers 
such that inf M = 0, and if A is a subset of X, then the trace on A of the 
filter base V M, that is, {Dr(ao) n A: rEM}, is a filter base in A (and in 
X) when and only when ao E A - . 

The following elementary result is a more or less immediate consequence 
of the foregoing example. (There is an analogous criterion for continuity 
phrased in terms of filter bases; see Problem V.) 

Proposition 7.24. Let ¢ be a mapping of a subset A of a metric space 
X into a metric space Y, and let ao be a point of A -. Then a point 
Yo of Y is the limit of ¢( x) as x approaches ao through A if and only 
if Yo = lim¢(V) where'D = {Dr(ao) n A : r > O} (see Problem S(v)). 
Moreover if, for anyone set M of positive real numbers such that inf M = 
0, we have Yo = lim ¢('DM) , where V M = {Dr(ao) n A: rEM}, then 
Yo = lim.,-ao ¢(x). Finally, if Yo = lim.,-ao ¢(x), and ifB is an arbitrary 

zEA zEA 

filter base in A such that ao = limB, then Yo = lim¢(B). 

The relations between continuity and limits are obvious on the basis of 
either the definition or any of the foregoing criteria. 

Proposition 7.25. Let ¢ be a mapping of a subset A of a metric space 
X into a metric space Y, and let ao be a point of A-. If ao ¢ A, then 
the limit of ¢( x) as x tends to ao through A exists if and only if there 
exists a (necessarily unique) point Yo of Y with the property that, if ¢ 
is extended to a mapping ¢ on Au {ao} by defining ¢(ao) = Yo, the 
extended mapping ¢ is continuous at ao relative to AU {ao}. Moreover, 
if such a point Yo exists, then Yo = lim .,-0.0 ¢( x). On the other hand, if 

.,eA 
ao E A, then the limit of ¢(x) as x tends to ao through A exists if and 
only if ¢ is continuous at ao (relative to A), and in this case the limit 
must coincide with ¢(ao). 

Note. As this last proposition clearly shows, when the point ao belongs 
to the domain of definition of the mapping, our notion of the limit of 
the mapping at ao differs from the one customarily introduced in calculus 
courses. This latter notion of limit, which corresponds in our notation to 

lim ¢(x), 
3:-°0 

.,eA\{ao} 

is the subject of Example U. 
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Example U. If Xo is a point of Euclidean space ]Rn, then a subset N of]Rn is 
called a punctured neighborhood of Xo if there exists a positive radius r such 
that N :::> Dr(xo)\{xo}. Let 9 be a complex-valued function defined and 
never equal to zero on some punctured neighborhood of Xo, and let I be an 
arbitrary complex-valued function defined on a punctured neighborhood of 
Xo. Then one says that I vanishes at Xo to the same order as 9 (or that I is 
"big oh" of g) (notation: I(x) = O(g(x»), if there exists some (sufficiently 
small) punctured neighborhood of Xo on which the function I(x)fg(x) is 
bounded. Likewise, one says that I vanishes at Xo to a higher order than 
9 (or that I is "little oh" of g) (notation: I(x) = o(g(x))), if 

lim I(x)fg(x) = 0, 
~-%O 

.,EN 

where N denotes any punctured neighborhood of Xo on which I(x)fg(x) is 
defined. (It is obvious that such punctured neighborhoods exist, and that 
the defined concept is independent of which such punctured neighborhood 
is used.) 

Of particular interest in mathematical analysis is the case in which g(x) 
equals some power of the polar distance rex) = P2(X, xo) from x to Xo. If I 
is a real-valued function defined in a punctured neighborhood of Xo and if 
a denotes a positive number, then I vanishes at Xo to order a if 1= O(ra ), 

while I vanishes at Xo to a higher order than a if I = o( ra ). 

Example V. Let U be an open set in ]Rn, let ¢ be a mapping of U into 
]Rm, and let Xo be a point of U. In the language of advanced calculus the 
mapping ¢ is differentiable at Xo if there exists a linear transformation T 
of]Rn into ]Rm such that 

(6) 

From this definition it is clear, on the one hand, that if ¢ is differentiable at 
Xo, then it is automatically continuous there. (Recall that Tis continuousj 
see Example E.) On the other hand, it is not hard to see that if ¢ is 
differentiable at Xo, and !I, ... , 1m denote the coordinate functions of ¢, so 
that ¢( x) = (!I (x), ... , 1m (x», x E U, then the matrix A = (aij) defining 
the linear transformation T in (6) (see Example 3Q) is necessarily given by 

for each pair (i, j) ofindices, i = 1, ... ,mj j = 1, ... ,n. (In particular, all of 
these partial derivatives must exist at any point at which ¢ is differentiable.) 
The linear transformation T, which is thus seen to be uniquely determined 
by (6) when it exists, is called the differential of ¢ (notation: d¢). 
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7 Continuity and limits 

While the limit of a mapping at a point is defined in such a way as to 
provide an extension of the given mapping that is continuous at just that 
one point, it turns out that the formation of limits automatically gives rise 
to a continuous mapping on the set where those limits exist. 

Proposition 7.26. Let X and Y be metric spaces, let </> be a mapping of 
a subset A of X into Y, let ..4 denote the subset of A-consisting of all 
those points a at which the limit of </>(x) exists as x tends to a through 
A, and for each point a of ..4 set 

;;(a) = lim </>(x). 
z~" 
zEA 

- -Then </> is a continuous mapping of A into Y. 

PROOF. Let ao be a fixed point of ..4, let Yo = ;;(ao), let e be a positive 
number, and let 8 be a positive number such that </>(D6(ao)nA) c De/2 (yo). 
(Such a 8 exists by the definition of ;;.) We shall show that ;;(D6 (ao) n..4) 
is contained in De(yo), thus proving that;; is continuous at ao relative to 
..4, and since ao is an arbitrary point of ..4, this will complete the proof. To 
this end let a belong to D6(ao) n..4, and let 17 be a positive radius small 
enough so that D1}(a) C D6(aO)' Then </>(D1} (a) n A) c De/2 (yo), and since 
;;(a) E [</>(D1}(a) n A)]-, it follows that ;;(a) belongs to [De/2 (yo)]-. Thus 

;;(D6(ao) n..4) c De(Yo), D 

Note. The sets A and A of the preceding proposition may intersect or not 
(see Example X below), but the mappings </> and;; are coherent in any case 
by virtue of Proposition 7.25 (cf. Problem 1M). Thus, ¢U;; is an extension 
of ¢ to A U..4, but this mapping is continuous only at the points of A. 
Special interest attaches to the case A c ..4, which is, of course, the case in 
which </> is continuous on A to begin with. 

Definition. Let X and Y be metric spaces, and let </> be a continuous 
mapping of a subset A of X into Y, ~o that the set ..4 of Proposition 
7.26 contains A. Then the mapping ¢ is a continuous extension of </>, 
and we say that;; results from extending </> by continuity. 

Example W. Let C denote the Cantor set (Ex. 60), and let fo be the 
real-valued function on [0, 1]\C that is constantly equal to 0.e1 ... ek1OO ... 
(binary expansion) on the contiguous interval Ue1, ... ,e/o' Then fo agrees 
with the Cantor-Lebesgue function h of Example Q on a dense subset of 
[0,1], so h results from extending the function fo by continuity. Similarly, 
the space-filling curve of Example R may be recaptured as the extension 
by continuity of an explicitly defined mapping of [0, 1]\C into ]R2. 
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7 Continuity and limits 

For real-valued functions the notion of limit can be split into two dual 
notions, just as the concept of continuity is split into the two dual concepts 
of semicontinuity. Here again it is convenient to deal with extended real­
valued functions. 

Definition. Let A be a subset of a metric space X, and let f be an 
extended real-valued function defined on A. For each point ao of the 
closure A-we define the limit superior (or upper limit) of f (x) as 
x tends to ao through A (notation: lim sup "'-"0 f(x) or, when A = 

",eA 

X, limsup",-+ao f(x» as follows: For each positive radius e we first set 
M(jjao,e) = sup{f(x): x E De(ao) nA}, and then define 

limsupf(x) = inf M(jj ao, e) = limM(jjao,e). 
"'-"0 e>O e!O 
",eA 

(This latter equation is correct since M (j j ao, e) is a monotone increasing 
function of e, as is readily seenj cf. Example 6J.) Dually, we define 
m(jjao,e) = inf{f(x): x E De(ao) nA} for each e > 0 and then define 
the limit inferior (or lower limit) of f(x) as x tends to ao through A 
(notation: liminf ''-''0 f(x) or, when A = X, liminf",-+ao f(x» by setting 

.. eA 

liminf f(x) = supm(jj ao, e) = lim m(jj ao, e) . .... -;;;~o e>O e!O 

(The latter equation is valid this time because m(j j ao, e) is a monotone 
decreasing function of e.) 

From these definitions it is apparent that for any extended real-valued 
function f on a subset A of a metric space X we have 

li~inf f(x) ~ lim sup f(x) 
Z GO Z-Go 

zEA zEA 

at every point ao of A -, and 

liminf f(x) ~ f(xo) ~ lim sup f(x) 
%-11:0 :1:-::1:0 
zeA z€A 

at every point Xo of A. Moreover it is clear that if f is finite-valued on A, 
then the limit of f(x) as x tends to a point ao of A- exists at a point ao of 
A- when and only when liminf .. -"o f(x) and limsup .. -"o f(x) are equal 

zEA zEA 

and finite, in which case we have 

lim f(x) = liminf f(x) = limsupf(x). 
Z-Q.O Z-GO :1:-0.0 
zeA zEA zEA 
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7 Continuity and limits 

Other properties of these concepts are set forth in the following propo­
sition. 

Proposition 7.27. Let A be a subset of a metric space X, let f be an 
extended real-valued function defined on A, and for each point ao of A­
set 

m(ao) = liminf f(x), 
:1:-°0 
zeA 

M(ao) = lim sup f(x). 
z-ao 
zeA 

Then m ::; f ::; M on A, while m ::; M holds everywhere on A -. More­
over M is an upper semicontinuous function on A-with the property 
that f is upper semicontinuous at a point Xo of A (relative to A) if and 
only if f(xo) = M(xo), and also with the property that if h is an arbi­
trary upper semicontinuous function on A-such that f ::; h on A, then 
M ::; h as well. Dually, m is a lower semicontinuous function on A­
with the property that f is lower semicontinuous at a point Xo of A if 
and only if f(xo) = m(xo), and also with the property that if k is an 
arbitrary lower semicontinuous function on A-such that k ::; f on A, 
then k ::; m as well. (Because of these extremal properties, M and m 
are sometimes called the upper and lower envelopes of f, respectively; 
they are also called the upper and lower functions of f.) 

PROOF. As always, it is enough to prove the half of the proposition bearing 
on upper semicontinuity. Suppose, to begin with, that f is upper semicon­
tinuous (relative to A) at some point Xo of A. If f(xo) = +00, then it is 
certain that M (xo) = f (xo). Otherwise, let u be a finite real number such 
that f(xo} < u. Then there exists a positive number 6 such that f(x) < u 
for every x in D6(xo) n A, whence it is clear that M(xo) ::; u. Since u is 
an arbitrary real number exceeding f(xo), this shows that M(xo) ::; f(xo), 
and hence that M(xo) = f(xo). 

Next we show that M is upper semicontinuous on A-. To this end let u 
be a finite real number, and suppose M(ao) < u for some ao in A-. Then 
there is a positive number 6 such that 

M(fjao,6) = sup{f(x): x E D6(ao) nA} < u. 

But then for any point a of D6(ao) n A- it is readily seen that 

M(a) ::; M(fj ao, 6} < u 

as well. Thus the set {a E A- : M(a) < u} is open relative to A- (Prop. 
6.15) and the result follows by Proposition 7.17. 

Suppose next that at some point Xo of A we have f(xo) = M(xo) < +00. 
(If f(xo) = +00, then f is automatically upper semicontinuous at xo.) If 
u is a finite real number such that f{xo) < u, then by what has just been 
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seen there is an open set U in X containing Xo such that M (x) < u for all 
x in A - n U. But then, of course, f(x) < u for all x in An U since f ~ M 
on A. Hence f is upper semicontinuous at Xo. 

Finally, let h be an extended real-valued function defined and upper 
semicontinuous on A - (relative to A -) such that h. ~ f on A. Then, of 
course, 

limsupf(x) ~ lim sup h(x) ~ limsuph(x) 
z_~ z_~ z_~ 

zEA zEA zEA-

at each point ao of A - , and since h is upper semicontinuous by hypothesis, 
this inequality reduces to the inequality M(ao) ~ h(ao). 0 

Example X. Let X = (0, +00), and for each rational number r in X set 
90(r) = lin where r = min in lowest terms (meaning that m and n are 
relatively prime positive integers). Then 90 is a real-valued function defined 
on the set Q+ of all positive rational numbers and taking its values in the 
set {lin: n E N} of reciprocals of positive integers. Moreover, if n is an 
arbitrary positive integer, and if Fn = {r E Q+ : 90(r) ~ lin}, then Fn 
coincides with the union over k = 1, ... , n of the arithmetic progressions 
Ak = {ilk: j EN}. But then Fn is a closed and discrete set (Prob. 60). 
Hence if 90 (ro) = lin, there is an interval (ro - 6, ro + 6)(6) 0) about ro 
such that no element of Fn other than ro lies in that interval, and it follows 
that 

lim sup 90(r) = 90(ro) 
r~,..o 

rEQ+ 

at every point ro of Q+. In other words, 90 is upper semicontinuous on Q+ 
(relative to Q+). Moreover, if to is an arbitrary positive irrational number, 
then the same argument shows that there is an interval (to-6, to + 6)(6 > 0) 
containing no point of Fn , so lim sup r-to 90(r) ~ lin, and since n is quite 

rEQ+ 

arbitrary it follows that 
limsuP90(r) = O. 

r--+to 
rEQ+ 

Thus the upper envelope M of the function 90 agrees with 90 on Q+ and 
vanishes identically elsewhere on X. 

We next observe that for an arbitrary positive number c every nonempty 
open interval in X contains points r at which 90 (r) is less than €. Hence 
the lower envelope m of 90 is identically zero on X. Thus, in summary, 
the given function 90 is upper semicontinuous at every point of Q+ and 
lower semicontinuous at no point of Q+ (relative to Q+), while the upper 
envelope M of 90 is obtained by extending 90 to be zero at every point 
of X\Q+, and the lower envelope m of 90 is identically zero on X. Inci­
dentally, it should be noted that in this example the set A of points a at 
which g(a) = lim r-G 90(r) exists is precisely the set X\Q+ of positive 

rEQ+ 
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irrational numbers, and is therefore actually disjoint from the domain of 
definition of 90. Note too that the function M = 90 U g, which is upper 
semicontinuous on X (Prop. 7.27), is continuous precisely at the irrational 
points of X. (Curiously enough, there exists no real-valued function on X 
that is continuous at precisely the rational points of X. These matters are 
examined further in Chapter 8.) 

PROBLEMS 

A. (i) A mapping ¢ of a metric space X into a metric space Y is continuous 
at every isolated point of X (cf. Problem 60). In particular, if X is 
discrete, then ¢ is continuous. Describe the continuous mappings of Y 
into X when X is discrete. 

(ii) Let ¢ be a one-to-one mapping of N onto Q. Show that while ¢ is 
continuous (as has just been seen), the inverse ¢-l is discontinuous at 
every point of Q. 

B. Let X and Y be metric spaces, and let ¢ be a mapping of X into Y. Show 
that each of the following is a necessary and sufficient condition in order 
that ¢ be continuous on X: 

(1) The sequence { ¢( X,.)} is convergent in Y whenever {X,.} is a convergent 
sequence in X (briefly, ¢ presenJes convergence of sequences), 

(2) ¢(A-) C ¢(A)- for every subset A of X. 

c. If ¢ : A --+ Y is a mapping of a subset A of a metric space X into a metric 
space Y that is continuous at some point Xo of A relative to A, and if B 
is a subset of A such that Xo E B, then ¢ is also continuous at Xo relative 
to B. In particular, if ¢ is continuous on A, and if B C A, then ¢ is also 
continuous on B. 

D. Let X and Y be metric spaces. A mapping ¢ of X into Y is locally open 
[locally closed, locally bounded] if for every point x of X there is an open 
subset U of X containing x such that ¢IU is an open [closed, bounded] 
mapping of U into Y. 

(i) Verify that every continuous mapping of X into Y is locally bounded. 

(ii) Prove that every locally open mapping is open. 

(iii) Clearly a locally bounded mapping need not be bounded. Is it true 
that a locally closed mapping is necessarily closed? 

(iv) A mapping ¢ of X into Y is a local homeomorphism if for each point 
x of X there are open subsets U and V of X and Y, respectively, such 
that x E U and ¢IU is a homeomorphism of U onto V. Give necessary 
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and sufficient conditions in order that such a local homeomorphism be 
a homeomorphism between X and Y. 

E. Let X be a metric space and let E and F be nonempty disjoint closed 
subsets of X. Show first that d(x, E) + d(x, F) > 0 for every x in X, so 
that it makes sense to define 

d(x,E) 
fE,F(X) = d(x, E) + d(x, F)' xEX. 

Then prove that the function fE,F so defined is a continuous mapping of 
X into the unit interval [0,1], and that 

E = {x EX: fE,F(X) = O} and F = {x EX: fE,F(X) = 1}. 

Show, too, that fE,F is Lipschitzian if and only if d(E, F) > O. Show, 
finally, that fE,F is monotone decreasing as a function of its first variable 
E and monotone increasing as a function of F. (Hint: Recall Examples B 
and M.) 

F. Let U be an open set in a metric space X. Show that there exists a 
monotone increasing sequence {fn}:=l of continuous mappings of X into 
[0,1] with the property that xu(x) = limn fn(x), X E X. What is the dual 
of this assertion? (Hint: Recall Problem 6P.) 

G. The real-valued function f(t) defined on R by 

f(t) = { t, t E Q, 
0, t E R\Q, 

is continuous at the point t = 0 and at no other point (proof?). Likewise 
the function 

g(t) = {t -t3 , t E Q, 
0, t E R\Q, 

is continuous at the points t = 0, ±1, and at no other point. Construct a 
real-valued function on R that is continuous at every point of the Cantor set 
C and discontinuous at every point of R\C. (Hint: On an open interval 
(a, b), a < b, construct a real-valued function f that is discontinuous at 
every point of (a, b) but for which limt!a f(t) and limtfb f(t) exist. A precise 
description of the set of points at which a function of a real variable can 
be discontinuous will be found in Example 8S; cf. also Problem P and 
Example X.) 

H. Verify that (8, t) -+ 8 V t and (8, t) -+ 81\ t are contractive mappings of 
R2 into R. Use this observation to show that if f and 9 are real-valued 
functions on a metric space X, then f V 9 and f 1\ 9 are continuous at every 
point of X at which f and 9 are both continuous. Conclude that if f is a 
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[uniformly] continuous real-valued function on X, then 1+,1- and III are 
also [uniformly] continuous. 

I. Let X be a set equipped with the discrete metric of Example 6C. Redo 
Problem A(i) with simple continuity replaced by uniform continuity. 

J. Let £ be a normed space, and let tPo be a continuous mapping of the Cantor 
set C into £. Suppose CPo is extended to a mapping cp of [0, I] into £ by 
defining cp to be linear on the closure U- of each (bounded) interval U 
contiguous to C (see Example N). Show that the extension cp is a curve in 
£ (in other words, that cp is continuous on [0,1]). (Hint: Show first that 
if two points Xo and Xl belong to some ball D in £, then the entire line 
segment l(xo, xI) lies in D (Prob. 3S).) 

K. Let (X, p) and (Y, u) be metric spaces, let cp be a mapping of X into Y, and 
let a be a real number such that 0 < a ::; 1. Then cp is said to be Lipschitz­
Holder continuous, or to satisfy a Lipschitz-Holder condition, with respect 
to the exponent a if 

u(cp(x),cp(y» ::; Mp(x,yt 

for all points x, y of X and some positive constant M, known as a Lipschitz­
Holder constant (or "L.-H." constant as we shall frequently abbreviate 
the somewhat unwieldy phrase "Lipschitz-Holder"). (Note that when the 
exponent a assumes the value one in this definition, the condition reduces 
to the simple Lipschitz condition. Exponents greater than one are without 
analytic interest; see (v) below.) Likewise, cp is locally Lipschitz-Holder 
continuous on X with respect to a if every point of X is contained in an 
open set U such that cplU is L.-H. continuous with respect to a and some 
constant M. (Note that in this definition the L.-H. constant M depends 
in general on the set U, but the exponent a does not.) 

(i) If cp is L.-H. continuous on X with respect to some exponent a and 
constant M, then cp is uniformly continuous on X. If cp is locally L.-H. 
continuous on X with respect to an exponent a, then cp is continuous 
onX. 

(ii) If cp is L.-H. continuous with respect to some exponent b and constant 
M on a bounded subset B of X, then cp is also L.-H. continuous on 
B with respect to every exponent a such that 0 < a ::; b (and some 
constant Ma that depends in general on B as well as on a). 

(iii) Let {CPn} be a sequence of mappiI%s of X into Y that converges (point­
wise) to cp. If for some exponent a and constant M the mappings CPn 
are all L.-H. continuous with respect to a and M, then the same is true 
of cp. 

(iv) The function I defined on the interval (-1, +1) by 

I() { 0, t = 0, 
t = l/log Itl, 0 < It I < 1, 
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is locally Lipschitzian on the set (-1, + 1 ) \ {O} but is not Lipschitz­
HOlder continuous with respect to a positive exponent on any open 
interval containing zero. 

(v) If I is a real-valued function defined on a real interval I, and if I 
satisfies a condition of the form I/(s) - l(t)1 :5 Mis - tl G for all s, t 
in I and for some positive constant M and exponent a > 1, then I is 
constant on I. (Hint: Consider the derivative!, .) 

L. Let c be a real number such that 0 < c:5 1 and set le(t) = tC,t ~ O. 

(i) Verify that Ie is L.-H. continuous on [0, +00) with respect to the ex­
ponent c (and constant one) and no other exponent. (Hint: If p and q 
are any two real numbers such that p < q, and A and B are positive 
numbers, then there is a unique positive real number to such that 

At' ~ Btq for t ~ to 

on (0, +00).) 

(ii) For any positive number L the function Ic is L.-H. continuous on [0, L] 
with respect to those exponents a such that 0 < a :5 c (with constant 
Mo = L C - O ) and with respect to no other exponents. Likewise Ie is 
L.-H. continuous on [L, +00) with respect to those exponents a such 
that c :5 a :5 1 (with constant Mo = (c/a)£C-O) and with respect to no 
other exponents. (Hint: For anyone 6> 0 the increment Ic(t+6)- Ic(t) 
is a monotone decreasing function of t.) 

(iii) The functions in the sequence {gn} in Example Pare L.-H. continuous 
with respect to all those exponents a such that 1/2 :5 a :5 1. For which 
values of a are the functions gn all L.-H. continuous with respect to a 
and a common constant M? 

M. (i) The Cantor-Lebesgue function (Ex. Q) is Lipschitz-Holder continuous 
with respect to the exponent a = log 2/ log 3. Find a suitable L.-H. 
constant. 

(ii) The space-filling curve of Example R is also L.-H. continuous with 
respect to suitable exponents. Find the largest such exponent and a 
corresponding L.-H. constant. 

N. Let X be a metric space and let I ·oe an extended real-valued function 
on X. Show that I is upper [lower] semicontinuous at a point Xo of X if 
and only if - I is lower [upper] semicontinuous at Xo. (The value of - I is 
taken to be TOO at a point x where I(x) = ±oo.) Show, too, that if 9 is 
another extended real-valued function on X, if a and b denote nonnegative 
real numbers, and if Xo is the subset of X on which the positive linear 
combination al + bg is defined, then al + bg is upper [lower] semicontinuous 
relative to Xo at any point of Xo where both I and 9 are upper [lower] 
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semicontinuous. Show, in the same vein, that I V g and I /\ g are upper 
[lower] semicontinuous at any point where both I and g are upper [lower] 
semicontinuous. 

O. Let I be an interval of real numbers, let 1/1 be a real-valued function defined 
on I, and let c/> be a mapping of a metric space X into I. 

(i) Suppose first that 1/1 is monotone increasing. Show that if c/> is upper 
semicontinuous at a point Xo of X and 1/1 is also upper semicontinuous 
at c/>(xo) , then 1/1 0 c/> is upper semicontinuous at Xo. Dually, if c/> is 
lower semicontinuous at Xo and 1/1 is lower semicontinuous at c/>(xo) , 
then 1/1 0 c/> is lower semicontinuous at Xo. Thus, in particular, if 1/1 is 
monotone increasing and continuous, then 1/1 0 c/> is upper and/or lower 
semicontinuous along with c/>. 

(ii) Formulate and prove appropriate versions of these results for monotone 
decreasing 1/1. 

(iii) Show by example that the assumption that 1/1 is monotone cannot be 
dropped. 

P. Let X be a metric space and let A be a subset of X. Where is the char­
acteristic function XA upper semicontinuous? Where is XA lower semicon­
tinuous? At which points of X is XA continuous? For which sets A is XA 
upper semicontinuous and for which sets A is XA lower semicontinuous? 
For which sets A is XA continuous? 

Q. Let X be a metric space, let I be an upper semicontinuous extended real­
valued function defined on X, and for each finite real number t, set Ut = 
{x EX: I(x) < t}. Then {UthER is a nested family of open sets in X 
satisfying the following three conditions: 

(1) UtER Ut = {x EX: I(x) < +oo}, 

(2) ntER Ut = {x EX: I(x) = -co}, 

(3) Ut = U.<t U. for each t in JR. 

Suppose, conversely, that M is a dense subset of JR and that {VihEM is a 
given monotone increasing family of open subsets of X indexed by M. For 
each point x in X we set 

I(x) = inf{t EM: x E Vi}. 

(This infimum is taken in JR~j recall that the infimum of the empty set of 
extended real numbers is +00.) Show that I is an upper semicontinuous 
extended real-valued function on X satisfying the conditions 

(I') UtEM Vi = {x EX: I(x) < +oo}, 

(2') ntEM Vi = {x EX: I(x) = -co}. 
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Show also that for each element t of M we have 

{x EX: I(x) < t} c Vi c {x EX: I(x) ~ t}, 

and that Vi = {x EX: I(x) < t} for each t in M if and only if the given 
family {Vi hEM satisfies the additional condition 

(3') Vi = U.<t V. for each t in M . 
• EM 

Show, finally, that if (3') holds, then I is the unique upper semicontinuous 
extended real-valued function on X such that Vi = {x EX: I(x) < t} for 
each t in M. 

R. Let ¢ be a mapping of a subset A of a metric space X into a metric space 
Y, let ao be a point of A - , and let B be a subset of A such that ao E B-. 
Prove that if limlO-+oo ¢(x) = Yo, then limlO-+oo ¢(x) = Yo. Verify, too, 

zEA zEB 

that if B contains a set of the form De (ao) n A, e > 0, then the converse 
implication holds as well. Show, finally, that if ao E (A\B)- too, then 
limlO-+oo ¢(x) exists if and only if limlO-oo ¢(x) = lim lO-oo ¢(x), in which 

zEA lOEB lOEA\B 
case limlO-+oo ¢(x) coincides with this common limit. 

lOEA 

s. Let X be a set. A nonempty collection F of nonempty subsets of X is a 
filter in X if F satisfies the following two conditions: (a) F is closed with 
respect to the formation of finite intersections (that is, if {El, ... , Ep} is 
an arbitrary nonempty finite subset of F, then El n ... n Ep E F), (b) if 
E E F and E C F, then F E F. 
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(i) If X "# 0 then the collection iP of all filters in X is a nonempty partially 
ordered set in the inclusion ordering. (The elements of iP are subsets 
of the power class 2x; by definition there is no filter in the empty set.) 
If Fl and F2 are filters in X such that Fl C F2, one says that F2 is 
finer than Fl (or that F2 is a refinement of F 1 ) and that Fl is coarser 
than F2. Prove that if X "# 0, then the singleton {X} is the coarsest 
filter in X (the least element of iP). Under what circumstances does iP 
have a greatest element? 

(ii) Show that if iPo is an arbitrary nonempty collection of filters in X, then 
the intersection n iPo is again a filter in X. Conclude that if C is an 
arbitrary collection of subsets of X, then either there exists no filter F 
in X such that C C F, or there exists a unique coarsest filter Fo in X 
such that C C Fo. (The filter Fo is then called the filter generated by 
C, and C is a system 01 generators for Fo.) Show that if x E X, then 
the collection {{x}} consisting of the singleton {x} alone generates a 
filter F", in X, and that the filter F", is a maximal element of the set 
iP of all filters in X. 

(iii) For an arbitrary collection C of subsets of X, let C' denote the collection 
of all those subsets E of X with the property that there exists a set C 
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in C such that C C E (briefly: "supersets" of the sets in C). Verify that 
C is a filter base in X if and only if C8 is a filter. In particular, every 
filter in X is also a filter base, and every filter base B in X generates a 
filter F8 = B8. (The set B is said to be a base for the filter F8.) 

(iv) A nonempty collection S of subsets of X is a system of generators for 
a filter in X if and only if it possesses the finite intersection property, 
that is, the property that the intersection of every nonempty finite sub­
collection of S is nonempty. Show that if S is a nonempty collection of 
subsets of X possessing the finite intersection property, and if B denotes 
the collection of all intersections of nonempty finite subcollections of 
S, then B is a base for the filter generated by S. 

(v) Let B be a filter base in X and let ¢ be a mapping of X into a second 
set Y. Show that ¢(B)(= {¢(B) : B E B}) is a filter base in Y. In 
particular, if F is a filter in X, then ¢( F) is a filter base in Y. 

T. (i) A filter F in a metric space X is said to converge to a point ao of X, 
or to have limit ao, if :F converges to ao as a filter base, that is, if for 
each positive number c the ball De(ao) contains some set F belonging 
to F. Verify that if B is a filter base in X, and if :F8 denotes the filter 
generated by B, then F8 converges to a limit ao in X if and only if B 
does so. 

(ii) If {X),J~EA is a net in an arbitrary set X, and if for each element A of 
A we set T). equal to the tail in that net determined by A (see Example 
6L), then the set T = {T). : >. E A} is a filter base in X. (The set T is 
the tail filter base associated with the given net; the filter Fr generated 
by T is the tail filter associated with it.) Prove that if {x).} is a net 
in a metric space X, and ao is a point of X, then lim). x). = ao if and 
only if lim T = ao. 

(iii) If {x).} is a net in a metric space X, then a point a of X is a cluster 
point of {x).} if for arbitrary positive radius c and arbitrary index AO, 
there exists an index A such that A ~ AO and x). E De(a). Verify that 
a is a cluster point of {x).} if and only if a is an adherent point of the 
tail filter (base) associated with the net {x).}. 

(iv) If B is a filter base in a set X, then B is a directed set in the inverse 
inclusion ordering (Ex. lQ), and there exist nets {XB}BE8 in X indexed 
by B such that XB E B for each B in B. (Such a net will be called a 
net along B.) Show that if B is a filter base in a metric space X that 
converges to a point ao of X, then every net along B also converges to 
ao, and that if B does not converge to ao, then there exists a net along 
B that also fails to converge to ao. 

U. Prove that if B is a filter base in X such that limB = ao, then ao is the 
unique adherent point of B. Is it true, conversely, that if a filter base B 
has a unique adherent point ao, then limB = ao? 
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V. Let X and Y be metric spaces and let ¢ be a mapping of X into Y. Show 
that ¢ is continuous at a point Xo of X if the filter base {¢(Dr(xo»}r>O is 
convergent in Y to the point ¢(xo). Show conversely that if ¢ is continuous 
at Xo and B is an arbitrary filter base in X converging to Xo, then ¢(B) 
converges to ¢(xo). 

w. Let U be an open subset of Euclidean space an. A real-valued function I 
defined on U is said to be continuously differentiable on U if the partial 
derivatives **' i = 1, ... ,n, exist and are continuous at every point of U. 
The collection of all continuously differentiable functions on U is denoted 
by C(I)(U); cf. Example 3L. 
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(i) Prove that a function I belonging to C(I)(U) is locally Lipschitzian 
(and therefore continuous) on U. (Hint: Fix a point XO = (xy, ... , x~) 
of U and let x = (Xl, ... , Xn) be an arbitrary point of the ball D6(XO), 
where C > 0 is chosen small enough so that D6(XO) C U. If we write 
Xi = (xy, ... ,X?,XHI, ... ,xn),i = 0, ... ,n, then X = xo,xo = Xn and 

All of the line segments l(Xi-l, Xi) belong to U, and by the mean value 
theorem there exist n points Xi such that Xi E l(Xi-l, Xi) and such that 

i = 1, ... , n. Use the fact that the functions ** are locally bounded 
on U (Prob. D).) 

(ii) Prove also that a continuously differentiable function I on U is, in 
fact, differentiable at every point XO of U. (Here and elsewhere in this 
problem use is made of the terminology and notation introduced in 
Examples U and V.) (Hint: In the notation introduced in (i) the points 
Xi are all at least as close to XO as is x. Hence as r = IIx - XOll2 tends 
to zero we have 

al i al i <> = <> + 0(1), 
UXi - UXi 

Zi zO 

i = 1, ... ,n, 

and therefore 

I(x) - I(xo) = t [:~ izo + 0(1)] (Xi - x~) 

= (t:~ izo (Xi-X?») + o(r). ) 

(iii) A mapping 4> of U into a Euclidean space Rm is defined to be con­
tinuously differentiable on U if all m of the coordinate functions of 4> 
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belong to C(l)(U). Verify that a continuously differentiable mapping cf> 
of U into IRm is locally Lipschitzian (and therefore continuous) on U, 
and is also differentiable at every point of U. 

x. (i) Let cf> be a mapping of a set X into a metric space Y. For each subset 
E of X the extended real number 

w(cf>; E) = diam cf>(E) 

is called the oscillation of cf> on E. Show that the mapping E ~ w(cf>; E) 
is a monotone increasing extended real-valued function on the power 
class 2x. 

(ii) Let la, b] be a closed interval in lR(a < b), let cf> be a mapping of la, b] 
into a metric space Y, and let P = {a = to < h < ... < tN = b} be a 
partition of la, b]. The extended real number 

w(cf>; P) = sup{w(cf>; Iti-l, til) : i = 1, ... , N} 

is called the oscillation of cf> over P. Verify that for anyone fixed map­
ping cf> the mapping P ~ w( cf>; P) is a monotone decreasing mapping 
of the directed set of all partitions of la, b] into Rq (Prob. 2S). 

(iii) Let A be a subset of a metric space X and let cf> be a mapping of A 
into a metric space Y. For each point ao of A-and each positive real 
number c we set 

w(cf>; ao, c) = w(cf>; D.,(ao) n A) 

and define the oscillation w(cf>; ao) of cf> at ao by setting 

w(cf>; ao) = inf w(cf>; ao, c) . 
.,>0 

Show that w( cf>; ao) = 0 is a necessary condition for the existence of 
lim,,-ao cf>(x). Show too that the nonnegative extended real-valued 

"eA 
mapping a ~ w( cf>; a) is upper semicontinuous on A -, and hence that 
the set of points {x E A- : w(cf>; x) = O} is a GIj. Conclude that the set 
of points of continuity of an arbitrary mapping of X into Y is a GIj in 
X, and that the set of points of discontinuity is, accordingly, an Fa. 

(iv) Let f be a real-valued function defined on a subset A of a metric space 
X, and let ao be a point of A -. Show that the oscillation w{f; ao) is 
given by the formula 

w{f;ao) = limsupf(x) -liminf f(x). 
Z-BO z-a.o 
z€A zEA 
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In classical analysis the Cauchy criterion plays a critically important role 
as a test for convergence. In the theory of abstract metric spaces its role is 
no less important, but here it serves as a basis for classifying metric spaces. 

Definition. An infinite sequence {xn} (indexed by either N or No) in a 
metric space (X, p) is a Cauchy sequence, or satisfies the Cauchy cri­
terion, if lim m,n p(xm' xn) = 0, i.e., if for any positive number £ there 
exists an index N such that p(xm' xn) < £ for all m, n ~ N. (Equiva­
lently, if Tn denotes the tail {XI; : k ~ n} of {xn}, then {xn} is Cauchy 
if and only if limn diam Tn = 0.) 

The basic facts about Cauchy sequences are quickly established. 

Proposition 8.1. Let (X, p) be a metric space. Every convergent se­
quence in X is Cauchy, and every Cauchy sequence in X is bounded. 
Furthermore, every Cauchy sequence in X that possesses a convergent 
subsequence is itself convergent to the limit of that subsequence. Con­
sequently, a Cauchy sequence can have at most one cluster point, and if 
it possesses a cluster point, it must converge to that cluster point. 

PROOF. Suppose first that {xn} is a convergent sequence in X and that 
lim n Xn = an. If £ > 0 is given, then there exists an index no such that 
p(xn' ao) < £/2 for all n ~ no, whence it follows by the triangle inequality 
that p(xm' xn) < £ for all m, n ~ no. Thus every convergent sequence 
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is Cauchy. On the other hand, if {xn} is Cauchy, then there exists an 
index N such that p(xm, xn) < 1 for all m, n ~ N. But then, if we set 
K = sUPn<N p{ X n, X N ), the entire sequence {xn} is contained in the ball 
D K + I (x N ), and is therefore bounded. To complete the proof, it suffices to 
show that a Cauchy sequence converges to the limit of any of its convergent 
subsequences (see Proposition 6.5). Suppose then that {xn} is Cauchy and 
{Yk = xnk } is a subsequence of {xn} that converges to a point al. If c > 0 
is given, then there exists an index N such that p{xm, xn) < c/2 whenever 
m, n ~ N, and an index ko such that p{Yk, ad < c/2 for all k ~ ko. But 
then, if kl is any index such that kl ~ ko and nk1 ~ N(k l = N V ko, for 
example), we have 

p(xn, ad ::; p(xn, Yk 1 ) + p{Yk1 , al) < c/2 + c/2 = c 

for all n ~ N. o 

Definition. A metric space X is complete if every Cauchy sequence in X 
is convergent to some point of X. 

It should be acknowledged at once that completeness is not a rare or 
exceptional property. Indeed, all of the metric spaces of classical analysis 
are complete. 

Example A. The metric space R is complete. If {tn } is a Cauchy se­
quence in R, then {tn } is bounded and therefore possesses a convergent 
subsequence (Ex. 6L). But then {tn} is itself convergent. The metric space 
C is also complete. {If {an} is a Cauchy sequence in C, then both of the 
sequences {Re an} and {1m an} are Cauchy in R and therefore convergent 
in lR. But then {an} is convergent in C.) More generally, for much the 
same reasons, the spaces Rn and cn of Examples 6A and 6B are complete. 
A normed space that is complete as a metric space (Prob. 6A) is a Banach 
space. Thus Rn and cn are, respectively, real and complex Banach spaces. 

Example B. If Z is a set and (X, p) is a complete metric space, then the 
space 8(Z; X) of all bounded mappings of Z into X is complete in the 
metric Poo of uniform convergence (Ex. 6H). Indeed, if {<Pn} is a sequence 
in 8( Z; X) that is Cauchy with respect to Poo, then the sequence {<Pn (z)} 
is Cauchy, and therefore convergent, in X for each Z in Z. Let us write 
<p(z) = limn <Pn(z) for all z in Z. We shall show that <P E 8(Z; X) and 
that lim n Poo (<p, <Pn) = 0, thus proving the assertion. To this end let c be 
an arbitrarily prescribed positive number, and let N be an index such that 
Poo(<Pm, <Pn) < c whenever m, n ~ N. Then for an arbitrary element z of 
Z we have p(<pTn(Z),<Pn(z)) < c for all m,n ~ N and, letting n tend to 
infinity, we conclude that 

P(<Pm(Z), <p(z)) ::; c, m ~ N, 
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for each z in Z, since the closed ball {x EX: p( tPm(z), x) ~ c} is a closed 
set (Ex. 6M), and must therefore contain tP(z). But from this we see at once 
that tP is indeed bounded (if M = diam tPN(Z), then diam tP(Z) ~ M +2c), 
and also that Poo(tP, tPm) ~ c whenever m ~ N. Thus tPm - tP in the metric 
Poo· 

Conversely, if the space (X,p) is not complete, and if-say-{xn } is a 
Cauchy sequence in X that fails to converge, then the sequence {tPn} of 
constant mappings obtained by setting tPn(z) = X n, Z E Z, is also Cauchy 
in the metric Poo, and it is readily seen that the sequence {tPn} is not 
convergent in that metric. Thus if Z is nonempty, the space B(Z; X) is 
complete in the metric of uniform convergence if and only if the space X 
is complete. 

Example C. It is an immediate consequence of the foregoing example that 
the space (too) of all bounded complex sequences introduced in Problem 6D 
is complete. Indeed, (too) in the metric defined by the norm 111100 coincides 
with the space B(No; C) in the metric of uniform convergence. It is also true 
that the metric spaces (tp) , 1 ~ p < +00, introduced in Problem 6D are 
complete. The argument goes as follows. Fix p, 1 ~ p < +00, and suppose 
{xn}~=l is a Cauchy sequence in (tp) , where Xn = {e!:)}~=o,n E N. 
Then {xn} is certainly Cauchy, and therefore convergent, termwise, to 
some sequence x = {em}~=o. Let c be an arbitrary positive number, and 
let N be a positive integer such that IIxm - xmllp < c for all m,n ~ N. 
Then for each index k it is the case that 

k 

L le!m) - e!n) IP < cP 

i=O 

for all m, n ~ N. Hence, letting n tend to infinity, we see that 

for every index k and all indices m such that m ~ N. But then, letting k 
tend to infinity, we have 

f le!m) - eilP ~ cP 
i=O 

(1) 

for every positive integer m such that m ~ N. This shows, in the first 
place, that Xm - x belongs to (tp) for all m ~ N, and hence that x belongs 
to (tp) as well. In the second place, (1) shows that IIxm -xllp ~ c whenever 
m ~ N, and hence that {xn} converges to x in the metric on (tp) defined 
by the norm II lip. Thus all of the spaces (tp),l ::; p ::; +00, are Banach 
spaces. 
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Even if a given metric space fails to be complete it can always be em­
bedded in one that is. The details are set forth in the following theorem. 

Theorem 8.2. For any metric space (X, p) there exists a complete met­
ric space (X, p) and an isometry 0: of X onto a dense subspace of X. 
Moreover, the pair {(X, p), o:} is unique in the sense that if { (X, ji), a} 
is another pair with the same properties (that is, if X is complete and 
a is an isometry of X onto a dense subspace of X), then there exists a 
unique isometry <P of X onto X such that <P 0 0: = a. (The essentially 
unique pair (X, 0:) is called the completion of X.) 

PROOF. If {Xn}~l and {Yn}~=l are any two Cauchy sequences in (X, p), 
then the sequence {p( Xn, Yn) } ~=1 is Cauchy-and therefore convergent-in 
IR (Prob. 61). Thus if C denotes the collection of all Cauchy sequences in 
X, we may, and do, define a nonnegative real-valued function a on C xC 
by setting 

and it is readily verified that a is a pseudometric on C. Hence if we factor 
out the equivalence relation induced by a (that is, the relation rv defined 
by setting {xn} rv {Yn} when and only when a({xn},{yn}) = 0, which is 
clearly just the relation of equiconvergence on C (Prob. 6M)), and define, 
for an arbitrary pair [{xn}] and [{Yn}] of equivalence classes of sequences, 

then p is a metric-the metric associated with a---on the quotient space 
X = Cj rv (Prop. 6.20). 

We next define a mapping 0: : X --+ X by setting o:(x) = [{x,x, .. . }]­
the equivalence class of the constant sequence at x-for each "point x of X, 
and observe that 0: is obviously an isometry of (X, p) into (X, p). (Equiv­
alently, the value of 0: at a point x of X may be described as the element 
of X consisting of all those sequences in X that converge to x.) According 
to this definition, if x is a point of X and {xn} an arbitrary element of C, 
then p(o:(x),[{xn}]) = a({x,x, ... },{xn}) = limnp(x,xn). In particular, 
if for a positive number c an index N is chosen so that p(xm' Xn) < c for 
all m, n ~ N, then 

Thus limm O:(X7n) = [{xn}], which shows that every point of X is an ad­
herent point of o:(X), and hence that the latter is dense in X. 

Moreover, this same observation shows that X is complete. Indeed 
if {Yn}~=l is an arbitrary Cauchy sequence in o:(X), then there exists 
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a unique sequence {xn} in X such that a (xn) = Yn, n EN, and it is 
obvious that this sequence is Cauchy. But then, as we have just seen, 
limn Yn = [{xn}]. Thus every Cauchy sequence in a(X) converges in X, 
whence it follows that X is complete (see Problem B). 

To complete the proof, suppose (X, PJ is another complet:; metric space 
and that a is an isometry of X onto a dense subspace of X. In the first 
place, if <P is an isometry of X into X such that <P 0 a = a, then <P 
agrees with a 0 a-1 on the dense subspace a(X), and is therefore unique 
if it exists (Cor. 7.6). But also, if we write <Po = a 0 a-1 , then <Po is 
an isometry of the dense subspace a(X) of X onto the dense subspace 
a(X) of X. Moreover, if Y is an arbitrary point of X, and if {Yn} and 
{y~} are any two sequences in a(X) converging to y, then {<PO(Yn)} and 
{<po(y~)} are convergent and equiconvergent in X. Thus to each point Y of 
X there corresponds a unique point 11 in X such that if {Yn} is an arbitrary 
sequence in a (X) that converges to y, then {<Po (Yn)} converges in X to y. 
The mapping <P assigning y to y, Y EX, is an extension of <Po to all of 
X, and is easily seen to be an isometry of X into X. Finally, if z is an 
arbitrary point of X, and if {zn} is a sequence in a(X) that converges to z, 
then {<Po1(Zn)} is a Cauchy sequence in a(X), and if Yo = limn <POl (Zn), 
then <p(yo) clearly coincides with z. Thus <P maps X onto X, and the 
proof is complete. (The mapping <P is clearly the result of extending <Po by 
continuity. In this context see also Example M.) D 

Note. While it is sometimes advantageous to maintain the above point 
of view-namely, that the completion of a metric space is a pair (X, a) 
consisting of an abstract compl~te metric space X and an isometry a of X 
onto a dense subspace of X, it is more usual to choose one such pair-say 
the one constructed from Cauchy sequences as in the proof of the foregoing 
theorem (but in this context see Problem C)-and use the isometry a to 
identify each point of the subspace a(X) with the corresponding point of 
X. Once this is done, the metric space X itself is literally a dense subspace 
of its completion, and the isometry a is replaced by the inclusion mapping 
of X into X. It is this latter point of view that we shall ordinarily take in 
the sequel. 

Example D. The real number system IR may be viewed as the completion 
of the system Q of rational numbers. Indeed, this notion may be pursued 
to obtain an alternate method of constructing IR from Q, with Cauchy 
sequences of rational numbers taking the place of Dedekind cuts. 

The following simple result characterizes those subspaces of a complete 
metric space that are themselves complete. 
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Proposition 8.3. A closed subspace of a complete metric space is com­
plete. Conversely, a complete subspace of an arbitrary metric space X 
is necessarily closed in X. 

PROOF. If X is complete and if F is closed in X, then any Cauchy sequence 
in F is convergent in X and therefore in F. If A is a complete subspace of 
an arbitrary metric space X, and if {xn} is a sequence in A that converges 
in X, then {xn} is Cauchy-and therefore convergent-in A, so A is closed 
inX. 0 

Example E. Let f be a homeomorphism of the real line onto some bounded 
open interval (a, b)-say the standard mappingf(t) = t/(l + It I) of JR onto 
(-1,+1) (cf. Example 7M). If we use f to define 

u(f(s), f(t)) = Is - tl, s, t E JR, 

then it is obvious that u is a new metric on (a, b) with respect to which f 
becomes an isometry, so that «a, b), u) inherits all of the properties of JR as 
a metric space. In particular, (a, b) is complete with respect to the metric 
u. But also, f preserves the convergence of sequences, whence it is clear 
that u is equivalent to the standard (relative) metric on (a, b), with respect 
to which (a, b) is not complete. This example shows that completeness is 
emphatically not a topological property of a metric space. (For a much 
deeper and more refined discussion of these ideas see Example 0 below.) 

The points made here can be stated more generally. If cf> is a one-to-one 
mapping of any set X onto a metric space (Y, p), and if cf> is used to define 
a metric u on X as above, then cf> becomes an isometry between (X, u) and 
(Y, p), and (X, u) automatically inherits all of the properties of the metric 
space (Y,p). Moreover, if X comes equipped with a given metric, then 
the new metric u is equivalent to that given metric if and only if cf> was a 
homeomorphism to begin with. 

There are several other versions of the Cauchy criterion that are fre­
quently useful. We begin with one phrased in terms of filter bases. 

Definition. A filter base B in a metric space X is Cauchy, or satisfies the 
Cauchy criterion, if inf{diam B : B E B} = O. 

Proposition 8.4. A metric space (X, p) is complete if and only if every 
Cauchy filter base in X is convergent in X. 

PROOF. Suppose first that the stated criterion is satisfied and let {Xn}~=l 
be a Cauchy sequence in X. If we write Tk = {xn : n ~ k}, then the 
system T = {Tk : kEN} of all such tails is a filter base in X that is clearly 
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Cauchy along with the given sequence {xn }. Hence there is a point ao in X 
such that lim T = ao. But then, according to the definition, the sequence 
{xn} is eventually in every open ball De-(ao), c > 0, so Xn - ao. Thus X 
is complete. 

Suppose next that X is complete and that B is a Cauchy filter base in 
X. For each positive integer n let Bn be a set belonging to B such that 
diam Bn < lin, and let Xn be a point of Bn. Then p(xm, xn) < 11m + lin 
(since Bm and Bn must intersect) for all pairs m, n of positive integers. 
Hence the sequence {xn} is Cauchy, and therefore convergent, in X. Let 
limn Xn = ao, and let c be a positive number. There exists a positive integer 
N such that p(xn' ao) < c/2 for all n ~ N, and if n is any positive integer 
greater than N V (2/c), we have Xn E De-/2(ao) and also diam Bn < c/2, 
whence it follows from the triangle inequality that Bn C De-(ao). Thus 
lim B = ao, and the proof is complete. 0 

Example F. Let X be a complete metric space and let {Fn}~=l be a 
decreasing sequence of nonempty closed sets in X such that diam Fn - O. 
The collection :F of sets belonging to the sequence {Fn} is a filter base in 
X (Ex. 7T) and that filter base is obviously Cauchy. Hence there exists a 
point Xo in X such that lim:F = xo, and it follows that Xo is an adherent 
point of each set Fn (Prob. 7U). Thus 

00 

Xo E n Fn 
n=l 

since the sets Fn are all closed. But then 

00 n Fn = {xo} 
n=l 

since the intersection nn Fn clearly has diameter zero, and therefore can­
not contain more than one point. Thus we have the following theorem: H 
{Fn} is an arbitrary decreasing sequence of nonempty closed subsets of a 
complete metric space, and if limn diam Fn = 0, then nn Fn is necessar­
ily a singleton. (In this context it is instructive to consider the sequence 
Fn = [n, +00), n E N, in the metric space JR. The sets Fn are closed and 
the sequence {Fn} is nested, but nn Fn is empty. Thus dropping the as­
sumption diam Fn - 0 in this result may allow the intersection nn Fn 
to have more than one element, or to have no elements at all. It is also 
worth noting that the condition here set forth is, in fact, equivalent to the 
completeness of the metric space X. For if {xn} is a Cauchy sequence in 
X and Tn = {Xk : k ~ n} for each index n, then {T;-} is a nested sequence 
of closed sets with diam T;- - 0, and if {xo} = n:'=l T;-, then Xn - xo.) 

We next consider two additional sequential criteria for completeness. 

180 



8 Completeness and compactness 

Definition. Let (X,p) be a metric space and let {xn} be a sequence of 
points in X. The sequence {xn} is said to be of bounded variation in 
X if L:np(xn,xn+d < +00. Likewise, we shall say that {xn} satisfies 
condition (C) with respect to a positive number M and a number r such 
that 0 < r < 1 if p(xn' xn+d ~ Mrn for each index n. 

Lemma 8.5. Every sequence in a metric space (X,p) that satisfies con­
dition (C) with respect to some positive number M and some number 
r such that 0 < r < 1 is of bounded variation in X. Likewise, every 
sequence of bounded variation in X is Cauchy. 

PROOF. The first assertion is an immediate consequence of the fact that 
L:~=l Mrn = Mr/(I- r) < +00. To prove the second, let {Xn}~=l be of 
bounded variation, let A = L:~=l P(Xn, Xn+1), and let e be an arbitrary 
positive number. There exists an index N such that 

N 

L p(xn, xn+d > A - e, 
n=l 

and if m is an index such that m > N then 

m+p m+p 
L p(Xk' Xk+1) ~ L p(Xk' xk+d < e 
k=m k=N+l 

for every positive integer p. But then if m, n > N and if, say, m < n, we 
have 

n-l 
p(xm,xn) ~ L p(Xk,Xk+d < e, 

k=m 

so {xn} is a Cauchy sequence. o 

Proposition 8.6. The following conditions are equivalent for any metric 
space (X,p): 

(1) X is complete, 
(2) Every sequence of bounded variation in X converges in X, 
(3) Every sequence in X that satisfies condition (C) with respect to 

some M > 0 and some r such that 0 < r < 1 converges in X, 
(4) For some one positive number Mo and some particular ro, 0 < ro < 1, 

every sequence in X satisfying condition (C) with respect to Mo 
and ro converges in X. 

PROOF. It is an immediate consequence of Lemma 8.5 that (1) implies (2) 
and (2) implies (3), and it is obvious that (3) implies (4). To complete the 
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proof suppose (4) is satisfied and let {xn} be a Cauchy sequence in X. For 
each positive integer k there is an index Nk such that p(xm' xn) < Mor~ 
whenever m, n ~ Nk, and if we define the sequence {kn};:;'l inductively, 
setting kl = Nl and kn+1 = Nn+1 V (kn + 1), then the subsequence {Xkn} 
satisfies the condition P(Xkn,Xkn+J < Mor~,n EN, and is therefore con­
vergent. But then the original sequence {xn} must be convergent too 
(Prop. 8.1). 0 

Example G (Method of Successive Approximation). A mapping 4J of a 
metric space (X, p) into itself is strongly contmctive if it is Lipschitzian 
with Lipschitz constant r for some r < 1. Let 4J be a strongly contractive 
mapping of X into itself and suppose X is complete. Starting with an 
arbitrary point Xo of X we define a sequence {xn}~=o inductively, set­
ting Xl = 4J(xo), X2 = 4J(Xl), etc. Then for each positive integer n, 
p(xn, xn+d :::; rp(xn-l, xn), and it follows at once by mathematical in­
duction that 

p(xn,xn+d :::; rnp(xo,Xl), n EN. 

Thus {xn} satisfies condition (C) with respect to r and any positive number 
M exceeding p(xo, xd. Since X is complete, it follows from the preceding 
result that {xn} converges in X. Furthermore, if ao = lim n Xm then 

so ao is a fixed point for 4J. Moreover, if al is some other fixed point 
for 4J, then p(aO,al) = p(4J(ao),4J(ad) :::; rp(ao,al), which implies that 
p(ao,al) = 0, and hence that ao = al. Thus a strongly contmctive 
mapping of a nonempty complete metric space X into itself possesses a 
unique fixed point ao, and ao is the limit of every sequence of the form 
{x, 4J(X) , 4J( 4J(X» , ... }. 

Example H. A linear transformation T of a normed space £ into itself is 
strongly contractive if and only if IITII < 1 (recall Example 7D). Suppose 
that T is such a strongly contractive linear transformation of £ into itself. 
Then for an arbitrary fixed vector Xo in £ the affine mapping 

Ax = Tx+xo, x E £, 

is also strongly contractive (IiAx-Ayll = IITx-Tyll :::; IITllllx-yll). Hence 
if £ is complete, there exists a unique vector Yo in £ such that Yo = Tyo+xo, 
or, in other words, such that 

(Ie - T)yo = Xo· 

Thus the linear transformation Ie - T is a linear isomorphism of the Banach 
space £ onto itself whenever T is strongly contractive. In particular, then, 
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this is true when T is a linear transformation of]Rn into itself that is defined 
by a matrix A with Hilbert-Schmidt norm N(A) < 1 (see Example 7E). (It 
should be noted that the condition N(A) < 1 is merely sufficient in order 
for T to be strongly contractive. Moreover, the same conclusion holds if 
a linear transformation T on ]Rn is strongly contractive with respect to 
some metric equivalent to the Euclidean metric; see Problem F.) Other 
applications of the method of successive approximation are touched on in 
the problems. 

Notation and terminology. When X and Y are metric spaces, it is nat­
ural to consider the collection C (X; Y) of all continuous mappings of X into 
Y, as well as the collection Cb(X; Y) of the bounded mappings in C(X; Y). 
According to Corollary 7.14 this latter space of bounded continuous map­
pings of X into Y coincides with the closed set of continuous mappings in 
the metric space B(X; Y) of Proposition 6.2. 

It is an important fact in mathematical analysis that the completeness 
of a metric space Y implies that of various spaces of functions taking their 
values in Y. In this connection the following result is basic. 

Proposition 8.7. If X and Y are metric spaces (X =f 0), then the space 
Cb (X; Y) of bounded continuous mappings of X into Y is complete (in 
the metric of uniform convergence) if and only if Y is complete. 

PROOF. The space B(X; Y) of all bounded mappings of X into Y is com­
plete if Y is (Ex. B), and Cb(X; Y) is a closed subset of that complete 
space (Cor. 7.14). Thus the condition is sufficient. Its necessity follows 
from the same construction used in Example B to show that B(X; Y) is 
not complete unless Y is. 0 

Example I. We continue the discussion of the generalized Cantor set of 
Example 6P. Let [a, b] (a < b) be a real interval, let c and d be real numbers, 
and let 8 be a proper ratio (0 < 8 < 1). Starting with the real-valued 
function i that varies linearly from c to d across [a, b], we construct a new 
function io as follows. Let {a < a' < b' < b} be the partition of [a, b] in 
which [a',b'] is the central 8th part of [a,b] (a' = (1/2)[a+b-8(b-a)],b' = 
(1/2)[a + b + 8(b - a)]). Then io varies linearly from c to (c + d)/2 across 
[a, a'], from (c + d) /2 to d across [b', b], and is constantly equal to (c + d) /2 
across [a', b']. (The function io is said to be obtained from i by flattening 
the central Oth portion of i. Figure 4 shows the graphs of i and il/2 in 
the case [a, b] = [c, d] = [0, 1].) It is apparent that io is continuous along 
with i, and that i and io agree at a, b and the midpoint (a + b) /2 (and 
nowhere else, unless c = d, in which case io = i). It is also readily seen 
that IIi - ioll"" = Old - cl/2. 
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Next, starting from a continuous function P that is piecewise linear with 
respect to a partition 'P = {a = to < ... < tN = b} of [a,b] (so that 
Pi = pl[ti-l, til is linear for each i = 1, ... , Nj see Example 7N), we con-
struct a new function P9 by replacing each linear segment Pi of P by the 
corresponding function Pi,9 obtained by flattening the central 9th portion 
of Pi, i = 1, ... , N. It is again clear that P9 is continuous along with p, that 
P9 is piecewise linear with respect to a refinement P' of 'P, and that P and 
P9 agree at the partition points of P as well as on any subinterval of P on 
which P is constant. Moreover, if w(pj P) denotes the oscillation of P over 
P (Prob. 7X), then 

Figure 5 illustrates the case 9 = 1/3, where P = i l / 3 and i denotes, once 
again, the identity mapping on [0,1]. 

184 

121 
0 99 "3 

278 
"399 1 

Figure 5 



8 Completeness and compactness 

Suppose now that {On}~=o is a sequence of proper ratios. We define 
inductively a corresponding sequence {Pn}~=o of functions on [0,1], setting 
poet) == t, 0:::; t :::; 1, and supposing Pn defined, 

To see how the sequence {Pn} develops, let us write Pn for the partition 
of [0,1] consisting of the 2n +1 endpoints of the 2n intervals constituting 
the system Fn of Example 6P. Then, in the first place, Pn is continuous, 
monotone increasing and piecewise linear with respect to Pn . Moreover if 
for each index n we denote by Un the system of (2n - 1) bounded open 
intervals contiguous to Fn = U Fn (these are just the interiors of the even 
numbered subintervals of Pn), then Un is in one-to-one correspondence 
with the system of dyadic fractions j /2n , j = 1, ... , 2n - 1, in a unique 
order preserving fashion, and, for each index j, Pn is constantly equal to 
j /2n on the corresponding interval in Un. (All of these facts are readily 
established by mathematical induction.) Finally we have w(Pn; Pn) = 1/2n, 
and therefore 

for all n. Thus the sequence {Pn} is of bounded variation and is therefore 
uniformly convergent to a limit h{9n } on [0,1]. 

Concerning the limit h{9n } we already know that it is continuous and it 
is obviously monotone increasing. As for the rest, the order isomorphisms 
between the systems Un and dyadic fractions extend (being coherent) to an 
order isomorphism between the collection U(= UnUn) of all the bounded 
open intervals contiguous to the Cantor set C{9n } and the system of all 
dyadic fractions in (0,1), and if U is an interval in U corresponding to a 
fraction k/2m in this way, then Pn is constantly equal to k/2m on U for 
all n ~ m, so h{8n } is too. But h{8n } is then nothing but the extension to 
[0,1] by continuity of the restriction ho of h{8n } to the union UU. 

We note, finally, that the classical Cantor-Lebesgue function of Example 
7Q is obtained via this construction for the sequence {On} = {1/3, 1/3, ... }. 
The gist of the present example is that the only thing special about the 
classical Cantor set C in the construction of the Cantor-Lebesgue function 
was its extremely simple arithmetic structure. (Still other constructions of 
this sort can be based on Example 7 J.) 

Example J. In much the same fashion the Peano space-filling curve of 
Example 7R may be realized as the limit of a uniformly convergent sequence 
of piecewise linear functions. To begin with, let x = (Sb S2) and y = (tl' t2) 
be points in R2 and let l denote the linear parametrization on the parameter 
interval [a, b] of the line segment joining x to y. If Sl < tl and S2 < t2, we 
shall say that l slants upward to the right. In this case (and in this case 
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only) we define two modifications of £ as follows. Let a' and b' be the points 
in [a, bj that partition it into three congruent subintervals (a' = (1/3)(2a+b) 
and b' = (1/3)(a + 2b)). Then £(x) is defined to be the piecewise linear 
extension of the mapping of the partition {a < a' < b' < b} (Ex. 7N) that 
agrees with £ at a and b (so that £(x)(a) = x and £(x)(b) = y) and that 
carries a' to ((81 + h)/2, t2) and b' to ((81 + tl)/2, 82). Similarly, fly) is 
defined to be the piecewise linear extension of the mapping of the partition 
{a < a' < b' < b} into]R2 that carries these points into x, (tI, (82 + t2)/2), 
(8I. (82 + t2)/2), y, respectively. (If £ does not slant upward to the right, 
then, by definition, £(x) = flY) = £.) 

Next let 7r be a continuous mapping of [a, bj into ]R2 that is piecewise 
linear with respect to some partition P = {a = Uo < ... < UN = b}. 
We first define 7r(x) to be the mapping obtained by replacing each of the 
linear segments 7ri = 7r1 lUi-I. Ui], i = 1, ... , N, by the curve 7ri X

) , and we 
define 7r(Y) , similarly, to be the curve obtained by replacing each 7ri by 
7riY ). Finally, we denote by 7r* the result 7r(x)(y) of applying these two 
modifications to 7r one after the other. 

Concerning 7r* we observe that, for each subinterval lUi-I, ud of P, the 
curve (7r+)i = 7r* I lUi-I, Ui] coincides with (7ri)+ = (7rdx )(Y)-the result 
of applying the two basic operations to the single line segment 7ri. It 
follows that if some segment 7ri of 7r fails to slant upward to the right, then 
(7r*)i = 7ri, and, in general, that the behavior of 7r+ may be determined by 
investigating the case in which 7r consists of a single line segment. 

Suppose then, once again, that £ is the (upward slanting to the right) 
linear parametrization on the interval [a, b] of the line segment joining x to 
y in ]R2, and let R denote the rectangle having £ for a diagonal. If F = 
{II, 12, 13, 14} is the system of subintervals of [a, bj obtained by removing 
the central third of [a, b] twice (so that F = {[a, b]}** in the notation 
of Example 60), and if Po is the partition of [a, b] consisting of the eight 
endpoints of these four subintervals, then £+ is piecewise linear with respect 
to Po. Moreover, the subintervals of Po on which the restrictions of £+ slant 
upward to the right are precisely the four intervals h, 12, 13 and 14, and the 
restrictions of £+ to these four intervals are linear parametrizations of the 
(upward slanting to the right) diagonals of the four rectangles obtained by 
bisecting the sides of R. Finally, we observe that 11£ - £+ 1100 ::; ~ Ilx - y112, a 
fact that is disclosed by direct calculation. (If £ does n0t slant upward to 
the right, then £* = £, so 11£-£+1100 = 0.) Figure 6 shows £t for [a, b] = [0,1] 
and with vertices labeled with the appropriate values of the parameter. 

Suppose now, once again, that 7r is a continuous mapping of [a, b] into 
]R2 that is piecewise linear with respect to P = {a = Uo < ... < Un = b}. If 
we define N(7r) to be the largest of the numbers 117r( Ui) - 7r(ui-dI12 among 
all of those subintervals of P on which 7r slants upward to the right, it is 
at once clear that N(7rt ) = !N(7r) and also that 117r - 7r*1100 ::; (2/3)N(7r). 
Moreover, 7r and 7r+ coincide on any subinterval lUi-I. Ui] of P on which 7r 
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does not slant upward to the right, and if a rectangle contains one of the 
segments 11"1 [Ui-l, Ui], it also contains the sub curve 1I"+l[ui-1, Ui). 

U=l y = (tl' t2) 
.-----------::::I.----------~ U = 1 

U=~I"'E--------:::ooI"'E-------~U=~ 

U -~ -3 

Figure 6 

R 

Finally, we define a sequence {11" n} ~=o of piecewise linear mappings of 
the unit interval into]R2 by mathematical induction, setting 1I"0(u) = (u,u) 
for ° ::; U ::; 1 and, supposing 1I"n already defined, setting 1I"n+1 = (1I"n)+. 
According to the estimates given above we have N(1I"n) = ..;2/2n and 
111I"n - 1I"n+1l1oo ::; ~N(1I"n) for each index n, and it follows that {1I"n} sat­
isfies condition (C) with respect to M = 2..;2/3 and r = !, and therefore 
converges uniformly to a continuous mapping 1/J of [0, 1) into]R2 (Props. 8.6 
and 8.7). But the mapping 11" n may also be described as the piecewise linear 
extension of a certain mapping of the partition 'P2n of [0, 1) consisting of the 
endpoints of the various intervals I E l> •.• ,E2n employed in the construction of 
the Cantor set. Moreover a straightforward mathematical induction shows 
that 1I"k-and therewith every 11" n, n ~. k, and hence 1/J as well-agrees on 
'P2k with the space-filling curve defined in Example 7R, whence it follows 
that 1/J coincides with that curve. 

We next turn our attention to a version of the Cauchy criterion especially 
tailored for infinite series. 

Definition. An infinite series L:'=o an in a normed space e is said to sat­
isfy condition (S) if for each positive number e there exists a nonnegative 
integer N such that 

for all p and all m such that m ~ N. 
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Proposition 8.8. Every convergent infinite series in a normed space £ 
satisfies condition (S). The space £ is complete if and only if every 
infinite series in £ that satisfies condition (S) is convergent in £. 

PROOF. Let Sn = 2:~=0 ak denote the nth partial sum of the series 
2:;;0=0 ak· If m and n are nonnegative integers such that m < n, then 
IIsn - smll = 112:~=mH akll· Thus the stated condition is equivalent to the 
standard version of the Cauchy criterion for the sequence {sn}. 0 

The following generalization of the well-known fact that an absolutely 
convergent series of scalars converges is an immediate consequence of the 
foregoing result. (Here again it is easily seen that the stated condition is 
also sufficient for the completeness of a normed space £.) 

Corollary 8.9. Let £ be a Banach space and let {an}~o be a sequence in 
£ such that 2:~=0 Ilanll < +00. Then the series 2::':0 an is convergent 
in £. 

Example K. Let £ be a complex Banach space, let {an}~=o be a sequence 
in £ and suppose, for some positive number ro, that the sequence {liroanll} 
is bounded in IR by a positive number M. If 0 < rl < ro and A and AO are 
complex numbers such that IA - Aol ::; rl, then 

Hence the sup norm of the function (A-AO)n an is dominated by M(rdro)n, 
n E No, and it follows that the power series 

(2) 

is uniformly convergent on the disc Drl (AO)- = {>. E C : IA - Aol ::; rl} 
(Le., convergent in the metric of uniform convergence on B(Drl (AO)-; c)). 
Since rl was an arbitrary positive number less than ro, this also shows that 
the series (2) is convergent in £ for each complex number A in the open 
disc Dro(AO), From these observations it follows, via a standard argument 
(which we omit), that for an arbitrary sequence {an}~o of coefficients in 
£, and for an arbitrary center AO, the £-valued power series (2) possesses 
a mdius of convergence R,O ::; R ::; +00, having the property that (2) 
converges for all A such that IA - Aol < R and converges for no A such that 
IA - Aol > R. (This statement is to be interpreted appropriately if R = 0 
or R = +00; moreover, the behavior of (2) as regards convergence on the 
circle I A - AO I = R is not touched on here.) 

188 



8 Completeness and compactness 

The theory of limits at a point for a mapping taking values in a metric 
space Y is also considerably richer when Y is complete. 

Proposition 8.10. Let ¢ be a mapping of a subset A of a metric space 
X into a complete metric space Y. Then the limit limx-+a ¢(x) exists 

xEA 
at a point a of A-if and only if the oscillation w( ¢; a) of ¢ at a is zero 
(Prob. 7X). 

PROOF. The oscillation w( ¢; a) vanishes at a point a of A-if and only if 
the filter base ¢(Dr(a) n A), r > 0, is Cauchy; the limit limx-+a ¢(x) exists 

xEA 
if and only if the same filter base is convergent. Thus the stated result 
follows at once from Proposition 8.4. 0 

Corollary §.U. Let ¢, A, X, and Y be as in the preceding proposition, 
and let A denote the set of all those points of A-at which the limit 
of ¢ through A exists (cf. Proposition 7.26). Then A is a Go in X. In 
particular, if ¢ is continuous on A, then the result of extending ¢ by 
continuity is a continuous extension of ¢ to aGo in X. 

PROOF. As was just seen, A = {a E A- : w(¢;a) = O}, and this set is a 
Go in X (Prob. 7X). 0 

Example L. For the function 90 of Example 7X the set Aof those positive 
real numbers at which the limit exists is the set of all positive irrational 
numbers, clearly a Go in the set of all positive real numbers, since it is the 
complement of the countable set Q+ of positive rationals. 

When the mapping ¢ is uniformly continuous, one can say considerably 
more. 

Proposition 8.12. Suppose ¢ is a uniformly continuous mapping of a 
subset A of a metric space (X,p) into a complete metric space (Y,O'). 
Then the subset of X to which ¢ extends by continuity coincides with 
A -, a closed subset of X. 

PROOF. Let e be a positive number, let 6> 0 be chosen so that p(x, x') < 6 
implies O'(¢(x), ¢(X'» < e for any two points x and x' in A, and let a 
be a point of A-. If x and x, belong to DO/2(a), then p(x, x') < 6, so 
O'(¢(x), ¢(X'» < e. Thus diam ¢(DO/2(a) n A) ~ e, whence it follows that 
w(¢;a) = 0, and hence that limx-+a ¢(x) exists. 0 

xEA 

Example M. Suppose, even more particularly, that ¢ is a Lipschitzian 
mapping with Lipschitz constant M of a subset A of a metric space (X, p) 
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into a complete metric space (Y, a), and let ¢ be the extension by continuity 
of ¢ to A -. If a and a' are any two points of A - , and if {xn} and {x~} are 
sequences in A such that Xn ---+ a and x~ ---+ a', then limn a(¢(xn), ¢(x~)) = 

a(¢(a),¢(a')) (Prob. 61). But also a(¢(xn),¢(x~»:S: Mp(xn,x~) for each 
index n, which shows that limna(¢(xn),¢(x~)) :s: Mlimnp(xn,x~) = 
Mp(a,a'). Thus a(¢(a),¢(a')) :s: Mp(a,a'), so the extension ¢ is Lip­
schitzian with respect to the same Lipschitz constant M. Like considera­
tions show that the extension by continuity of an isometry of a subspace 
A of a metric space X into a complete metric space Y is an isometry of 
A- into Y, and similarly as regards a mapping that is Lipschitz-Holder 
continuous on A with respect to some exponent (Prob. 7K). 

The completeness of the codomain Y is absolutely essential for the va­
lidity of any of the immediately foregoing results. 

Example N. Let X = JR, let Y = Q, and consider the identity mapping 
~ of Q( C X) onto Y. The isometric function ~ cannot be extended by 
continuity to a single point of JR\Q, and Q is not a G6 in JR. (The truth of 
this latter remark is far from obvious; see Problem J, for example.) 

Suppose now that A and B are subsets of complete metric spaces X and 
Y, respectively, and that ¢ is a homeomorphism of A onto B. Then ¢ can 
be extended by continuity onto a G6 in X, and ¢-l: B ---+ A can also be 
extended by continuity onto a G6 in Y, but there is no reason to suppose 
that either of these extensions is one-to-one (and simple examples show 
that both may fail to be one-to-one). Nevertheless, we have the following 
remarkable result. 

Proposition 8.13 (Theorem of Lavrentiev [17]). Let X and Y be com­
plete metric spaces, and let ¢ be a homeomorphism of a subset A of X 
onto a subset B of Y. Then there exists an extension ;j; of ¢ that is a 
homeomorphism of a set A C A-in X onto a set jj C B- in Y where 
A and jj are G6S in X and Y, respectively. 

PROOF. Let ¢ denote, as usual, the result of extending ¢ by continuity onto 
A, a G6 in X (Cor. 8.11), and let us write ;f for the result of extending 
¢-l by continuity onto ii, a G6 in Y. If a is a point of A and B is an 
arbitrary filter base in A that converges to a, then ¢(B) is a convergent 
filter base in B-, and lim ¢(B) = ¢(a). (Indeed, B is also a filter base in 
A, and ¢ is continuous, so lim¢(B) = ¢(a) (Prob. 7V), but ¢(B) = ¢(B) 
since ¢IA = ¢.) The point ¢(a) may belong to ii or not, but if it does so, 
then ¢(B) is a alter base in B converging to it, so, by symmetry, ¢-l(¢(B» 
must converge to ;f(¢(a». But ¢-l(¢(B)) = B since ¢ is one-to-one, and it 
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follows that ~(4)Cii)) = a. Thus every point a of X = 4>-1(8) possesses the 
property that (~o 4» (a) = a. Likewise, again by symmetry, (4) 0 ~)(b) = b 
for every point b of 13 = ~-I(.A). Moreover, this shows that 4>(..4) C 13 
and ~(13) c X, whence it follows that ¢ = 4>IX and ;p = ~I13 are mutually 
inverse homeomorphisms between A and 13, and the proof will be complete 
once we .,Yerify that A and 13 are G 6S' But_ A is the inverse image of a G 6, 

namely B, under the continuous mapping cP, whence it follows at once that 
A is a G 6 in A (since the formation of inverse images preserves countable 
intersections). Thus A is a G 6 in a G 6 in X, and is therefore a G 6 in X 
itself (Prob. 6P). Similarly 13 is a G6 in Y. 0 

Example O. Suppose a subset A of a metric space X is homeomorphic to 
some complete metric space Y, and let cP be a homeomorphism of A onto 
Y. Even though X need not be complete as given, we can complete it, 
and regard A as a subset of the completion X (Prop. 8.2). Then according 
to the foregoing result (with B = Y), the given homeomorphism cP can 
be extended to a homeomorphism of a Go subset X of X onto Y. But cP 
is already a one-to-one mapping of A onto all of Y and thus cannot be 
extended to any properly larger one-to-one mapping. Hence X = A, so A 
is a G6 in X. But if {Un}~1 is a sequence of open sets in X such that 
A = n:=1 Un, and if Vn = Un nx, n E N, then the sets Vn are open in X, 
and A = n:=1 Vn . Thus A is also a G6 in X. 

Conversely, it is not hard to show that if A is a G 6 in a complete metric 
space (X, p), then A can be given a new metric (1' such that (1' is equivalent 
to the relative metric pi (A x A) on A, and such that the metric space (A, (1') 

is complete (see Problem D). But then A is obviously homeomorphic to a 
complete metric space via the identity mapping. Thus the following three 
conditions are equivalent for a subset A of a metric space X: 

(1) A is a G6 in the completion of X, 
(2) A is homeomorphic to a complete metric space, 
(3) A can be given an equivalent metric with respect to which it is itself 

complete. 

Such a metric space is known as an absolute G6 • (If A is such an absolute 
Go, and if A is mapped homeomorphically onto some subset B of another 
metric space Y, then it follows from what we have just shown that B is a 
G6 in Y, no matter whether Y is complete or not.) 

We conclude our treatment of the theory of complete metric spaces with 
a brief introduction to a very important classification of the subsets of 
metric spaces discovered by R. Baire [1). The root notion is of a kind of 
set that is inconsequential in a very precise sense. 

Definition. A subset N of a metric space X is said to be nowhere dense 
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in X if the closure N- has no interior points, i.e., if (N-)O = 0; recall 
Problem 6Q. 

Here is an alternate characterization of nowhere dense sets that is fre­
quently useful. The precise formulation of the following proposition was 
chosen with a view to future application. 

Proposition 8.14. A set N is nowhere dense in a metric space X if and 
only if, for every nonempty open set U in X, there exists a nonempty 
open set V such that V C U and V n N = 0. Moreover, if N is 
nowhere dense, it is always possible to arrange for V to be an open ball 
with arbitrarily small positive radius satisfying the stronger conditions 
V- C U and V- n N = 0. 

PROOF. If N is not nowhere dense, and U is a nonempty open set contained 
in N-, then every nonempty open subset V of U clearly meets N. This 
proves the sufficiency of the given condition. To prove the necessity, set 
V = U\N-. If V = 0, then N is not nowhere dense. Otherwise V is a 
nonempty open subset of U that is disjoint from N. Thus the necessity of 
the given condition is proved. To prove the last assertion observe that if Xo 
is any point of V, then there exists a radius r > 0 such that Dr(xo) C V. 
But then, if e is a positive number less than r, the ball De(xo) satisfies all 
the desired conditions. 0 

On the basis of this result it is easily seen that any finite union of nowhere 
dense sets is itself nowhere dense. This is far from true, of course, for infinite 
unions, and we are thus led to the distinction introduced by Baire. 

Definition. A subset A of a metric space X is of first category in X if it 
can be expressed as the union of a countable collection of sets each of 
which is nowhere dense in X. A subset B of X is of second category in 
X if it is not of first category in X. 

The following result is an almost trivial consequence of the various def­
initions. 

Proposition 8.15. If a subset A of a metric space X is of first category 
in X [nowhere dense in Xl, and if M is a subset of A, then M is also of 
first category in X [nowhere dense in Xl. Dually, if a subset A of X is 
of second category in X, and if A c B eX, then B is also of second 
category in X. 

PROOF. If N is nowhere dense in X and MeN, then (M-)O C (N-)O = 
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0. Thus M is also nowhere dense in X, and the stated facts follow at 
~~. 0 

The next result is not quite so obvious as the last, but is still far from 
deep. 

Proposition 8.16. If a set M is of first category in a subspace A of a 
metric space X, then M is also of first category in X. Dually, if A is 
of second category in X, and if B is a subspace of X such that A c B, 
then A is also of second category in B. 

PROOF. Suppose N is a subset of A that is not nowhere dense in X, and 
let U = (N-)O, so that U =I- 0. Then U c N- C A-, whence it follows 
that UnA =I- 0. But UnA is open relative to A and is obviously contained 
in N- n A, the closure of N relative to A (Prop. 6.15). Thus N is also not 
nowhere dense in A, and the result follows easily. 0 

Corollary 8.17. If a metric space X is of first category in itself, then X 
is automatically of first category in any metric space containing it as a 
subspace. If a subset B of X is of second category in X, then B is also 
of second category in itself. 

It is important to recognize that each of these three concepts has to do 
with a relation between a metric space and its various subsets, and not 
with any intrinsic property of the subsets themselves. 

Example P. No nonempty set in a metric space is nowhere dense in itself. 
A singleton is nowhere dense in any metric space containing it provided 
it is not an isolated point of that space. Hence an arbitrary countable 
subset of a metric space X is of first category in X unless it contains one 
or more isolated points of X. (An isolated singleton is actually of second 
category in an arbitrary metric space containing it-a good indication that 
in studying the theory of Baire categories we will do well to stick to metric 
spaces that are dense in themselves (Prob. 60).) Thus the set Q of rational 
numbers is of first category in JR.; indeed Q is of first category in itself. By 
contrast (as we shall see) the set JR. \ Q c r irrational numbers is of second 
category in JR. and accordingly therefore of second category in itself. 

If a subset N of a metric space X is nowhere dense in X, then N has 
empty interior, and is therefore all boundary (N c oN). The converse is 
false, of course, but there are a lot of sets with nowhere dense boundaries. 
Thus every closed set F in X has nowhere dense boundary (((oF)-)O = 

(oF)O c FO), and so therefore does every open set (since a subset and its 
complement share a common boundary). 
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A line in the plane ]R2 is nowhere dense there. Hence the union of an 
arbitrary countable collection of points, line segments, rays and straight 
lines is a first category subset of ]R2-and likewise of any ]Rn, n ~ 2. On the 
other hand, as we shall see, a nondegenerate interval is of second category 
in lR. 

Any subset of a finite union of nowhere dense sets in a metric space X 
is itself nowhere dense in X, a fact expressed by saying that the nowhere 
dense sets constitute an ideal in 2x. On the other hand, any subset of a 
countable union of sets of the first category in X is itself of first category in 
X, which is expressed by saying that the first category subsets of X form 
a a-ideal in 2x. 

The essential importance of the rather technical distinction between sets 
of first and second category is the means it provides for establishing a wide 
assortment of existence and nonexistence theorems. The simplest version 
of such a category argument is presented in the following proposition. 

Proposition 8.18. Let B be a set of second category in a metric space 
X, and let {Mn}~=l be a countable covering of B consisting of subsets 
of X. Tben B n (M;)O =I 0 for at least one index n. 

PROOF. If B n (M;)O = 0 for every n, then B is covered by the sequence 
{M;\(M;)O = a(M;)}, and each of these sets is closed and nowhere 
dense. 0 

Even the following much weaker version of this principle is frequently 
useful. 

Corollary 8.19. Let tbe metric space X be of second category in itself, 
and suppose given a countable closed covering {Fn}~=l of X. Tben 
one (at least) of tbe sets Fn bas nonempty interior. Dually, if {Gn} is 
an arbitrary sequence of dense open subsets of X, tben n:=l Gn is of 
second category in X. (In particular tben, n:=l Gn is not empty.) 

Example Q. A mapping 'I/J of a metric space (X, p) into a metric space 
(Y, a) is said to be a mapping of Baire class one of X into Y if there exists 
a sequence {cPn}~=l of continuous mappings of X into Y that converges to 
'I/J pointwise on X (Le., such that limn cPn(x) = 'I/J(x) for each x in X). In 
general there is not much to be said about such a mapping (see Problem 
K), but if, as we assume henceforth in this example, the domain X is of 
second category in itself, then a good deal can be said. 

Indeed, suppose {cPn} is a sequence of continuous mappings of X into Y 
that converges pointwise to 'I/J. To begin with, according to a standard, and 
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by now familiar, argument, the real-valued function fn,k defined by setting 

is continuous on X for each pair n, k of positive integers. Moreover, the 
sequence {rPn (x)} is convergent-and therefore bounded-in Y for each 
fixed x in X. Hence if we define, for each index n, 

gn(x) = supfn,k(x), x E X, 
k~n 

the function gn is finite-valued and lower semicontinuous on X, and for 
each point x of X the sequence {gn (x)} is monotone decreasing to zero in 
R. 

Suppose next that "I is some positive number, and let 

Gn={XEX:gn(X) > "I}, nEN. 

Then, by what has just been observed, {Gn}~=l is a decreasing sequence 
of open sets in X such that n~=l Gn = 0. Hence there is an index N such 
that G N is not dense in X, so V = X\ G"N is a nonempty open subset of 
X. This set V has the property that if x E V, then U(rPk(X),rPN(X» ~ "I 
for all k ~ N, whence it follows that u{'I/J{X),rPN(X» ~ "I as well. 

Now let e be a second positive number and let ao denote a point of V. 
Since the mapping rPN is continuous at ao, there exists a positive number 
8 such that p(x, ao) < 8 implies U(rPN(X), rPN{ao» < e/2. Moreover, by 
reducing 8 if necessary, we may arrange matters so that D6(ao) c V. But 
then, for any two points x and x' of D6(ao), we have U(rPN(X), rPN(X'» < e 
and therefore 

u{'I/J(X), 'I/J{x'» ~ u{'I/J{x), rPN(X» + U(rPN(X), rPN(X'» + U(rPN(X'), 'I/J(x'» 
<'f/+e+'f/. 

Thus diam 'I/J(D6(ao» ~ 2'11 + e, and it follows that the oscillation of the 
mapping 'I/J satisfies the inequality w( 'I/J; ao) ~ 2'11. Finally, since ao denotes 
an arbitrary point of V, we have w('I/J;x) ~ 2'11 for every point x of V. 
Thus we have shown that if 'I/J is an arbitrary mapping of Baire class one 
on a metric space that is of second category in itself, then the open set 
{x EX: w( 'I/J; x) < e} is nonempty for each positive number e. 

The foregoing observations suggest that it would be of major interest to 
find metric spaces having a substantial number of second category subsets. 
In this connection the following theorem is of paramount importance. 

Theorem 8.20 (Baire Category Theorem). Let X be a complete metric 
space, and let U be a nonempty open subset of X. Then U is of second 
category in X. 
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PROOF. Let {Nn}~=l be an arbitrary sequence of nowhere dense sets in 
X. It suffices to show that if A = U~l Nn , then U\A =I 0. Note first that 
by Proposition 8.14 there exists an open ball Dl = Dr! {xd with radius 
rl < 1 such that Dl C U and Dl n Nl = 0. Continuing via mathematical 
induction, one easily constructs a nested sequence 

of open balls Dn = Drn (xn) such that rn < lin and such that D;;nNn = 0 
for every n. The sequence of centers {xn} is then obviously a Cauchy 
sequence, and since X is complete, {xn} must converge to some limit Xo. 
Since Xo is also the limit of every tail {xn}~m' and since this tail lies in 
Dm , it follows that Xo E D:;;' for m = 1,2,... . Thus Xo ¢ A and since 
Xo E Dl and Dl C U, we have Xo E U\A. 0 

Note. It is a remarkable fact that, while the hypotheses of the Baire 
category theorem are metric in nature, its conclusion is purely topological. 
Thus the theorem remains in force if the metric space X is merely assumed 
to be an absolute G {j, i.e., to admit an equivalent metric with respect to 
which it is complete (recall Example 0), and we are led to the following 
reformulation of Theorem 8.20, for which no proof is needed. 

Theorem 8.21 (Baire Category Theorem; Version II). Let X be a metric 
space that is an absolute G{j. Then any nonempty open subset of X is 
of second category in X. 

Corollary 8.22. Let X be a nonempty metric space that is an absolute 
G{j and let {Gn}~=l be a sequence of dense open subsets of X. Then 
the set 

is dense and of second category in X, and X\B is of first category in X. 

PROOF. Each complement Fn = X\Gn is nowhere dense in X by hypoth­
esis. Hence X\B = U:=l Fn is of first category in X, whence it follows at 
once that B is of second category in X (since X is not of first category in 
itself by Theorem 8.21). Moreover, if U is an arbitrary nonempty open set 
in X, then U is not contained in X\B, so un B =I 0. Thus B is dense in 
X. 0 

Corollary 8.23. If X is a non empty metric space that is an absolute G{j 
and B is an arbitrary dense G {j in X, then B is of second category in X 
and X\B is offirst category in X. 
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PROOF. If B = n:'=l Un where each Un is open, then each Un is also dense 
inX. 0 

Corollary 8.24. Let X be a nonempty metric space that is an absolute 
G 6, and let ¢ be a mapping of X into a metric space Y. If the set B of 
points of continuity of ¢ is dense in X, then X\B is of first category in 
X. 

PROOF. The set B is known to be a G6; see Problem 7X. o 

Example R. Let X be a complete metric space, and let 't/J be a mapping of 
Baire class one of X into a metric space Y, as defined in Example Q. If U 
is an arbitrary nonempty open subset of X, then 't/JIU is obviously of Baire 
class one as a mapping of U into Y. Hence if e is an arbitrary positive 
number, there is a nonempty open subset of U on which the oscillation of 
't/JIU is less than e. But U is open, so the oscillation of 't/JIU is just the 
restriction to U of the oscillation of 't/J on X. Consequently if we write 
Ge = {x EX: w('t/J;x) < e}, then Ge n U =F 0, which shows that Ge 
is dense in X. In particular, if we set Vn = G1/ n , n E N, then {Vn}~=l 
is a decreasing sequence of dense open subsets of X, and the intersection 
n:'=l Vn is precisely the set of points of continuity of't/J. Thus we have 
shown that the set of points of continuity of a mapping 't/J of Baire class one 
of a nonempty complete metric space X into a metric space Y is a dense G6 
of second category in X, the complementary set of points of discontinuity 
of't/J being of first category in X. 

Example S. Let X be a complete, separable metric space, let M be a 
countable dense set in X, and suppose that X is perfect, i.e., dense in 
itself. Then M is of first category in X, and therefore has empty interior, 
so the complement X\M is also dense in X. 

Suppose next that S is an Fa subset of X, and let {Fn}~=l be an 
increasing sequence of closed sets in X such that S = U:'=l Fn. We write 
An for the nth difference, An = Fn \Fn- 1 (setting Fo = 0), and define 

Bn = (An \A~) U (A~ n M), n E N. 

Since Bn C An for each n, the sequence f Bn}~=l is disjoint. Moreover each 
set Bn is of first category in X. Indeed, ' ~ n M is countable, and therefore 
certainly of first category, while An \A~ C BAn, and, as a difference of 
closed sets, An has nowhere dense boundary (cf. Example P and Problem 
6Q). 

Finally, we define a real-valued function on X, setting 

f(x) = {lin, 
0, 

x E Bn , n E N, 
x tI- UnBn. 
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{Equivalently, 1 is given by the (formally infinite) sum 

00 

1 = ~)l\n)xB".) 
n=l 

The function 1 is nonnegative and vanishes on the complement of the first 
category set Un Bn , so I{x) = 0 on an everywhere dense set, and the lower 
envelope of 1 (Prop. 7.27) is accordingly identically zero on X. 

On the other hand, as regards the upper envelope of I, we note first 
that if Xo is a point of X\S, then for each positive integer n there is an 
open set U containing Xo such that U n Fn = 0, and therefore such that 
o ::; 1 ::; l/{n + 1) on U. Thus lim"' ..... "'o I{x) = O. But also, if Xo belongs 
to S, and hence to some one of the sets An, then there is an open set 
U containing Xo such that Un Fn - 1 = 0, and on this set U we have 
o ::; 1 ::; lin. But also, 1 actually assumes the extreme value lin on U, 
since either Xo E An \A~, in which case I{xo} = lin, or Xo E A~, in which 
case 1 is constantly equal to lin on the nonempty set U n A~ n M. Thus 

lim sup I{x} = .!., 
"' ..... "'0 n 

which shows that the upper envelope of 1 is given by the formally infinite 
sum 

00 

L{l/n)XA". 
n=l 

In particular, we see that 1 is continuous on X\S and discontinuous at 
every point of S. In view of Problem 7X, this shows that in a perlect, sep­
arable, complete metric space X a set S is the set 01 points 01 discontinuity 
01 a (real-valued) function on X il and only il S is an Fu' (It is perhaps 
worth remarking that if we take X = IR+ and set Fn = (l/n)N for each 
index n, then the present example essentially reproduces the construction 
of Example 7X.) 

We conclude this chapter with a discussion of some properties of a metric 
space that have to do with how "scattered" the space is. 

Definition. A subset N of a metric space (X, p) is an r-net for a subset A 
of X if for every point x of A there is So point y in N such that p( x, y) < r. 

Proposition 8.25. The following four conditions are equivalent for an 
arbitrary subset A of a. metric space X: 

(1) For every positive number € there is a finite €-net for A, 
(2) For every positive number € there exists a finite covering of A con­

sisting of sets of diameter less than €, 
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(3) For every positive number e there exists a finite partition of A into 
sets of diameter less than e, 

(4) For every positive number e there exists a finite e-net for A consisting 
of points of A, in short, a finite e-net in A. 

PROOF. H N is a finite (e/3)-net for A, then the set of balls De/ 3 (x), x E N, 
constitutes a finite covering of A consisting of sets of diameter less than e. 
Thus (1) implies (2), and it is clear that (2) implies (3) (Prob. lU), and 
also that (3) implies (4) and (4) implies (1). 0 

Definition. A subset A of a metric space X is totally bounded if it pos­
sesses anyone (and therefore all) of the properties set forth in Proposi­
tion 8.25. 

Example T. A totally bounded subset of an arbitrary metric space X is 
automatically a bounded subset of X. In Euclidean space an it is the case, 
conversely, that every bounded set is actually totally bounded. Indeed if B 
is a bounded subset of an, if a is the point a = (Sl, ... , sn), and if DR(a) 
is a ball in an large enough so that B C DR(a), then B is also contained 
in the cube W = [Sl - il, Sl + R ] x ... X [sn - R, Sn + R ] with edge 2R. 
H each of the intervals [Si - R, Si + R ], i = 1, ... , n, is partitioned into 
M subintervals of equal length, then the various products of all of these 
subintervals (one from each partition) provide a cellular partition of W into 
Mn subcubes, each of edge 2R/M, and it is easily seen that the diameter of 
each of these subcubes is simply 2R...jii/M (the diameter of a cube of edge 
e being eVn). Thus if, for a given positive e, M is chosen large enough so 
that 

2R...jii ---u- < e, 

then the resulting cellular partition of W provides a finite covering of B 
satisfying condition (2) of Proposition 8.25. 

Proposition 8.26. A totally bounded metric space X is separable, and 
therefore satisfies the second axiom of countabiHty. 

PROOF. For each positive integer n let Nn be a finite (l/n)-net for X. 
Then the set M = U:=l Nn is countable md is clearly dense in X, and the 
proposition follows (Th. 6.18). 0 

H A is a subset of a metric space (X, p) and if A is not totally bounded, 
then for some sufficiently small positive number eo there exists no finite 
eo-net in A. Thus, in partictilar, A is nonempty, and if Xl E A, there also 
exists a point X2 in A such that p(Xl> X2) ~ eo. Suppose points Xl> ••• ,X/c 
have already been chosen in A in such a way that p(Xi,Xj) ~ eo,i f: j; 
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i,j = 1, ... , k. The set {Xl, ... , Xk} is not an co-net in A (since no fi­
nite co-net exists for A), so there is a point in A-call it xk+1-8uch that 
P(Xi' Xk+1) ~ co, i = 1, ... , k. Thus by mathematical induction we con­
struct a sequence {Xn}~=l in A with the property that p(xm, xn) ~ co for 
every pair of distinct indices m and n. (Such a sequence will be said to be 
uniformly scattered.) This proves one half of the following basic result. 

Theorem 8.27. A set A in a metric space X is totally bounded if and only 
if every infinite sequence {xn} ~=l in A possesses a Cauchy subsequence. 

PROOF. As just noted, if A is not totally bounded, then it contains a 
uniformly scattered sequence, and it is clear that no subsequence of such 
a sequence can be Cauchy. Thus the condition is sufficient. To prove 
its necessity, suppose that A is a totally bounded subset of X, and that 
{Xn}~=l is an arbitrary sequence in A. According to Proposition 8.25, 
there exists a partition of A into a finite number of subsets, each having 
diameter less than one. Since these sets are finite in number, it is clear that 
there is (at least) one of them with the property that {xn} belongs to that 
subset infinitely often. Let Al denote anyone such set in the partition, 
and let {xkl) = xn,,lk';,l be a subsequence of {xn} lying in AI. The set 
Al is also totally bounded (for it is evident that any subset of a totally 
bounded set is itself totally bounded). Hence there exists a partition of 
Al into a finite number of subsets each having diameter less than 1/2. 
Once again, there must be at least one of these subsets with the property 
that {x~l)} belongs to it infinitely often. Let A2 be such a set, and let 
{xk2) = x~12} be a subsequence of {x};)} lying in A2. Continuing in this 
fashion we obtain (by mathematical induction) a nested sequence {An}~=l 
of subsets of A with the property that diam An ::; lin, n E N, and a 
sequence {{Xkn)}k';,l}~=l of sequences in A with the properties that (a) all 

of the sequences {xkn)}f=l are subsequences of the given sequence {xn }, 

(b) each sequence {Xkn)}k';,l' n ~ 2, is a subsequence of its predecessor 

{xkn-l)}k';,l' and (c) the subsequence {Xkn)}k';,l lies in An. 
Consider, finally, the diagonal sequence {x~n)}~=l in the infinite array 

(1) (1) (1) 
Xl ,X2 ' ... 'Xk , ... 

(2) (2) (2) 
Xl ,X2 ' ... 'Xk , ... 

(n) (n) (n) 
Xl 'X2 , •.. ,Xk , ... 
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This sequence is a subsequence of {xn} with the property that, for each 
positive integer m, some tail of {x~n)} is a subsequence of {X~m)}~l' and 

therefore lies wholly in Am. Thus {x~n)} is Cauchy. 0 

Note. The central feature of this argument-the extraction of ever finer 
subsequences from a given sequence, followed by the extraction of the di­
agonal sequence from the resulting infinite array-is known as the diagonal 
process. This is a powerful tool with numerous uses. 

There are many contexts in mathematical analysis in which it is of great 
importance to know that a given sequence possesses a convergent subse­
quence. Accordingly, the following concept is of major interest. 

Definition. A subset K of a metric space X is compact if every infinite 
sequence in K possesses a subsequence that converges to some point of 
K, or, equivalently, if every infinite sequence in K possesses a cluster 
point belonging to K (Prop. 6.5). 

The following proposition contains interesting and useful information, 
but it is even more important for the illustration it provides of a couple of 
typical compactness arguments. 

Proposition 8.28. Let (X, p) be a metric space, and let K be a compact 
subset of X. Then K is closed and a subset of K is compact if and only 
if it is closed (in either K or Xi see Corollary 6.16). Moreover, K is 
bounded and, if K is nonempty, then there exist points Xo and Yo in K 
such that p(xo, Yo) = diam K. 

PROOF. Suppose first that {xn} is a sequence in K that converges in X 
to some limit ao. Since K is compact, there is a subsequence of {xn} that 
converges to a point of K, and this point must coincide with ao (Prop. 6.4). 
Thus ao E K and K is closed. It follows at once that if L is a compact 
subset of K, then L is also closed in X (and in K). Suppose, conversely, 
that F is a closed subset of K and {xn} is a sequence of points in F. Since 
K is compact, there exists a subsequence of {xn} that converges to a point 
ao of K, and since F is closed we have ao E F. Thus F is compact. 

To establish the remaining assertions of the proposition, let {( X n, Yn)} ~=1 
be a sequence of pairs of points in K such that {p(xn' Yn)} tends upward 
to diam K. Since K is compact, the sequence {Xn}~=l has a subsequence 
{xnm }:=l that converges to a point Xo of K. Similarly, the sequence 
{Ynm }:=1 has a subsequence {Ynm/o }~1 that converges to a point Yo of 
K, and it is easily seen that limkxnm/o = Xo and limkP(xnm",Ynrn,,) = 
p(xo, yo)· Hence diam K = p(xo, Yo) < +00. 0 
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It is an elementary, but still noteworthy, fact that compactness is equiv­
alent to the conjunction of two properties introduced earlier. 

Theorem 8.29. A metric space X is compact if and only if it is both 
totally bounded and complete. 

PROOF. If X is both totally bounded and complete, and if {xn} is an 
infinite sequence in X, then, in the first place, {xn} possesses a Cauchy 
subsequence (Th. 8.27), and that subsequence is then convergent because 
X is complete. Thus X is compact. On the other hand, if X is compact, 
then every sequence in X possesses a subsequence that is convergent and 
therefore Cauchy, so X is totally bounded (Th. 8.27). Similarly, if X is 
compact and if {xn} is a Cauchy sequence in X, then {xn} possesses a 
subsequence that converges to a point ao of X. But then {xn} converges 
to ao also (Prop. 8.1), which shows that X is complete. 0 

Example U. Let us fix a number p, 1 :::; p < +00, and consider the Banach 
space (lp) (Ex. C). For each index m we define a function hm on (lp) by 
setting, for each x = {en} ~o in (lp), 

Thus hm(x) is just the norm of the mth tail of x, whence it is apparent 
that hm(x):::; IIxlip and hm(x+y):::; hm(x)+hm(y) for all X,Y in (lp), and 
also that the sequence {hm } ~=o is pointwise monotone decreasing to zero 
on (lp). Moreover, if {Xn}~=l is a Cauchy sequence in (lp) and if e: is a 
positive number, then there is an index N such that IIxn - xNllp < e:/2 for 
all n 2:: N. Since Xn = (xn - X N ) + X N, this implies that 

for n 2:: N and every index m. But then, since {hm } tends to zero at each 
of the vectors Xl, ... , X N, it follows that there exists an index M such that 
hm(xn) < e: for all n and all m 2:: M. In other words, {hm} tends to zero 
uniformly on any Cauchy sequence in (lp). 

This much said, it becomes a simple matter to determine which subsets 
of (lp) are totally bounded. To begin with, if S C (lp) and if S is totally 
bounded, then S must, of course, be bounded (in norm), and it is easy 
to see that {hm } must tend to zero uniformly on S. Indeed, if this is not 
the case, then there is a positive number co so small that for each index 
m there is a vector Xm in S such that hm(xm) 2:: co, and it is clear from 
the foregoing discussion that no subsequence of the sequence {xm} can be 
Cauchy. On the other hand, if these two conditions are satisfied by S, then 
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it is easy to construct a finite €-net for S for any prescribed € > o. We first 
choose M large enough so that hM(X) < €/2 1/P for all x in S. We then set 
TJ = €/(2M)1/ p and select a finite TJ-net A in C for the disc DK(O)- where 
K is a positive number large enough so that /lx/lp :::; K for every x in S. 
Then the set of all sequences {en} ~o with the property that en E A for 
n = 0, 1, ... ,M - 1, and en = 0 for all n ~ M is obviously finite, and is 
readily perceived to be an €-net for S. (It may be noted that these two 
conditions can be paraphrased in the following way: If we define 

Hm = suphm(x), mE No, 
xES 

then S is totally bounded if and only if Ho < +00 and limm Hm = 0.) 
Suppose now that {e~O)}~=o is some one fixed vector in (£p), and we take 

for S the set of all those sequences {en}~=o such that lenl :::; I{~O\ n E No. 
Then S is a subset of (£p), and it is clear from the preceding discussion 
that S is totally bounded. But S is also closed in (lp), and it follows that 
S is, in fact, compact. Thus, for example, the set Q of those sequences 
x = {en}~=o such that 

is a compact subset of (£2). (The set Q is known as the Hilbert parallelo­
tope.) 

The property of compactness is of sufficient importance that it is ex­
tremely useful to have other criteria for it. The following result provides 
one such criterion. 

Proposition 8.30 (Cantor's Theorem). A metric space X is compact 
if and only if every decreasing sequence {Fn}~=l of nonempty closed 
subsets of X has the property that n~=l Fn is nonempty. 

PROOF. Let X be compact and suppose given a decreasing sequence 
{Fn}~l of nonempty closed sets in X. For each index n let Xn be a point 
of Fn, and let an be a cluster point of the resulting sequence {xn}~=l. 
For each index n this sequence belongs eventually to Fn , and the same is 
therefore true of any subsequence of {xn }. This implies that ao E Fn , and 
since n is arbitrary, it follows that ao E n~=l Fn. Thus the stated condi­
tion is necessary. Suppose next that the condition holds, and let {Xn}~=l 
be an arbitrary infinite sequence in X. The sequence {Tn}~=l of tails of 
{Xn} (Tn = {Xm : m ~ n}) is nested, and so therefore is the sequence 
{T; }~1· Hence by hypothesis n~=l T; t= 0. Let ao E n~=l T;, and let 
€ be a positive number. The ball De:(ao) meets every tail Tn, so for every 
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index n there are indices m ::::: n such that Xm E De(ao). In other words, 
{xn} is in De(ao) infinitely often, and ao is thus a cluster point of {xn}. 0 

There is also a very important criterion for the compactness of a metric 
space that is stated in terms of open sets. 

Theorem 8.31. A metric space X is compact if and only if every open 
covering of X contains a finite subcovering. 

PROOF. Suppose first that the condition is satisfied, and let {Fn}~=l be a 
decreasing sequence of nonempty closed sets in X. If Vn = X\Fn, n E N, 
then {Vn}~l is an increasing sequence of open sets such that Vn ¥- X 
for all n. But then U:'=l Vn ¥- X, for otherwise, by hypothesis, there 
would have to be an index N such that VI U ... U VN = VN = X. Thus 
n:'=l Fn ¥- 0, so X is compact by Proposition 8.30. 

Suppose next that X is compact, and let U be an arbitrary open covering 
of X. Since X satisfies the second axiom of countability (Prop. 8.26), there 
exists a countable subset Uo of U that also covers X (Prob. 6S). If Uo 
happens to be finite, then Uo itself is a finite subcovering of X; otherwise 
Uo is countably infinite and may be arranged into an infinite sequence 
{Un}~l' Set Fn = X\(U1 U .. . UUn ), n E N. Then {Fn}~=l is a decreasing 
sequence of closed sets, and n:'=l Fn = 0. Hence, by Cantor's theorem 
(Prop. 8.30), some set FN must be empty, and therefore U1U .. . UUN = X. 
Thus in either case U contains a finite subcovering. 0 

Corollary 8.32. A subset K of a metric space X is compact as a subspace 
of X if and only if every covering of K by means of open subsets of X 
contains a finite subcovering. 

PROOF. If U is a covering of K consisting of open subsets of X, then U = 
{U n K : U E U} is an open covering of the subspace K. Conversely, every 
covering of K consisting of relatively open subsets of K can be obtained in 
this fashion (Prop. 6.15). 0 

Corollary 8.33 (Heine-Borel Theorem). A subset of Euclidean space an 
is compact if and only if it is closed and bounded. Thus every open 
covering of a closed and bounded set in an contains a finite subcovering. 

PROOF. A compact subset of any metric space is necessarily closed and 
bounded (Prop. 8.28). A closed and bounded subset of Euclidean space is 
complete (Prop. 8.3) and totally bounded (Ex. T), and is therefore compact 
by Theorem 8.29. The covering property follows by Corollary 8.32. 0 

Some of the most important theorems of mathematical analysis have 
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to do with continuous mappings on compact metric spaces. The following 
result is one of those theorems. 

Theorem 8.34. A continuous mapping of a compact metric space (X, p) 
into an arbitrary metric space (Y, p') is uniformly continuous. 

PROOF. Let 4J : X ---t Y be continuous and suppose 4J is not uniformly con­
tinuous. Then there exists a positive number co so small that for each posi­
tive integer n there exist points Xn and x~ of X such that p(xn' x~) < lin, 
while p'(4J(xn}, 4J(x~» ~ co. The sequences {xn} and {x~} thus obtained 
are obviously equiconvergent (Prob. 6M), and since X is compact, the se­
quence {xn} has a subsequence {xn,,} that converges to a limit a. But then 
{x~,,} also converges to a, and it follows that limk 4J( Xn,,} = limk 4J( x~,,) = 
4J( a}, which is impossible since p' (4J( Xn,,), 4J( x~,,» ~ co for all k. 0 

Example V. Let a be a continuous mapping of a closed interval [a, bj into 
a metric space (Y, p'). Then for any given positive number c there exists a 
positive number 8 such that if P = {a = to < ... < tn = b} is an arbitrary 
partition of [a, bj with mesh P < 8 (Prob. 2S), then the oscillation w(a; P} 
of a over P is less than or equal to c (see Problem 7X). Indeed, [a, bj is 
compact by the Heine-Borel theorem, so a is uniformly continuous by the 
foregoing result. Hence for any given c > 0 there exists a number 8 > 0 such 
that It-t'l < 8 (with a::; t, t' ::; b) implies p'(a(t), a(t'» < c. Thus if mesh 
P < 8, then w(a; P) ::; c. More generally, if 4J is a continuous mapping of 
any compact metric space X into Y, then for any positive number c there 
is a positive number 8 such that if C is an arbitrary collection of subsets 
C of X with the property that diam C < 8 for each set Cine, then the 
oscillation of 4J over each set C in C is no greater than c. 

The following result may seem too elementary to be important, but that 
appearance is misleading. 

Proposition 8.35. Let 4J be a continuous mapping of a metric space X 
into a metric space Y. If K is a compact subset of X, then 4J( K) is 
compact and therefore closed in Y. If the entire space X is compact, 
then 4J is a closed bounded mapping. 

PROOF. Let {Yn} be a sequence in 4J(K), and for each n let Xn be a point 
of K such that Yn = 4J(xn). The sequence {xn} possesses a subsequence 
{xn/o} that is convergent to a point Xo of K. But then {4J(xn,,} = Yn,,} 
converges to 4J(xo), which belongs to 4J(K}. Thus 4J(K) is compact, and is 
therefore bounded and closed (Prop. 8.28). 

Suppose now that X is a compact metric space. If F is a closed set in 
X, then F is compact, so 4J(F) is also compact. But then 4J(F} is closed, 
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and therefore rp is closed. o 

Corollary 8.36 (Theorem of Weierstrass). If f is a continuous real-valued 
function on a metric space, then f assumes both a greatest and a least 
value on each nonempty compact subset of X. 

PROOF. If K is a nonempty compact subset of X, then L = f{K) is 
a compact subset of JR, and is therefore both closed and bounded by the 
Heine-Borel theorem (Cor. 8.33). But then L contains both sup L and inf L. 

o 

Example W (Rolle's Theorem). Let f be a continuous real-valued func­
tion on a closed interval [a, bj in JR{a < b) such that f{a) = f{b) = 0, and 
suppose that the derivative f'{t) exists at each point of the open interval 
(a,b). If there is a number t between a and b at which f{t) > 0, then the 
maximum of f on [a, bj (which exists by the theorem of Weierstrass above) 
occurs at a point to in (a, b), and it is easily seen that f' (to) must vanish. 
(The limit 

lim f{to + h) - f{to) 
hlO h 

of the difference quotient from the left must be nonnegativej the limit 

lim f{to + h) - f{to) 
hlO h 

from the right must be nonpositive.) On the other hand, if there is a number 
t in (a, b) at which f(t) < 0, then the minimum of f on [a, bj (which also 
exists by the theorem of Weierstrass) occurs at a point tl of (a, b), and 
it is easily seen, once again, that f' (td = O. Finally, if neither of these 
two possibilities occurs, then f(t) = 0 identically on [a, bj, in which event 
f' ( t) = 0 identically on (a, b) . Thus, in any case there exists at least one 
point t of (a, b) such that f'{t) = O. (This result, known as Rolle's theorem, 
yields immediately a proof of the mean value theorem, and therefore stands 
at the heart of elementary calculus. Its rigorous demonstration, sometimes 
omitted from calculus courses, is, as we have just seen, an easy consequence 
of the theorem of Weierstrass.) 

Note. It is an immediate consequence of Proposition 8.35 that if X is a 
compact metric space, then the space C{XjY} of continuous mappings of 
X into a second metric space Y coincides with the space Cb(Xj Y) of all 
bounded continuous mappings of X into Y. In the sequel we shall make free 
use of this as well as the consequent fact that C(X j Y) is complete in the 
metric of uniform convergence whenever X is compact and Y is complete 
(Prop. 8.7). (If X is compact and E is a Banach space, then C(X; E) is also 
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a Banach space in the metric of uniform convergence with pointwise linear 
operations; see Problem 6E. In particular, C (X; C) is a complex Banach 
space and C (X; R) is a real Banach space.) 

The following result is little more than a corollary of Proposition 8.35. 
Nevertheless, it is one of the most important theorems of modern analysis, 
the most basic of the open mapping theorems. 

Theorem 8.37. Let X be a compact metric space and let ¢ be a con­
tinuous one-to-one mapping of X into a metric space Y. Then ¢ is a 
homeomorphism of X onto ¢(X). 

PROOF. The mapping ¢ is closed, as we already know (Prop. 8.35), and 
since ¢ is one-to-one, this implies that it is also open as a mapping of X 
onto ¢(X) (since open and closed sets in ¢(X) in the relative metric are 
complements of one another). But then ¢ is a homeomorphism of X onto 
¢(X). 0 

Example X. A compact convex subset K of Euclidean space Rn (Prob. 
3S) is called a convex body if its interior KO is nonempty. If K is a convex 
body and L is a straight line in Rn that meets K, then L n K is a line 
segment i in L, and if L meets KO at all, then i is nondegenerate and 
every point of i lies in KO except the endpoints, which must belong to 8K, 
of course. (Indeed, if Dr(xo) C K for some positive radius T, if Xl is a 
point of K, and if for some 0 < t < 1 we write Yo = txo + (1 - t)XI' then 
direct calculation discloses that Dtr(yo) C K.) 

Suppose now that K is a convex body in Rn, and suppose further, for 
the sake of convenience, that the origin 0 belongs to KO. Then for each 
point u of the unit sphere S = {u E JR.n : lIull2 = I} there is a unique 
positive real number tu such that tu belongs to KO for 0 ::; t < tu, while 
tu fails to belong to K for all t > tu, and tuu E 8K. We shall show that 
the real-valued function h defined on S by setting h(u) = tu,u E S, is 
continuous. To this end, let {un} be a sequence of points in S tending 
to a limit Uo, and suppose {h(un )} fails to converge to h(uo) in JR.. Then 
there is a positive number eo small enough so that the sequence {h(un )} 

lies outside the interval U = (h(uo) - eo, h(uo) + eo) infinitely often. But 
then {un} possesses a subsequence {vm = un.,,} such that h(vm) ¢. U for 
every index m. Moreover, the sequence {h(vm)} is bounded in JR. (for K is 
compact, and therefore bounded, in Rn) so {vm } in turn has a subsequence 
{Wk = Vm ,,} such that {h( Wk)} converges to a limit to in JR., and to cannot 
belong to U since JR.\U is a closed set. But now, the sequence {h(Wk)wd 
also converges in Rn to touo (Ex. 7L), which implies that touo E 8K, since 
h(Wk)Wk E 8K for all k and 8K is a closed set (Prob. 6Q). But to =/:: h(uo), 
and h(uo) is, by its construction, the only positive number t such that 
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tuo E oK. Thus we have arrived at a contradiction, and the continuity of 
h is verified. Moreover (as was just noted), the mapping ¢o of S onto oK 
defined by setting 

¢o(u) = h(u)u, u E S, 

is also continuous. Furthermore, ¢o is obviously one-to-one, and is therefore 
a homeomorphism of S onto oK according to Theorem 8.37. 

Finally, we use ¢o to define a homeomorphism ¢ of the closed unit ball 
Dl(O)- onto the convex body K, setting 

To show that ¢ is a homeomorphism it is enough to prove that it is contin­
uous, since it is obvious that it is one-to-one, and both Dl(O)- and K are 
compact. Moreover, it is easy to see that ¢ is continuous at every point of 
K\{O} (see Example 7M), while if {xn} is an arbitrary sequence of nonzero 
vectors in K tending to 0, then 1I¢(xn )1I2 = IIxnIl2h(xn/llxnI12) -+ 0, and 
it follows that ¢ is also continuous at O. 

According to the foregoing considerations, if Kl and K2 are any two 
convex bodies in Rn, then there exist homeomorphisms of Kl onto K2 
that carry the boundary of K 1 homeomorphically onto the boundary of 
K 2. Indeed, it is obvious that suitable translates of Kl and K2 have the 
origin in their interiors, and it follows that both Kl and K2 are homeomor­
phic to Dl(O)- under homeomorphisms that carry S onto oKl and oK2, 
respectively. 

As a matter of fact, any homeomorphism of a convex body K in Rn 
onto a subset A of Rn must carry 8K homeomorphically onto 8A, but this 
theorem is much deeper than the results developed here and cannot be 
proved without recourse to the arcana of algebraic topology. 

Example Y. A curve 0: in a metric space X (parametrized on an interval 
[a, b]) is said to be a simple arc if it does not cross itself, that is, if it is one­
to-one. (Recall (Ex. 7R) that a curve in X is just a continuous mapping 
of a parameter interval into X.) According to Theorem 8.37, such a curve 
is actually a homeomorphism of [a, bj into X. A very interesting example 
of such a homeomorphism of the unit interval into R2 may be obtained 
by modifying in a suitable manner the construction of the space-filling 
curve in Example J. Here are the details. (Throughout all that follows in 
this example use is made of the notation and terminology introduced in 
Examples 60, 6P and 6Q.) 

To begin with, once again, let x = (81) 82) and y = (tl' t2) be points 
in R2, let l be the linear parametrization on the parameter interval [a, bj 
of the line segment lex, y), and suppose that l slants upward to the right. 
Let a' and b' be the points in [a, bj that partition it into three congruent 
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subintervals {a' = {2a + b)/3, b' = (a + 2b)/3», let () be a proper ratio 
(O < () < 1), and let si and ti denote the endpoints of the central (}th part 
of [SI. t 1) (si = {1/2)[SI + h - (}{h - sd), ti = {1/2)[SI + tl + (}(tl - sdl)· 
Then £(x,8) is defined to be the piecewise linear extension (Ex. 7N) of the 
mapping of the partition {a < a' < b' < b} that agrees with £ at a and b and 
that carries a' to (si, t2) and b' to (ti, S2). Similarly, if s~ and t~ denote the 
endpoints of the central (}th part of [S2' t2], then £(y,8) is defined to be the 
piecewise linear extension of the mapping of the partition {a < a' < b' < b} 
that agrees with £ at a and b and carries a' to the point (tl' s~) and b' to the 
point (SI. t~). (If £ does not slant upward to the right, then, by definition, 
£(x,8) = £(y,8) = £.) 

Next let 11" be a continuous mapping of [a, b) into )R2 that is piecewise 
linear with respect to some partition 'P = {a = Uo < ... < UN = b}. 
We first define 1I"(x,8) to be the mapping obtained by replacing each of the 
linear segments 1I"i = 11"1 [Ui-l , Ui), i = 1, ... , N, by the curve 1I"!x,8), and we 
define 1I"(y,8), similarly, to be the curve obtained by replacing each 1I"i by 
1I"!y,8). Finally, we denote by 1I"H8) the result 1I"(x,8)(y,8) of applying these 
two modifications to 11" one after the other. 

Concerning 11"~(8) we observe that, for each subinterval [Ui-I,Ui) of 'P, 
the curve (1I"t(8»i = 11"~(8) I[Ui-l, Ui) coincides with (1I"i)H8) = (1I"d(x,8)(y,8) 

-the result of applying the two basic operations to the single line segment 
1I"i. It follows that if some segment 1I"i of 11" fails to slant upward to the 
right, then (1I"H8»i = 1I"i' and, in general, that the behavior of 11"1(8) may 
be determined by investigating the case in which 11" consists of a single line 
segment. 

Suppose then, once again, that £ is the (upward slanting to the right) 
linear parametrization on the interval [a, b) of the line segment joining x to 
y in )R2, and let R denote the rectangle having £ for a diagonal. If F = 
{II. 12 , 13 , I4 } is the system of subintervals of [a, b) obtained by removing 
the central third twice (so that F = {[a, bJ}** in the notation of Example 
60), and if 'Po is the partition of [a, bJ given by the eight endpoints of these 
four intervals, then £H8) is a homeomorphism of [a, b) into the rectangle R 
that is piecewise linear with respect to 'Po. Moreover, the subintervals of 
'Po on which the restrictions of £H8) slant upward to the right are precisely 
the four intervals It, 12 , 13 and 14 , and the restrictions of £H8) to these four 
intervals are linear parametrizations of the (upward slanting to the right) 
diagonals of the four rectangles Roo, RoI, RIO and RII obtained by removal 
of the central cross-shaped (}th part of R (Ex. 6Q), while the restrictions 
of £H8) to the other three subintervals of 'Po are disjoint line segments that 
lie outside these four rectangles except for their endpoints. Finally, we 
observe that 11£-£*(8)1100 < {7/9)lIx-yIl2, a fact that is disclosed by direct 
calculation. (If £ does not slant upward to the right, then £t(8) = £, so 
11£-£t(8)1I00 = 0.) Figure 7 shows £H8) for () = 1/3. 

Thrning now, once again, to a piecewise linear mapping 11" of [a, b) into 
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]R2 with respect to a partition P = {a = Uo < ... < Un = b}, we define 
N(7r), just as before, to be the largest of the numbers 117r(ud - 7r(Ui-l) 112 
among all of those subintervals of P on which 7r slants upward to the right. 
ThenitisclearthatN(7r+(6»':::; (1/2)N(7r) and 117r-7r+(6) 1100 < (7/9)N(7r). 
Moreover, 7r and 7rt(6) coincide on any subinterval of P on which 7r does not 
slant upward to the right, and if a rectangle contains one of the segments 
7r1[Ui-ll Ui), it also contains the subcurve 7r+I[ui-l' Ui). 

Suppose, finally, that {On}~=o is an arbitrarily prescribed sequence of 
proper ratios (0 < On < 1 for every n). Then we define a sequence of curves 
by mathematical induction, setting 'l/Jo(u) = (u,u),O:::; u:::; 1, and, assum­
ing 'l/Jn already defined, setting 'l/Jn+1 = ('l/Jn)+(6n ). According to the above 
estimates we have N( 'l/Jn) :::; .;2/2n and II'I/Jn - 'l/Jn+1l1oo < (7 /9)N( 'l/Jn) for 
each index n, and it follows that the sequence {'l/Jn}~=o satisfies condition 
(C) with respect to M = 7.;2/9 and r = 1/2. Hence {'l/Jn} converges uni­
formly to a curve won the parameter interval [0,1) by Propositions 8.6 and 
8.7. 

U -~ -9 

U=~ y = (tl' t2) 
.----------:::-------r"-----=u=l 

U -e -3 

Figure 7 

R 

So far this construction parallels in every detail the construction of the 
space-filling curve in Example J. Let us turn now to the very critical ways 
in which the curve w differs from the earlier one. To begin with, the curve 
'l/Jo is visibly simple, and 'l/Jl is simple as well, as we have already noted. 
Indeed, a straightforward mathematical induction, which we omit, shows 
that for each nonnegative integer n the curve 'l/Jn is a simple arc in the unit 
square satisfying the following three conditions: 

(1) The curve 'l/Jn is piecewise linear with respect to the partition P2n 
of [0,1) consisting of the endpoints of the 4n subintervals of [0,1) 
constituting the set :F2n used in the construction of the Cantor set in 
Example 60, 
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(2) The restriction of 'l/Jn to a subinterval of 'P2n slants upward to the 
right if and only if that subinterval is one of the intervals I E1 , ••• ,E2n in 
:F2n , 

(3) The restriction of 'l/Jn to each subinterval IE1 , ••• ,E2n is the linear para­
metrization on that interval of the (upward slanting to the right) 
diagonal of some one of the 4n squares in the set Qn used in the con­
struction of the planar Cantor set p{Sn} in Example 6Q, and these 
correspondences between :F2n and gn are one-to-one and order pre­
serving. 

It follows from these three facts that if t is a number in [0,1] such 
that t f!. F2k for some positive integer k, then the sequence {'l/Jn(t)}~=o is 
constant for n ~ k, and hence that 'l/Jn(t) = w(t), n.;::: k. Moreover, the 
point w(t) does not belong to Gk, and therefore does not belong to any 
of the sets Gn , n ~ k. On the other hand, if t belongs to the Cantor set 
G, then 'l/Jn(t) E Gn, n E No, and consequently w(t) E Gn, n E No. But 
then w(t) E p{S,.}. From these observations it follows, in turn, that the 
curve w is also a simple arc. Indeed, if t and t' are distinct points of [0,1], 
and if neither t nor t' belongs to G, then both fall in [0,1]\F2k for some 
sufficiently large k, and it is clear that in this case w(t) 1= w(t'). Next, if 
t f!. G and t' E G, then there is a positive integer k such that w(t) f!. Gk, and 
again w(t) 1= w(t'). Finally, if both t and t' are points of G, then for some 
positive integer k the numbers t and t' belong to two different intervals 
of the form IEl, ••• ,E21c' whereupon it follows that the sequences {'l/Jn(t)} and 
{ 'l/Jn (t')} belong to distinct (and therefore disjoint) squares in Qn for all 
n ~ k. Thus w is a homeomorphism of [0,1] onto a simple arc in the unit 
square. Moreover, this discussion clearly shows that the restriction wiG 
is also a homeomorphism of the Cantor set G into the planar Cantor set 
p{S,.}. 

As a matter of fact, wiG maps G homeomorphically onto P{8,.}. For if Xo 
is a point of p{ 8,.}, then for each positive integer n there is a unique square 
Rn in Qn that contains xo, and the nested sequence {Rn} corresponds to 
a similarly nested sequence {In} of intervals, where In E :F2n for each n. 
But then n~=l In is a singleton {to}, where to E G, and it is clear that 
w(to) = Xo. This fact is sometimes expressed by saying that the simple arc 
w threads the Cantor set p{S,.}. 

PROBLEMS 

A. Verify that the metric space obtained by equipping an arbitrary set with 
the discrete metric (Ex. 60) is complete. Give an example of a discrete 
metric space (that is, one in which every point is isolated; see Problem 60) 
that is not complete. 

B. Let X be a metric space and let {Xn} and {x~} be equiconvergent sequences 
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in X (Prob. 6M). Show that if either sequence is Cauchy, then both are. 
Conclude that if there exists a dense set M in X with the property that 
every Cauchy sequence in M converges in X, then X is complete. 

C. Let Z be a nonempty set, let (X, p) be a metric space, and let XZ denote, 
as usual, the collection of all mappings of Z into X. If cp and 't/J denote two 
elements of X Z , we define cp and 't/J to be boundedly equivalent (notation: 

b 
cp~ 't/J) if 

supp(cp(Z),'t/J(Z)) < +00. 
zEZ 

b 
(i) Verify that ~ is, indeed, an equivalence relation on X Z , and show that 

(ii) 

(iii) 

if we define 
u(cp, 't/J) = sup p(cp(z), 't/J(z)) (3) 

zEZ 

whenever cp and 't/J are boundedly equivalent elements of X z, then u 
b 

turns each equivalence class with respect to ~ into a metric space. 

Verify that the set 8(Z; X) of bounded mappings of Z into X is one 
b 

equivalence class in X Z with respect to ~ , and that the metric u defined 
in (3) on 8(Z; X) is the metric of uniform convergence (Ex. 6H). (More 

b 
generally, the metric u on any equivalence class [<Po] with respect to ~ 
is called the metric of uniform conveTYence on [<Po].) 

b 
Prove that each equivalence class [<Po] in XZ with respect to ~ is com-
plete in the metric of uniform convergence if the metric space (X, p) is 
complete. 

(iv) Let (X,p) be a nonempty metric space, and for each point x of X let 
f", denote the real-valued function defined on X by setting 

f",(y) = p(x,y), y E X. 

Verify that, if Xo is anyone point of X, then all of the functions in the 
indexed family {f",hEX are boundedly equivalent in lRx to 1"'0' and 
therefore all lie in the complete metric space obtained by equipping the 
equivalence class [/"'0] with the metric of uniform convergence. Show 
also that the mapping 4) of X into lRx defined by 

4)(x) = I"" x E X, 

is an isometry of X into the complete space [/"'0]. Finally, use these 
observations, along with the uniqueness assertion of Theorem 8.2, to 
give a new model for the completion (X, p) of the metric space (X, p). 

D. Let (X, p) be a complete metric space. 
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(i) If ¢ is any continuous mapping of a subset A of X into a second metric 
space (Y, pI), and if we set 

p(x, y) = p(x, y) + p' (¢(x), ¢(y», x, YEA, 

then p is a metric on A that is equivalent to the given (Le., relative) 
metric on A. 

(ii) Let U be an open subset of X, and set f(x) = l/d(x,X\U),x E U. If 
f is used to define p as in (i) (so that p(x,y) = p(x,y) + If(x) - f(y)1 
for x, y E U), then U is complete with respect to the metric p. Thus 
every open set in a complete metric space can be remetrized by means 
of an equivalent metric with respect to which it becomes complete; cf. 
Example E. 

(iii) Let A be a G6 in X, let A = n:=l Un, where each Un is open, and for 
each index n set fn(x) = l/d(x, X\Un ), x E Un. Then 

~ ~ 1 Ifn(x) - fn(y)1 
p(x,y) = p(x,y) + ~ 2n 1 + Ifn(X) - fn(y)I' 

n=l 

x,yE A, 

defines a metric p that is equivalent to the given metric on A, and A 
is complete with respect to p. Thus every G 6 in a complete metric 
space can be remetrized by means of an equivalent metric with respect 
to which it becomes complete. (Hint: In all parts of this problem it 
helps to recall Problem 6Y.) 

E. A net {X~hEA in a metric space (X,p) is said to be a Cauchy net, or to 
satisfy the Cauchy criterion, if for each positive number f: there exists an 
index AO such that p(x~, x~,) < c whenever A, AI ?: Ao. 

(i) Prove that a net {x~} in (X, p) is Cauchy if and only if the tail filter 
(base) associated with {x ~} (Prob. 7T) is Cauchy. 

(ii) Use this fact to show that (X, p) is complete if and only if every Cauchy 
net in X is convergent. 

F. For a real n x n matrix A = (aij) we define 

Nl(A) = Ml + ... + Mn 

where, for each i = 1, ... , n, Mi denotes the largest of the absolute values 
of the entries in the ith row of A(Mi = I ail I V ... V lainl). Verify that if T 
denotes the linear transformation on ]Rn having matrix A (Ex. 3Q), and if 
]Rn is equipped with the norm II IiI, then IITII ~ Nl(A) (in the notation 
introduced in Example 7D). Using this information and following the line 
of argument employed in Example H, show that 1 - T is necessarily an 
isomorphism of ]Rn onto itself whenever Nl(A) < 1. Show too that this 
result neither subsumes nor is subsumed by the result of Example H. (Show, 
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that is, that there are matrices A such that N(A) < 1 while N1(A) > 1, 
and also matrices A such that N1(A) < 1 while N(A) > 1.) 

G. (Picard) Let I(x, y) be a real-valued function defined and continuous on 
some open set U in the plane 1R2, and let (xo, YO) be a point of U. 

(i) Show first that there exist positive numbers Co and do such that the 
rectangle Ro = [xo - Co, xo + eo] x [Yo - do, Yo + do] is contained in U 
and also such that Aeo ~ do where A = max{ll(x,y)1 : (x,y) E Ro}. 

(ii) With Co, do as in (i), let c be a real number such that 0 < c ~ Co and let 
Cc denote the set of all those continuous mappings 9 of [xo - c, xo + c] 
into [YO - do, Yo + do] with the property that g(xo) = Yo. Verify that Cc 

is a closed set in the space CR ([xo - c, Xo + cD (in the metric of uniform 
convergence). Show too that the function 

hex) = Yo + 1'" I(t,g(t»dt, Ix - xol ~ c, 
"'0 

belongs to Cc whenever 9 does, and hence that setting 

1I1(g) = h, 9 E Ce , 

defines a mapping 111 of Cc into itself. 

(iii) Suppose now that I is not only continuous, but is also Lipschitzian 
as a function of y uniformly in x on Ro. Suppose, that is, that there 
exists a constant M such that II(x,y') - l(x,y")1 ~ Mly' -y"l for any 
two points (x, y') and (x, y") in Ro. Prove that there exists a positive 
number c with the property that the initial value problem 

(I) 
d 

dxg(x) = I(x,g(x», Ix - xol < c, 

g(xo) = Yo, 

possesses a unique solution 9 on (xo - C,xo + c). (Hint: Show that 
if c ~ Co, then a function 9 satisfies (I) if and only if it extends by 
continuity to a function on the closed interval [xo - c, Xo + c] that is a 
fixed point for 111. Choose c so as to make 111 strongly contractive, and 
invoke Example G.) 

H. Let x = (81,82) and y = (t1,t2) be points of 1R2, and let l denote the 
linear parametrization on the parameter interval la, b] of the line segment 
joining x to y. We denote by a' and b' the points of trisection of the 
interval la, b], by s~ and t~ the points of trisection of the segment of real 
numbers joining 81 to tl, and likewise by 8~ and t~ the points of trisection 
of the segment joining S2 to t2 in IR. (This somewhat awkward description 
is necessitated by the fact that, in the present construction, 81 is allowed 
to be either less than or greater than tl, and similarly, 82 may be either 
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less than or greater than t2. Note that we have s: = (2Si_+ ti)!3 and 

t: = (Si + 2ti)/3, i = 1,2, in any case.) We next define ix) to be the 
piecewise linear extension of the mapping of {a < a' < b' < b} into ]R2 
that takes a and b to x and y, respectively, and takes a' to (s~, t2) and 

b' to (t~, S2). Similarly, we denote by iY) the piecewise linear extension 
of the mapping of {a < a' < b' < b} into ]R2 that carries these numbers 
to x, (h, S2), (SI, t 2), y, in that order. Then, with these preparations taken 
care of, we pro~eed to f£llow exactly the construction in Example J. That 

is, we define 11"("') and 1I"(Y) for a curve 11" that is piecewise linear with respect 

to a partition {a = Uo < ... < UN = b} of [a,b] (so 1I"(;)I[Ui-l,Ui] = (1I"i)(;) 

and 1I"(;)I[Ui-l,Ui] = (1I"d;) , where 1I"i = 1I"I[Ui-l,Ui],i = 1, ... ,N) and 
then set 

11"§ = 11"(;)(;) 

(so that 11"§ I[Ui-l, Ui] = (1I"i)§, i = 1, ... ,N). 

(i) Let I be as stated, and let R be the rectangle having I as a diagonal. 
Verify that, if P denotes the partition of [a, b] into nine subintervals of 

equal length (the result of trisecting [a, b] twice), then l§ is a continuous 
mapping of [a, b] into R that joins x to y, is piecewise linear with respect 

to P, and satisfies the inequality IIl§ -11100 < IIx - y112. Show too 
that if R# denotes the cellular partition of R into nine subrectangles 

effected by trisecting the sides of R, then l§ maps each subinterval of P 
linearly onto a diagonal of a cell in R#, thus establishing a one-to-one 
correspondence between R# and the subintervals of P. (Hint: Draw a 

sketch of l§ .) 

(ii) Set 11"0 ( u) = (u, u), ° :S u :S 1, and, supposing 1I"n already defined, 

set 1I"n+1 = (1I"n)§' Prove that the sequence {1l"n}~=o thus inductively 
defined converges uniformly on the unit interval to a plane curve 'IjJ, and 
that 'IjJ is a Peano curve filling the unit square [0,1] x [0,1). (Hint: Let 
Pn be the partition of [0, 1] into 3n subintervals obtained by trisecting 
[0,1] n times, so that 1I"n is piecewise linear with respect to P2n for 
each index n. Show first that {11" n} satisfies condition (C) of Lemma 8.5 
with r = 1/3 and M = J2. Show too that if R(n) denotes the cellular 
partition of the unit square [0,1] x [0,1] into 9n subsquares obtained 
from the partition P n of each of its sides, then for each index n there is a 
one-to-one correspondence "'n between R(n) and the subintervals of P2n 

such that 1I"n maps each subinterval I of P2n linearly onto a diagonal 
of "'n(I), and such that a subinterval I" of P2(n+l) is contained in a 
subinterval I' of P2n if and only if "'n+l(I") is a subsquare of "'n(I'). 
Note finally that 'IjJ agrees with 1I"n on the points of P2n, and invoke 
Proposition 8.35.) 

(iii) Show that, in fact (in the notation just introduced), each subinterval I 
ofP2n is mapped by 'ljJII continuously onto the corresponding subsquare 
"'n(/). Finally, verify that 'IjJ is Lipschitz-Holder continuous on [0,1] 
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with respect to exponent a = 1/2 (and suitably chosen L.-H. constant 
M)j cf. Problem 7K. 

I. Let x = (81, ... , 8 m ) and y = (iI, ... , tm) be points in Euclidean space lRm, 
let £ be the line segment (parametrized on the interval [a, bJ) that joins x to 
y, and let Z denote the cell in lRm having £ for a diagonal. For each index 
i = 1, ... , m, let 8; and t; denote the points that trisect the line segment 
joining 8i to ti in lR (so that 8; = (28i + ti)/3, t; = (8i + 2ti)/3), let x; be 
the point in lRm whose coordinates are the same as those of y except for the 
ith, where 8; replaces ti, and likewise let y~ be the point whose coordinates 
are the same as those of x, except for the ith, where t; replaces 8i. Then, 
letting {a < a' < b' < b} denot~ once again the partition of [a, b] into three 
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equal subintervals, we define £(i), i = 1, ... , m, to be the piecewise linear 
extension to [a, b] of the assignment a -+ x, a' -+ x;, b' -+ y~, b -+ y. 

(i) Follow the example of the preceding problem to define 

for a piecewise linear curve 7r in lRm (so that, if 7r is piecewise linear 
with respect to a partition P = {a = Uo < ... < UN = b}, then 

7r§(m)\[Ui_1,Ui] = (7r\[Ui_1,Ui])§(m),i = 1, ... ,N). Show that, for the 

line segment £, e§(m) is a curve lying in the cell Z that is piecewise linear 
with respect to the partition Pm of [a, b] into 3m equal subintervals, 

and that \le§(m) - e\\oo < \Ix - Y\\2, while w(e§(m)jPm ) = \Ix - y\\2/3. 
Show too that e§(m) establishes a one-to-one correspondence between 
the subintervals of Pm and the 3m cells in the cellular partition Z# 
of Z obtained by trisecting each of its edges, and this in such a way 
that e§(m) maps each subinterval of Pm linearly onto a diagonal of the 
corresponding cell in Z#. (Hint: We may suppose m ::::: 2. If i < m 
and iff denotes the line segment in lRm - 1 that joins x = (81, ... ,8=-1) 
to 11 = (t1, ... , tm-d and is ~ametrized on [a, b], then the points 

assigned to U = a, a' , b', b by £( i) are obtained from those assigned by 

?-ii by adjoining the mth coordinates 8 m , tm , 8=, tm (in that order).) 

(ii) Let the sequence of curves {7rn}~o in lRm be defined inductively by 

setting 7ro(u) = (u, ... ,u),O S; U S; 1, and 7rn+1 = (7rn )§(m),n E No. 
Verify that {7rn } converges uniformly on [0,1] to a curve 'Ij; that is 
Lipschitz-Holder continuous (Prob. 7K) with respect to exponent a = 
l/m, and also that if, as above, Pn denotes for each index n in No 
the partition of [0,1] into 3n equal subintervals, then 'Ij; maps each 
subinterval of Pmn onto precisely one of the 3mn cubes in the cellular 
partition of Wo = [0,1] x ... x [0,1] obtained from the partition P n of 
each of the edges of Woo 

The curve constructed in Problem H is actually the orig­
inal example of a space-filling curve given by Peano [21], who 
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sets forth a direct definition of '!/J(t) in terms of the ternary 
expansion of t. This arithmetic definition, however, while en­
tirely explicit, is far less perspicuous than the one employed 
in Example 7R. (The latter construction is due to Lebesgue 
[18; p. 44].) The sequential construction of Peano curves fa­
vored here is to be found in [20] and (in the m-dimensional 
case) in [19]. 

J. Let X be a perfect, separable and complete metric space, and let S be an 
arbitrary countable dense set in X. Prove that S is neither a G(j nor of 
second category in X. Conclude that there does not exist any mapping of 
X into any metric space Y having S as its set of points of continuity. 

K. (i) Prove that an arbitrary mapping of the metric space Q of rational 
numbers into any metric space is of Baire class one between those two 
spaces (Ex. Q). 

(ii) As a matter of fact, any mapping of any countable metric space into a 
metric space is of Baire class one. (Hint: If Xo is an arbitrary point in 
a countable metric space (X, p), then there exist radii r such that the 
set {x EX: p(x, xo) = r} is empty.) 

(iii) A real-valued [complex-valued] function I on a metric space X is a 
function of Baire class one if I is of Baire class one as a mapping of 
X into JR[C]. (The continuous scalar-valued functions on X are the 
functions of Baire class zero.) Show that the collection £1 of all those 
subsets A of X such that XA is of Baire class one on X is complemented 
(i.e., X\A belongs to £1 whenever A does) and contains all open and 
closed sets. Conclude that on any metric space X there are functions 
of Baire class one that are not of Baire class zero unless X is discrete. 

(iv) A scalar-valued function 9 on a metric space X is a function of Baire 
class two on X if there exists a sequence {In} of functions of Baire 
class one such that In(x) --+ g(x) for every x in X. Show that the 
collection £2 of all those subsets A of X such that XA is of Baire class 
two on X is also complemented and contains all G(js and F(js in X. 
Thus in the metric space JR the set Q of rational numbers belongs to 
£2 but not to £1. More generally, in any complete separable metric 
space X there are sets that belong to £2 but not to £1, unless X is 
countable. (Hint: An uncountable complete separable metric space 
has a nonempty Bendixson kernel; see Problem 6V.) 

L. (Uniform Boundedness Theorem) Let £ be Banach space, let T be a col­
lection of bounded linear transformations of £ into a normed space :F, and 
suppose that T is pointwise bounded on £ in the sense that for each vector 
x in £ the set {Tx : T E T} is a bounded set in :F. 

(i) Prove that for some sufficiently large number N there is a nonempty 
open set U in £ such that IITxll :::; N for every vector x in U and every 
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Tin T. (Hint: For each positive integer n and for each T in T, the set 
{x E E : IITxl1 :<::; n} is closed, and so therefore is the set 

Fn = n {x E E: IITxl1 :<::; n}. 
TET 

Show that the sequence {Fn} covers E, and use Corollary 8.19.) 

(ii) Conclude that T is actually uniformly bounded in the sense that there 
exists a positive constant M such that IITII :<::; M for every transforma­
tion T in T. (Hint: With N and U as in (i) choose Xo and e > 0 such 
that De(xo) C U. Then for any vector x such that Ilxll < e we have 
x = (x + xo) - Xo, and therefore IITxl1 :<::; 2N for every T in 7.) 

(iii) Let {Tn}~=l be a pointwise convergent sequence of bounded linear 
transformations of E into F. Prove that the sequence {Tn} is uniformly 
bounded and that limn Tn is also a bounded linear transformation. 

M. Let X be a metric space and let {Xn} ~=l be an arbitrary sequence of points 
in X. Prove that {Xn} has either a Cauchy subsequence or a uniformly 
scattereq subsequence. (Hint: Use the diagonal process.) 

N. (i) Let Xl, ... , Xn be complete metric spaces, and let II = Xl X ..• X Xn 
be equipped with a product metric p (Prob. 6H) with respect to which 
each projection 7r i of II onto Xi, i = 1, ... ,n, is uniformly continuous. 
Show that (II, p) is complete. 

(ii) Does this result generalize to the product of an infinite sequence of 
complete metric spaces? 

O. The central feature of the diagonal process is, as noted, the successive 
selection of ever finer subsequences from a given sequence. In our applica­
tions of the procedure up to now, the key element in the construction has 
been the fact that each subsequence in turn satisfied some more restrictive 
condition than its predecessor. There is another slightly different version 
of the diagonal process. 
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(i) Let {Xn}~=l be a sequence of objects, and let {Pk( )}k=l be a sequence 
of predicates, each of which is predicable of every term of {xn }. Show 
that there exists a subsequence {Xnm} ~=l such that, for each index 
k,Pk(Xnm ) is either eventually true or eventually false. (Hint: For each 
k there is either a subsequence of {Xn} on which Pk( ) is always true, 
or else a subsequence on which Pk( ) is always false. Use the diagonal 
process.) 

(ii) For each real number x in [0,1) and each positive integer k let us say 
that Pk(X) is true if x has a binary expansion x = O.el ... en ... in 
which ek = O. For a given sequence {Xn} in [0,1) there is a subsequence 
{xn ",} such that each Pk ( ) is either eventually true or eventually false 
of {xn ",}. Prove that {Xn"'}~=l converges. 
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(iii) Prove that an arbitrary sequence {Xn}~=l of real numbers has a sub­
sequence {Xnm}~=l with the property that for every rational number 
r either {xnm } is eventually ~ r or eventually > r. Show that {xnm } 
is either convergent or tends to ±oo. 

P. If {Aklk"=l and {En}~=l are sequences of subsets of a set X, then there is 
a subsequence {Enm} of {En} with the property that, for each index k, if 
Ak meets {Enm} infinitely often, then it meets {Enm} eventually. 

(i) Conclude that an arbitrary sequence {En} of sets in a separable metric 
space X possesses a subsequence {En ... } such that F lim sUPm En ... = 
F lim infm En.,., and hence such that F limm Enm exists. (Hint: Let 
{UkH~"=l be an enumeration of some countable base of open sets for 
X.) 

(ii) Give an example of a sequence {Fn} of nonempty closed subsets of R 
such that F limn Fn = flJ. 

Q. If X, Y and Z denote arbitrary sets and </J is a mapping of X x Y into 
Z, then, for each fixed x in X, setting </Jz(y) = </J(x, y), y E Y, defines a 
mapping </Jz : Y ~ Z. Similarly, if y is an arbitrary fixed element of Y, 
setting </JfI(X) = </J(x,y),x E X, defines a mapping </JfI : X ~ Z. (These 
mappings are known as partial mappings.) Throughout the balance of this 
problem we suppose that (X,p), (Y,p') and (Z,u) are all metric spaces, 
and that </J is a given mapping of X x Y into Z. We also suppose that 
X x Y is equipped with a product metric p" (Prob. 6H). 

(i) Suppose first that all of the partial mappings </Jz are continuous on Y. 
If x' , x" are points of X, then the function 

u (</J(x',y),</J(x",y») , y E Y, 

is also continuous on Y. Consequently, if A is any nonempty subset of 
X, the function 

gA(y) = sup {u(</J(x',y), </J(X", y» : x', x" E A} 

is a nonnegative, lower semicontinuous, extended real-valued function 
on Y. Verify that if 9A(y) $ 'fJ for some positive number 'fJ and all y 
in some subset B of Y, then W(</Ji (x, y» $ 2'fJ at every point (x, y) of 
AO x BO. (Hint: By taking (x, y) sufficiently close to a point (xo, YO) 
with respect to the product metric p" we can make x close to Xo and 
y close to Yo (why?). In particular, if Xo E AO, we may arrange for x 
to belong to A ° too, and also for </J:t:o (y) to be as close to </Jzo (Yo) as 
desired. Use the fact that 

u (</J(x, y), </J(xo, YO» ~ u (</J(x, y), </J(xo, y» + u (</J(xo, y), </J(xo, yo».) 

(ii) Suppose now that all of the partial mappings </J:t: and </JfI are continuous, 
and also that the metric space (Y, p') is complete. For each point x of 
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X and positive integer n set g""n = gU" where Un = Dl/n(x). Then 
for each x, {g""n}~=l is a decreasing sequence of nonnegative, lower 
semicontinuous, extended real-valued functions on Y with the property 
that (in the obvious sense) limn g""n(Y) = ° at every point Y ofY. Verify 
that if, for a positive number e, we set V""n,E = {y E Y : g""n(Y) > e}, 
then {V""n,E}~=l is a decreasing sequence of open sets in Y with empty 
intersection. Use this fact to conclude that if V is a nonempty open 
set in Y, x a point of X and e > 0, then there is an index Nand 
a nonempty open subset Va of V such that w(¢>; (x, y)) ::; 2e at every 
point (x,y) of Dl/N(X) x Vo. 

(iii) Complete the proof of the following result. Let X and Y be complete 
metric spaces, and let ¢> be a mapping of the product X x Y into a 
metric space Z such that the partial mappings ¢'" : Y ....... Z, x EX, and 
¢Y : X ....... Z, Y E Y, are all continuous. If X x Y is equipped with a 
product metric, then the set of points of discontinuity of ¢ : X x Y ....... Z 
is an Fu of first category in X x Y (and ¢ is accordingly continuous on 
a dense G6 of the second category). (Hint: Select a product metric on 
X x Y with respect to which it is complete; see Problem N.) 

R. Let f be an upper semicontinuous extended real-valued function on a metric 
space X, and let K be a compact subset of X. Show that f assumes a 
maximum value on K. Conclude that an upper semicontinuous function is 
bounded above in lR on compact sets if it does not assume the value +00, 
and give an example of an upper semicontinuous finite real-valued function 
on a compact space that is unbounded below (in lR). State and prove the 
dual assertions concerning lower semicontinuous functions. 

S. (Dini) Let X be a compact metric space, and let {fn}~=l be a sequence 
of continuous real-valued functions on X converging monotonely (either 
upward or downward) to a real-valued limit g. Prove that if the limit 
g is continuous, then the convergence of the sequence {fn} is necessarily 
uniform. 

T. If ¢ is a continuous mapping of the Cantor set C into a metric space X, then 
the induced mapping A ....... ¢(A) of the subsets of C into the power class 
on X has the following properties. (Here and below we use the notation 
introduced in Example 60; it will also be convenient to write en for the 
collection of sets COlo ... ,E", {el, ... ,en} E Sn, and to write e = Un en.) 
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(a) For each set COlo ... ,E" in e, the image ¢(Ce1, ... ,E,,) is closed and 
nonempty, 

(b) If we set mn = sup{diam ¢(Ce1, . ..,ETJ {cl, ... ,cn} E Sn}, then 
limnmn = 0, 

(i) In the converse direction, suppose given, for some strictly increasing 
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sequence {kn}:=l of positive integers, a mapping «P of Co = U:=l Ck" 

into the power class on a complete metric space X, and suppose also 
that the mapping «P satisfies the following three conditions. 

(a') For eacl1 CElo ... ,E/o" the set «P(C"1, ... ,e/o ... ) is closed and nonempty, 

(b') Ifmn = sup{diam «p(Celo ... ,e/o ... ): {cl, ... ,ck ... } E Sk ... }, then 
limnmn = 0, 

(c') «P(CE1 ,. .. ,e"n+1) C «p(Ce1 ,. .. ,E/o ... ) for any {Cl, ... ,ck ... +1} in Sk ... +1' 

Prove that there exists a unique mapping 4> of C into X such that 
«p(Co) = 4>(Co) for every set Co in Co, and that the mapping 4> is con­
tinuous. (Hint: For eacl1 point t of C there exists a uniquely determined 
sequence {cn}:=l of zeros and ones such that t E C"lo ... ,e"n for every 
n. Consequently, 4> must be given by 

00 

n=l 

(ii) Prove that if X is an arbitrary nonempty compact metric space, then 
there exists a continuous mapping of the Cantor set C onto X. (Hint: 
Construct a mapping cp as in (i) satisfying conditions (a'), (b') and (c'), 
along with the following added conditions: 

(d') U{«p(C) : C E C/o1 } = X, 

(e') Eacl1 set «p(Ce1, ... ,e/o ) is the union of all ofthe sets «p(Ce1, ... ,ek ) n ,,+1 
for which {el' ... ,Ckn +1} is an extension of {cl' ... ,Ck • .}' 

Use the fact that X is totally bounded (Th. 8.29).) 

(iii) Prove also that if P is a nonempty perfect subset of a complete metric 
space X, then there exists a homeomorphism of the Cantor set C into P. 
(Hint: Take for {kn } the entire sequence N, and construct a mapping «P 
satisfying conditions (a'), (b') and (c'), along with the following added 
condition. 

(d") If for any positive integer n, C' and C" are distinct sets in Cn , 

then «p(C') and «p(C") are disjoint subsets of P.) 

U. (Ascoli's Theorem) A collection «P of mappings of a metric space (X,p) 
into a metric space (Y, p') is equicontinuous at a point Xo of X if for every 
c > 0 there is a Ii > 0 such that p' (4)( x), 4>( xo» < c for every x in the 
ball D.s(xo) and every 4> in «P. Likewise, «P is equicontinuous on X if it is 
equicontinuous at every point of X. 

(i) Show that if {4>n}:=l is an equicontinuous sequence of mappings of X 
into Y, then the set F of those points x in X at which the sequence 
{4>n(X)}:=l is Cauchy in Y is a closed subset of X. 
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(ii) Show that if X is compact and {l/>n}~=l is an equicontinuoUB sequence 
of mappings of X into Y that is pointwise Cauchy on X [pointwise 
convergent on X to some limit t/I], then {I/>n} is Cauchy in C(X; Y) in 
the metric of uniform convergence [uniformly convergent to 1/J on X]. 

(iii) Prove that if X is a compact metric space and Y is any metric space, 
then a subset CI> of the space C{X; Y) of continuous mappings of X 
into Y is totally bounded in the metric of uniform convergence if and 
only if (a) CI> is equicontinuoUB on X, and (b) CI>{x) = {I/>{x) : I/> E CI>} 
is a totally bounded subset of Y for each x in X. (Hint: To go one 
way is easy; a finite €-net in CI> is automatically equicontinuous and is 
carried onto an e-net in CI>{x) under the point evaluation I/> -+ I/>{x). To 
go the other way, suppose CI> satisfies (a) and (b), and that {I/>n} is a 
sequence in CI>. Use Theorem 8.27 and the diagonal process to obtain 
a subsequence that is Cauchy at every point of some countable dense 
subset of X (recall Proposition 8.26).) This result, usually known as 
Ascoli's theorem, provides an effective criterion for the compactness of 
subsets of C(X;Y) in the metric of uniform convergence when X is 
compact and Y is complete. 

(iv) As in (iii) let X be a compact metric space, and suppose further that the 
space Y is complete. Conclude that a subset CI> of C(X; Y) is compact in 
the metric of uniform convergence if and only if (a) CI> is equicontinuoUB 
on X, (b) the set CI>( x) is totally bounded in Y for each point x of X, 
and (c) CI> is closed in C (X; Y). Conclude, in particular, that a subset :F 
of Cc (X) is compact in the metric of uniform convergence if and only 
if it is closed in that metric and equicontinuoUB and pointwise bounded 
onX. 

(v) Suppose both X and Y are compact metric spaces, and let a and M 
be positive constants, a $ 1. Prove that the set CI> M,a of all mappings 
of X into Y that are L.-H. continuoUB with respect to a and M (Prob. 
7K) is a compact subset of C(X; Y). 

V. Let {Xn}~=o be a sequence of nonempty sets, and let fl = n:=oXn be 
equipped with the Baire metric p (recall Problem 6G). Under what condi­
tions is (fl, p) complete? Under what conditions is (fl, p) compact? 

W. Let X be a metric space and let 'H. denote the collection of all closed, 
bounded, nonempty subsets of X equipped with the Hausdorff metric 
(Ex.6X). 

(i) Prove that 'H. is compact when and only when X is compact. (Hint: 
Recall Problems P and 6X.) 

(ii) Prove also that 'H. is complete when and only when X is complete. 

X. Let X and X' be metric spaces, and let 'H and 'H' denote the collections of 
all closed, bounded, nonempty subsets of X and X' , respectively, equipped 
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with the Hausdorff metric (Ex. 6X). Prove that if ¢ ; X --+ X' is closed and 
Lipschitzian with Lipschitz constant M, then the mapping ~ of 2x into 
2x ' induced by ¢ maps 1t into 1t', and ~ ; 'It --+ 'It' is also Lipschitzian 
with Lipschitz constant M. Show too that ~ maps 'It continuously into 'It' 
if ¢ is closed and uniformly continuous provided ¢ also has the property 
that it maps bounded subsets of X to bounded subsets of X'. Conclude 
that if X is compact and ¢ is an arbitrary continuous mapping of X into 
X', then ~ maps 'It continuously into 1t'. 
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9 General topology 

Many of the most important notions that arise in the theory of metric 
spaces do not depend on the numerical values of the metric at all and 
are totally unaffected if it is replaced by some equivalent metric. The 
properties of metric spaces that are so unaffected are, of course, the ones 
we have called topological, and the various concepts similarly unaffected 
are topological concepts (cf. Proposition 6.14). As it turns out, it is easy 
to define a context in which precisely these topological notions make sense, 
and it is also true that this idea of a topological space has had a major 
impact in analysis, and in other parts of mathematics as well. We close 
this summary of the fundamentals of mathematical analysis with a brief 
account of general topology, that is, the theory of topological spaces. 

It should be acknowledged at the outset that this chapter will involve a 
good deal of repetition, particularly in the beginning. We shall be going 
over many-indeed most~f the ideas first encountered in Chapters 6-8, 
with a view to generalizing them into a metric-free context. In the course 
of this process it would be tedious to point out at every turn just which 
definition or argument from some earlier chapter is undergoing generaliza­
tion, and we shall accordingly leave most such accounting chores to the 
reader. The following definition, based on the idea of an open set, is but 
one of several equivalent ones that could be employed (see Problems A and 
B). 

Definition. A collection T of subsets of a set X is a topology on X if it 
satisfies the following three conditions: 
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(1) The whole set X and the empty set {2} belong to T, 
(2) The intersection of any two sets in T (and hence of any nonempty 

finite collection of sets in T) belongs to T, 
(3) The union of an arbitrary collection of sets in T belongs to T. 

A set X equipped with a topology on X is a topological space. 

Notation and terminology. Condition (3) is often expressed by saying 
that a topology T is closed with respect to the formation of (arbitrary) 
unions; condition (2) says that a topology T is closed with respect to the 
formation of finite intersections. According to this definition, a topological 
space is, strictly speaking, a pair (X, T), where X is a set-the carrier of 
the topological space-while the topology T is a (quite special) subset of 
2x , and we shall frequently use exactly this notation for topological spaces. 
However, in keeping with more or less universal practice, we often use the 
symbol X alone to denote the topological space (X, T). Thus we shall refer 
simply to a ''topological space X" or, when there is possible doubt as to 
which topology is in ,question-as when two or more topologies on the same 
carrier are under consideration simultaneously-to a ''topological space X 
equipped with topology T'. (Since X can be recovered from a topology T 
on X(X = UT), while T cannot possibly be recovered from X except in 
the most trivial cases, this notational practice is difficult to defend, but it 
is customary, and causes no confusion.) 

If X is a topological space equipped with a topology T, and if U E T, 
then we say that U is open in X, or is an open subset of X with respect 
to T. Thus a topology T on a carrier X is identified at all times with the 
collection of all open subsets of X, and the phrases "U is open in X (with 
respect to T)" and "U belongs to T' have identical meanings. 

Example A. If (X, p) is a metric space, then the collection T of open sets 
in X (with respect to p) is a topology on X (Prop. 6.12). This topology is 
called the metric topology on X, or the topology induced by p. The topology 
T induced by the metric p, and the topological space (X, T) obtained by 
equipping X with T, are said to be metrized by p. If (X, T) is a topological 
space, and if there exists a metric p on X that metrizes T, then X and 
Tare metrizable. It is evident that the metric topologies induced by two 
different metrics on X coincide if and only if those metrics are equivalent 
(Prop. 6.14). 

In keeping with the general policy enunciated above, in what follows we 
shall in most cases leave it to the reader to supply the proof (trivial in every 
individual case) that each "new" concept introduced actually retains its 
"old" meaning when the topology at hand happens to be a metric topology. 

Example B. Every set X can be topologized, that is, equipped with a 
topology. Indeed it is clear that 2x -the power class itself-is a topology 
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on X, called the discrete topology. (In the discrete topology on a set X 
every subset is open; the discrete topology is metrized by the discrete metric 
(Ex. Be) and is accordingly metrizable.) Another subset of 2x that is a 
topology on X for an arbitrary set X is the smallest possible topology, viz., 
{0, X}. This topology is called the indiscrete topology. (The indiscrete 
topology on a set X is not metrizable unless X consists of at most one 
point, in which case the discrete and indiscrete topologies on X coincide 
and constitute the sole topology carried by X.) 

Definition. A subset F of a topological space X is closed if its complement 
X\F is open. 

The proof of the following proposition is just a matter of forming com­
plements, and is therefore omitted. 

Proposition 9.1. In any topological space X the closed sets satisfy the 
fonowing conditions: 

(1) X and 0 are closed, 
(2) The union of any two (and hence of any finite number of) closed sets 

is closed, 
(3) The intersection of an arbitrary nonempty collection of closed sets 

is closed. 

Proposition 9.2. Let X be a topological space and let A be a subset of 
X. Then there exists a sma.l1est closed set in X that contains A and a 
largest open set in X that is contained in A. 

PROOF. There exist closed subsets of X that contain A (since X itself is 
such a set). Hence the intersection of all such closed sets is a closed subset 
of X that contains A, and this is clearly the smallest closed subset of X 
that contains A. Dually, there exist open sets in X that are contained in 
A (since 0 is such a set), and the union of all such open sets is clearly the 
largest open set in X that is contained in A. 0 

Definition. Let X be a topological space and let A be a subset of X. The 
closure A-of A is the smallest closed subset of X that contains A, and 
the interior A ° of A is the largest open subset of X that is contained 
in A. Likewise, the boundary of A is the set 8A = A-\Ao. The set A 
is dense (in X) if A - = X. More generally, A is dense in a subset B of 
X if A- ~ B. A point ao of X is an adherent point of A if ao E A-, an 
interior point of A if ao E AO, and a boundary point of A if ao E 8A. A 
point ao of X is a point of accumulation of A if ao E (A \ {ao} ) -. The 
set of all accumulation points of A is the derived set of A, denoted by 
A*. 
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Proposition 9.3. A subset A of a topological space X is closed [open] 
in X if and only if A = A-[A = AO]. A point ao of X is an adherent 
point of A if and only if every open set in X that contains ao meets A. 
Similarly, ao is an accumulation point of A if and only if every open set 
in X that contains ao also contains at least one point of A other than 
ao· 

PROOF. If U is an open set in X that contains ao and is disjoint from 
A, then X\ U is a closed set containing A, and therefore A -, so ao ¢ A - . 
Conversely, if ao ¢ A -, then X\A - is an open set containing ao that fails 
to meet A. Thus ao E A-if and only if every open set in X that contains 
ao meets A. The rest of the proposition is either an immediate consequence 
of this fact or is obvious from the definitions. 0 

Proposition 9.4. If A and B are subsets of a topological space X, and if 
A c B, then A- c B-,Ao c BO and A* c B*. Moreover the boundary 
8A is always closed, and for every subset A of X we have 

Hence a subset A of X is closed if and only if A :J A *. Finally, a subset 
M of X is dense if and only if every nonempty open subset of X meets 
M. 

PROOF. It is obvious from the various definitions that A - c B-, A ° c BO 
and A* c B*. Likewise,8A = A-n(X\AO) is closed for every A. If x E A*, 
then x E (A\{x})- c A-, so A* c A-, and therefore AU A* c A-. On 
the other hand, if x ¢ AuA*, then A\{x} = A, so (A\{x})- = A-, whence 
it follows that x ¢ A -. Thus A - = A u A *. If M is dense in X and if U 
is a nonempty open subset of X, then X\U, being closed, cannot contain 
M, so M n U ::F 0. On the other hand, if every nonempty open set in X 
has points in common with a set M, then X\M- = 0, so M- = X. 0 

In a metric space the derived set of an arbitrary set is closed (Prop. 6.8). 
The counterpart assertion was omitted from Proposition 9.4 for the good 
reason that it is not true in general in a topological space. Let X be a set 
consisting of at least two points, equip X with the indiscrete topology (Ex. 
B), let Xo be a point of X, and set A = {.o}. 

Proposition 9.5. For every topological space X the mapping A -+ A - , 
assigning to each subset A of X its closure, is a monotone increasing 
mapping of 2x into itself possessing the following properties for all sub­
sets A and B of X: 
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(2) A c A-, 
(3) (A-)- = A-, 
(4) (AUB)- =A-UB-. 

PROOF. Clearly A ~ A- is monotone increasing, and properties (1), (2) 
and (3) are obviously valid. To prove (4) we first note that A- U B- is a 
closed set containing Au B, and hence that (A U B)- c A- U B-. On 
the other hand, (A U B)- is a closed set containing both A and B. Hence 
A- uB- c (AUB)-. 0 

Although topologies and filters are studied for different (but not unre­
lated) purposes, it is instructive to reflect on the similarities between them. 
Thus a topology on a set X is a subset of 2x , just as is a filter in X. More­
over, as a collection of subsets of 2x , the system of all topologies on X is 
naturally ordered in the inclusion ordering, just as is the system of all filters 
in X. Indeed, the same terminology is used. If T and T' are topologies 
on X such that T c T', then T' is said to be finer than T, or to refine T, 
and T is said to be coarser than T'. (Note that if T is refined by T', then 
every set that is open [closed] with respect to T is also open [closed] with 
respect to T'; when more open sets are present, more closed sets are also 
automatically present.) Finally, continuing with this analogy, we observe 
that if Co is an arbitrary nonempty collection of topologies on X, then it is 
clear from the definition that n Co is again a topology on X (cf. Problem 
7S), and from this fact we immediately deduce the following result. 

Proposition 9.6. If g is an arbitrary collection of subsets of a set X, then 
there is a coarsest topology T on X such that geT. The system g is 
called a set of generators for T, T is said to be generated by g, and will 
be denoted by T(g) (cf. Problem C). 

PROOF. Since the power class 2x is a topology on X, the collection Co of 
topologies on X that contain g is never empty. Set T(g) = nCo. 0 

Example C. The finest topology on any set X is the discrete topology, 
generated by the collection of all singletons; the coarsest is the indiscrete 
topology, generated by the empty set. On any set X there is also a coarsest 
topology 71 in which each singleton {x} is closed (71 is the topology gen­
erated by the collection of all sets of the form X\ {x} ). It is readily verified 
that the closed sets in X with respect to 71 are precisely X itself and the 
finite subsets of X. A topology with respect to which all singletons are 
closed sets is called a T1-topology, and a topological space equipped with 
such a topology is a T1-space. 

It is a consequence of Proposition 9.6 that the collection of all topolo­
gies on an arbitrary set X is a complete lattice in the inclusion ordering. If 
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{7:, l'YEr is an indexed family of topologies on X, then sUP-y 'Ly is the topol­
ogy on X generated by U"! 7:" while inf-y 7:, = n-y 7:,. In connection with 
the concept of the topology generated by a collection of sets the following 
idea is of importance. 

Definition. A collection B of open sets in a topological space (X, T) is a 
base for the topology T on X (or a topological base for X) if every open 
set in X is the union of some subcollection of B, i.e., if T = Bu in the 
notation of Problem C. 

Proposition 9.7. If X is a given topological space, then a collection B of 
open sets in X is a topological base for X if and only if for each point x 
of X and each open set U in X such that x E U there exists a set V in 
B such that x EVe U. If X is an arbitrary set and B a collection of 
subsets of X, then B is a base for a topology on X (viz., the topology 
generated by B) if and only if the following two criteria are satisfied: 

(1) B covers X, 
(2) If V and V' are sets in B and if x E V n V', then there exists a set 

V" in B such that x EVil C vnv' (alternatively: every intersection 
V n V' of two sets in B is a union of sets in B). 

PROOF. If B is a base for a given topology on X, and if U is open with 
respect to that topology, then U is the union of some subcollection Bu of 
B. Hence if x E U, then x E V for some V in Bu, and therefore x EVe U. 
On the other hand, if B satisfies the stated conditions, and if U is an open 
set in X, then 

U = U{V E B: V C U}, 

so B is a base for the topology. 
Suppose next that X is an abstract set and B is a collection of subsets 

of X. If B is a base for some topology T on X, then T must consist of 
the unions of all possible subcol1ections of B, and must therefore coincide 
with the topology generated by B. Moreover (1) must hold since the whole 
space X is open, and if V and V' are any two sets in B, then V and V', 
and with them V n V', also belong to T, so V n V' is the union of some 
subcollection of B. 

Suppose, finally, that a collection B of s . bsets of a set X satisfies both (1) 
and (2), and let T denote the collection Bu of unions of all subcollections 
of B. Then it is clear that 0 E T and that T is closed with respect to 
the formation of unions (Prob. C). Moreover, X E T by (1). All that 
remains therefore to complete the proof that T is a topology on X (for 
which B is obviously abase) is to verify that the intersection of any two 
sets in T is again in T. Accordingly, let U and U' belong to T, and let 
Bu and BUI be subcollections of B such that U = U Bu and U' = U Bu,· 
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If x E U n U' , then there exist sets V and V' in Bu and Bu', respectively, 
such that x E V n V'. But then there also exists a set V" in B such that 
x E V" C V n V'. Thus Un U' = U{V E B: V c Un U' } E T. 0 

There is a weaker notion than that of topological base that is also some­
times useful. 

Definition. A collection S of open sets in a topological space X is a 
subbase for the topology on X (or a topological subbase for X) if the col­
lection Sd of all finite intersections of sets belonging to S is a topological 
base for X. 

The following result is a more or less obvious consequence of the defini­
tion and Proposition 9.7 (cf. Problem C). 

Proposition 9.S. If X is a given topological space, then a collection S 
of open sets in X is a topological subbase for X if and only if for each 
point x of X and each open set U in X such that x E U there exist sets 
W1 , •. . , Wn in S such that x E W1 n ... n Wn C U. If X is an arbitrary 
set and S a collection of subsets of X, then S is a subbase for a topology 
on X (viz., the topology generated by S) if and only if S covers X. 

Example D. Let X be a simply ordered set, and for each element x of X 
write Az = {z EX: z < x} for the initial segment in X determined by x 
(cf. Lemma 5.1). If £, denotes the system of all such initial segments, then 
Be = £,U {X} is a base for a topology Te, called the left-ray topology on X. 
(To see this, all that is necessary is to verify the provisions of Proposition 
9.7. The reason for explicitly including X in Be is that if X happens to have 
a greatest element, the collection £, does not cover X j if X is unbounded 
above, the system £, itself is a base for Te.) Dually, the collection 'R of 
all sets of the form Bz = {z EX: z > x}, together with X itself (the 
latter being required only if X possesses a least element), is a base Br for 
a topology 7;. on X, called the right-ray topology. 

It is obvious that all of the sets belonging to Te are initial segments, and 
likewise that all of the sets in 7;. are terminal segments, that is, comple­
ments of initial segments. Hence the infimum Te 1\ 7;. = Te n 7;. consists 
exclusively of sets possessing both of these properties, and is therefore the 
indiscrete topology on X (Ex. B). Rather more interesting is the supremum 
To = Te V 7;.. A subbase for To is given by Be U Br , and a base for To is ac­
cordingly given by the union Be U Br U ", where" denotes the collection of 
all open intervals in X, i.e., sets of the form (a, b) = {x EX: a < x < b}, 
where a and b denote arbitrary elements of X (cf. Problem D). The topol­
ogy To is known as the order topology on X. (Note that if X has no least 
element, then every set in £, is a union of open intervals. Dually, if X has 
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no greatest element, then every set in 'R is a union of open intervals. Thus 
if X has neither a least nor a greatest element, then 0 alone constitutes a 
base for the order topology.) 

Example E. Of particular interest in this connection are the caseS X = JR 
and X = JRQ. Since JR is unbounded both above arid below as a simply 
ordered set, a base for the order topology To on JR is given by the system 
o of open intervals (a, b), and it is at once clear that To coincides with the 
usual metric topology on JR. Moreover, because of the completeness of the 
ordering of JR (see Chapter 2), the system Be of all open rays to the left 
in IR (including JR itself) is not just a base for the left-ray topology on JR 
but actually constitutes the entire topology except for 0: 71. = Be U {0}. 
Dually, of course, the right-ray topology on JR consists of 0 along with the 
collection Br of all open rays to the right. 

In the extended real number system IRQ matters are slightly different. 
Here the system.c of all initial segments (Le., the empty set together with 
those sets of the form Ax = (-00, x) U {-oo},x E JRQ\{-oo}) is closed 
with respect to the formation of unions, but fails to cover IRQ. Thus in this 
case the left-ray topology on JRQ is simply 71. = Be. Likewise the right-ray 
topology on IRQ coincides with Br , while the order topology To on JRQ has 
.c U 0 U 'R for a base. It is this order topology that we take as the usual 
topology on lR,Q, Le., the topology with which it is assumed to be equipped 
whenever it is regarded as a topological space, unless some other topology 
is expressly stipulated. 

Definition. Let X be a topological space and let A be a subset of X. 
A subset B of A is said to be open relative to A if B is of the form 
B = AnU where U is open in X. It is readily verified that the collection 
of all such relatively open subsets of A is, in fact, a topology on A, called 
the relative topology on A. When a subset A of X is equipped with this 
relative topology, it is known as a subspace of X. Whenever a subset of 
a topological space is regarded as a topological space in its own right, 
it is this relative topology that is understood to be in use unless the 
contrary is expressly stipulated. 

Proposition 9.9. If A is a subspace of a topological space X, then the 
closed sets in A are precisely the sets t ~ the form An F where F is closed 
in X. Moreover, the closure B-(A) 01 a subset B of A in the subspace 
A coincides with An B- (where B- denotes the closure of B in X). 

PROOF. That sets of the specified form are closed in the relative topology 
on A follows at once from the identity (X\F) n A = A\(A n F), valid for 
arbitrary subsets A and F of X. Suppose, on the other hand, that B is a 
closed set in the subspace A. Then there exists an open set U in X such 
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that A\B = An U, whence it follows at once that 

B = An (X\U). 

Thus B has the specified form. Finally, if B is an arbitrary subset of A, and 
if C is a relatively closed subset of A containing B, then C = An F, where 
F is closed in X, and it is clear that F contains B. But then F ::J B-, and 
it follows that the relative closure B-(A) of B in A is just A n B- . 0 

Corollary 9.10. Let X be a topological space. The open subsets of an 
open subspace of X are open sets in X. Dually, the closed subsets of a 
closed subspace of X are closed sets in X. 

Example F. If (X, p) is a metric space and A is a subset of X, then it 
is readily verified that the metric topology induced on A by the relative 
metric pl(A x A) coincides with the relative topology induced on A by 
the metric topology on X. Thus the notion of subspace is unambiguously 
defined when X is a metric space. 

One key construct in the theory of metric spaces, viz., the notion of the 
open ball of given center and radius, has thus far been accorded no general 
topological counterpart. The idea is a tricky one. An open ball with center 
Xo in a metric space is a "neighborhood" of Xo in that it contains all of 
the points of that space that are "close" to Xo, but it also possesses a very 
special shape. Unfortunately, the second of these two rather vague ideas is 
entirely meaningless in the present context, and must simply be foregone. 
Hence one is led, perhaps a little reluctantly, to accept the following sub­
stitute notion, which certainly captures the first and more important of the 
ideas of what a neighborhood should be. 

Definition. Let X be a topological space, and let Xo be a point of X. 
Then a subset V of X is a neighborhood of Xo if there exists an open set 
U in X such that Xo E U C V j in other words, if Xo E va. 

As it happens, this somewhat unwelcome, but altogether necessary, re­
laxation of the idea of what constitutes a neighborhood of a point in a 
topological space brings with it an unexpected bonus. 

Proposition 9.11. For each point x of a topological space X the collection 
V x of all neighborhoods of x in X is a filter in X, called the neighborhood 
filter at x. 

PROOF. If x belongs to X, then since every set V in Vx contains the point 
x, it is clear that Vx is a nonempty collection of nonempty sets, and it 
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is equally obvious that any set containing a neighborhood of x is itself a 
neighborhood of x. What remains is to verify that Vx is closed with respect 
to the formation of finite intersections. Let Vi, ... , Vn be neighborhoods of 
x. Then x E Vio, i = 1, ... , n, so 

x E vt n ... n V: C VI n ... n Vn, 

and it follows that VI n ... n Vn E Vx. o 

It is of importance to observe that the various neighborhood filters Vx 
determine the topology on X completely (in this context see also Problem 
B). All parts of the following proposition are obvious consequences of the 
various definitions and Proposition 9.3. 

Proposition 9.12. A subset U of a topological space X is open in X if 
and only if U is a neighborhood of every point of U, i.e., if and only if 
U E V x for every point x of U. Likewise, a point ao of X is an adherent 
point of a subset A of X if and only if every neighborhood of ao meets 
A. 

Example G. If 1i. and 72 are two topologies on the same set X, and if 
72 refines 1i., then every set V that is a neighborhood of a point x of X 
with respect to 1i. is also a neighborhood of x with respect to 72. Thus the 
neighborhood filter with respect to 72 refines the neighborhood filter with 
respect to 1i. at each point x of X. Conversely, if this condition is satisfied, 
then 72 refines 7i. by Proposition 9.12. In the same vein we observe that if 
A is a subset of a topological space X and if V is a neighborhood (in X) 
of a point x of A, then x E VO n A, and the latter set is open relative to 
A. Thus V n A is a neighborhood of x relative to A. On the other hand, 
if W is an arbitrary neighborhood of x relative to A, then there exists an 
open subset U of X such that x E U and such that UnA c W. But then 
U U W is a neighborhood of x in X, and W = (U u W) n A. Thus the 
neighborhood filter at x relative to A is the trace {V n A: V E Vx } on A 
of the neighborhood filter Vx at x in X. 

In many situations an important role is played by determinative systems 
of neighborhoods that are special in one way or another. 

Definition. A system Wx of neighborhoods of a point x of a topological 
space X is a neighborhood base at x if Wx is a base for the filter Vx of 
all neighborhoods of x. 

The following result is also an immediate consequence of the various 
definitions. 
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Proposition 9.13. A collection W", of neighborhoods of a point x in a 
topological space X is a neighborhood base at x if and only if, whenever 
U is an open set in X such that x E U, there exists a set W in W", such 
that W cU. 

Example H. Let (X, p) be a metric space, let M be a set of positive real 
numbers with the property that inf M = 0, and let Xo be a point of X. 
Then the collection of open balls {Dr(XO)}rEM is a neighborhood base at 
Xo in the metric topology induced by p. The same is true of the set of all 
closed balls {x EX: p(x, xo) ::; r}, rEM. In particular, if we take for X 
Euclidean space]Rn equipped with the metric Poo, this shows that the open 
[closed] cubes with center Xo and edge 2r, rEM, form a neighborhood 
base at each point Xo of]Rn (with respect to the usual metric topology on 
]Rn). A neighborhood base at an arbitrary point Yo of a set Y with respect 
to the discrete topology on Y is provided by the singleton {Yo}. 

Using neighborhoods one defines convergence in a topological space in a 
wholly natural way. 

Definition. Let X be a topological space and let {X'\hEA be a net in 
X. Then the net {x,\} converges to a point ao of X or is has limit ao 
(notation: lim,\ x,\ = ao or x,\ -+ ao ) if for every neighborhood V of ao 
there exists an index >'0 such that x,\ E V for all >. :?: >'0' Similarly, a 
filter base B in X converges to a point ao (notation: limB = ao) if for 
every neighborhood V of ao there exists a set E in B such that E C V. 

We observe that these definitions include the definition of a convergent 
sequence in a topological space, as well as that of a convergent filter, and 
also that they are generalizations of the corresponding notions in a metric 
space (that is, a net or a filter base in a metric space X converges to a 
point ao of X in the sense of Chapters 6 and 7 if and only if it converges 
to ao in the sense just defined with respect to the metric topology on X). 
Note that a filter :F in a topological space X converges to a point ao of X 
if and only if :F refines the neighborhood filter Vao' Using the notion of 
convergence for nets it is easy to formulate the appropriate generalization 
of the familiar sequential criterion for being an adherent point of a set. 

Proposition 9.14. Let X be a topological space, let A be a subset of X, 
and let a be a point of X. Then a is an adherent point of A if and only 
if there exists a net {x,\} in A such that lim,\ x,\ = a. 

PROOF. If such a net exists, then it is clear that every neighborhood of 
a contains points of A, and hence that a E A -. On the other hand, for 
each point a of X, and for an arbitrary neighborhood base Wa at a in X, 
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the system Wa is itself a directed set (in the inverse inclusion ordering; 
Example lQ), and if a E A-, then every set Win Wa contains a point xw 
of A. Thus {XW}WEWa is a net in A that converges to a. 0 

That nets, as opposed to sequences, are really needed in the preceding 
proposition is shown by the following elementary example. 

Example I. Let X be an uncountable set, and let Xo be anyone fixed point 
of X. For each point y of the set A = X\{xo} we define Wy = {{y}}, and 
we define Wxo as follows: A subset W of X belongs to Wxo if and only 
if W contains Xo and X\ W is countable. It is more or less obvious that 
each Wx , x E X, is a filter base in X, and it is readily verified (Prob. B) 
that there exists a unique topology T on X with respect to which each Wx 
is, in fact, a neighborhood base at x. Moreover, given this fact, it is clear 
that A is dense in X in the topology T, but there is no sequence in A that 
converges to Xo with respect to T. Indeed, if {yn} is an arbitrary sequence 
in A, then the set B consisting of all the points in {Yn} is countable, so 
W = X\B belongs to Wxo' Thus W is a neighborhood of Xo containing 
no point of {Yn}. 

On the other hand, there are topological spaces other than the metrizable 
ones in which sequences do suffice to characterize the closure of an arbitrary 
set, and thus to determine the entire topology. 

Definition. A topological space X is said to satisfy the first axiom of 
countability if there is a countable neighborhood base at every point of 
X. Likewise, just as in the case of metric spaces, X is said to satisfy 
the second axiom of countability if there exists a countable base for the 
topology on X. Obviously the second axiom of countability implies the 
first. (Since every metric space satisfies the first axiom of countability 
(Ex. H), it is evident why this concept had to wait till now to be intro­
duced. A nonmetrizable space satisfying the first axiom of countability 
will be found in Example J below.) 

Proposition 9.15. If a topological space X satisfies the first axiom of 
countability, and if A is a subset of X, then a point ao of X is an 
adherent point of A if and only if there exists a sequence in A that 
converges to ao' 

PROOF. The sufficiency of the condition has already been established 
(Prop. 9.14). To prove its necessity suppose ao E A-, and let {Wn}~=l be 
a countable neighborhood base at ao arranged, somehow, into a sequence. 
If for each positive integer n we set 

Vn = W l n ... n Wn, 
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then {Vn}~=l is a nested neighborhood base at ao, and if for each n we 
choose Xn such that Xn E A n Vn, then it is easily seen that the sequence 
{Xn}~=l converges to ao. 0 

It is entirely possible for a topological space to satisfy the first axiom 
of countability without satisfying the second, even in the presence of a 
countable dense set (cf. Theorem 6.18). 

Example J. Let X denote the set IR of real numbers, deprived for the 
moment of its natural topology and thought of simply as a set. Let M be 
a countable set of positive real numbers with the property that inf M = 0, 
and for each t in X and r in M set 

Wt,r = it} U {q E Q: Iq - tl < r}. 

Then Wt = {Wt,r : rEM} is a filter base in X, and it is not difficult 
to see that the filter bases W t , t E X, are neighborhood bases at the 
various points of X with respect to a uniquely determined topology T on 
X (cf. Problem B). As regards this topology, it is obvious that (X, T) 
satisfies the first axiom of countability (since M is countable), and also 
that X is separable with respect to T in the sense that a countable subset 
of X (viz., Q) is dense in X. But X does not satisfy the second axiom 
of count ability with respect to T. Indeed, if B is an arbitrary topological 
base for (X, T), and if ro is anyone fixed half-length in M, then, for each 
irrational number t, B must contain a set Vi such that t E Vi C Wt •ro , and 
any two such sets are distinct. Thus the cardinal number of B is at least 
N. This example shows that the counterpart of Theorem 6.18 fails to hold 
in a general topological space. Moreover, the relative topology on the set 
of irrational numbers in (X, T) is simply the discrete topology, so it is also 
possible for a topological space in which a countable set is dense to possess 
subspaces that do not have this property (cf. Corollary 6.19). 

Up to this point we have dealt in this chapter almost exclusively with 
topics introduced in Chapter 6. How do matters stand as regards Chapter 
7? The root idea of that chapter, viz., the notion of continuity, generalizes 
at once. (Indeed, continuity has already been observed to be a topological 
conceptj recall Propositions 7.1 and 7.2.) 

Definition. Let X and Y be topological spaces and let l/J be a mapping 
of X into Y. Then l/J is continuous at a point Xo of X if for every 
neighborhood W of l/J(xo} in Y there exists a neighborhood V of Xo in 
X such that l/J(V) c W (or, equivalently, if, for every neighborhood W 
of l/J(xo) in Y, l/J- 1(W} is a neighborhood of xo). If l/J is continuous at a 
point Xo of X, then Xo is a point of continuity of l/Jj otherwise Xo is a point 
of discontinuity of l/J and l/J is discontinuous at Xo· If l/J is continuous at 
every point of X, then l/J is continuous on X. 

236 



9 General topology 

The sequential criterion for continuity given in Proposition 7.1 fails in 
general, as was to be expected, but we do have the following two results. 
(The proof of Proposition 9.17 is substantially the same as that of Propo­
sition 7.1, and is therefore omitted.) 

Proposition 9.16. Let ¢ be a mapping of a topological space X into a 
topological space Y, and let Xo be a point of X. Then ¢ is continuous 
at Xo if and only if the net {¢(xA)} converges in Y to ¢(xo) whenever 
{xA } is a net in X that converges to Xo. 

PROOF. That the stated criterion is necessary is more or less obvious: let ¢ 
be continuous at Xo and let {xAhEA be net in X that converges to Xo. If W 
is an arbitrary neighborhood of ¢(xo) in Y, then ¢-l(W) is a neighborhood 
of Xo in X, so, for some index >'0, x A E ¢-l (W) for all >. 2: >'0, and therefore 
¢(xA ) E W for>. 2: >'0' 

The sufficiency of the criterion is somewhat more interesting. Suppose 
that ¢ is discontinuous at a point Xo in X. Then for a suitably chosen 
("sufficiently small") neighborhood Wo of ¢(xo) there is no neighborhood 
V of Xo such that ¢(V) cWo. Consequently for each neighborhood V in 
v,z:o there is a point Xv in V such that ¢(xv) f/. Woo But then {XV}VEV",o is 
a net in X that obviously converges to xo, while, equally obviously, the net 
{ ¢( xv)} does not converge to ¢( xo). Thus the stated condition is sufficient. 

o 

Proposition 9.17. Let ¢ be a mapping of a topological space X into a 
topological space Y, and suppose X satisfies the first axiom of countabil­
ity. Then ¢ is continuous at a point Xo of X if and only if the sequence 
{¢(xn)} converges in Y to ¢(xo) whenever {xn} is a sequence in X that 
converges to Xo. 

The following elementary results are frequently useful. 

Proposition 9.18. Let ¢ be a mapping of a topological space (X, T) into a 
topological space (Y, T'). IfT" is another topology on X that refines T, 
then ¢ : (X, T") -+ (Y, T') is continuous [at a point x of Xl whenever 
¢ : (X, T) -+ (X, T') is continuous [at xl. Dually, if T" is another 
topology on Y, and if T" is refined by T', then ¢ : (X, T) -+ (Y, T") 
is continuous [at a point x of Xl whenever ¢ : (X, T) -+ (Y, T') is 
continuous [at xl. 

PROOF. If'Ii and 72 are topologies on the same set Z such that 1i is refined 
by 72, then the neighborhood filter at each point of Z with respect to 1i 
is also refined by the neighborhood filter at that point with respect to 72 

237 



9 General topology 

(Ex. G). Thus the validity of the proposition is an immediate consequence 
of the very definition of continuity. 0 

Proposition 9.19. Let T be a topology on a set X, let {T.y}-YEI' be an 
indexed family of topologies on a set Y, and set To = sup')' T.y. Then a 
mapping ¢ : (X, T) - (Y, To) is continuous [at a point x of Xl if and 
only if all of the mappings ¢ : (X, T) - (Y, T.y), 'Y E r, are continuous 
[at xl. 

PROOF. If ¢ : (X, T) - (Y, To) is continuous at some point x of X, then 
so is ¢ : (X, T) - (Y, T.y) for every index'Y by what has just been shown. 
Suppose, on the other hand, that this latter condition is satisfied, and set 
y = ¢( x). For any neighborhood W of y with respect to To there exists a 
finite set of indices {'Y1, ... ,'Yn} and, for each index i = 1, ... ,n, an open 
set Ui in T.y, such that 

Y E U1 n ... n Un C W 

(see Problem D). Moreover, for each index i there exists a neighborhood 
of Vi of x such that ¢(Vi) CUi. But then ¢(V1 n ... n Vn ) C W, and since 
V1n . . . nVn is a neighborhood of x in X, this shows that ¢ : (X, T) - (Y, To) 
is continuous at x. 0 

For mappings defined only on some subset of a topological space con­
tinuity is defined in terms of the relative topology. The following formal 
definition clarifies this point. (Since the relative metric on a subset of a 
metric space induces the relative topology on that subset (Ex. F), this is 
in accord with the notion of relative continuity introduced in Chapter 7.) 

Definition. Let X and Y be topological spaces, and let ¢ be a mapping 
of some subset A of X into Y. Then ¢ is continuous at a point Xo of 
A relative to A if the restriction ¢IA (regarded as a mapping on the 
subspace A) is continuous at Xo. If ¢ is continuous at a point Xo of A 
relative to A, then Xo is a point of continuity of ¢ relative to Aj otherwise, 
¢ is discontinuous at Xo relative to A, and Xo is a point of discontinuity 
of ¢ relative to A. Similarly, ¢ is continuous on A (relative to A) if 
¢IA: A - Y is continuous on the subspace A. 

The following result generalizes Proposition 7.3. (If the subspace A in 
Proposition 9.20 satisfies the first axiom of countability, then the nets in 
its statement may be replaced by sequences.) 

Proposition 9.20. Let X and Y be topological spaces, and let ¢ be a 
mapping of a subset A of X into Y. Then ¢ is continuous at a point 
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Xo of A relative to A if and only if for each neighborhood W of ifJ( xo) 
in Y there is a neighborhood V of Xo in X such that ifJ(V n A) c W. 
Equivalently, ifJ is continuous at Xo relative to A if and only if {ifJ(x.\)} 
converges to ifJ( xo) whenever {x.\} is a net in A that converges to Xo. 

PROOF. The validity of the latter of these two criteria is an immediate 
consequence of Proposition 9.16 and the above definition. As for the former, 
its validity follows at once from the fact that the neighborhoods of Xo in 
the subspace A are precisely the sets of the form V n A where V is a 
neighborhood of Xo in Xj see Example G. 0 

The proof of the following theorem may be obtained from that of The­
orem 7.4 by systematically substituting neighborhoods for open balls and 
is therefore omitted. 

Theorem 9.21. Let X and Y be topological spaces and let ifJ be a mapping 
of X into Y. Then the following are equivalent: 

(1) ifJ is continuous, 
(2) For every open set U in Y the inverse image ifJ-1(U) is open in X, 
(3) For every closed set F in Y the inverse image ifJ-1(F) is closed in X. 

The following notions also make sense in an arbitrary topological space. 

Definition. A mapping ifJ of a topological space X into a topological space 
Y is open [closed] if ifJ(A) is open [closed] in Y whenever A is open [closed] 
in X. A one-to-one mapping ifJ of a topological space X onto a topolog­
ical space Y is a homeomorphism if both ifJ and ifJ -1 are continuous. 

The following result consists essentially of paraphrases of Theorem 9.21 
in the special context of one-to-one mappings, and no proof is needed or 
given. 

Corollary 9.22. A one-to-one mapping ifJ of a topological space X into a 
topological space Y is continuous if and only if the inverse mapping ifJ-1 
(regarded as a mapping of the range of ifJ onto X) is open, or, equiva­
lently, closed. A one-to-one mapping ifJ of X onto Y is a homeomorphism 
if and only if ifJ is both continuous and open, or what comes to the same 
thing, if and only if the mapping of the power class 2x onto 2Y induced 
by ifJ carries the topology on X onto the topology on Y. 

Example K. If X and Y are simply ordered sets and if ifJ is an order 
isomorphism of X onto Y, then ifJ is automatically a homeomorphism of X 
onto Y as well, if X and Y are equipped either with their order topologies, 
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or with their left- or right-ray topologies (Ex. D). Thus, in particular, the 
extended real number system R~ is homeomorphic to an arbitrary nonde­
generate closed interval [a, b] (in its relative topology; see Problem E). This 
remark shows, of course, that the space R~ is metrizablej there is just no 
one "natural" metric to assign to it. 

Similarly, if'lj; is an order anti-isomorphism between simply ordered sets 
X and Y (i.e., an order isomorphism between X and Y*; Example 1P), 
then'lj; is a homeomorphism between (X, To) and (Y, To) that interchanges 
the left- and right-ray topologies. Thus, in particular, t --t -t is such a 
homeomorphism of R[R~] onto itself. 

The statements of the following three results are obtained by system­
atically substituting the phrase ''topological space" for "metric space" in 
Proposition 7.9, Corollaries 7.10 and 7.11, and Proposition 7.12. None of 
them needs to be proved anew. 

Proposition 9.23. Let X be a topological space, let </> be a mapping of 
X into a topological space Y, and let U be an open set in X. Then </> is 
continuous at a point Xo of U relative to U if and only if </> is continuous 
at Xo (relative to X). 

Corollary 9.24. If two mappings </> and 'Ij; of a topological space X into 
a topological space Y coincide on some open subset U of X, then </> and 
'Ij; are continuous (and discontinuous) at precisely the same points of 
U. A mapping </> of a topological space X into a topological space Y is 
continuous if and only if there exists an open covering of X consisting 
of sets U such that </> is continuous on U relative to U. 

Proposition 9.25. Let X, Y and Z be topological spaces, let </> be a map­
ping of X into Y, and let 'Ij; be a mapping of Y into Z, so that 'Ij; 0 </> 

is a mapping of X into Z. If </> is continuous at a point Xo of X and 
'Ij; is continuous at the point Yo = </>( xo), then 'Ij; 0 </> is also continuous 
at Xo. In particular, if </> and 'Ij; are both continuous, then 'Ij; 0 </> is also 
continuous. 

Example L. Let X be a set consisting of at least three points, and let X 
be equipped with the indiscrete topology (Ex. B). Then any mapping of 
X into itself is continuous according to Theorem 9.21. In particular, the 
identity mapping on X is continuous, but its level sets (Ex. IH), being the 
various singletons in X, are not closed. Likewise, the mapping of X onto 
itself that interchanges some one pair of points of X and leaves all other 
points alone agrees with the identity mapping at at least one point. But 
then these two continuous mappings agree on a dense subset of X without 
being identical. Thus the counterparts of Corollaries 7.6 and 7.7 fail to 
hold for general topological spaces. 
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The theory of semicontinuous functions actually assumes a more natural 
appearance in the context of the topological space RQ of extended real 
numbers. 

Definition. An extended real-valued function I on a topological space 
X is upper semicontinuous at a point Xo of X if for each extended 
real number u such that I (xo) < u there exists a neighborhood V of 
Xo such that x E V implies I(x) < u (equivalently, if for any such u 
the set {x EX: I(x) < u} is a neighborhood of xo). Dually, I is 
lower semicontinuous at Xo if for each extended real number s such that 
I(xo) > s there exists a neighborhood V of Xo such that x E V implies 
I(x) > s. Finally, I is upper [lower] semicontinuous on X if it is upper 
[lower] semicontinuous at every point of X. 

Proposition 7.15 now assumes the following somewhat tidier form. 

Proposition 9.26. Let I be an extended real-valued function defined on 
a topological space X, and let Xo be a point of X. Then I is upper semi­
continuous at Xo if and only if I is continuous at Xo as a mapping of X 
into RQ equipped with the left-ray topology 1l (Ex. E). Dually, I is lower 
semicontinuous at Xo if and only if I is continuous at Xo as a mapping of 
X into RQ equipped with the right-ray topology 7;.. Consequently, I is 
upper [lower] semicontinuous if and only if it is continuous as a mapping 
of X into RQ equipped with the topology 1l[7;.]. Finally, I is continuous 
[at xol if and only if it is both upper and lower semicontinuous [at xo]. 

PROOF. It is easily seen that Proposition 9.26 follows at once from its 
first assertion (recall Proposition 9.19 and Example K). To verify the lat­
ter, suppose first that I is upper semicontinuous at xo, and let W be a 
neighborhood of I(xo) with respect to 1l. If I(xo} = +00, then W = JRQ, 
and 1-1 (W) = X. Otherwise, W contains an initial segment Au for some 
u such that I(xo} < u, and it is a consequence of the definition that there 
exists a neighborhood V of Xo in X such that I(V) c Au c W. Thus, in 
any case, 1-1(W) is a neighborhood of xo, so I : X - (JRQ, Tt ) is continu­
ous at Xo. On the other hand, if I: X - (JRQ,1l) is continuous at Xo and 
if u is an extended real number such that I (xo) < u, then there exists a 
neighborhood V of Xo such that I(V) c Au, which shows that I is upper 
semicontinuous at Xo. 0 

The proof of the following proposition may readily be supplied by the 
reader (see Example 6L). (As before, nets can be replaced by sequences 
whenever X satisfies the first axiom of countability.) 

Proposition 9.27. Let I be an extended real-valued function defined on 
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a topological space X. Then f is upper semicontinuous at a point Xo of 
X if and only if 

Hmsupf(x.>.} :-s; f(xo} 
.>. 

for every net {X.>.hEA in X such that x.>. -+ Xo. Dually, f is lower 
semicontinuous at Xo if and only if 

Hminf f(x.>.} > f(xo) .>. -

for every net {x.>.} in X such that x.>. -+ Xo. Likewise, f is upper [lower] 
semicontinuous on X if and only if the set {x EX: f( x} < t} [the set 
{x EX: f(x) > t}] is open in X for every finite real number t. 

Corollary 9.28. Let f be an extended real-valued function on a topolog­
ical space X. If f is upper semicontinuous, then for each extended real 
number t the set {x EX: f(x) :-s; t} is a G{j in X (i.e., the intersection 
of countably many open sets). Dually, if f is lower semicontinuous, then 
the set {x EX: f(x) ~ t} is a G{j in X for each extended real number t. 

Corollary 9.29. The infimum (taken pointwise in lR~) of an arbitrary 
collection of upper semicontinuous functions on a topological space X is 
again upper semicontinuous on X. Dually, the supremum of an arbitrary 
collection of lower semicontinuous functions is lower semicontinuous. 

The remarkable result set forth in Proposition 7.20 is false in general topo­
logical spaces, as might be expected in view of its sequential nature. 

Example M. Consider once again the topological space X of Example 
r. The singleton {xo} is a closed set in that space, so the characteristic 
function h = X{o:o} is upper semicontinuous (cf. Problem 7P). On the other 
hand, if I is an arbitrary continuous real-valued function on X such that 
I ;::: h, and if n is an arbitrary positive integer, then there exists a neighbor­
hood Vn of Xo such that I(x) > 1 -lin whenever x E Vn. Hence I(x) ;::: 1 
whenever x E V = n::l Vn, and V is the complement of a countable 
subset of X. Similarly, of course, if {fn}~=l is a sequence of continuous 
real-valued functions on X such that In ;::: h for all n, then infn in ;::: 1 
on the complement of some countable subset of X. Clearly, then, no such 
sequence can converge downward to h. 

Thus far our discussion of general topology has dealt almost exclusively 
with the similarities and differences between this theory and the theory 
of metric spaces. There are also topics of interest in general topology 
that have no counterpart in the theory of metric spaces (the first axiom 
of count ability is an instance of this). We turn next to the notion, or 
rather notions, of sepamtion in a topological space, another topic having, 
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as we shall see, no counterpart in the theory of metric spaces. We have 
had occasion more than once to invoke the fact that if x and y are distinct 
points of a metric space (X, p), then for sufficiently small radius c > 0, the 
open balls De(x) and De(Y) are disjoint. This elementary but extremely 
important property is used to classify abstract topological spaces. 

Definition. A topological space X is said to be a Hausdorff space--or, 
simply, to be Hausdorff-if for any two distinct points x and y of X 
there exist neighborhoods Vx and Vy of x and y, respectively, such that 
Vx nVy =0. 

Thus every metrizable topological space is Hausdorff. (The converse is 
false, of course, as many examples attest. That the converse of the following 
elementary proposition is also false may be seen by considering the space 
(X, 'Ii) of Example C.) 

Proposition 9.30. Every Hausdorff space is a Tl -space. 

PROOF. If Y =/: x in a Hausdorff space X, then there is a neighborhood Vy 
of y that does not contain x. Thus X\{x} is open (Prop. 9.12). 0 

If (X,p) is a metric space, then the two singletons {x} and {y} in the 
formulation of the definition of a Hausdorff space can be replaced by any 
two disjoint closed sets. Indeed, let E and F be closed nonempty subsets 
of X such that En F = 0. If d(E, F) = do > 0, it is a triviality to 
construct disjoint open sets U and V such that E C U and F C V; in fact, 
U = Ddo/2(E) and V = Ddo/2(F) do the trick. If E and F are merely 
closed and disjoint, the construction is harder but it can still be done. To 
see this, let us write rx = d(x, F)/2 for each point x of E and, likewise, 
By = d(y, E)/2 for each point y of F. Then 

U = U Dr,.(x) and V = U DslI(Y) 
xEE yEF 

are clearly open subsets of X containing E and F, respectively, and U 
and V are, in fact, disjoint. For if Xo E U n V, then there must exist x 
in E and y in F such that Xo E Dr,. (x) n DslI(y), and, therefore, such 
that p(x, y) < [d(x, F) + d(y, E)l/2, clearly an impossibility. This stronger 
property of metric spaces is also used to classify topological spaces. 

Definition. A Hausdorff space (or, what comes to the same thing, a T1-

space) is said to be normal if it has the property that, whenever E and 
F are disjoint closed sets in X, there exist disjoint open subsets U and 
V of X such that E C U and F C V. (Such open sets U and V are said 
to separate E and F.) 
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Thus every metrizable topological space is normal, and, once again, the 
converse is false, though less obviously so this time; see Example X. The fol­
lowing criterion is nothing more that a modest reworking of the definition, 
but it is sometimes useful. 

Proposition 9.31. A T1-space X is normal if and only if for every closed 
set F and open set U in X such that FeU there exists an open set V 
in X such that F c V and V- cU. 

PROOF. If X is normal and F and U are as stated, set E = X\U. Then 
E and F are disjoint and closed, so there exist disjoint open sets W and V 
such that E c W and F c V. But then V- c X\W, so V- cU. On the 
other hand, if the stated condition is satisfied, and if E and F are disjoint 
closed sets in X, then U = X\E is open and contains F. Let V be an 
open set such that F C V and V- C U. Then X\ V- is open and contains 
X\U=E. 0 

The following result is of crucial importance in the study of metrizability 
and in other contexts as well. (In this connection the reader should recall 
Example 7G and Problem 7E.) 

Theorem 9.32 (Urysohn's Lemma). If E and F are disjoint closed subsets 
of a normal topological space X, then there exists a continuous function 
I : X -t [0, 1] such that I is identically zero on E and identically one 
on F, i.e., such that XF :s; I :s; XX\E. 

PROOF. Let V denote the collection of all dyadic fractions (Th. 2.12). The 
first step in the construction of the function I is the definition of a mapping 
t -t Vi assigning to each number t in V an open set Vi in X in such a way 
that 

(a) Vi = 0 for t < 0 and Vi = X for t > 1, 
(b) E c Vi for t :2: 0 and Vi n F = 0 for t :s; 1, 
(c) yt- c Vi', for all t, t' in V such that t < t'. 

Suppose for the moment that such a mapping has been defined. Then for 
each point x of X the set Rx = {t E V : x E Vi} is, by (a), a nonempty 
subset of V such that 0 :s; inf Rx :s; 1. Thus setting 

I(x) = inf Rx , x E X, 

defines a mapping I of X into [0,1]. Moreover, it is clear from (b) that 
I(x) = 0 whenever x E E and that I(x) = 1 whenever x E F. Finally, the 
function I is continuous because of (c); the proof is the same as that given 
in Example 7G and may therefore be omitted. 
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Thus everything comes down to defining a mapping of V into the topol­
ogy T on X satisfying (a), (b) and (c). Moreover, the dyadic fractions not 
in [0,1] take care of themselves by virtue of (a). Thus what is really needed 
is a mapping of the set 15 of all dyadic fractions in [0,1] into T satisfying (b) 
and (c) for all t, t' in 15. The definition is by mathematical induction and 
uses Proposition 9.31 repeatedly. For each nonnegative integer n let 'Dn de­
note the set of those numbers in 15 of the form k/2n , k = 0,1, ... ,2n , and 
consider, to begin with, the set Vo = {O, 1}. Here the definition presents 
no problem: We set VI = X\F and choose for Va any open set V in X such 
that E c V and V- C VI' Consider next VI = {O, 1/2, 1}. We require 
that the mapping of VI into T extend the one already defined on Vo, so 
Vi is defined for t = ° and t = 1, and Vo- C VI' Hence for VI / 2 we may 
select any open set V in X such that VO- C V and V- C Vi. 

The inductive step presents no new difficulty. Suppose nested mappings 
of Vk into T have already been defined for k = 0, ... , n such that (c) is 
satisfied for all t, t' in V n . (We can forget about (b) since all of these 
mappings extend the one defined above on V o.) 1ft = k/2n+I E V n+b and 
if k = 2j is even, then Vi = VJ/2n is already defined. On the other hand, 
if k is odd, then V' = V(k-I)/2n and V" = V(k+1)/2n are defined, and we 
have V'- C V". Thus we may choose for Vi any open set V in X such that 
V'- C V and V- C V". In this way we obtain a mapping of V n+1 into T 
that extends the one already defined on V n , and it is readily verified that 
(c) holds for this extension whenever t and t' are both in V n+1' 

Finally, we form the supremum of this inductively defined sequence of 
mappings, thus obtaining a mapping of 15 into T that clearly satisfies (b). 
But it also satisfies (c). Indeed, for any two numbers t and t' in 15 there is 
a positive integer n such that t and t' both belong to V n , so (c) holds in 
general. 0 

Definition. A function f as in Urysohn's lemma is known as a Urysohn 
function for the pair of sets E and F, and is said to sepamte E and F. 

The method employed in Chapter 7 to prove the Tietze extension the­
orem (Ex. 7S), based as it was on the Hahn interpolation theorem (Prop. 
7.21), is unavailable in a general topological space. Nevertheless, the re­
sult remains valid in a normal space by virtue of Urysohn's lemma. In the 
following discussion we shall write I/gl/x for the sup norm 

I/gl/x = sup ig(x)i 
3JEX 

of a bounded scalar-valued function 9 defined on a space X, and also, if A 
is a subset of X, 

iigiiA = sup ig(x)i 
3JEA 
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for a bounded scalar-valued function 9 defined on either A or X. The 
following result contains the needed consequence of Urysohn's lemma. 

Lemma 9.33. Let X be a normal topological space, let F be a closed 
nonempty subset of X, and let a be a positive real number. For any 
continuous real-valued function 9 on F such that IlgliF ::; a there is a 
continuous real-valued function 4> on X such that 114>lIx ::; a/3 while 
IIg - 4>IIF ::; 2a/3. 

PROOF. Set E+ = {x E F : g(x) ~ a/3} and E_ = {x E F : g(x) ::; -a/3}. 
The sets E+ and E_ are closed and disjoint in X, and it is an immediate 
consequence of Urysohn's lemma that there exists a continuous mapping 4> 
of X into [-a/3, +a/3] such that 1 = ±a/3 on E±. But then, of course, 
114>lIx ::; a/3, and it is easily seen that IIg - 4>IIF ::; 2a/3 as well. 0 

Theorem 9.34 (Tietze Extension Theorem; Version II). Let X be a nor­
mal topological space, let F be a nonempty closed set in X, and let 10 
be a continuous real-valued function defined and bounded on F. Then 
there exists a continuous real-valued function Ion X that has the same 
upper and lower bounds on X as 10 has on F, and that agrees with 10 
onF. 

PROOF. Let 
a = inf lo(x) and b = sup lo(x). 

xEF xEF 

If a = b, then 10 is constant on F, and there is nothing to prove, as we may 
set 4> = a = b on X. Otherwise, there is a linear function h( x) = Ax + B 
carrying the interval [a, b] onto [-1, +1], and therewith 10 onto 10 = h 0 10 
with I1IoIlF = 1, and it clearly suffices to prove the theorem for 10 in place 
of 10 (for if J; is a suitable extension of 10, then 4> = h-1 0 J; provides a 
suitable extension of 10). 

According to the lemma, there exists a continuous real-valued function 
4> on X satisfying the conditions 

II 4>11 x ::; 1/3 and 11/0 - 4>IIF ::; 2/3. 

We set 4>1 = 4> on X and It = 10 - 4>1 on F, and apply the lemma once 
again to obtain a function 4>2 such that 

and observe that It - 4>2 = 10 - (4)1 + 4>2). Continuing in this way by 
mathematical induction, we obtain a sequence {4>"}~=1 of continuous real­
valued functions on X such that 

114> .. lIx ::; (1/3)(2/3) .. -1 and 1110 - (4)1 + ... + 4> .. )IIF ::; (2/3)", n EN. 
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The series E:'=1 ¢n is then uniformly convergent on X to a sum I such 
that 

00 00 

li/lix ::; L Ii¢nlix ::; (1/3) L(2/3)n = 1 
n=1 n=O 

and such that 

00 

111- (¢1 + ... + ¢n)lIx::; L lI¢kllx = (2/3t, 
k=n+l 

and therefore such that 

11/0 - lliF ::; 2(2/3)n 

for each index n. Hence I = 10 on F. o 

Definition. A subset C of a topological space X that is both closed and 
open is called closed-open. A partition {M, N} of X into the union of 
two nonempty disjoint closed-open sets M and N is a disconnection of 
X. If there exists a disconnection of X, then X is disconnected. If X 
is not disconnected, then it is connected. A subset A of X is connected 
[disconnected] if it is connected [disconnected] as a subspace of X. 

From the fact that open and closed sets are complements of one another 
it is apparent that a disconnection of an arbitrary topological space X may 
equally well be described as a partition of X into two disjoint nonempty 
open sets, or two disjoint nonempty closed sets. Thus (Cor. 9.10) a dis­
connection of an open subset U in X is a partition of U into two disjoint 
nonempty sets that are open in X, while a disconnection of a closed set F 
in X is a partition of F into two disjoint nonempty sets that are closed in 
X. It is desirable to have a description of a disconnection of an arbitrary 
subspace. 

Definition. Two subsets M and N of a topological space X satisfy the 
HausdorJJ-Lennes condition if M- n N = M n N- = 0. 

Proposition 9.35. If A is an arbitrary subset of a topological space X, 
and if {M, N} is an arbitrary partition of A into two nonempty subsets, 
then {M, N} is a disconnection of A if and only if M and N satisfy the 
Hausdorff-Lennes condition. 

PROOF. By Proposition 9.9 the closure of M relative to A is M- n A = 
Mu (M- nN). Thus M is closed relative to A if and only if M- nN = 0. 

Similarly, N is closed relative to A if and only if M n N- = 0. 0 
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The fact that the definition of connectedness is stated in terms of a 
negation makes the concept somewhat awkward to work with. Here is a 
positive characterization of connectedness that summarizes the foregoing 
remarks. 

Proposition 9.36. A topological space X is connected if and only if the 
only closed-open subsets of X are 0 and X itself or, equivalently, if and 
only if C closed-open in X implies either C = 0 or C = X. A subspace 
A of X is connected if and only if, whenever A = M UN, where M 
and N are two subsets satisfying the Hausdorff-Lennes condition, either 
M=0orN=0. 

Corollary 9.37. If {M, N} is a pair of subsets of a topological space X 
satisfying the Hausdorff-Lennes condition, and ifC is a connected subset 
of X such that C eMU N, then either C c M or C c N. 

PROOF. The pair {M n C, N n C} also satisfies the Hausdorff-Lennes 
condition. 0 

Proposition 9.38. If C is a connected subset of a topological space X, 
and if A is a set such that C cAe C-, then A is also connected. In 
particular, C- is connected. 

PROOF. Let A = M U N where {M, N} is a pair of sets satisfying the 
Hausdorff-Lennes condition. By Corollary 9.37, either C c M or C c N. 
Suppose without loss of generality that C eM. Then A c C- c M- , so 
N=AnN=0. 0 

Proposition 9.39. If C is an arbitrary chained collection of connected 
subsets of a topological space X (Ex. 1J), then UC is also connected. 

PROOF. Let A = UC, and let A = M U N, where M and N are sets 
satisfying the Hausdorff-Lennes condition. H C is anyone of the sets in 
C, then either C C M or C n M = 0. Suppose M -=I- 0. Then there 
exists a set C in C such that C n M -=I- 0, and therefore such that C eM. 
But if D is any set in C, then there exist sets Co, ... , Cp in C such that 
Co = C,Cp = D, and Ci nCi - 1 -=I- 0, i = 1, ... ,p. Then Co eM and if 
Ci - 1 eM, then Ci n M ::J Ci n Ci - 1 -=I- 0, so Ci eM. Thus Ci eM for 
all i = 0, ... ,p by induction. In particular, Cp = D c M, and it follows 
that A = M (and hence that N = 0). 0 

Corollary 9.40. For any topological space X and any point a of X there 
exists a unique largest connected subset [a] of X containing a. 
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PROOF. The collection of all connected subsets of X containing the point 
a is obviously chained, and its union is connected, contains a (for the 
singleton {a} is surely connected), and is clearly the largest such set. 0 

Definition. For each point a of a topological space X the largest con­
nected subset [aJ of X containing a is the (connected) component of a 
(in X). 

Proposition 9.41. The component [aJ of a point a in a topological space 
X is a closed subset of X. Moreover, if x is some point of X lying in 
raj, then the component [xJ of x coincides with raj. Hence the collec­
tion of all connected components of the various points of X constitutes 
a partition of X into closed equivalence classes. (For this reason the 
connected components of the various points of X are also referred to as 
the (connected) components of X.) 

PROOF. The closure [aJ- is connected along with [aJ (Prop. 9.38), and 
since [aJ is the largest connected subset of X containing a, this shows that 
[aJ- = raj. As for the rest, if x E raj, then [xJ n [aJ =I- 0 since both 
sets contain x. Thus the collection {[aJ, [xl} is chained, so [aJ U [xJ is also 
connected. But then [aJ U [xJ = [aJ = [xJ. Thus the relation x '" a, defined 
to mean x E [aJ, is an equivalence relation on X. 0 

Example N. Let C be a nonempty connected set of real numbers. For 
any real number t the two rays (-00, t) and (t, +00) satisfy the Hausdorff­
Lennes condition. Hence if C contains numbers s and u such that s < t < u, 
then C must also contain t. But then, if a = inf C and b = sup C and if 
a < t < b, then t E C, and it follows that C consists of the interval (a, b) 
along with, perhaps, one or both of its endpoints; briefly, C is an interval. 
(The cases a = -00 and\or b = +00 are not excluded.) On the other 
hand, all intervals are, in fact, connected in JR. Indeed, JR itself cannot 
be partitioned into two nonempty open sets, since these would, in turn, 
be disjoint unions of nonempty open intervals and rays, and this would 
yield a representation of JR as the union of a pairwise disjoint collection of 
nonempty open intervals and rays other than the unique such expression: 
JR = JR (cf. Example 68). For exactly the same reasons all open rays and 
open intervals are connected in JR, whence it follows that all intervals and 
rays are connected (Prop. 9.38). 

Example O. Example N shows that the connected components of an open 
subset U of JR are precisely the open intervals and/or rays that are the 
constituent intervals of U. For other sets of real numbers matters can be 
much more complicated. Consider, for instance, the Cantor set C. If sand 
u are any two points of C such that s < u and if n is a positive integer such 
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that 1/3n < u - s, then it is impossible for s and u to belong to anyone 
interval of length 1/3n . Hence s and u must belong to different intervals in 
the set :Fn . (The reader is referred, once again, to Example 60 for details 
of the construction of C.) Hence there exists a real number t such that 
s < t < u and t fj. Fn = U:Fn. But then if A is any subset of C containing 
both sand u, then {A n (-00, t), An (t, +oo)} is a disconnection of A. 
Thus there is no connected subset of C containing two distinct points, and 
we see that each connected component of C is a singleton. A topological 
space with this property is said to be totally disconnected. 

Of the topics discussed in Chapter 8 the notion of compactness is of 
paramount interest in general topology. This idea generalizes without dif­
ficulty, the only problem being to decide which of the several criteria for 
compactness to turn into a definition. The covering property of Theorem 
8.31 is the one that leads to important consequences. 

Definition. A topological space X is compact if every open covering of X 
contains a finite subcovering. A subset K of a topological space X is 
compact if it is compact as a subspace. 

Example P. Let a be a positive ordinal number, and let the ordinal num­
ber segment W (a) be equipped with its order topology (Ex. D). If TJ is 
a positive number belonging to W(a) and U is an open set containing TJ, 
then, according to the definition of the order topology, there exists an or­
dinal number ~ < TJ such that {( : ~ < ( :::; TJ} cU. Hence such sets 
constitute an open neighborhood base at TJ in W (a). (In particular then, 
a point TJ of W(a) is an isolated point, i.e., an open singleton, if and only 
if it is a number of type I (cf. Problem 5G).) 

Suppose now that U is an open covering of W (a), and consider the 
set S of those numbers ~ in W(a) with the property that the set W(~) = 
W (~) U {~} of all ordinal numbers less than or equal to ~ is covered by some 
finite subcollection of U. Clearly 0 belongs to S. But also if 0 < TJ < a and 
if W(TJ) c S, there is a set Uo in U such that TJ E Uo and hence a number 
~ such that ~ < TJ and such that W(TJ)\W(~) = {( : ~ < ( :::; TJ} C Uo. 
But then ~ E S, so there are sets Ul,"" Uk in U that cover W(e), and 
it follows that {Uo, Ul, ... ,Uk} covers W(TJ). Thus TJ E S, and therefore 
S = W(a) by transfinite induction. Thus we see that W(a) is compact in 
its order topology if and only if a is a number of type I. (If a = ,X is a limit 
number, then U = {W(TJ) : TJ < 'x} is an open covering of W(,X) containing 
no finite sub covering. ) 

Regarding compact sets in a topological space, we have the following 
elementary result (cf. Corollary 8.32). 
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Proposition 9.42. A subset K of a topological space X is compact if and 
only if every covering of K by means of open subsets of X contains a 
finite subcovering. 

PROOF. If U is a covering of K consisting of open subsets of X, then U = 
{U n K : U E U} is an open covering of the subspace K. Conversely, every 
covering of K consisting of relatively open subsets of K can be obtained in 
this fashion. 0 

Proposition 9.43. A closed subset of a compact topological space is com­
pact. A compact subset of a Hausdorff space is closed. Consequently, a 
subset of a compact Hausdorff space is compact if and only if it is closed. 

PROOF. Let X be a compact topological space, and let F be closed in X. 
If U is a covering of F consisting of open subsets of X, then U U {X\F} 
is an open covering of X. This covering contains a finite covering, from 
which we may simply discard the set X\F to obtain a finite covering of F 
consisting of sets in U. Thus F is compact by the foregoing proposition. 

Suppose next that X is a Hausdorff space and that K is a compact 
subset of X. If a E X\K, then for each point x in K there exist open 
neighborhoods Uz of x and Vz of a such that Uz n Vz = 0. The open sets 
{Uz}zEK cover K, so there exist points Xl. .•• ,Xn of K such that 

Let V = VZ1 n ... n Vz". Then V is an open neighborhood of a and 
Un V = 0. In particular, V is a neighborhood of a that does not meet K, 
and it follows that X\K is open. 0 

The central idea of the preceding proof yields further useful information. 

Proposition 9.44. Every compact Hausdorff space is normal. 

PROOF. Let X be a compact Hausdorff space and let E and F be disjoint 
closed sets in X. Both E and F are compact by Proposition 9.43. Moreover, 
as was shown in the proof of that proposition, for each point y of X\E there 
exist disjoint open sets Uy and Vy such that E C Uy and y E Vy. The sets 
{VyheF cover F, so there exist points Yl, ... , Yrn in F such that 

Let U = UY1 n··· n UYm • Then U is an open set containing E, and U and 
V separate E and F. 0 
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It is a simple matter to generalize the material of Proposition 8.35 and 
Theorem 8.37. 

Proposition 9.45. Let </> be a continuous mapping of a topological space 
X into a topological space Y. If K is a compact subset of X, then </>( K) 
is compact in Y. Hence if the entire space X is compact, and if Y is 
Hausdorff, then </> is a closed mapping. 

PROOF. Let U be a covering of </>(K) consisting of open subsets of Y. 
Then </>-I(U) = {</>-I(U) : U E U} is a collection of open sets in X, 
and it is clear that K c U</>-I(U). Since K is compact there are sets 
U1 , ... , Un in U such that K c </>-1 (U1 ) u··· U</>-I(Un), and it follows that 
</>(K) c U1 U··· U Un. Thus </>(K) is compact along with K. To complete 
the proof, suppose that X is compact and Y is Hausdorff. If F is a closed 
set in X, then F is compact by Proposition 9.43. But then </>(F) is also 
compact, and therefore closed in Y, by the same proposition. 0 

Corollary 9.46. Iff is a continuous real-valued function on a topological 
space X, and if K is a compact subset of X, then f assumes both a 
maximum and a minimum value on K. 

Theorem 9.47. Let X be a compact topological space and let </> be a 
continuous one-to-one mapping of X into a Hausdorff space Y. Then </> 
is a homeomorphism of X onto </>(X). In particular, if both X and Y 
are compact Hausdorff spaces, then any continuous one-to-one mapping 
of X onto Y is a homeomorphism. 

PROOF. Clearly the subspace </>(X) is Hausdorff along with Y. Hence the 
mapping </> is closed, and therefore also open, as a mapping of X onto </>(X). 

o 

Example Q. Let 7 and T' be topologies on a set X such that (X, 7) 
is Hausdorff, while (X,7') is compact, and suppose that 7' refines T. 
Then the identity mapping ~ : (X, 7') ~ (X,7) is continuous and one­
to-one, whence it follows that L is a homeomorphism. Thus 7 = 7' and 
(X,7) = (X,7') is a compact Hausdorff space. In particular, if 7 and 
7' are any two comparable topologies on X each of which turns X into a 
compact Hausdorff space, then 7 = 7'. 

Just as was the case in Chapter 8, there are a number of different char­
acterizations of compactness in general topological spaces. Before stating 
the next result, we introduce a notion that turns out to be useful in other 
contexts as well. 
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Definition. An ultrafilter in a (nonempty) set X is a filter in X that is 
a maximal element in the collection of all filters in X. That is, U is an 
ultrafilter in X if (a) U is a filter in X and (b) there is no filter in X 
that properly refines U. 

Proposition 9.48. The following conditions are equivalent for an arbi­
trary topological space X: 

(1) X is compact, 
(2) Every collection of closed sets in X possessing the finite intersection 

property (Prob. 78) has nonempty intersection, 
(3) Every collection of sets in X possessing the finite intersection prop­

erty has an adherent point, 
(4) Every filter in X has an adherent point, 
(5) Every ultrafilter in X is convergent. 

PROOF. Suppose first that X is compact and that :F is a collection of 
closed subsets of X possessing the finite intersection property. Then U = 
{X\F: F E:F} is a collection of open sets in X with the property that no 
finite subset of U covers X. But then U itself cannot cover X, so n:F 1= 0. 
Thus (1) implies (2). To see that (2) implies (3) suppose (2) holds and let 
C be a collection of subsets of X possessing the finite intersection property. 
Then :F = {E- : E E C} also possesses the finite intersection property, so 
n:F = nEEC E- 1= 0, and any point of this set is an adherent point of C. 

It is obvious that (3) implies (4), since a filter possesses the finite inter­
section property by definition. Suppose next that (4) holds, and let U be 
an ultrafilter in X. Then U has an adherent point a in X, and if V is a 
neighborhood of a, then V meets every set in U. But then V is itself an 
element of U (see Problem M). Thus U refines the neighborhood filter Va, 
and lim U = a. 

Finally, suppose (5) holds, and let U be an open covering of X with the 
property that no finite subset of U covers X. Then:F = {X\ U : U E U} is 
a collection of closed sets in X possessing the finite intersection property, 
and there exists an ultrafilter Uo in X such that :F c Uo. (This follows 
from Zorn's lemma; see Problem M once again.) If a = lim Uo, and if V is 
a neighborhood of a, then V E Uo, so V meets every set in:F. Since this 
is true of every neighborhood of a, it follows that a belongs to every set in 
:F. But then a ¢ U U, contrary to hypothesis. Thus we have reached a 
contradiction, and the proof of the propl "ition is complete. 0 

Special topologies are sometimes introduced to make certain mappings 
continuous. (The ray topologies on Rb introduced in Example E may be 
viewed as instances of this.) Here is a fairly general version of this kind of 
construction. 

Definition. Let X be a set and for each 'Y in an index set r let <P'Y be a 
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mapping of X into a topological space Y")'. Then the coarsest topology 
on X making all of the mappings 4>")' continuous is the topology inversely 
induced on X by the family {4>")' her. (That such a coarsest topology 
always exists is an immediate consequence of Proposition 9.6.) 

Constructions of this sort have appeared before, albeit in other garb. 

Example R. If 4> is a single mapping of a set X into a topological space 
(Y, T), then the topology Tq, inversely induced on X by 4>, that is, the 
coarsest topology on X with respect to which 4> is continuous, is clearly 
just 4>-l(T) (= {4>-l(U) : U E T}). If 4> is a constant mapping, then T</> is 
the indiscrete topology on X (Ex. B). If 4> is one-to-one and if the topology 
on Y is metrized by a metric p, then Tq, is metrized by the induced metric 
u, where 

U(x,x') = p(4)(x),4>(x')), x,x' E X 

(cf. Example BE). If X = A is a subset of Y and 4> is the inclusion mapping 
LA (Ex. IE), then T</> is simply the relative topology on A. (Still another 
instance of an inversely induced topology will be found in Problem W 
below.) 

Likewise, if we are given some indexed family {4>")'} of mappings of X 
into topological spaces Y"),, and if for each index 'Y we write T-y for the 
topology inversely induced on X by 4>")', then the topology induced by the 
family {4>")'} is clearly just sup")' T-y. Moreover, this latter construction itself 
acquires a slightly different form in the present context. Let {T-y her be 
an indexed family of topologies on a set X, and for each index 'Y let X")' 
denote the topological space consisting of X equipped with the topology 
T-y. If, for each index 'Y, L")' denotes the identity mapping on X regarded 88 
a mapping of X onto X,,),, then the topology inversely induced on X by the 
family {L,,), her is the supremum sup")' T-y. 

The following result is frequently useful in dealing with inversely induced 
topologies. 

Proposition 9.49. Let {4>")' her be an indexed family of mappings of a 
set X into an indexed family {Y")'} of topological spaces, as above, and 
let T denote the topology inversely induced on X by {4>")'}. Then a base 
for T is given by the collection of all sets of the form 

(1) 

where n denotes an arbitrary positive integer, {'Yl, ... , 'Yn} is an arbitrary 
set of n elements of the index sets r, and Ui is an open set in Y")'i' i = 
1, ... , n. Moreover, if, for each index 'Y, B")' is anyone fixed topological 
base for Y"),, then the sets Ui in (1) may be required to belong to B")'i 
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for all i = 1, ... , n. If {X~hEA is a net in X, then {x~} converges to 
a point Xo of X with respect to T if and only if the net {4>-y(X.\)}~EA 
converges to 4>-y (xo) in Y-y for each index 'Y. Finally, if'I/J is a mapping of 
some topological space Z into X, then 'I/J is continuous as a mapping of 
Z into (X, T) if and only if each 4>-y o'I/J : Z - Y-y is continuous. 

PROOF. In view of Example R, the first two assertions of this proposition 
are merely paraphrases of the relevant parts of Problem D. Moreover, if 
a net {x~} converges in X to a limit Xo with respect to T, then the net 
{4>-Y(x~)} also converges in Y-y to 4>-y(xo) since 4>-y is continuous with respect 
to T for each index 'Y (Prop. 9.16). Suppose, on the other hand, that {x~} 
is a net in X and that there is a point Xo of X such that {4>-y(X~)}~EA con­
verges to 4>-y(xo) in Y-y for each index 'Y. If V is an arbitrary neighborhood 
of Xo with respect to T, then there are indices 'Yl, ..• ,'Yn and open sets Ui 
in Y-Yi such that Xo E 4>:;/(Ui ), i = 1, ... ,n, and such that 

But then 4>-Yi (xo) E Ui , i = 1, ... , n. Hence there exist indices Ai in A such 
that 4>-Yi (x~) E Ui for A ~ Ai, i = 1, ... , n. Since A is directed, there is also 
a single index AO in A such that Ai ::; AO, i = 1, ... ,n, and it follows that 
x~ E V for A ~ AO' Thus {x~} converges to Xo with respect to T. 

Finally, if'I/J is a continuous mapping of Z into (X, T) then it is obvious 
that each of the compositions 4>-y 0 'I/J is continuous since each 4>-y is contin­
uous on (X, T). To complete the proof, suppose, conversely, that 'I/J is a 
mapping of Z into X having the stated property, and let {Z~hEA be a net 
in Z converging to a limit Zo0 Then each net {4>-y('I/J(Z~»}~EA converges 
to 4>-y('I/J(ZO» in Y-y by Proposition 9.16. But then, by what has just been 
shown, {'I/J(z.\)} converges in X to 'I/J(zo) with respect to T. Thus 'I/J is 
continuous by virtue of the same proposition. 0 

The most important application of the idea of an inversely induced topol­
ogy is concerned with Cartesian products. (In this connection the reader 
may wish to refer to Chapter 1.) 

Definition. Let {Y-y hEr be an indexed family of topological spaces, and 
let X = TI-y Y-y be the Cartesian prod ·,ct of the sets Y-y, 'Y E r. Then 
the product topology on X is the topology inversely induced on X by the 
family {7r-y} of projections. In the event that the index set r is {I, ... , n}, 
it is customary to write Y1 x ... X Yn for the product of the topological 
spaces {Yi}~l equipped with the product topology. Whenever a product 
of topological spaces is regarded as a topological space, it is the product 
topology that is understood to be in use unless the contrary is expressly 
stipulated. 
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The following summary of facts concerning product topologies is little 
more than a paraphrase of Proposition 9.49. (That the projection 1r"'( of 
X onto Y"'( is an open mapping follows from the observation that if U is a 
nonempty open set of the form (2), then 1r"'((U) = U"'(.) 

Proposition 9.50. Let {Y"'( hEr be an indexed family of topological spaces 
and let X = TI",( Y",(, as above. Then a base for the product topology on 
X is provided by the set of all products of the form 

(2) 
"'( 

where U"'( is an open subset ofY"'( for each index "I, and where U"'( = Y"'( 
except for a finite number of indices. Moreover, if B"'( is a specified 
topological base for Y",(, "I E r, then the sets U"'( in (2) may be required 
to belong to B"'( for each index "I for which U"'( # Y"'(. A net in X 
converges with respect to the product topology if and only if it converges 
coordinatewise. That is, if {X>.hEA is a net in X, and ifx>. = {Y~>')}"'(Er 
for each ,x, then {x>.} converges to a limit Xo = {y~o)} in the product 
topology if and only iflim>. y~>') = y~o) for each index "I. The projections 
1r "'( are continuous and open mappings of X onto the various factors Y"'(. 
A mapping 1/J of a topological space Z into X is continuous if and only 
if each composition 1r"'( 0 1/J is continuous. 

It follows, of course, that if X = Y1 X ••• X Yn is a finite product of 
topological spaces, and if Bi is a topological base in Yi for each index i, 
then the products U1 x ... X Un, where Ui E Bi , i = 1, ... , n, constitute a 
base for the product topology on X. We also have the following result. 

Corollary 9.51. If {Y"'(} is a countable indexed family of topological 
spaces, and if each space Y"'( satisfies the second axiom of countability, 
then X = TI",( Y"'( also satisfies the second axiom of countability. 

PROOF. Let B"'( be a countable base for the topology on Y",(, "I E r. For 
anyone finite set hl, ... , "In} of indices there are but countably many 
products of the form (2) where U"'(i E B"'(i' i = 1, ... , n, and U"'( = Y"'( for 
"I fj. hl, ... , "In}. Moreover, there are but countably many finite subsets of 
the index set r. Thus the base described in Proposition 9.50 is countable 
(Cor. 4.5). 0 

Proposition 9.50 also permits us to give a useful description of the neigh­
borhoods in a product space. 

Proposition 9.52. Let {Y"'( }"'(Er be an indexed family of topological 
spaces, let X = TI",( Y",(, and for each index "I let W"'( be a neighbor-
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hood base at a point Y'Y of Y'Y. Then a neighborhood base at the point 
x = {Y'Y} of X in the product topology is given by the collection of 
products of the form 

w = IIW'Y 
"I 

where W'Y = Y'Y for all but a finite number of indices 'Y and W'Y E W'Y 
whenever W'Y =I Y'Y. 

Corollary 9.53. If {Y'Y hEr is a countable indexed family of topological 
spaces, and if each space Y'Y satisfies the first axiom of countability, 
then X = II'Y Y'Y also satisfies the first axiom of countability. On the 
other hand, if the index set r is uncountable, and if the factors Y'Y 
are all nonempty Hausdorff spaces, then X does not satisfy the first 
axiom of countability unless all but countably many of the factors Y'Y 
are singletons. 

PROOF. The first assertion follows from Proposition 9.52 exactly as Corol­
lary 9.51 followed from Proposition 9.50. To prove the final assertion of 
the corollary, let Xo = {y~O)hEr be a point of X (nonempty by virtue of 
the axiom of products), and let V be a neighborhood of Xo in X. Then by 
Proposition 9.52 there is a finite subset ro of r with the property that if 
x = {Y'Y} is a point of X such that Y'Y = y~O) for each 'Y in fo, then x E V. 
It follows at once that if {Vn } is any countable collection of neighborhoods 
of Xo, then there exists a countable subset fl of f with the property that 
if x = {Y'Y} is an arbitrary point of X such that Y'Y = y~O) for every 'Y in 
fl, then x E nn Vn . But if the set f2 of indices for which Y'Y is a Hausdorff 
space with more than one element is uncountable, then there is an index 
'Yo in f2 \f1 and a point Y'Yo of Y'Yo different from y~~), and the set of all 
x = {Y'Y} such that Y'Yo =I Y'Yo is a neighborhood of Xo that does not contain nn Vn · Thus there does not exist a countable neighborhood base at Xo. 0 

Example S. Let {Y'Y hEr be an indexed family of nonempty topological 
spaces, and let X = II'YH Y'Y. If, for a fixed index 'Yo, we select a point 

y~O) in each factor Y'Y' 'Y =I 'Yo, then the subset 

is a slice in X parallel to the factor Y'Yo. It is easily seen that if X is equipped 
with the product topology, then </> = 11""10 IS becomes a homeomorphism of S 
onto Y'Yo. (If U is a basic open set in X of the form (2), then </>(U) is either 
o or U'Yo' which shows that </> is open.) Thus a product of nonempty spaces 
contains (in general many) homeomorphic copies of each of its factors. 
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Example T. Let {Y"}' }"}'H be a countable indexed family of metric spaces, 
and let X = TI,,}, Y"}'. Let p be a product metric on X (Prob. 6H) and 
let T denote the product topology on X, where each Y"}' is equipped with 
its metric topology. A sequence {xn} in X converges to a limit in X 
with respect to both p and T if and only if it converges to that limit 
coordinatewise (Prop. 9.50). But (X, T) also satisfies the first axiom of 
countability according to the foregoing corollary, and it follows that the 
same sets are closed with respect to T that are closed with respect to 
p (Prop. 9.15). In other words, the product metric metrizes the product 
topology on X. 

Example U. Let 1 and 9 be continuous complex-valued functions on a 
topological space X. Then the mapping ¢ : X ~ C x C defined by set­
ting ¢(x) = (f(x),g(x)), x E X, is continuous, and it follows, exactly as 
in Chapter 7, that 1 + g, 1 - 9 and 19 are also continuous on X. Like­
wise, fig is continuous on the (open) subset of X on which it is defined. 
If p(Al, ... ,An) is an arbitrary complex polynomial in n indeterminates, 
and if ft, ... , 1n are any n continuous complex-valued functions on X, 
then the function x ~ p(ft(x), ... , 1n(x» is continuous on X. Similarly, 
if r(Al, ... , An) is a complex rational function in n indeterminates, then 
x ~ r(ft(x), ... , 1n(x» is a continuous function on the (open) subset of 
X on which it is defined. (This is the counterpart in the theory of gen­
eral topology of Example 7M; it appears this late in the present chapter 
only because we have chosen, once again, to treat these ideas in terms of 
products.) 

Example V. Let X be a set, let {¢-y }"}'H be an indexed family of mappings 
¢"}' : X ~ Y"}' of X into topological spaces Y"},, and suppose that for any 
pair of distinct points Xl, X2 of X there is some mapping ¢"}' such that 
¢"}'(XI) =1= ¢"}'(X2). (Such a family of mappings is said to be separating on 
X.) If we form the product II = TI,,}, Y"}' and define 

F(x) = {¢,,},(X)}"}'H, x E X, 

then F is a one-to-one mapping of X into II. Moreover, if Xo is a point 
of X and {x>.} a net in X, then, according to Proposition 9.49, lim>. x>. = 
Xo in the topology T inversely induced by the family {¢"}'} if and only 
if lim>. ¢"}' (x>.) = ¢"}' (xo) for every index 'Y. On the other hand, the net 
{F(x>.)} tends to F(xo) in II if and only if the very same condition is 
satisfied (Prop. 9.50). Hence, by Proposition 9.16, F is a homeomorphism 
of (X, T) onto the subspace F(X) of II. (A mapping such as F is called a 
topological embedding of (X, T) in II.) 

The formation of products also behaves well with respect to the forma­
tion of subspaces. 
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Proposition 9.54. Let {Y'"( hEI' be an indexed family of topological spaces, 
and for each index'Y let A'"( be a subset ofY'"(. Then the relative topology 
on the subspace A = 11,"( ~ in the product X = 11,"( Y'"( coincides with 
the product topology on A that results from equipping each A'"( with its 
relative topology in Y'"(. Moreover, we have A - = 11,"( A;;- . 

PROOF. Both parts of the proposition are immediate consequences of the 
elementary fact that if, for each index 'Y, ~ and B'"( are arbitrary subsets 
ofY'"(, then 

D 

The following two results combine to form one of the most powerful tools 
of modern analysis. The former of the two is essentially trivial, while the 
latter is among the deepest results of general topology. 

Proposition 9.55. The product X of an arbitrary indexed family {Y'"( }'"(EI' 
of nonempty topological spaces is a Hausdorff space if and only if all of 
the factors Y,"(, 'Y E r, are Hausdorff. 

PROOF. Let Xl = {YV)}'"(EI' and X2 = {y~2)hEr be distinct points of X, 
and let 'Yo be an index such that y~~) t y~!). If Y'"(o is Hausdorff, there exist 
d· . . t t U(l) d U(2). Y; ch th t (i) U(i) . 1 2 d ISJom open se s '"(0 an '"(0 In '"(0 su a Y'"(o E '"(0' ~ = , ,an 
if we set 

Ui = II U~i), i = 1,2, 
'"(Er 

where U~l) = U~2) = Y'"( for all 'Y t 'Yo, then UI and U2 are disjoint open 
sets in X such that Xi E Ui , i = 1,2. Thus a product of Hausdorff spaces 
is Hausdorff. The converse follows at once from the fact that the product 
of nonempty topological spaces contains homeomorphic copies of all of its 
factors (Ex. S). D 

Proposition 9.56. The product X of an arbitrary indexed family {Y'"( hEr 
of nonempty topological spaces is compact if and only if all of the factors 
Y,"(, 'Y E r, are compact. 

PROOF. Since X is nonempty, 1I''"((X) = Y'"( for each index 'Y. Thus if X is 
compact, then all of the factors Y'"( must also be compact by Proposition 
9.45. 

To go the other way, suppose all of the spaces Y"! are compact, and 
let U be an ultrafilter in X. For each index 'Y in r the collection of sets 
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7r-y(U) = {7r-y(E) : E E U} is a filter base in Y-y (Prob. 7S). Hence 7r-y(U) 
has an adherent point y~o) (Prop. 9.48), and if V-y is a neighborhood of y~o) 
in Y-Y' then V-y meets every set in 7r-y(U), so 7r.;-I(V-y) meets every set in U. 
But then 7r.;-I(V-y) belongs to U (Prob. M). 

Consider now the point Xo = {y~O)}-YEr' If V is an arbitrary neigh­
borhood of Xo in X, then there exist indices 'Yl, ... ,'Yn and corresponding 
neighborhoods V-Yi of y~?), i = 1, ... ,n, such that 

and it follows by what has just been shown that V belongs to U. Thus U 
refines VXQ ' and therefore Xo = lim U. This shows that the ultrafilter U 
converges in X, and hence that X is compact, by Proposition 9.48 once 
again. 0 

Corollary 9.57 (Tikhonov's Theorem). The product of an arbitrary in­
dexed family of compact Hausdorff spaces is a compact Hausdorff space. 

Example W. Let r be an index set, Y a topological space, and let Y-y = Y 
for each index 'Y. Then the product TI-y Y-y coincides as a set with the set yr 
of all mappings of r into Y. Thus the set of all mappings of an arbitrary set 
r into a topological space Y may be equipped with the product topology. 
In this topology on yr a net {c/>~} converges to a limit if and only if it 
converges pointwise to that limit. For this reason, the product topology on 
yr is also known as the topology of pointwise convergence. A base for the 
topology of pointwise convergence on yr is given by the collection of all 
sets of the form 

{c/> E yr : c/>("Yi) E Ui , i = 1, ... ,n}, 

where n is an arbitrary positive integer, hI,'" ,'Yn} an arbitrary set of 
n indices, and Ui is an open subset of Y for each i = 1, ... , n. If Y is a 
compact Hausdorff space, then, according to the foregoing result, so is the 
space yr in the topology of pointwise convergence. 

Example X. Let 0 be the first uncountable ordinal number (Ex. 51), let 
the ordinal number segment W(O) be equipped with its order topology, 
and, for each ( in W(O), let S, denote the big square 

in the product ITo = W(O) x W(O). Suppose that A is some subset of no 
that contains no such big square. Starting with any point (6,111) in no \A, 
we set (I = ~1 V "11 and select a second point (~2' 712) in S'l \A. Then, 
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continuing in this way, we obtain by mathematical induction a sequence 
{(~n, 17n)}~=t in ITo \A with the property that 

(3) 

for each index n. It follows, of course, that both of the sequences {~n} and 
{17n} are monotone increasing and, since they are bounded above in W(O) 
(Ex. 5L), each sequence converges to its supremum. But then 

lim~n = lim 17n, 
n n 

because of (3). Hence, denoting this common limit by a, we see that 

in ITo, and therefore (a,a) E (ITo\A)-. Thus if a subset A of ITo fails 
to contains a big square, then (ITo\A)- meets the diagonal~. But then 
(contrapositively), if U is any open set in ITo that contains ~, then U must 
contain a big square (for ITo \ U is a closed set that does not meet ~). 

Next let us consider the product ITt = W(O) x W(O), where W(O) 
denotes the ordinal number segment W(0+1) = W(O)U{O}. The product 
topology on ITo coincides with its relative topology in ITt (Prop. 9.54) and 
the diagonal ~ in ITo is readily seen to be closed in ITt, as is the set 
F = {(O,~) : ~ < O} = {O} x W(O). But if U is any open set in ITt 
containing ~, then U must contain a big square in ITo, and the closure U­
of U in IT1 therefore contains an entire tail of F. Thus IT1 is not a normal 
topological space, even though it is the product of two completely normal 
spaces, one of which is, in fact, a compact Hausdorff space (see Example P 
and Problem L). 

Finally, let IT2 = W(O) x W(O). The product IT2 is also a compact Haus­
dorff space by Tikhonov's theorem, and is therefore normal (Prop. 9.44). 
But IT2 contains the (nonnormal) product ITt as a subspace, and is therefore 
not completely normal. 

(Another favorite, and entirely similar, example is based on the product 
IT = W(O) x W(w), where W(w) = W(w + 1) = W(w) U {w} in its order 
topol~. The product IT is a compact Hausdorff space, but the subspace 
P = IT\{(O,w)}-known as the Tikhonov plank-is not normal. Indeed, 
the disjoint sets E = {(~,w) : ~ < O} and F = {O,n) : n < w} are 
readily seen to be closed in P, but if U is open and FeU, then for 
each nonnegative integer n there is an ordinal number ~n < 0 such that 
{(,n) : ~n < ( S O} c U. But then, taking 17 < 0 such that ~n S 17 for 
every n, we see that the product {( : 17 < ( S O} x W(w) is contained in 
U, so that U- n E contains {(,w) : 17 < ( < O}.) 

We close this introductory account of the theory of topological spaces 
with a brief glance at the notion of the limit of a mapping at a point. If ao 
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is an adherent point of a subset A of a topological space X, then, just as 
before (Ex. 7T), the trace 1'= {VnA : V E Vao} on A of the neighborhood 
filter Vao at ao is a filter base in A (and in X), and if </l is some mapping 
of A into a topological space Y, then </l(V) is also a filter base in Y (cf. 
Problem 78). Thus the criterion set forth in Proposition 7.24 may be used 
to define the idea of limit in general. 

Definition. Let A be a subset of a topological space X, let </l be a mapping 
of A into a topological space Y, and let ao E A -. Then a point Yo 
of Y is a limit of </l( x) as x approaches (or tends to) ao through A 
(notation: Yo = limx--+ao </lex)) if lim</l(V) = Yo, where, as above, V 

xEA 
denotes the filter base {V n A : V E Vao}' (When A = X we write 
simply Yo = limx--+ao </l(x).) 

In the spirit of Proposition 7.23 we have the following result. (It is 
readily seen that this criterion may also be stated in terms of filter bases 
in place of nets. Moreover, as always, sequences may also be used in place 
of nets when X satisfies the first axiom of countability.) 

Proposition 9.58. Let X and Y be topological spaces, let </l be a mapping 
of a subset A of X into Y, and let ao be a point of X belonging to A - . 
Then Yo = limx--+ao </lex) if and only if </l(x>.) --+ Yo for every net {x>.} in 

xEA 
A such that x>. --+ ao. 

PROOF. Suppose first that limx--+ao </lex) = Yo, let {x>.} be a net in A 
xEA 

converging to ao, and let V be a neighborhood of Yo in Y. By definition 
there exists a neighborhood W of ao in X such that </l(W n A) c V. 
Moreover, there is an index AO such that x>. E W for A ~ AO' But then 
</l(x>.) E V, A ~ AO, and this shows that lim>. </l(x>.) = Yo. Thus the stated 
criterion is necessary. To see that it is sufficient, suppose it is not the case 
that limx--+ao </lex) = Yo. Then there exists a neighborhood V of Yo such 

xEA 
that for each neighborhood W of ao there is at least one point Xw of W n A 
such that </l(xw) ¢ V, and it is obvious that the net {XW}WEVao (indexed 
by the neighborhood filter Vao itself) converges to ao in A while the net 
{ </l( Xw )} fails to converge to Yo in Y. 0 

The analog of Proposition 7.22 does not hold in this general context with­
out some extra qualification (if X is equipped with the indiscrete topology, 
then the identity mapping on X has every point of X as its limit at each 
point of X), but we do have the following result (the proof of which is 
exactly like that of Proposition 7.22, and is therefore omitted). 

Proposition 9.59. If </l is a mapping of a subset A of a topological space 
X into a Hausdorff space Y, and if ao E A -, then either there is no point 
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Yo ofY such that Yo = limx-+ao t/J(x} (in which case the limit of t/J(x) as 
xEA 

x tends to ao though A fails to exist} or there is exactly one such limit 
(so that the limit of t/J( x) as x tends to ao through A is unique when it 
exists}. 

A similar generalization of Proposition 7.25 goes through with the same 
restriction on the codomain. 

Proposition 9.60. Let t/J be a mapping of a subset A of a topological 
space X into a Hausdorff space Y, and let ao be a point of A -. Then 
the limit of t/J(x} as x tends to ao through A exists if and only if there 
exists a (necessarily unique) point Yo of Y with the property that if t/J 
is extended to a mapping ~ on AU {ao} by defining ~(ao) = Yo, the 
extended mapping ~ is continuous at ao relative to AU {ao}. Moreover, 
if such a point Yo exists, then Yo = limx-+ao t/J(x}. Finally, if ao E A, 

xEA 
then the limit of t/J( x) as x tends to ao through A exists if and only if t/J is 
continuous at ao (relative to A), and in this case the limit must coincide 
with t/J(ao). 

PROOF. Everything is clear except for the uniqueness of the point Yo, and 
that follows at once from Problem F. 0 

While the assumption that the codomain is a Hausdorff space suffices to 
ensure the uniqueness and one-point continuity characterization of limits 
in general topological spaces, some further restriction is needed in order to 
obtain the existence of extensions by continuity (Prop. 7.26). 

Proposition 9.61. Let t/J be a mapping of a subset A of a topological space 
X into a regular topological space Y (see Problem G). Let A denote the 
subset of A-consisting of those points a at which the limit of t/J( x} exists 
as x tends to a through A, and for each point a of A set 

¢(a) = lim t/J(x). 
x-+a 
xEA 

Then ~ : A -+ Y is continuous. (In particular, if t/J is itself continuous 
on A, so that A c ..4, then ¢ is a continuous extension of t/J, and we say 
that ~ results from extending t/J by continuity.) 

PROOF. Let ao be a point of A, let Yo = ~(ao), and let V be a neighborhood 
of Yo in Y. According to Problem G there is a closed neighborhood W of Yo 
such that W c V, and by the definition of ~ there is an open neighborhood 
U of ao with the property that t/J( UnA} c W. Let a be a point of 
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A that is contained in U. Then, of course, U is a neighborhood of a 
such that ¢(U n A) c W, and it follows that 4>(a) E W- = W. Thus 
4>(U n A) eWe V, which shows that 4> is continuous at ao. 0 

That the regularity of the codomain suffices to yield this result is not 
simply fortuitous. In fact, it can be shown that the validity of Proposition 
9.61 for mappings taking their values in a topological space Y is yet another 
characterization of the regularity of Y; see [3J. 

For (extended) real-valued functions the notion of limit splits into two 
dual notions, just as before. 

Definition. Let A be a subset of a topological space X, and let f be an 
extended real-valued function defined on A. For each point ao of the 
closure A- we define the limit superior (or upper limit) of f(x) as x 
tends to ao through A (notation: lim sup x"'" a f(x)) as follows: For each 

xEA 
neighborhood V of ao we first set M(fjlLQ, V) = sup{f(x)jX E V n A}, 
and then define 

limsupf(x) = inf M(fjao, V), 
x-+ao V 
xEA 

where the infimum is taken over the entire neighborhood filter at ao. 
Dually, we define m(fj ao, V) = inf{f(x) : x E V n A} for each neigh­
borhood V of ao, and then define the limit inferior (or lower limit) of 
f(x) as x tends to ao through A (notation: liminfx ..... a f(x)) by setting 

xEA 

liminf f(x) = supm(fjao, V), 
"'x~Ao v 

where, once again, the supremum is taken over Vao' 

The proof of the following summary of properties exactly parallels that 
of Proposition 7.27, and is therefore omitted. 

Proposition 9.62. Let A be a subset of a topological space X, let f be 
an extended real-valued function defined on A, and for each point ao of 
A- set 

m(ao) = liminf f(x), 
x-+ao 
xEA 

M(ao) = lim sup f(x). 
x-+ao 
xEA 

Then m ::; f ::; M on A, while m ::; M holds everywhere on A -. More­
over, M is an upper semicontinuous function on A-with the property 
that f is upper semicontinuous at a point Xo of A (relative to A) if and 
only if f(xo) = M(xo), and also with the property that if h is an arbi­
trary upper semicontinuous function on A-such that f ::; h on A, then 
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M ~ h as well. Dually, m is a lower semicontinuous function on A­
with the property that f is lower semicontinuous at a point Xo of A if 
and only if f(xo) = m(xo), and also with the property that if k is an 
arbitrary lower semicontinuous function on A-such that k ~ f on A, 
then k ~ m as well. (Because of these extremal properties, M and m 
are called the upper and lower envelopes of f, respectively.) 

PROBLEMS 

A. Let X be a set and suppose given a collection F of subsets of X satisfying 
the conditions of Proposition 9.1. Verify that there exists a unique topology 
on X with respect to which F is precisely the collection of all closed sets. 
Show too, in the same vein, that if A -+ A-is a mapping of 2x into itself 
satisfying conditions (1)-(4) of Proposition 9.5, then there exists a unique 
topology on X with respect to which A-is the closure of A for each subset 
AofX. 

B. Let X be a set and suppose given, for each point x of X, a filter F", in X 
satisfying condition ( a) every set V in F", contains the point x. 

(i) Define a subset U of X to be open if and only if U belongs to F", 
whenever x belongs to U (in other words, if and only if x E U implies 
U E F",). Prove that the collection T of open sets thus obtained is, in 
fact, a topology on X. 

(ii) Verify that the filter F", refines the neighborhood filter V", with respect 
to the topology T at every point x of X. Give an example showing 
that it is possible for F", to be distinct from V",. 

(iii) Prove that each set V in F", is a neighborhood of x with respect to 
T (and hence that F", = V",) for each x in X if and only if the given 
assignment x -+ F", also satisfies condition (b) for each point x of X 
and each V in F", there exists a set U in F", such that V belongs to F" 
for each y in U. (Hint: For given V in F", set W = {z EX: V E F z }, 

and prove WET.) 

c. Let X be a set and let C be a collection of subsets of X. 

(i) The collection C .. of all unions of subcollections of C always possesses 
roughly half of the properties of a topology on X, in that f2J E C.. and 
C" is closed with respect to the formation of arbitrary unions. 

(ii) The collection Cd of finite intersections of sets in C, that is, the set of 
all intersections of nonempty finite subcollections of C, contains C and 
is closed with respect to the formation of finite intersections. 

(iii) If C' is another collection of subsets of X, and if we denote by C" the 
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collection of all sets 0 n 0', where 0 E C and 0' E C', then 

(UC) n (UC') = UC". 

(iv) Conclude that (Cd),. is a topology on X if and only if C covers X, while 
the topology on X generated by C is given in general by 

T(C) = (Cd) .. U {X}. 

D. Let {1; her be a nonempty indexed family of topologies on a set X, and 
set To = sUP-y 1;. 

(i) The union U = U-y 1; is a set of generators for To, so the set Ud of finite 
intersections of sets in U is a base for To. Verify that Ud coincides with 
the collection of all sets U1 n .. , n Uk where Ui E 1;., i = i, ... , k, and 
{ ')'1, ••• , ')'k} is a finite set of indices. More generally, if, for each index 
')', B-y is some base for 1;, then the collection of all sets VI n ... n Vk 

where V. E B-y., i = 1, ... , k, and {')'1, ... , ')'k} is a finite set of indices, 
is a base for To. 

(ii) The union U itself is a subbase for To. More generally, if S-y is some 
subbase for 1; for each index ')', then U-y S-y is a subbase for To. 

E. If X is a simply ordered set and E is a subset of X, then X has its order 
topology (Ex. D) and E acquires its relative topology Trel as a subspace 
of X. But E is also a simply ordered set and consequently has an order 
topology To of its own. Show that these topologies are always comparable 
(To c Trel), and give an example of a set E of real numbers on which To 
and Trel are different. Show, however, that if X = lR or lRq, and if I is an 
interval in X, then To = Trel on I. Show too that if F is closed in lR (or 
lRq), then To and Trel agree on F. In the same vein, show that if a and 
(3 are ordinal numbers with a < (3, then W{a), in its order topology, is a 
subspace of W «(3) in its order topology. 

F. Let (X, T) be a topological space. 
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(i) Prove that if </> and </>' are continuous mappings of X into a Hausdorff 
space Y, then {x EX: </>{x) = </>'(x)} is closed in X. (In particular, if 
</> and </>' agree on a dense set in X, then </> = </>'.) 

(ii) Show, in the other direction, that if (X, T) is a T1-space, then there 
exist a Tl-space Y and continuous mappings ¢ and ¢' of X into Y such 
that {x EX: ¢(x) = ¢'(x)} is an arbitrarily prescribed subset Z of 
X. (Hint: Take for Y the set X itself equipped with its coarsest T 1-

topology 7i (Ex. C). Every one-to-one mapping of (X, T) into (X,7i) 
is continuous.) 
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(iii) The space (X, T) is Hausdorff if and only if every net in X converges 
to at most one limit. (Hint: If X is not Hausdorff, then there exist 
two distinct points x and y of X such that V" U Vy possesses the finite 
intersection property.) 

G. (i) A Hausdorff space X (or, what comes to the same thing, a Tl-space X) 
is said to be regular if it has the property that if F is a closed set in 
X and x is a point of X not belonging to F, then there exist disjoint 
open subsets U and V of X such that x E U and F C V. Verify that 
a Hausdorff space X is regular if and only if for each point x of X and 
each neighborhood V of x there exists a neighborhood W of x such 
that W- C V. Conclude that X is regular if and only if there exists a 
neighborhood base consisting exclusively of closed sets at every point 
xof X. 

(ii) A Hausdorff space X (or, what comes to the same thing, a Tl-space X) 
is said to be completely regular if for each point x of X and neighbor­
hood V of x there exists a continuous mapping f of X into the closed 
unit interval such that f(x) = 1 and f(y) = 0 on X\ V (i.e., such 
that X{x} ~ f ~ XX\V). Show that every normal topological space is 
completely regular, and also that every completely regular topological 
space is regular. 

The degrees of separation that a general topological 
space can enjoy that have been recognized so far are five 
in number. The weakest of these (in order of implication) 
is the property of being a T1-space, in which all finite sets 
are closed. The next degree of separation in this ranking is 
the property of being a Hausdorff space-sometimes called a 
T2-space. Then come, in order of specialization, the regular 
topological spaces (also known as T3-spaces), the completely 
regular spaces (sometimes called T1r-spaces), and the normal 
topological spaces (also known as T4-spaces). While it is clear 
that a topological space possessing anyone of these properties 
automatically possesses all those of lower rank as well, it is by 
no means evident that none of these properties implies any 
one of the higher ranking ones, but that is, in fact, the case. 
To verify this assertion one needs, for each i = 1,2,3, 7r, 4, an 
example of a Ti-space that fails to be a Trspace for any j > i. 
We note in this connection that tl "! topological space (X, 'Ii) 
of Example C is a T1-space that ,.; not Hausdorff (provided 
the carrier X is not finite). Likewise, a Hausdorff space that 
is not regular is readily constructed as follows. Let D be a 
set of positive real numbers such that D· = {O}, and for 
each nonzero point t of JR. let Vt be the neighborhood filter 
of t in the ordinary metric topology on JR., while for Vo we 
take the filter in JR. generated by the filter base consisting of 
all sets of the form (-c:, +c:)\D, c: > o. Then it is obvious 
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that D is a closed set with respect to the unique topology 
T on IR for which Vt is the neighborhood filter at t for each 
real t (Prob. B), and it is also clear that T refines the usual 
topology on IR (Ex. G), and hence that (X, T) is a Hausdorff 
space. But (X, T) is not regular. Indeed, if U is a set in T 
containing 0, then there exists a positive number c: such that 
(-f, +c:)\D C U, and an element t of D such that t < c:. But 
if V is a set in T containing D, then t E V, so V contains 
some open interval about t, and therefore must meet U. 

In this same connection we remark that a completely 
regular topological space that is not normal appears in Ex­
ample X (see Problem H below). Thus the only really difficult 
part of showing that all of these five degrees of separation are 
actually distinct is the construction of a regular topological 
space that is not completely regular. Such a construction is 
given by A. Tikhonov [22), but it is quite complicated. 

H. (i) Show that the relation of being a subspace is transitive, in that a sub­
space of a subspace of a topological space X is also a subspace of X. 

(ii) Verify that if a topological space X is a T1-space or a Hausdorff space, 
and if A is a subspace of X, then A is also a T1-space, respectively, a 
Hausdorff space. In the same vein, prove that if X is a [completely) 
regular space, then every subspace of X is also [completely) regular. 
Show, finally, that if X is a normal topological space and if F is a 
closed subspace of X, then F is also normal. (An arbitrary-i.e., not 
necessarily closed-subspace of a normal space need not be normal; 
recall Example X.) 

I. Let X be a normal topological space and let {U1,"" UN} be a finite open 
covering of X. 

268 

(i) Show that there exists a corresponding closed covering {F1, . .. , FN} 
of X such that Fi CUi, i = 1, ... , N. (Hint: Suppose the stated fact 
holds for some N, and that {U1, ... , UN , UN +l} is an open covering of 
X. Then F = X\(U1 U··· U UN) is a closed set contained in UN+1, so 
there exists an open set V such that Fe V and V- C VN+l, and the 
closed subspace X\ V is normal. Use mathematical induction.) 

(ii) Show too that there exists a corresponding family {g1, ... ,gN } of con­
tinuous nonnegative real-valued functions on X such that gi(X) = 0 on 
X\Ui , i = 1, ... , N, and such that 

g1 + ... + gN == 1 

on X. (Such a family of functions is called a partition oj unity sub­
ordinate to the covering {U1, ... , UN }.) (Hint: Let {Ft, ... , FN} be 
a closed covering of X as in (i), and for each i let Ji be a U rysohn 
function on X that is equal to one on Fi and vanishes on X\Ui . Then 
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9 = /I + ... + IN is a continuous function on X such that g(x) ~ 1 for 
every x in X.) 

J. A topological space X is said to be completely normal if every subspace of 
X is normal. 

(i) Prove that X is completely normal if and only if for every pair {M, N} 
of subsets of X satisfying the Hausdorff-Lennes condition there exist 
disjoint open sets V and W such that MeV and NeW. (Hint: If M 
and N satisfy the Hausdorff-Lennes condition, then U = X\(M-nN-) 
is an open subspace of X in which E = M- n U and F = N- n U are 
closed and disjoint.) 

(ii) Verify that every metrizable space is completely normal. 

Thus complete normality and metrizability are yet two 
more in the scale of separation axioms that may be imposed 
on a topological space. (Indeed, a completely normal space 
is sometimes called a Ts-space.) Clearly a completely nor­
mal space is normal. A normal space that is not completely 
normal appears, as noted above, in Example X. Completely 
normal spaces that are not metrizable figure in Problem L 
below. 

K. The analysis of the structure of open sets in 1R given in Example 6S can be 
extended to open sets in the order topology on an arbitrary simply ordered 
set if the notion of interval is suitably generalized. A subset C of a simply 
ordered set X is said to be convex in X if a, b E C and a < x < b imply 
x E C. Equivalently, C is convex if and only if for every y in X\C it is the 
case that either every element of C is less than y( C < y) or every element 
of C is greater than y(C > y). 

(i) All intervals and rays in X are automatically convex. (Hence there is a 
base for the order topology on X consisting exclusively of convex sets.) 
Give an example of a convex subset of a simply ordered set X that is 
neither an interval nor a ray in X. 

(ii) Show that if C is a chained collection of convex subsets of X (Ex. IJ), 
then U C is also convex. Conclude that if A is an arbitrary subset of 
X and a is a point of A, then there exists a (unique) largest convex 
subset of X that contains a and is contained in A. Show too that if U 
is an open subset of X in the order topology, then the largest convex 
subset of U containing a point a of U is also open in X. 

(iii) Prove that each open set U in the order topology on X is the union of 
a uniquely determined, simply ordered collection C of pairwise disjoint 
nonempty convex open subsets of X, each of which is maximal with 
respect to being convex and contained in U. (The sets belonging to 
C might be called simply the constituents of U, the term "constituent 
interval" being inappropriate in this context.) 
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L. Let X be a simply ordered set equipped with its order topology, let M and 
N be two subsets of X satisfying the Hausdorff-Lennes condition, and let 
C and V denote the collections of (nonempty) constituents (Prob. K) of 
the open sets X\N- and X\M- , respectively. 

(i) Prove that for anyone set C belonging to C there is an open set Uc 
such that 

MnCcUccC and UcnN=0. 

(Hint: The intersection C- nN can contain at most two points. If it is 
empty, we may set Uc = C. If C- nN = {y}, and if, say, C < y, then y 
has a convex open neighborhood V such that V n M = 0, and V must 
meet C, so V contains a point z < y, and we may set Uc = C n A z , 

where Az = {x EX: x < z}. Consider all cases.) 

(ii) Show that each set D in V meets at most two of the constituents C of 
X\N- such that C n M f= 0. (Hint: Suppose C and C' are distinct 
elements of C, and suppose x and x' are points of M belonging to C 
and C' , respectively, where, say, x < x'. Then for each set D in V we 
have either D < x, D > x', or x < D < x'. Show first that if D < x, 
then DnC' = 0.) 

(iii) Verify that there exist open sets U and V separating M and N, and 
conclude that X is completely normal. (Hint: If C is a constituent 
of X\N- that is disjoint from M we may set Uc = 0 in (i). Define 
U = Uc Uc, and show that U- n N = 0.) 

(iv) In particular, then, every ordinal number segment W(a) is completely 
normal in its order topology. But for a > n these spaces fail to sat­
isfy the first axiom of count ability (for there is no countable base in 
the neighborhood filter Vo) and are therefore not metrizable. Simi­
larly, W(n) itself is completely normal without being metrizable (see 
Problem N below). 

M. (i) Prove that a collection U of subsets of a nonempty set X is an ultrafilter 
in X if and only ifU possesses the finite intersection property (Prob. 7S) 
and is maximal (in the inclusion ordering on 2X) with respect to that 
property. Use this fact to prove that every collection of subsets of X 
possessing the finite intersection property is contained in an ultrafilter 
in X. Conclude, in particular, that every filter in X is refined by an 
ultrafilter in X. (Hint: Use Zorn's lemma.) 

(ii) Let X be a nonempty set and let U be an ultrafilter in X. Show that 
if A is a subset of X that meets every set in U, then A is itself in 
U. Show, in the same vein, that if E E U and if {Al, ... ,Ap} is an 
arbitrary finite covering of E consisting of subsets of X, then some one 
of the sets Ai belongs to U. (Hint: Suppose, for each i = 1, ... ,p, 
there is a set Ei in U such that Ei n Ai = 0.) 

N. The property of compactness can be viewed as the conjunction of two 
other properties in an interesting way. A topological space X is said to be a 
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Lindelof space if every open covering of X contains a countable sub covering. 
Likewise, X is said to be countably compact if every countable open covering 
of X contains a finite subcovering. 

(i) A topological space X is compact if and only if it is both count ably 
compact and a Lindelof space. 

(ii) Every topological space satisfying the second axiom of count ability is 
a Lindelof space. (Hint: Cf. Problem 68.) 

(iii) Every regular Lindelof space is normal. (Hint: If E and F are disjoint 
closed subsets of a regular Lindelof space X, then E and F are them­
selves Lindelof spaces in their relative topologies, and it follows that 
there exist sequences {Un}:;"=l and {Vn}:;"=l of open sets in X such that 
{Un} covers E, while FnU;; = 0 for all n, and likewise such that {Vn } 

covers F while En V;; = 0 for all n. If Un = Un \ (Vl- U ... U Vn-) and 

Vn = Vn \(Ul U ... U U;;) for each n, then Up n Vq = 0 for any two 
indices p and q.) 

(iv) A topological space X is countably compact if and only if every de­
creasing sequence {Fn} of nonempty closed sets in X has nonempty 
intersection. Equivalently, X is countably compact if and only if every 
countable filter base in X possesses an adherent point. Conclude that 
every count ably compact metric space is compact. 

(v) Let W = W(O) where 0 denotes the first uncountable ordinal number 
(Ex. 51), and let W be equipped with its order topology. 8how that the 
intersection of a countably infinite collection of closed cofinal subsets 
of W is again (closed and) cofinal (recall Example 5L), and use this 
fact to prove that W is countably compact. Conclude that W is not 
metrizable. 

o. A topological space X will be said to have property (COB) if there exists 
a topological base for X consisting exclusively of closed-open sets. 

(i) Verify that every T1-space X with property (COB) is totally discon­
nected (Ex. 0). Can the assumption that X is a T1-space be dropped? 

(ii) Let X be a compact Hausdorff space, let x be a point of X, and let D 
denote the intersection of all the closed-open subsets of X that contain 
x. Show that D coincides with the connected component of x. (Hint: 
To show that D is connected, suppose D = Dl U D2 where Dl and D2 
are closed and disjoint. Then there exist disjoint open sets Ul and U2 
such that Di CUi, i = 1,2 (Prop. 9.44) and then a closed-open set 
E such that DeE c U1 U U2.) Use this fact to show that if C is 
an arbitrary connected component of X, and if U is an open set in X 
such that C C U, then there exists a closed-open set E in X such that 
CcEcU. 

(iii) Conclude, finally, that a totally disconnected compact Hausdorff space 
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has property (COB). 

P. A collection :F of Urysohn functions on a topological space X is hypersep­
arating if for each open set U in X and point x of U there is a function 
f in :F that separates {x} and X\ U. (Thus a T1-space X is completely 
regular if and only if there exists a hyperseparating collection of Urysohn 
functions on X.) 

(i) Let :F be a hyperseparating collection of Urysohn functions on a T1-

space X, for each f in :F set Yf = [0,1], and let II = I1fEF Yf. (Such 
a product of copies of [0,1] is a Tikhonov cube.) Prove that 

F(x) = {f(X)}fEF, X E X, 

defines a homeomorphism F of X into II. (Hint: Show that the topol­
ogy inversely induced on X by :F coincides with the given topology on 
X, and recall Example V.) 

(ii) For an arbitrary topological space X the following conditions are equiv­
alent: 

(1) X is completely regular, 
(2) X is homeomorphic to a subspace of a Tikhonov cube, 
(3) X is homeomorphic to a subspace of a compact Hausdorff space. 

Q. (Urysohn Metrization Theorem [23]) Let X be a normal topological space, 
let B be a base for the topology on X, and for each pair (U, V) of sets in 
B such that U- C V let Ju.v be a Urysohn function on X separating U­
and X\ V (Th. 9.32). Show that the collection {Ju.v} of such functions 
(one for each pair (U, V) in B such that U- C V) is hyperseparating on X. 
Complete the proof of the following theorem: A regular topological space 
satisfying the second axiom of countability is metrizable. 

R. (Compact metric spaces revisited; cf. Problem 8T) 
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(i) For a compact Hausdorff space X the following conditions are equiva­
lent: 

(1) X is metrizable, 
(2) X satisfies the second axiom of count ability, 
(3) X is homeomorphic to a subspace of a Tikhonov cube I1..,Er Y..,. 

with countable index set r. 

(ii) For a compact metric space X the following conditions are equivalent: 

(1) X is totally disconnected, 
(2) For any positive number c there is a (finite) partition of X into 

closed-open subsets of diameter less than c, 
(3) X is homeomorphic to a subset of the Cantor set. 
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(iii) A compact metric space is homeomorphic to the Cantor set if and only 
if it is totally disconnected and perfect (Prob. 60). 

s. A notion that plays a fairly prominent role throughout the theory of metric 
spaces, and one that can play the same role in the theory of topological 
spaces in the presence of the first axiom of count ability, is that of a sub­
sequence of a given sequence. Since nets replace sequences in the general 
theory, it is natural to ask ifthere is a corresponding notion of subnet, and 
there is. If {X.xhEA is a net in a set X, if r is another directed set, and if 
N is an arbitrary mapping of r into A, then {xN(-YlhH is also a net in X. 
If N has the property that for every index Ao in A there exists an index 
'Yo in r such that N(-y) ~ Ao for all 'Y ~ 'Yo, then the net {xN(1'l}1'Er is 
called a subnet of {X.x}.xEA. Thus a subsequence of a given sequence {Xn} 
is a subnet of that sequence in which the second directed set r is required 
to be the same as the directed set indexing the given sequence, viz., Nor 
No. Give an example of a subnet of a sequence that is not a subsequence. 

(i) Verify that if a net {x.x} converges to a limit ao in a topological space 
X, then every subnet of {x.x} also converges to ao. 

(ii) A point a in a topological space X is a cluster point of a net {x.x} in 
X if for an arbitrary neighborhood V of a and an arbitrary index Ao 
there exists an index A such that A ~ Ao and X.x E V. Show that a 
point a in X is a cluster point of a net {x.x} in X if and only if some 
subnet of {x.x} converges to a (cf. Proposition 6.5). (Hint: Turn the 
product A x Va into a directed set and define r to be the subset of 
A x Va consisting of those pairs (A, V) such that X.x E V.) 

(iii) Conclude that a topological space X is compact if and only if every net 
in X possesses a convergent subnet. 

T. A topological space X is said to be locally compact if every point of X has 
a compact neighborhood. Examples of locally compact spaces are IRn , en, 
all compact Hausdorff spaces, and all open subspaces of compact Hausdorff 
spaces. 

(i) Show that if x is a point of a locally compact Hausdorff space X, 
then the compact neighborhoods of x form a neighborhood base at x, 
and conclude that X is completely regular. (Hint: If L is a compact 
neighborhood of x and V an arbitrary neighborhood of x, then L is 
closed (Prop. 9.43) and W = vo n L O is an open neighborhood of x 
such that W- is contained in L and is therefore compact and normal 
(Prop. 9.44).) 

(ii) On the other hand, a locally compact Hausdorff space need not be 
normal. (Hint: Recall Example X.) 

(iii) If K is a compact subset of a locally compact Hausdorff space X and 
U is an open subset of X containing K, then there exists a continuous 
mapping f of X into [0,1) such that XK ~ f ~ XxW' (Hint: Construct 
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an open set V such that K eVe V- c U and such that V- is 
compact, and apply Urysohn's lemma.) 

(iv) The idea of a nowhere dense set clearly makes sense in an arbitrary 
topological space X, and so therefore do the notions of sets of first and 
second category in X. Show that if U is a nonempty open subset of a 
locally compact Hausdorff space X, then U is of second category in X. 
(Hint: Follow the proof of Theorem 8.20.) 

U. By a compactijication of a topological space X is meant a pair (X, 0:), 
where X is a compact Hausdorff space and 0: is a homeomorphism of X 
onto a dense subspace of X. (According to Problem P, a topological space 
admits a compactification if and only if it is completely regular.) If there 
exists a compactification (X, 0:) of a topological space X such that X\o:(X) 
is compact, then X is necessarily a locally compact Hausdorff space. Show 
conversely that if X is a locally compact Hausdorff space, then there exists 
a compactification (X, 0:) of X with the property that X\o:(X) is a single­
ton, and that this compactification is unique up to a uniquely determined 
homeomorphism. (That is, if (X,o:) and (X', 0:') are two such compactifi­
cations of the same space X, then there exists a unique homeomorphism 
q> of X onto X' such that commutativity holds in the diagram 

~ q> ~ 

X~ /X' 
o:~ /a' 

X 

Le., such that q> 0 0: = 0:'.) The essentially unique pair (X, 0:) ill called the 
one-point compactification of X. The single point X\o:(X) is known as the 
point at infinity, and is frequently denoted by 00. 

V. If (X, 0:) is a compactification of a topological space X, and if ¢ is a 
mapping of X into a space Y, then a mapping ¢ : X --+ Y is a lifting of ¢ 
to X if ¢ 0 0: = ¢, Le., if commutativity holds in the diagram 
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Show that a continuous lifting to X of a continuous mapping of X into a 
Hausdorff space Y is unique if it exists. 

(i) Verify that if X is a completely regular space, then among the com­
pactifications of X there is one (X, (3) with the property that every 
continuous mapping of X into [0,1] can be lifted to X. Show further 
that, in fact, every continuous mapping of X into an arbitrary compact 
Hausdorff space Y can be lifted to X. (Hint: Take for {3 the topological 
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embedding of X in the Tikhonov cube of Problem P, where F is the 
family of all continuous mappings of X into [0, 1]. Deal first with the 
case in which Y is itself a Tikhonov cube.) 

(ii) Show that the compactification (X, (3) of (i) is unique in the sense that 
if (X', (3') is another compactification of X with the property that every 
continuous mapping of X into [0, 1] can be lifted to X', then there exists 
a unique homeomorphism cP of X onto X' such that commutativity 
holds in the diagram 

- cP _, 
X X 

~X~ 
(The essentially unique pair (X, (3) is called the Stone-Cech compacti­
fication of X.) 

In dealing with these essentially unique compactifica­
tions of a topological space X it is a matter of indifference 
whether, as was done above, we think of the compactifica­
tion as a separate compact Hausdorff space X along with an 
embedding a of X in X, or we think of a as having been 
used to replace the subspace a(X) by X itself, so that X 
becomes literally a subspace of X, and a becomes the inclu­
sion mapping of X into X. We have here an exact parallel 
of the situation encountered in completing a metric space; cf. 
Proposition 8.1. 

w. Suppose that X is a topological space and rv is an equivalence relation on 
X. Let 7r denote, as usual, the projection of X onto the quotient space 
XI rv (see Chapter 1), and define a subset U of XI rv to be open if and 
only if 7r-l(U) is open in X. The collection of open sets so obtained forms 
a topology on XI rv (called the quotient topology), and the projection 7r of 
X onto the space XI rv equipped with the quotient topology is continuous. 

(i) Let ¢ be a mapping of X into a topological space Y that respects the 
equivalence relation rv, that is, such that x rv y implies ¢(x) = ¢(y). 
Then ¢ can be factored through XI rv, so that ¢ = 4>07r, where 4> maps 
XI rv into Y. (Such a mapping 4> is a lifting of ¢ to XI rv.) Show that 
if XI rv is equipped ~ith the quotient topology, then ¢ is continuous 
when and only when ¢ is. 

(ii) Let 0' be a pseudometric on a set X, and let (XI rv, p) be the metric 
space associated with (X, 0'), so that x rv y means O'(x, y) = 0 (see 
Chapter 6, in particular Proposition 6.20, for definitions and terminol­
ogy). Verify that if we declare a subset U of X to be open if and only 
if for each point Xo of U there is a positive real number e such that 
{y EX: O'(y, xo) < e} C U, then the collection T of all such open 
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sets is a topology on X. (The topology T is called the pseudometric 
topology induced by u.) Verify also that the metric topology induced 
on XI '" by p coincides with the quotient topology on XI '" obt-ained 
by factoring out the equivalence relation '" on the topological space 
(X,T). 

x. Let X be a nonempty Hausdorff space possessing the following properties: 

(81) X has property (COB) (that is, possesses a topological base con­
sisting of closed-open sets; see Problem 0), 

(82) X satisfies the second axiom of countability, 

(83) No nonempty open subset of X is compact (equivalently, every 
compact subset of X is nowhere dense in X). 

Examples of such spaces are the space Q of rational numbers and the com­
plementary space R\Q of irrational numbers, each in its relative topology. 

(i) Verify that every closed-open subspace of X also possesses properties 
(81), (82) and (83). Prove that X possesses a countable topological 
base consisting of closed-open sets. (Hint: Review Problem 68.) Prove 
too that X can be partitioned into a countably infinite collection P of 
nonempty closed-open subsets. (Hint: There exists an infinite sequence 
{En}~=l of closed-open sets in X that covers X and is such that no 
finite sequence {EI, ... , EN} covers X.) 

(ii) Prove that X is metrizable. (Hint: Use Problem Q.) 8how also that 
if p is an arbitrary metric that induces the topology on X, and if e is 
a given positive number, then the partition P in (i) can be taken to 
consist of sets of diameter less than c. 

Y. A nonempty Hausdorff space X is called an S-space if it possesses proper­
ties (81), (82) and (83) of Problem X and is an absolute G6, i.e., is metrized 
by a metric with respect to which it is complete (Ex. 80). 
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(i) Every nonempty closed-open subspace of an S-space is an S-space. The 
product of a nonempty countable collection of S-spaces is an S-space. 
The space R\Q of irrational numbers is an S-space, while the space Q 
of rational numbers is not. 

(ii) Prove that the space S of all infinite sequences {kn}~=o of positive 
integers is an S-space in the topology of pointwise convergence. (8ee 
Problem 6H.) 

(iii) Prove that if X is an S-space and Y is an arbitrary nonempty, com­
plete, separable metric space, then there exists a continuous mapping 
of X onto Y. Prove also, in the same vein, that any two S-spaces are 
homeomorphic. (Hint: Review the methods used in Problems R and 
8T.) 
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mapping 19, 220, 223, 239 
metric (see metric) 
topology ( see topology) 

induction 
mathematical 29ff, 39, 67f, 72, 89, 

92, 105, 112, 182, 185, 187, 196, 
200, 210, 245ff, 261, 268 

transfinite 31, 131, 250 
inductive 

definition (see definition) 
partially ordered set 23 
set (see set) 

inequality 
Cauchy-Schwarz 123f, 139 
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Holder 124£ 
Minkowski 124£ 
triangle 40, 45, 96, 99f' 104, 109, 

115, 121ff, 147, 174, 180 
infimum 11ff, 21, 28, 140, 152, 169, 

230,242,264 
infinite 

cardinal number (see cardinal 
number) 

dimensional linear space (see linear 
space) 

series 102, 187f 
set (see set) 

initial 
number 87, 9Off, 131 
segment 82ff, 88f, 94, 143f, 230£, 

241 
value problem 214 

inner product 123 
integers 3f, 32f 

nonnegative 3, 66, 72, 80£, 90 
positive 3f, 40£, 62, 66, 72, 87, 127, 

164, 199, 211, 276 
integral part 33 
interior 129, 143, 185, 193f, 197, 207, 

226 
point 129, 192, 226 

intersection 3ff 
indexed 10, 18 

interval 27, 33f, 42, 53, 108, 112ff, 
119, 131, 14Off, 149, 161, 164, 
167ff, 183ff, 207ff, 214, 216, 246, 
249f, 266, 269 

closed 27, 42, 66, 69, 108, 111ff, 
156, 173, 205f, 214, 240, 267 

constituent 116, 143, 249, 269 
contiguous 116, 143, 149, 161, 167, 

185 
half-open 27, 29, 33, 69 
nondegenerate 66, 69, 111, 113, 

194,240 
l.Jen 27, 30, 40£, 53, 66, 69, 99, 

103f, 112, 115f, 119, 131, 143, 
149, 153, 155ff, 164ff, 179, 185, 
206, 230£, 249, 268 

parameter 149, 185, 208, 210, 214, 
216 

unit 27, 41, 66, 69, 111, 148£, 153, 
156, 166, 187, 208, 215, 267 
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invariant metric 123 
inverse 57 

image 4, 191 
inclusion ordering 12, 15, 171, 235 
mapping 17,29,54, 101, 142, 165, 

239 
of a linear transformation 54 
ordering 12, 90 
relation 17 

inversely induced 
mapping 19 
topology 254ff, 272 

invertible 57f, 60 
irrational number 139, 164£, 193, 

236,276 
isolated point 128, 165, 193, 211, 

250 
isometry 101, 137, 142, 177ff, 190, 

212 
isomorphic 23 

algebras 61£ 
linear spaces 56 

isomorphism 23f,213 
algebra 61 
linear space 56, 60f 
of metric spaces 101 
spatially implemented 61 

K 

kernel 54 
Bendixson 132,217 

Konig's theorem 78 
Kronecker delta 50, 125 

L 

lattice 12f, 21, 27 
boundedly complete 12f, 20, 28 
complete 12f, 20, 22, 58, 228 
of functions (function lattice) 40, 

60 
of partitions 42f 

least element 11, 13, 16, 29ff, 67, 70, 
8Off, 88, 92, 94, 143, 170, 206, 
230 

Lebesgue, Henri 217 
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level set 7f, 142, 240 
lexicographical ordering 92f 
lifting (of a mapping) 274£ 
limit 150 

at a point 157, 189, 261ff 
closed 110, 128, 133 
coordinatewise 102, 258 
from above (below) 103 
from the left (right) 103, 206 
metric 122, 133 
of a filter 171 
of a filter base 158f 
of a net 103, 234, 260 
of a sequence 101 
pointwise 152ff, 167, 194f, 217, 222 
termwise 102, 127f 

limit inferior 14£, 106f, 162, 264 
closed 109£, 132 

limit ordinal (number) 9Off, 131, 250 
limit superior 14£, l06f, 162, 264 

closed 109f, 132 
Lindelof space 271 
line 63f, 194, 207 
linear 

algebra (Bee linear algebra) 
combination 48, 168 
dependence 124 
functional (see linear functional) 
independence 48 
isomorphism (see linear space) 
manifold 48 
operations (Bee linear operations) 
parametrization 146, 185f, 208ff, 

214 
space (Bee linear space) 
submanifold 48f, 58, 63f 
transformation (Bee linear trans-

formation) 
linear algebra 57 

associative 57 
complex (real) 57f 
unital 57f 

linear functional 51, 54, 79 
positive 60 
self-conjugate 60 

linearly independent set 49, 52, 59, 
79 

linearly ordered set 15, 143 (Bee also 
simply ordered set) 



linear operations 50 
coordinatewise 50 
entrywise 60 
pointwise 51, 207 
termwise 50 

linear space 46ff, 79, 125f (see also 
vector space) 

complex 47, 51ff, 125, 127 
finite dimensional 49ff, 55f, 60f, 76 
infinite dimensional 49f, 76, 79 
of functions 51ff 
of linear transformations 56, 60f 
of sequences 125, 127, 176, 202f 
real 47, 50ff 
self-conjugate 52f, 60 

linear space isomorphism 56, 6Of, 
182 

spatially implemented 61 
linear transformation 54, 59, 64, 

137f, 160, 182, 213 
bounded 138, 217f 

line segment 64, 146, 149, 167, 172, 
185f, 194, 207ff, 214, 216 

Lipschitz 
condition 136f, 147, 167 
constant 136f, 147f, 182, 189f, 223 

Lipschitz-Holder (L.-H.) 
condition 167 
constant 167f, 216 
continuity 167f, 190, 215f, 222 

Lipschitzian (mapping) 136ff, 147f, 
166, 189, 223 

local 
homeomorphism 165f 
property 144 

locally 
bounded 165, 172 
closed 165 
compact (see Hausdorff space, 

topological space) 
Lipschitz-HOlder continuous 

167 
Lipschitzian 145, 148f, 168, 

172f 
open 165 

lower 
bound 11ff (see also infimum) 
envelope 163f, 198, 265 
function 163 
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limit (see limit inferior) 
lower semicontinuity 1500, 163f, 

168f, 195, 220, 241f, 265 
lowest terms 164 

M 

map 5 (see also function, mapping, 
etc.) 

mapping 5ff (see also function) 
affine 146, 182 
codomain of 5f, 190, 262, 264 
domain of (definition of) 5f, 20f, 

78, 89, 93, 159, 165, 194 
empty 21, 89, 101 
identity 5, 9, 17, 42, 44, 101, 142, 

184, 190f, 240, 252, 254, 262 
inclusion 5, 66, 178, 254, 275 
induced 19, 220, 223, 239 
inverse 17, 29, 54, 101, 142, 165, 

239 
inversely induced 19 
one-to-one 17f, 21, 41, 54, 65ff, 86, 

94, 101, 116, 133, 141f, 165, 179, 
190f, 207f, 239, 252, 254, 258, 266 

onto 5, 17f, 68f, 72ff, 191,211, 
215, 221, 276 

partial 219f 
piecewise linear 146, 184ff, 209f, 

215f 
range of 5, 20f, 78, 83f, 98, 149 

mappings between metric spaces 
closed 142, 165, 205ff, 223 
continuous 135ff 
continuously differentiable 172f 
contractive 136f, 166 
differentiable 173 
discontinuous 135 
homeomorphism 142ff, 146, 154, 

165f, 179, 190f, 207ff, 211, 221 
i ometric 101, 137, 142, 177ff, 190, 

212 
isomorphism 101 
Lipschitz-Holder continuous 167f, 

190, 215f, 222 
Lipschitzian 136ff, 147f, 166, 182, 

189f, 214, 223 
locally bounded 165, 172 
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mappings between metric spaces 
(cant.) 
locally closed 165 
locally homeomorphic 165f 
locally Lipschitz-Holder continuous 

167 
locally Lipschitzian 145, 148f, 

168, 172f 
locally open 165 
open 142, 165, 207 
point of continuity of 135, 166, 

173, 197 
point of discontinuity of 135f, 166, 

173, 197f, 217, 220 
relatively continuous 139, 14lf 
strongly contractive 182f, 214 

mappings between ordered sets 
monotone decreasing 12, 131 
monotone increasing 12f, 29, 4lf, 

68, 110, 169, 227 
order anti-isomorphism 22, 240 
order isomorphism 12, 15f, 20f, 24, 

29f, 67f, 821£, 93, 143, 185, 239 
strictly monotone 12, 22, 29, 4lf, 

130 
mappings between topological spaces 

closed 239, 252 
continuous 2361£, 2521£, 263, 266, 

2741£ 
homeomorphism 239f, 252, 257f, 

2721£ 
open 239, 252, 256f 
point of continuity of 2361£, 263 
point of discontinuity of 2361£ 
relatively (dis)continuous 238, 240 

mappings into metric spaces 
bounded 981£, 147, 165, 175f, 205, 

212 
boundedlyequivalent 212 
pointwise bounded 217,222 
uniformly bounded 218 

mappings into ordered sets 
bounded 12 
bounded above 12, 100, 103 
bounded below 12, 104 
infimum of 12 
supremum of 12, 98, 138 

mappings into topological spaces 
254ff,275 
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mathematical induction 200, 39, 67f, 
72, 89, 92, 105, 112, 182, 185, 
187, 196, 200, 210, 245f, 248, 
261, 268 

matrix 55, 60, 138, 160, 183, 213f 
maximal element 11, 16, 22, 59, 70, 

74, 78, 86, 92f, 170, 253, 269f 
maximum 

element (see greatest element) 
value 206, 220, 252 

maximum principle 16, 23, 95 
mean value theorem 172, 206 
member 3 
mesh 42,205 
method of successive approximations 

182f 
metric 961£, 225f, 238, 276 

associated 122, 133, 177 
Baire 1261£, 222 
defined by a norm 123, 176 
discrete 98, 101, 127, 167, 211 
Euclidean 97f, 101, 139, 183 
Hausdorff 122, 133, 222f 
induced 254 
of pointwise convergence 127 
of uniform convergence 103, 126, 

128, 147, 175f, 183, 188, 206f, 
212, 214, 222 

product 120, 127, 136, 2181£, 258 
relative 98, 127, 191, 213, 232, 238 
usual 971£, 102, 124, 137, 139, 234 
zero 101 

metric limit 122, 133 
metric space 961£, 224f, 227, 232, 

234f, 238, 240, 242f, 258, 275 
associated 122, 275 
bounded 104 
compact 2021£, 2200, 2711£ 
complete 1751£, 276 
complete separable 276 
countable 217 
countably compact 271 
discrete 165, 211, 217 
of bounded mappings lOlf, 125, 

128, 175f, 183, 212 
perfect 197f, 217, 273 
separable 108f, 120f, 128, 13lf, 

142, 1971£, 217, 219, 276 
totally bounded 199, 202, 221 



metric space (cont.) 
totally disconnected 272 

metric topology (see topology) 
metrizability 244, 269 (see also 

topological space) 
minimal element 11 
minimum 

element (see least element) 
value 206, 252 

Minkowski inequality 124f 
modulus 45 
monotone (see function, mapping, 

etc.) 
multiplication 6, 25, 39 

of cardinal numbers 71,76 
of complex numbers 37f, 145 
of extended real numbers 36 
of ordinal numbers 92f 
pointwise 58 

natural 
basis 50 
numbers 29ff 

N 

projection 8, 51, 55, 61, 275 
topology 236 

negative 
of a real number 26, 38 
of a vector 46 
part 27,40 
real number 26, 39 

neighborhood 232ff, 251, 253, 255ff, 
260, 262ff, 270, 273 

closed 234, 263, 267 
compact 273 
open 273 
punctured 160 

neighborhood base 233ff, 250, 257, 
267,273 

neighborhood filter 232ff, 253, 262, 
264ff,270 

nested 
family 83, 86, 89, 140, 169 
sequence 114, 153, 180, 196, 200, 

203, 211, 236, 245 
set 16, 21, 158 

net 13f, 43f, 103ff, 135, 158, 171, 

Index 

213, 234ff, 241f, 255ff, 267, 273 
along a filter base 171 
bounded 103, l06f 
Cauchy 213 
convergent 103f, l06f, 135, 158, 

171, 213, 234ff, 255f, 258ff, 267, 
273 

monotone 106 
of extended real numbers 106 
of finite sums 43f 

neutral element 6, 18, 26, 37, 46 
norm 123ff, 138f, 183, 188, 202 

Euclidean 124 
Hilbert-Schmidt 139, 183 
of a linear transformation 138 
sup 126, 188, 245 
usual 124 

normal 
element 94 
space (see topological space) 

normed space 101f, 123, 137f, 145f, 
167, 175, 182, 187f, 217 

notation 
binary 69 
place holder 34 
ternary 69, 112f, 149 

n-tuple 9, 50, 56, 101 
nullity 60 
null space 54, 60 (see also kernel) 
number (see cardinal number, real 

number, etc.) 
number class 87f 

first 87 
number system 4 

complex 4, 37, 44 
extended real 36f, 150, 152, 169, 

173,231,24Off 
rational 4, 28, 33, 73, 109, 116, 

139, 178, 193, 217 
real 4, 15, 25, 28, 33, 36, 38,47, 

49,57,97, 102, 178 

o 

one-point compactification 274 
one-sided derivative 53 
one-to-one correspondence 5, 19, 
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one-tCH>ne correspondence (cont.) 
101, 142f, 185, 211, 215f (see 
also mapping) 

open (see ball, cell, set, etc.) 
open mapping tbeorem 207 
order 

anti-isomorphism 22, 240 
isomorpbic 12, 67f, 8Off, 90, 143 
isomorphism 12, 15f, 2Of, 24, 29f, 

67f, 82ff, 93, 143, 185, 239 
topology (see topology) 

ordered 
field 28,34 
set lOff (see also partially ordered 

set, etc.) 
ordering 

inclusion 11f, 16, 20, 23, 58, 68, 
82f, 170, 228 

inverse inclusion 12, 15, 171, 235 
lexicographical 92f 
partial lOff, 20, 22, 68, 84, 86 (see 

also partially ordered set) 
simple 22, 69, 84 (see also simply 

ordered set) 
ordinal number 81ff, 130ff, 250, 260f, 

266,270f 
countable 131£ 
finite 81 
limit 9Off, 131, 250 
transfinite 89 
uncountable 87 

ordinal number segment 84f, 89, 92, 
130f, 250, 260f, 270 

origin 46, 50, 207f 
oscillation 173 

at a point 173, 189, 195, 197 
over a partition 173, 184, 205 

p 

p-adic fraction 35, 109 
paradox 72,75 

Burali-Forti 85 
Cantor's 75, 85 

parameter 186 
parameter interval 149, 185, 208, 

210, 214, 216 
part 
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fractional 33 
imaginary 37, 44 
integral 33 
negative 27, 40 
positive 27, 40 
real 37,44 

partial derivative 160, 172 
partial mapping 219f 
partial ordering lOff, 20, 22, 68, 84, 

86 
associated 20 

partially ordered set lOff, 100, 59, 
69f, 74, 80, 83, 86, 92ff, 170 

inductive 23 
weakly 20 

partial sum 91, 102, 155, 188 
partition 7f, 22, 33, 39, 59, 74f, 79, 

91, 116, 199f, 247, 249, 272, 276 
cellular 199, 215f 
coarser (finer) 22, 42, 184 
determined 22 
of an interval 42, 111, 113, 146, 

173, 183ff, 199, 205, 208ff, 215f 
of unity 268 

Peano, Giuseppe 149, 216 
Peano curve 149f 
Peano postulates 28, 41 
perfect 

metric space 197f, 217, 273 
set (see subset of a metric space) 

permutation 16, 18, 126 
q,.tower 94 
Picard, Emile 214 
piecewise linear 

extension 146, 186f, 209, 215f 
mapping 146, 184ff, 209f, 215f 

plane 194 
point 3ff 

adherent 107ft, 115, 177, 180, 226f, 
233ff, 262 

at infinity 274 
cluster 105ff, 110, 132f, 171, 174, 

201ff,273 
condensation 132 
fixed 5, 13, 94, 182, 214 
interior 129, 192, 226 
isolated 128, 165, 193, 211, 250 
of accumulation 107ff, 128, 226£ 
of a partition 42, 184, 186 



point (cont.) 
of continuity 135ff, 166, 173, 197, 

236, 238, 263f 
of discontinuity 135ff, 166, 173, 

197f, 217, 220, 236, 238 
of semicontinuity 264, 268 

pointwise 
bounded 217,222 
Cauchy 222 
convergent 155f, 167, 194, 202, 

218, 220, 222, 260 
linear operations 51, 207 

polar 
angle 45 
distance 160 
representation 45 

polarization identity 63 
polynomial 49ff, 61 

complex 49£,53, 146,258 
rational 77 
real 49ff, 58 

positive 
linear functional 60 
part 27,40 
(semi) definite bilinear functional 

63, 123 
positive integers 3f, 40f, 62, 66, 72, 

87, 127, 164, 199, 211, 276 (see 
also natural numbers) 

relatively prime 164 
power 

cl88S 4, 70f, 75, 170, 173, 220£, 
225,228 

of a set 66 
of the continuum 66, 69, 128 
series 188 

predecessor 80, 90 
predicate 3, 14, 92, 218 
principle 

maximum 16, 23, 95 
of inductive definition 31 
of mathematical induction 29, 88, 

92 
of transfinite definition 89 
of transfinite induction 88 

product 6, 9, 57, 60f 
associative 32 
Cartesian 3, 5, 7, 9, 52, 71, 73, 92, 

114, 120, 126, 128, 255, 273 

Index 

indexed 9f, 19, 22 
inner 123 
of cardinal numbers 71ff 
of complex numbers 37f, 43f, 47 
of extended real numbers 36, 43 
of integers 32 
of intervals 199 
of linear transformations 57 
of matrices 61 
of metric spaces 120, 126f, 137, 

147, 218, 220 
of natural numbers 30 
of ordered sets 92f 
of ordinal numbers 92f 
of polynomials 49 
of rational numbers 33 
of real numbers 25f, 37, 39, 42, 47 
of topological spaces 255ff, 272, 

276 
of vectors by scalars 46ff 
row-by-column 61 

product topology 255ff 
projection 9, 137, 147, 218, 255f 

natural 8, 51, 55, 61, 275 
property (COB) 271f,276 
pseudodistance 121 
pseudometric 121f, 133f, 177, 275 

space 121f 
topology 276 

punctured neighborhood 160 
pure imaginary 37,44 

Q 

quadratic form 62f 
quotient 

algebra 60, 62 
space 7, 51f, 60, 62, 122, 177, 275 
topology 275f 

R 

radius 98f, 105ff, 115, 118, 128, 140, 
144, l6Off, 171, 192, 196, 207, 
217,232 

of convergence 188 
range 5, 20£, 78, 83f, 98, 149 
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range (cont.) 
of a linear transformation 54 

rank 60 
ratio 113f, 183, 185, 209f 
rational 

field 33 
function 146, 258 
number 33ft', 41f, 116, 119, 164f 
number system (see number 

system) 
polynomial 77 

ray 27ft', 41, 104, 194, 249, 269 
closed 27f, 108, 138, 148 
left 27,231 
open 27, 115f, 231, 249 
right 27f, 138, 231 

ray topology 230f, 240f, 253 
real (see also algebra, linear space, 

etc.) 
line 97,179 
part 37,44 
polynomial 49ft', 58 

real number 
algebraic 77 
irrational 118, 164f, 189, 193, 236 
negative 26, 39 
positive 26, 28f, 39, 41f 
rational 33ft', 41f, 116, 119, 164f 
transcendental 77 

real number field 25f, 47, 49, 57 
real number system (see number 

system) 
real-valued function 40, 42, 51ft', 60, 

99f, 121, 123, 137, 148, 161ft', 
168f, 172f, 183ft', 195, 197f, 212, 
217,264 

bounded 99, 126, 153f, 157, 179, 
183ft', 214, 244, 273ft' 

continuous 140ft', 152ft', 161, 167ft', 
183ft', 206£, 214, 220, 242, 244, 
246, 252, 268£, 273ft' 

continuously dift'erentiable 53, 172 
extended (see extended real-valued 

function) 
finite 153ft', 162, 195 
monotone decreasing 99f, 104, 125, 

162, 168f, 173 
monotone increasing 99f, 104, 148, 

162, 169, 173, 185 
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strictly increasing 29, 41f, 104 
uniformly continuous 167 
Urysobn 245,268,272 

reciprocal 26, 29, 38, 164 
rectangle 113, 186f, 209f, 214f 
refinement 

of a filter 170, 233f 
of a partition 22, 42, 184 
of a topology 228,233,237,252, 

254,268 
reflexive relation 7, 10, 20, 68 
regular space (see topological space) 
regularity 264 
relation 4ft' 

equivalence 7f, 19ft', 104, 116, 122, 
177, 212, 249, 275 

identity 7 
inverse 17 
reflexive 7, 10, 20, 68 
symmetric 7, 17 
transitive 7, 10, 2Of, 68, 268 

relative 
closure 117, 193, 232, 247 
metric 98, 127, 191, 213, 232, 238 
topology ( see topology) 

relatively 
closed 117, 232, 247 
continuous 139, 144, 238ft' 
open 117, 119, 129, 231f, 251 

remainder 90 
restriction 20, 186, 197, 209, 211 
r-net 198ft', 222 
Rolle's theorem 206 
root 45,77 

nth 41,45 
square 41 

s 

scalar 46, 123, 188 
scalar field 47, 50, 54ff, 59, 61f 
scalar-valued function 51 

bounded 245f 
continuous 217 
of Baire class one (two, zero) 217 

second axiom of countability 119f, 
130, 199, 204, 235f, 256, 271f, 276 

selection function 10 



self-conjugate 
linear functional 53, 60 
linear space 52f, 60 

self-indexing 9 
semicontinuity 150ft', 163ff, 168f, 

220, 241f (see also extended 
real-valued function) 

lower 195, 219f, 265 
upper 169f, 173, 264 

separable 
metric space l08f, 121, 128, 13Off, 

142, 197ff 
topological space 236 

separating (collection of mappings) 
9,258 

separation 242f, 245, 251, 267ff 
sequence 9, 14, 31, 67, 91, 126 

diagonal 200f 
empty 113 
finite 31f, 42, 112, 120, 126, 133, 

149 
infinite 9, 14, 68f, 79, 125, 127, 

132, 134, 202, 218 
monotone 77,261 
of coefficients 188 
of curves 210, 216 
of digits 35, 221 
of predicates 218 
of ratios 113f, 185, 210 
of sequences 200 
of terms 102 
of vectors 102, 125, 208 
strictly monotone 71 

sequence of complex numbers 125, 
127 

bounded 125, 176 
Cauchy 175 
convergent 175 

sequence of functions 185, 187, 194, 
217 

bounded 195 
boundedly equivalent 212 
convergent 155f, 185, 215ff, 220, 

222,242 
equicontinuous 221f 
monotone 148, 152ff, 166, 195, 

202,220 
pointwise convergent 155f, 167, 

194, 202, 242 

Index 

uniformly convergent 103, 147f, 
175, 185, 187, 202, 210, 215f, 220 

sequence of points in a metric space 
101ff, 176, 181f, 205, 218 

bounded 174f, 195 
Cauchy 174ff, 196, 200ff, 212, 218, 

221 
convergent 101ff, 117, 120, 126ff, 

135f, 139, 151, 158, 165, 174ff, 
182, 190, 196, 201f, 205, 207, 212, 
234,258 

equiconvergent 128, 178, 205, 211 
of bounded variation 181, 185 
uniformly scattered 200, 218 

sequence of points in a topological 
space 235, 238, 241, 262, 273 

convergent 234, 236f, 258 
sequence of positive integers 127 

strictly increasing 14, 132f, 220 
sequence of real numbers 102, 1oof, 

127,218f 
bounded 107, 188, 207 
Cauchy 177f 
convergent 102, 177, 207, 218 
monotone 104, 131, 201 

sequence of sets 14f, 23, 73, 109ff, 
114, 122, 126, 129, 132f, 180, 191, 
194, 196f, 203f, 218f, 222, 276 

monotone decreasing 14f, 128, 180, 
195, 197, 203f, 220, 271 

monotone increasing 14f, 128, 197, 
204 

nested 114, 153, 180, 196, 200, 
203, 211, 236, 245 

series 91, 102, 154ff, 181, 187f, 247 
absolutely convergent 188 
alternating 156 
telescoping 155 
uniformly convergent 154, 247 

sesquilinear functional 58, 62f 
Hermitian symmetric 58, 63 
positive (semi)definite 63, 123 

set 3ff (see also SUbset) 
compact convex 207 
convex 64 
countable 67,73,77, 116, 120, 

128, 132, 193f, 197, 204, 217, 222, 
235,242 

countably infinite 66f, 73f, 77, 79, 
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countably infinite (cont.) 
128, 204, 276 

directed 13, 15, 23, 43, 76, 103, 
171, 173, 235, 255, 273 

empty 3, 98, 101, 115, 169f, 204, 
217, 220, 228, 231 

finite 65, 7Of, 76, 80f, 90, 108, 228 
index 8f, 91, 93, 253, 260 
inductive 28f, 92 
infinite 66, 76, 81 
level 7f, 142, 240 
linearly independent 49, 52, 59, 79 
linearly ordered 15, 143 (see also 

simply ordered set) 
nondenumerable 67 (see also 

uncountable set) 
ordered 100 (see also partially 

ordered set, etc.) 
totally ordered 15 (see also simply 

ordered set) 
uncountable 67, 132, 217, 235, 257 
well-ordered (see well-ordered set) 

u-ideal 194 
simple arc 208, 210f 
simple ordering 22, 69, 84 
simply ordered set 15f, 21, 23, 26, 

59, 67f, 70, 74, 78, 80, 86, 90, 
92ft', 103, 143, 230f, 239f, 266, 
269f 

dense 67f 
densely ordered 67 

singleton 3, 5, 20, 70, 82, 99, 101, 
109, 142, 170, 180, 193, 211, 228, 
240, 242f, 257, 274 

open 250 
slice 257 
somme 129 
space 

Banach (see Banach space) 
Euclidean 97, 108, 146, 150, 160, 

172, 199, 204, 207, 216, 234 
Hausdorff (see Hausdorff space) 
(£p) 125,128,176, 202f 
LindelOf 271 
linear (see linear space, vector 

space) 
metric (see metric space) 
normal (see topological space) 
normed 101f, 123, 137f, 145f, 167, 
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175, 182, 187f, 217 
of bounded continuous mappings 

183, 206, 222 
of bounded mappings 100ff, 126, 

128, 175f, 183, 206, 212 
of bounded sequences 125 
of bounded subsets 121f, 133, 222f 
of continuous mappings 183, 206, 

222 
of irrational numbers 276 
of rational numbers 276 
of sequences of positive integers 

127,276 
pseudometric 121f 
quotient 7f, 20, 51, 55, 50, 62, 122, 

275 
S- 276 
T.- 228, 243f, 266ft' 
topological (see topological space) 
unitary 97 
vector (see linear space, vector 

space) 
square root 41 
S-space 276 
standard form (of a 

complex number) 37,44 
Stone-Cech compactification 275 
strongly contractive (mapping) 182f, 

214 
suba.lgebra 60f 
subbase 230, 266 
sub covering 204, 25Of, 271 
subcurve 187,210 
subfield 34, 37 
subinterval 42, 111ft', 184ft', 199, 

209ft',215f 
subla.ttice 13, 20, 40 
submanifold (see linear) 
subnet 273 
subrectangle 215 
subsequence 14, 105f, 110, 117, 126, 

132f, 174f, 182, 200ff, 218f, 222, 
273 

subset 3ft' 
subset of a metric space 

bounded 98f, 104, 128, 132f, 143f, 
167, 199, 201ft', 217, 222f 

closed 108ft', 117, 128ft', 14Off, 147, 
156, 164, 166, 176, 179ft', 189, 



closed (cont.) 
193f, 197, 201ff, 214, 217ff, 243 

compact 201ff, 220, 222 
dense 108f, 116, 120, 128, 140£, 

161, 169, 177f, 194ft", 212, 217, 
222 

dense in itself 128f, 197 
derived 108f, 128, 131, 226 
discrete 128, 164 
Fu 129, 173, 197f, 217, 220 
fermI. 129 
G6 129, 173, 189ft", 196f, 213, 217, 

220,276 
nowhere dense 191ff, 196f 
of first category 192ff, 220 
of second category 192ff, 217, 220 
open 115ff, 129f, 1400, 149ft", 165ff, 

172, 192ff, 204, 207, 213f, 217, 
220, 225, 243 

perl~ 129, 132, 143, 221 
relatively closed 117 
relatively open 117, 119, 121, 141, 

163, 193, 204 
totally bounded 199ft", 222 

subset of an ordered set 
bounded 11, 143f, 149, 167,206 
bounded above 11, 13, 16, 19, 21, 

28f, 36, 67f, 74, 86, 88, 92f, 143 
bounded below 11, 13, 28, 67f, 140 
convex 269f 

subset of a topological space 
closed 226ff 
closed-open 247f, 271£, 276 
compact 2500, 273f, 276 
connected 247ff, 271 
dense 226f, 235f, 240, 266, 274 
derived 226f 
disconn~ed 247 
nowhere dense 274,276 
of first (second) category 274 
open 224ft" 
relatively closed 232, 247, 261, 269 
relatively open 231£, 251 

subspace of a metric space 98, 117, 
121, 127, 129, 139, 178f, 193, 204, 
232 

subspace of a topological space 231£, 
238, 247, 2500, 261, 266ff, 275 

closed 268 

Index 

closed-open 276 
compact 250 
conn~ed 248 
dense 274 
open 269, 273 

subsquare 215 
subtraction 137 
su~r 41, 80£, 90, 92 
sum 6,198 
dir~ 50 
indexed 7, 48 
of an infinite series 102, 247 
of cardinal numbers 71, 73 
of extended real numbers 43 
of integers 32 
of linear transformations 56 
of natural numbers 30 
of ordered sets 81 
of ordinal numbers 82, 91 
of real numbers 25, 39, 42 
vector 48 

superset 171 
sup norm 126, 188, 245 
supremum 11ff, 21, 28, 70, 78, 83, 

89ft", 98, 138, 143f, 152, 154, 230, 
242,245,254,264 

symmetric 
bilinear functional 58, 62f, 123 
function 99f, 121, 123 
group 18 
relation 7, 17 

system of generators 
of a filter 170 
of a topology 228, 266 

T 

tail 14£, 108, 174, 179, 196, 201ff, 
261 

filter (base) 171, 213 
of a net l06f, 171 

telescoping series 155 
term 9,102 
terminal segment 230 
termwise 50, 102, 126f 
ternary notation (see notation) 
theorem of Lavrentiev 190 
theorem of Weierstrass 206 
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Index 

thread (a Cantor set) 211 
Tietze extension theorem 156, 245f 
Tikhonov, A. N. 268 
Tikhonov cube 272, 275 
Tikhonov plank 261 
Tikhonov's theorem 260f 
topological 

base 118ff, 130f, 219, 229ff, 236, 
254, 256, 260, 266, 269, 27lf, 276 

concept 224, 236 
property 117, 135, 142, 179, 196, 

224 
subbase 230, 266 

topological space 225ff 
compact 250ff, 259f, 271, 273 
compact Hausdorff 25lf, 260f, 

272ff 
completely normal 261, 269f 
completely regular 267f, 272ff 
connected 247f 
countably compact 271 
disconnected 247 
Hausdorff 243, 25lf, 257, 259ft', 

266ff, 271ff 
LindelOf 271 
locally compact 273£ 
metrizable 225, 235, 240, 243f, 

269ff, 276 
nonmetrizable 235, 270£ 
normal 243ff, 251, 261, 267ff, 271ff 
of extended real numbers 231, 240 
regular 263£, 267f, 27lf 
separable 236 
totally disconnected 250, 271ff 

topologization 225 
topology 224ff 

algebraic 208 
coarser (finer) 228, 233, 237, 252, 

254,268 
coarsest 228, 254 
discrete 226, 228, 234, 236 
general 224, 242, 250, 258f 
generated 228ff, 266 
indiscrete 226ff, 230, 240, 254, 262 
inversely induced 254ft', 272 
metric 225, 231ff, 258, 267, 276 
metrizable 225f, 235, 240, 254, 

258,276 
natural 236 
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of pointwise convergence 260, 276 
order 230f, 239, 250, 260f, 266, 

269ff 
product 255ff 
pseudometric 276 
quotient 275f 
ray 230f, 240f, 253 
relative 23lf, 236, 238, 240, 254, 

259, 261, 266, 271, 276 
Tl- 228,266 
usual 231, 234, 268 

totally bounded 199ff, 22lf 
totally ordered set 15 (see also 

simply ordered set) 
trace 159, 233, 262 
transcendental number 77 
transfinite 

definition 89f 
induction 31, 131, 250 
ordinal number 89 

transformation 5, 218 (see also 
mapping, function) 

linear (see linear transformation) 
transitive relation 7, 10, 20f, 68, 268 
translate 64, 208 
translation 101 
triadic fraction 112 
triangle inequality 40, 45, 96ff 

for a norm 123ff 
in a metric space 96ff, 147, 174, 

180 
in a pseudometric space 121ff 

trichotomy law 21, 26 
trisection 214ff 
trivial 

linear space 51 
submanifold 48 

Ti-space 
i = 1 228, 243f, 266ff, 27lf 
i> 1 267ff 

type I (ordinal number) 9Of, 131, 
250 

u 

ultrafilter 253, 259f, 270 
uncountable cardinal number 71, 87 
uncountable ordinal number 87, 260, 



uncountable ordinal number (cont.) 
271 

first (least) 87 
uncountable set (see set) 
uniform boundedness theorem 217 
uniform convergence (see 

convergence) 
uniformly bounded 218 
uniformly convergent 

sequence (see sequence of 
functions) 

series 154, 247 
uniformly scattered 200, 218 
union 3ff 

indexed 10, 18 
unit 57 

ball 208 
interval (see interval) 
sphere 207 
square 114, 149, 21Of, 215 

unital 
algebra 57f, 61 
homomorphism 61 

unitary space 97 
upper 

bound 11ff, 28f, 86 (see also 
supremum) 

envelope 163f, 198, 265 
function 163 
limit (see limit superior) 

upper semicontinuity 15Off, 163f, 
168ff, 173, 220, 241£, 264 

Urysohn function 245, 268, 272 
Urysohn metrization theorem 272 
Urysohn's lemma 244ff,274 
usual 

metric (see metric) 
norm 124 
topology 231, 234, 268 

Index 

v 

value 5 
vanishing (of a function) 160 

"big oh" ("little oh") 160 
vector 46, 102, 203, 217f 
vector space 46ff, 54, 57ff, 123 (see 

also linear space) 
complex 47,49£, 52ff, 62f, 79 
finite dimensional 49 
infinite dimensional 53f 
left 47 
real 47, 49£, 52, 54, 57, 63f, 79 

vector sum 48 

w 

weight 130£ 
well-ordered set 16, 22, 31, 8Off, 90ff 
well-ordering 86 

z 

Zermelo's well-ordering theorem 86f, 
93f 

zero metric 101 
Zorn's lemma 16,23,70,74,78, 86f, 

93f,270 
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