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Preface 

This book grew out of a set of notes for a series of lectures I orginally gave at 
the Center for Communications Research and then at Princeton University. The 
motivation was to try to understand the basic facts about algebraic curves without 
the modern prerequisite machinery of algebraic geometry. Of course, one might 
well ask if this is a good thing to do. There is no clear answer to this question. In 
short, we are trading off easier access to the facts against a loss of generality and 
an impaired understanding of some fundamental ideas. Whether or not this is a 
useful tradeoff is something you will have to decide for yourself. 

One of my objectives was to make the exposition as self-contained as possible. 
Given the choice between a reference and a proof, I usually chose the latter. AI.: 
though I worked out many of these arguments myself, I think I can confidently 
predict that few, if any, of them are novel. I also made an effort to cover some 
topics that seem to have been somewhat neglected in the expository literature. 
Among these are Tate's theory of residues, higher derivatives and Weierstrass 
points in characteristic p, and inseparable residue field extensions. For the treat­
ment of Weierstrass points, as well as a key argument in the proof of the Riemann 
Hypothesis for finite fields, I followed the fundamental paper by Stohr-Voloch 
[19]. In addition to this important source, I often relied on the excellent book by 
Stichtenoth [17]. 

It is a pleasure to acknowledge the excellent mathematical environment pro­
vided by the Center for Communications Research in which this book was written. 
In particular, I would like to thank my colleagues Toni Bluber, Brad Brock, Ev­
erett Howe, Bruce Jordan, Allan Keeton, David Lieberman, Victor Miller, David 
Zelinsky, and Mike Zieve for lots of encouragement, many helpful discussions, 
and many useful pointers to the literature. 
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Introduction 

What Is a Projective Curve? 

Classically, a projective curve is just the set of all solutions to an irreducible 
homogeneous polynomial equation f(Xo,Xt ,X2) = 0 in three variables over the 
complex numbers, modulo the equivalence relation given by scalar multiplication. 
It is very safe to say, however, that this answer is deceptively simple, and in fact 
lies at the tip of an enormous mathematical iceberg. 

The size of the iceberg is due to the fact that the subject lies at the intersection 
of three major fields of mathematics: algebra, analysis, and geometry. The origins 
of the theory of curves lie in the nineteenth century work on complex function 
theory by Riemann, Abel, and Jacobi. Indeed, in some sense the theory of pro­
jective curves over the complex numbers is equivalent to the theory of compact 
Riemann surfaces, and one could learn a fair amount about Riemann surfaces by 
specializing results in this book, which are by and large valid over an arbitrary 
ground field k, to the case k = C. To do so, however, would be a big mistake 
for two reasons. First, some of our results, which are obtained with considerable 
difficulty over a general field, are much more transparent and intuitive in the com­
plex case. Second, the topological structure of complex curves and their beautiful 
relationship to complex function theory are very important parts of the subject 
that do not seem to generalize to arbitrary ground fields. The complex case in fact 
deserves a book all to itself, and indeed there are many such, e.g. [15]. 

The generalization to arbitrary gound fields is a twentieth century development, 
pioneered by the German school of Hasse, Schmidt, and Deuring in the 1920s and 
1930s. A significant impetus for this work was provided by the development of 
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algebraic nwnber theory in the early part of the century, for it turns out that there 
is a very close analogy between algebraic function fields and algebraic nwnber 
fields. 

The results of the German school set the stage for the development of algebraic 
geometry over arbitrary fields, but were in large part limited to the special case 
of curves. Even in that case, there were serious difficulties. For example, Hasse 
was able to prove the Riemann hypothesis only for elliptic curves. The proof for 
curves of higher genus came from Weil and motivated his breakthrough work on 
abstract varieties. This in turn led to the "great leap forward" by the French school 
of Serre, Grothendiek, Deligne, and others to the theory of schemes in the 1950s 
and 1 960s. 

The flowering of algebraic geometry in the second half of the century has, to a 
large extent, subswned the theory of algebraic curves. This development has been 
something of a two-edged sword, however. On the one hand, many of the results 
on curves can be seen as special cases of more general facts about schemes. This 
provides the usual benefits of a unified and in some cases a simplified treatment, 
together with some further insight into what is going on. In addition, there are 
some important facts about curves that, at least with the present state of knowl­
edge, can only be understood with the more powerful tools of algebraic geometry. 
For example, there are important properties of the Jacobian of a curve that arise 
from its structure as an algebraic group. 

On the other hand, the full-blown treatment requires the student to first master 
the considerable machinery of sheaves, schemes, and cohomology, with the result 
that the subject becomes less accessible to the nonspecialist. Indeed, the older 
algebraic development of Hasse et a1. has seen something of a revival in recent 
years, due in part to the emergence of some applications in other fields of math­
ematics such as cryptology and coding theory. This approach, which is the one 
followed in this book, treats the function field of the curve as the basic object of 
study. 

In fact, one can go a long way by restricting attention entirely to the func­
tion field (see, e.g., [17]), because the theory of function fields turns out to be 
equivalent to the theory of nonsingular projective curves. However, this is rather 
restrictive because many important examples of projective curves have singular­
ities. A feature of this book is that we go beyond the nonsingular case and study 
projective curves in general, in effect viewing them as images of nonsingular 
curves. 

What Is an Algebraic Function? 

For our purposes, an algebraic function field K is a field that has transcendence de­
gree one 'over some base field k, and is also finitely generated over k. Equivalently, 
K is a finite extension of k(x) for some transcendental element x E K. Examples of 
such fields abound. They can be constructed via elementary field theory by sim-
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ply adjoining to k(x) roots of irreducible polynomials with coefficients in k(x). In 
addition, however, we will always assume that k is the full field of constants of K, 
that is, that every element of K that is algebraic over k is already in k. 

When k is algebraically closed, there is another more geometric way to con­
struct such fields, which is more closely related to the subject of this book. Let 
p2 be the set of lines through the origin in complex 3-space, and let V ~ ]p2 be a 
projective curve as described above. That is, V is the set of zeros of a complex, ir­
reducible, homogenous polynomial f(Xo,X\ ,X2) modulo scalar equivalence. We 
observe that a quotient of two homogeneous polynomials of the same degree de­
fines a complex-valued function at all points of p2 where the denominator does 
not vanish. If the denominator does not vanish identically on V, it turns out that 
restricting this function to V defines a complex-valued function at all but a fi­
nite number of points of V. The set of all such functions defines a subfieldC(V), 
which is called the function field of V. 

Of course, there is nothing magical about the complex numbers in this discus­
sion - any algebraically closed field k will do just as well. In fact, every finitely 
generated extension K of an algebraically closed field k of transcendence degree 
one arises in this way as the function field of a projective nonsingular curve V 
defined over k which, with suitable definitions, is unique up to isomorphism. This 
explains why we call such fields "function fields", at least in the case when k is 
algebraically closed. 

What Is in This Book? 

Here is a brief outline of the book, with only sketchy definitions and of course no 
proofs. 

It turns out that for almost all points P of an algebraic curve V, the order of 
vanishing of a function at P defines a discrete k-valuation v p on the function field 
K of V. The valuation ring tJp defined by vp has a unique maximal idealIp, 
which, because v p is discrete, is a principal ideal. A generator for I p is called a 
local parameter at P. It is convenient to identify Ip with P. Indeed, for the first 
three chapters of the book, we forget all about the curve V and its points and focus 
attention instead on the set ]P K of k-valuation ideals of K, which we call the set of 
prime divisors of K. A basic fact about function fields is that all k-valuations are 
discrete. 

A divisor on the function field K is an element of the free abelian group Div( K) 
generated by the prime divisors. There is a map deg : Div(K) -+ Z defined by 
deg(p) = ItJp/P: kl for every prime divisor P. For x E K, it is fundamental that 
the divisor 

[xl = L vp{x)P 
p 

has degree zero, and of course that the sum is finite. In other words, every function 
has the same (finite) number of poles and zeros, counting multiplicities. Divisors 
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of the fonn [xl for some x E K are called principal divisors and fonn a subgroup 
of Div(K). 

A basic problem in the subject is to construct a function with a given set of 
poles and zeros. Towards this end, we denote by $ the obvious partial order on 
Div(K), and we define for any divisor D, 

L(D) := {x E K I [xl ~ -D}. 

So for example if S is a set of distinct prime divisors and D is its sum, L(D) is the 
set of all functions whose poles lie in the set S and are simple. 

It is elementary that L(D) is a k-subspace of dimension at most deg(D) + I. 
The fundamental theorem of Riemann asserts the existence of an integer gK such 
that for all divisors D of sufficiently large degree, we have 

dimk(L(D» = deg(D) - gK + 1. 

The integer gK is the genus of K. In the complex case, this number has a 
topological interpretation as the number of holes in the corresponding Riemann 
surface. A refinement of Riemann's theorem due to Roch identifies the error tenn 
in ( *) for divisors of small degree and shows that the fonnula holds for all divisors 
of degree at least 2g - 1. 

Our proof of the Riemann-Roch theorem is due to Weil [23], and involves 
the expansion of a function in a fonnal Laurent series at each prime divisor. In 
the complex case, these series have a positive radius of convergence and can be 
integrated. In the general case, there is no notion of convergence or integration. 
It is an amazing fact, nevertheless, that a satisfactory theory of differential fonns 
exists in general. Although they are not functions, differential fonns have poles 
and zeros and therefore divisors, which are called canonical divisors. Not only 
that, they have residues that sum to zero, just as in the complex case. Our treatment 
of the residue theorem follows Tate [20]. 

There are also higher derivatives, called Hasse derivatives, which present some 
technical difficulties in positive characteristic due to potential division by zero. 
This topic seems to have been somewhat neglected in the literature on function 
fields. Our approach is based on Hensel's lemma. Using the Hasse derivatives, we 
prove the analogue of Taylor's theorem for fonnal power series expansion of a 
function in powers of a local parameter. This material is essential later on when 
we study Weierstrass points of projective maps. 

Thus far, the only assumption required on the ground field k is that it be the 
full field of constants of K. If k is perfect (e.g. of characteristic zero, finite, or 
algebraically closed), this assumption suffices for the remainder of the book. For 
imperfect ground fields, however, technical difficulties can arise at this point, and 
we must strengthen our assumptions to ensure that 11 ®k K remains a field for 
every finite extension 11/ k. Then the space OK of differential forms on K has the 
structure of a (one-dimensional!) K-vector space, which means that all canonical 
divisQrs are congruent modulo principal divisors, and thus have the same degree 
(which turns out to be 2g - 2). 
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Given a finite, separable extension K' of K, there is a natural map 

K' ®KOK -+ OK" 

which is actually an isomorphism. This allows us to compare the divisor of 
a differential form on K with the divisor of its image in K', and leads to the 
Riemann-Hurwitz formula for the genus: 

IK':KI 
2gK, -2 = Ii': kl (2gK -2) +deg~K'IK' 

Here, the divisor ~K'IK is the different, an important invariant of the extension, 
and J( is the relative algebraic closure of k in K'. The different, a familiar object 
in algebraic number fields, plays a similar key role in function fields. The formula 
has many applications, e.g., in the hyperelliptic case, where we have K = k(x) and 
IK':KI =2. 

At this point, further technical difficulties can arise for general ground fields of 
finite characteristic, and to ensure, for example, that ~K'IK ~ 0, we must make 
the additional technical assumption that all prime divisors are nonsingular. For­
tunately, it turns out that this condition is always satisfied in some finite (purely 
inseparable!) scalar extension of K. 

When k is not algebraically closed, the question of whether K has any prime 
divisors of degree one (which we call points) is interesting. There is a beautiful 
answer for k finite of order q, first proved for genus one by Hasse and in general 
by Weil. Let aK(n) denote the number of nonnegative divisors of K of degree n, 
and put 

-
ZK(t) = L aK(n)tn. 

n=1 

Note that aK (I) is the number of points of K. Following Stor-Voloch [19] and 
Bombieri [2], we prove that 

1 2g 

ZK(t) = (l-t)(I-qt) g(1-a;l), 

where la;1 =..;q. This leads directly to the so-called "Weil bound" for the number 
of points of K: 

Turning our attention now to projective curves, we assume that the ground field 
k is algebraically closed, and we define a closed subset of projective space to be 
the set ofall zeros ofa (finite) set of homogeneous polynomials. A projective va­
riety is an irreducible closed set (i.e., not the union of two proper closed subsets), 
and a projective curve is a projective variety whose field of rational functions has 
transcendence degree one. 
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Given a projective curve V ~ P", we obtain its function field K by restricting 
rational functions on IP" to V. To recover V from K, let Xo,'" ,X" be the coordi­
nates oflP" with notation chosen so that Xo does not vanish on V. Then the rational 
functions .; := Xt! Xo, (i = I, ... , n) are defined on V. Given a point P of K, we 
letep = -min/{vp (.;)} and put 

.(P) := (tep.o(P) : f p• 1 (P) : ... : tep.,,(P)) E P", 

where t is a local parameter at P. It is not hard to see that the image of. is V. 
In fact. any finite dimensional k-subspace L ~ K defines a map .L to projective 
space in this way whose image is a projective curve. 

The map • is always surjective. But when is it injective? This question leads 
us to the notion of singularities. Let .(P) = a E IP". and let (fa be the subring of 
K consisting of all fractions f / g where f and g are homogeneous polynomials of 
the same degree andg(a) =F O. We say that. is nonsingularatP if {fa = (fp. This 
is equivalent to the familiar condition that the matrix of partial derivatives of the 
coordinate functions be of maximal rank. 

An everywhere nonsingular projective map is called a projective embedding. It 
turns out that .L(D) is an embedding for any divisor D of degree at least 2g + 1. 
Another interesting case is the canonical map .L(D) where D is a canonical divisor. 
The canonical map is an embedding unless K is hyperelliptic. 

The study of singularities is particularly relevant for plane curves. We prove 
that a nonsingular plane curve of degree d has genus (d - I )(d - 2)/2, so there 
are many function fields for which every map to p2 is singular. e.g. any function 
field of genus 2. In fact, for a plane curve of degree d and genus g. we obtain the 
formula 

g= (d-l)id - 2) - ~L8(Q), 
Q 

where for each singularity Q. 8(Q) is a positive integer determined by the local 
behavior of V at Q. 

All of the facts discussed above, and many more besides. are proved in this 
book. We have tried hard to make the treatment as self-contained as possible. To 
this end. we have also included an appendix on elementary field theory. 

Finally. there is a website for the book located at http://www.functionfields.org. 
There you will find the latest errata, a discussion forum, and perhaps answers to 
some selected exercises. 



1 
Background 

This chapter contains some preliminary definitions and results needed in the se­
quel. Many of these results are quite elementary and well known, but in the 
self-contained spirit of the book, we have provided proofs rather than references. 
In this book the word "ring" means "commutative ring with identity," unless 
otherwise explicitly stated. 

1.1 Valuations 

Let K be a field. We say that an integral domain (j ~ K is a valuation ring of K if 
(j =1= K and for every x E K, either x or X-I lies in (j. In particular, K is the field 
of fractions of (j. Thus, we call an integral domain (j a valuation ring if it is a 
valuation ring of its field of fractions. 

Given a valuation ring (j of K, let V = K X / (jx where for any ring R, R X de­
notes the group of units of R. The valuation afforded by (j is the natural map 
v : K X -+ V. Although it seems natural to write V multiplicatively, we will fol­
low convention and write it additively. We call V the group of values of d. By 
convention, we extend v to all of K by defining v(O) = 00. 

For elements a(jx ,b(jx of V, define a(jX ~ b(jx if a-I bE tJ, and put v < 00 

for all v E V. Then it is easy to check that the relation ~ is well defined, converts 
V to a totally ordered group, and that 

OJJ) v(a+b) ~ min{v(a), v(b)} 

for all a,b E KX. 
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Let P:= {x E (J I V(x) > O}. Then P is the set of non units of (J. From (1.1.1). 
it follows that P is an ideal, and hence the unique maximal ideal of (J. If v(a) > 
v(b), then ab- I E P, whence v(l +ab- I ) = 0 and therefore v(a+b) = v(b). To 
summarize: 

Lemma 1.1.2. If (J is a valuation ring with valuation v, then (J has a unique 
maximal ideal P = {x E (J I v(x) > O} and (1.1.1) is an equality unless, perhaps, 
v(a) = v(b). 0 

Given a valuation ring (J of a field K, the natural map K X -+ K X / tJx defines a 
valuation. Conversely, given a nontrivial homomorphism v from K X into a totally 
ordered additive group G satisifying v(a +b) ~ min{v(a), v(b)}, we put (Jy := 
{x E K X I v(x) ~ O} U {O}. Then it is easy to check that (Jy is a valuation ring 
of K and that v induces an order-preserving isomorphism from K X / (Jx onto its 
image. Normally, we will identify these two groups. Note, however, that some 
care needs to be taken here. If, for example, we replace v by nv : K X -+ G for any 
positive integer n, we get the same valuation of K. 

We let Py := {x E K I v(x) > O} be the maximal ideal of tJv and Fv := (Jv/Py 
be the residue field of v. If K contains a subfield k, we say that v is a k-valuation 
of Kif v(x) = 0 for all x E P. In this case, Fy is an extension of k. Indeed, in the I" 
case of interest to us, this extension turns out to be finite. However, there is some 
subtlety here because the residue fields do not come equipped with any particular 
fixed embedding into some algebraic closure of k, except in the (important) special 
case Fy =k. 

Our first main result on valuations is the extension theorem, but first we need a 
few preliminaries. 

Lemma 1.1.3. Let R be a subring of a ring S and let XES. Then the following 
conditions are equivalent: 

J. x satisfies a monic polynomial with coefficients in R, 

2. R[x] is afinitely generated R-module, 

3. x lies in a subring that is afinitely generated R-submodule. 

Proof. The implications (1) :::} (2) :::} (3) are clear. To prove (3) :::} (1), let 
{x(! ... ,XII} be a set of R-module generators for a subring So containing x, then 
there are elements ajj E R such that 

II 

XXj = ~:ajjXj for 1 ~ i ~ n. 
j=1 

Multiplying the matrix (ajjX - ajj ) by its transposed matrix of cofactors, we obtain 

f(x)x j = 0 for all j, 

where f(X) is the monic polynomial det(oijX - aij) and OJ} is the Kronecker 
symbol. We conclude that f(x)So = O. and since 1 E So' that f(x) = O. 0 
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Given rings R S;;; S and XES, we say that x is integral over R if any of the above 
conditions is satisfied. We say that S is integral over R if every element of S is 
integral over R. If R[x] and Rfy] are finitely generated R-modules with generators 
{Xj} and {Yj} respectively, it is easy to see that R[x,y] is generated by {x;yj}. Then 
using (1.1.3) it is straightforward that the sum and product of integral elements 
is again integral, so the set R of all elements of S integral over R is a subring. 
Furthermore, if xES satisfies 

n-I 

~+ Laji=O 
j=O 

with a; E R, then x is integral over Ro:= R[ao, ... ,an-d, which is a finitely gener­
ated R-module by induction on n. If {b l , . .. , bm} is a set of R-module generators 
for Ro' then {bjxj 11 ~ i ~ m, 0 ~ j < n} generates Ro[x] as an R-module, and we 
have proved 

Corollary 1.1.4. The set of all elements of S integral over R forms a subring R, 
and any element of S integral over R is already in R. 0 

The ring R is called the integral closure of R in S. If R = R, we say that R is 
integrally closed in S. If S is otherwise unspecified, we take it to be the field of 
fractions of R. 

Recall that a ring R is called a local ring if it has an ideal M such that every 
element of R \ M is a unit. Then M is evidently the unique maximal ideal of R, 
and conversely, a ring with a unique maximal ideal is local. If R is any integral 
domain with a prime ideal P, the localization Rp of Rat P is the (local) subring 
of the field of fractions consisting of all x /y with y ¢ P. 

Lemma 1.1.S (Nakayama's Lemma). Let R be a local ring with maximal ideal 
P and let M be a nonzero finitely generated R-module. Then PM ~ M. 

Proof. Let M = Rml + ... + Rmn, where n is minimal, and put Mo := Rm2 + ... + 
Rmn • Then Mo is a proper submodule. If M = PM, we can write 

n 

ml = Lajrnj 
j=1 

with a j E P, but 1 - a l is a unit since R is a local ring, and we obtain the 
contradiction 

n 

ml = (l-al)-I Lajmj E Mo. 
;=2 

o 

Theorem 1.1.6 (Valuation Extension Theorem). Let R be a sub ring of afield K 
and let P be a nonzero prime ideal of R. Then there exists a valuation ring (j of K 
with maximal ideal M such that R S;;; (j S;;; K and MnR = P. 
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Proof. Consider the set of pairs (Jr,P) where Jr is a subring of K and 
P is a prime ideal of Jr. We say that (Jr',P') extends (R',P) and write 
(Jr',P') ~ (Jr,P) if Jr' 2 R' and P' nJr = P. This relation is a partial order. 
By Zorn's lemma, there is a maximal extension (tJ,M) of (R,P). 

We first observe that M i:- 0, so tJ i:- K. Furthermore, after verifying that M = 
MtJM n tJ we have (tJM,MtJM) ~ (tJ,M). By our maximal choice of (tJ,M) 
we conclude that tJ is a local ring with maximal ideal M. Now let x E K. If M 
generates a proper ideal MI of tJ[x-Ij, then (tJ[x-Ij,MI) ~ (tJ,M) because M 
is a maximal ideal of tJ, and the maximality of (tJ,M) implies that X-I E tJ. 
Otherwise, there exists an integer n and elements aj E M such that 

n 
1= I,ajx- j. 

j=O 

Since tJ is a local ring, I - ao is a unit. Dividing (*) by (1 - ao)x-n, we find that 
x is integral over tJ. In particular, tJ[x] is a finitely generated tJ-module. Now the 
maximality of ( tJ, M) and (1.1.5) imply that x E tJ. 0 

Corollary 1.1.7. Suppose that k ~ K are fields and x E K. If x is transcendental 
over k, there exists a k-valuation v of K with vex) > O. If x is algebraic over k, 
vex) = 0 for all k-valuations v. 

Proof. If x is transcendental over k, apply (1.1.6) with tJ:= k[x] and P:= (x) to 
obtain a k-valuation v with vex) > O. Conversely, if 

with aj E k and an i:- 0, and if V is a k-valuation, then we have 

v(an~) = nv(x) = V (I, a/). 
j<n 

If vex) were nonzero, the right-hand side would be a sum of terms each of differ­
ent value, and we would have nv(x) = iv(x) for some i by repeated application of 
(1.1.2), which is impossible. Hence. vex) = 0 as required. 0 

Corollary 1.1.S. Let R be a subring of a field K. Then the intersection of all 
valuation rings of K containing R is the integral closure of R in K. 

Proof. If x E K satisfies a monic polynomial of degree n over R and v is a 
valuation of K that is nonnegative on R. then there are rj E R such that 

nv(x) = v(~) = v I, rjxi ~ ~n iV(x), (
n-I ) 

j=O O~I<n 

from which it follows that vex) ~ O. This shows that the integral closure is 
contained in the intersection. 
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To obtain equality, suppose that x E R[x-'j. Then there are ri E R such that 

n 
~ -i x= krix , 
i=O 

and multiplying through by xn we see that x is integral over R. If, therefore, x is 
not integral over R, there is a maximal ideal P of R[x-' J containing x-I and then 
by (1.1.6) there is a valuation of K that is positive at x-I and hence negative at 
~ 0 

Lemma 1.1.9. Let tJ be a valuation ring. Then finitely generated torsion-free 
tJ -modules are free. In particular, finitely generated ideals are principal. 

Proof. Let P be a torsion-free tJ-module with generating set {ml ,· .. ,mn}. Sup­
posing there to be a relation Li aimi = 0 where not all ai are zero, we may 
choose notation so that v(an) = min{v(a;) I ai # O}. Put bi := aJan E tJ. Then 
mn = - Li<n bimi, which implies that P is generated by {m, ' ... ,mn_ 1 }. The result 
follows by an obvious induction argument. 0 

We now specialize to the case of a valuation whose group of values is infinite 
cyclic. Such a valuation v is called a discrete valuation and its valuation ring 
tJy is called a discrete valuation ring. We usually identify the value group of a 
discrete valuation with the integers. Any element of tJy of value 1 is called a 
local parameter at V (or sometimes a local parameter at Py). Equivalently, a local 
parameter is just a generator for Py • 

Lemma 1.1.10. Let t be an element of a subring tJ of a field K. Then tJ is a 
discrete valuation ring of K with local parameter t if and only if every element 
x E K can be written x = uti for some unit u E tJ. 

Proof If every element of K is of the form uti, put tJo := {uti E K I i ~ O} s;;; tJ. It 
is obvious that tlo is both a valuation ring of K and a maximal subring of K, and 
that K X / tlt is infinite cyclic. We conclude that tJ = tlo is a discrete valuation 
ring of K with local parameter t. 

Conversely, if tJ is a discrete valuation ring of K with local parameter t afford­
ing the valuation v,letx E K and let i:= v(x). Then V(x-It i ) = 0, so x-Iti = u is 
a unit. 0 

The following corollary is immediate. 

Corollary 1.1.11. Let tJ be a discrete valuation ring of K. Then tJ is a maximal 
subring of K. and if t is a local parameter, every ideal of tJ is generated by a 
power oft. 0 

The next result is a special case of the fundamental structure theorem for finitely 
generated modules over a principal ideal domain, but since this case is somewhat 
simpler than the general case, we outline a proof here. 
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Theorem 1.1.12 (Smith Normal Form). Let d be a discrete valuation ring with 
local parameter t and let A be a matrix with entries in d. Then there exist matrices 
V, V with entries in d and unit determinant, and nonnegative integers 

e l :S e2 :S ... :S e" 

such that VAV has (i, i)-entry equal to tei for 1 :S i :S r and all other entries zero. 

Proof. If A = 0, there is nothing to prove. Otherwise, multiplying by permuta­
tion matrices as necessary, we may assume thate l := v(aJl) :S v(ai) for all i,j. 
Multiplying row 1 by a unit, we may assume that all = tel. 

Next, using elementary row and column operations as necessary, we can as­
sume that alj = ail = 0 for i,j? 2. Now apply induction to the submatrix of A 
obtained by deleting the first row and column, and the result follows. 0 

Corollary 1.1.13. Let d be a discrete valuation ring with local parameter t, let 
M be a free d -module of finite rank, and let N ~ M be a nonzero submodule. Then 
N isfree, and there exists a basis {xl"" ,XII} for M, a positive integer r:S n, and 
nonnegative integers e I :S e2 :S ... :S e, such that {tel Xl ,te2X2, ... ,te, x, } is a basis 
forN. 

Proof. We first argue by induction on the rank of M that N is finitely generated. 
If M has rank one, this follows from (1.1.11). If M has rank n > 1, let Mo be a free 
submoduleofrankn-l. 'lbenNnMo andN/(NnMo) are finitely generated by 
induction, whence N is finitely generated. 

Next, choose any basis for M, and any finite set of generators for N. Let A 
be the matrix whose columns are the generators for N expressed with respect 
to the chosen basis for M. Apply (1.1.12). The matrix U defines a new basis 
{xl" .. ,XII} for M, and the matrix V defines a new set of generators for N, namely 
{tel Xl ,te2X2, ... ,te,x,}. It is evident that there are no nontrivial d-linear relations 
among the teiXi , and thus they are a basis for N. 0 

Here is the standard example of a discrete valuation. Let R be a unique fac­
torization domain, and let pER be a prime element. For X E R, write X = pe Xo 
where p f Xo and put vp(x) = e. Extend vp to the field of fractions by vp(x/y) = 
vp(x) - vp(y). It is immediate that d vp is just the local ring R(p), We call vp the p­
adic valuation of R. In particular, it turns out that for the field of rational functions 
in one variable, essentially all valuations are p-adic. 

Theorem 1.1.14. Let v be a valuation of K := k(X). Then either v = vpfor some 
irreducible polynomial p E k[X], or v(f(X) / g(X» = deg(g) - deg(f), where f 
and g are any polynomials. 

Proof. If v(X) ? 0, then k[X] ~ (jy and pynk[XJ is a prime ideal (p) for some 
irreducible polynomial p. This implies that the localization k[X](p) lies in Ov, But 
by the above discussion. k[XJ(p) is a discrete valuation ring of k(X). By (1.1.10), 

k[XJ(p) is a maximal subring of k(X), so v = v" Note that Vp(X-I) = 0 unless 

(p) = (X). Thus, if v(X) < 0, we replace X by X-I, repeat the above argument, 
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and conclude that (jv = k[X-II(x-l)' In particular, v{X) = -1, whence v(f) = 
-deg(f) for any polynomial f E k[X] by (1.1.2). 0 

Given such a nice result for k{X), we might wonder what can be said about 
k{X, Y). Unfortunately, once we enter the world of higher dimensions, the 
landscape turns very bleak indeed. See Exercise (1.1). 

We now tum to our second main result on valuations, the weak approximation 
theorem. In order to understand this terminology, several remarks are in order. 
Given a discrete valuation v on a field K, choose any convenient real number 
b> 1 and define ixiv := b-v(x) for all x E K. Then it is straightforward to verify 
that ixiv defines a norm on K, with the strong triangle inequality: 

ix+yiv ~ max{ixiv, iyiv). 

Hence the statement v{x - y) » 0 may be thought of as saying that x and y are 
very close to each other. We will pursue this idea more fully in the next section. 

Lemma 1.1.15. Let {VI' ... , vn} be a set of distinct discrete valuations of a field 
K, and let m be a positive integer. Then there exists e E K such that v I (e - 1) > m 
and vj{e) > mfor i > 1. 

Proof. We first find an element x E K such that VI (x) > 0 and vj{x) < 0 for i > 1. 
Namely, if n = 2, we choose Xj E {jvj \ {jv3_ j for i = 1,2. This is possible since (jvj 

is a maximal subring of K by (1.1.10). Then x : = x 1/ x2 has the required properties. 
For n > 2, we may assume by induction that ~ has been chosen with VI (~) > 0 
and Vj{~) < 0 for 1 < i < n. If vn(x') < 0, we put x:=~. Otherwise, choose y 
with VI (y) > 0 and vn{y) < 0, then we can find a suitably large positive integer 
r such that Vj{yr) i- Vj{~) for any i. Now (1.1.2) implies that x:= ~ + yr has the 
required properties. 

Finally, we observe that VI (x"') ~ m, VI (I +x"') = 0, and vj {1 +x"') = vj{x"') ~ 
-m. It follows that the conclusions of the lemma are satisfied with 

1 
e:=l+xm+ l . 0 

Theorem 1.1.16 (Weak Approximation Theorem). Suppose that VI' ... , vn are 
distinct discrete valuations of afield K, ml , ... , mn are integers, and xI' ... ,Xn E K. 
Then there exists x E K such that Vj (x - xj) = mj for 1 ~ i ~ n. 

Proof. Choose elements aj E K such that vj(aj) = mj for all i, and let mo := 
maxjmj. Now choose an integer M such that 

M +~.n{vj{xj)' Vj(a)} ~ mo. 
I,} 

By (1.1.15) there are elements ej E K such that vj{ej - Dij) > M for 1 ~ i,} ~ n, 
where Djj is the Kronecker delta. Put y := L j e jX j" Then for all i we have 

vj(y -Xj) = Vj (t(e j - Dij)Xj ) > M + mjn Vj(X j ) ~ mo. 
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Put Z := Ljejaj. Then as above we have vj{z - aj) > mo' and hence vj{z) = 
vj(z - aj + aj) = mj for all i. The result now follows with x := y + z. 0 

Our first application of (1.1.16) is to detennine the structure of the intersection 
of a finite number of discrete valuation rings of K. So for any finite set Y of 
discrete valuations of a field K, and any function m : Y -+ Z, define 

K{Y;m) = {x E K I vex) ~ m{v) for all V E Y}. 

CoroUary 1.1.17. Suppose that K is a field, Y is a finite set of discrete val­
uations of K, and that every valuation ring of K containing (j1" := K{Y;O) is 
discrete. Then (j1" is a principal ideal domain and 1 ~ (j1" is a nonzero ideal if 
and only if 1 = K{Y;m) for some nonnegative function m uniquely determined 
by I. Moreover, (jl"/K{Y;m) has an (jl"-composition series consisting of exactly 
m(v) compositionfactors isomorphic to Fv (as (jl"-modules)for each v E Y. 

Proof From the definitions it is obvious that (j1" is a ring, that K(Y;m) is an 
(jl"-module for all m, and that K(Y;m) ~ K(Y;m') for m - m' nonnegative. In 
particular, K(Y;m) is an ideal of (j1" for m nonnegative. 

Conversely, let 0 f. / ~ (j 1" be an ideal, and for each v E Y put 

m{v) := min vex). 
xEl 

By (1.1.16) there exists Xm E K with v(xm) = m(v) for all v E Y. Then Xm E (j1'" 
and x;;; 1/ is an ideal of (j 1" that is not contained in Pv for any v E Y. If, by way 
of contradiction, x;;;l/ ~ (j1'" then (1.1.6) yields a valuation ring (jv' containing 
(j 1" with x;;; 1/ ~ PVI ' Thus, v' ¢ Y, but by hypothesis v' is discrete. Now (1.1.16) 
yields an element y E "1" with v' (y) < 0, a contradiction. We conclude that x;;; 1/ = 
(j1'" i.e., / = (jl"xm is principal. If K(Y;m) = K(Y;m'), then fromxm E K{Y;m') 
andxml E K(Y;m) we obtain 

m{v) = v(xm) ~ m'{v) = v{x",,) ~ m{v) 

for all v E Y, whence m = m'. 
In particular, the (jl"-module K(Y;m)/K{Y;m + ov) is irreducible, where for 

v E Y we define 

Oy{v') := {I for v =: v', 
o otherwise. 

Let t be a local parameter at v. Then the map 

7}{x) := t-m(v)x+Pv 

defines an additive map 7} : K{Y;m) -+ Fv with ker 7} = K{Y;m+ Oy}. This map 
gives Fv an "1" action, because as we next argue, 7} is surjective. 

Namely, for y E Dv (1.1.l6) yields an element x E K with v'{x) ~ m{v') for 
v' E Y, v' f. v and v(x-tm(v)y) ~ m(v) + 1. This implies that x E K(Y;m) and 
7}{x) == y modPv, so 7} is surjective and induces an (jl"-module isomorphism 
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K("I/;m)/K("I/;m + 8y) ~ Fy. Now an obvious induction argument shows that 
(jl"/K("I/;m) has a composition series consisting of exactly m(v) composition 
factors isomorphic to Fy for each v E "1/. 0 

Corollary 1.1.18. With the above notation, we have 

K("I/;m) +K("I/';m') = K("I/n "I/';min{m,m'}) 

for m and m' nonnegative. 

Proof. It is obvious that K("I/;m)+K("I/';m') ~ K("I/n"l/';min{m,m'}). Con­
versely, lety E K("f/n"l/';min{m,m'}). Writey = ye+y(1-e), where e is chosen 
using (1.1.16) such that 

v(e) ;::: m(v) - v(y) for v E "1/\ "1/', 

v(e) ;::: m(v) for v E "I/n"l/' and m(v) ;::: m'(v), 
v(l- e) ;::: m'(v) for v E "I/n"l/' and m(v) < m'(v), 
v(l- e) ;::: m'(v) - v(y) for v E "1/' \ "1/. 

We claim that ye E K("I/;m), i.e. that v(y) + v(e) ;::: m(v) for all v E "1/. This is 
clear for v f/. "1/' and for v E "1/ n "1/' with m( v) ;::: m' ( v), because v (y) ;::: 0 in this 
case. For v E "1/ n "1/' with m(v) < m'(v) we have v(y) ~ m(v) and v(l - e) ~ 
m'(v) ~ 0, so v(e) ~ 0 as well, and thus all conditions are satisfied. Similarly, it 
follows thaty(l-e) E K("I/';m'). 0 

Our final results on valuations concern the behavior of a discrete valuation un­
der a finite degree field extension. Suppose that v is a discrete valuation of K and 
K' is a finite extension of K. Then (1.1.6) shows that there exists a valuation ring 
{j' of K' containing {jy whose maximal ideal contains Py • If v'is the associated 
valuation of K', we say that v' divides v and write v'lv. We are tempted to write 
v/IK = v, but some care must be taken with this statement, particularly since it 
turns out that v'is also discrete, and we are in the habit of identifying the value 
group of a discrete valuation with Z. If we do this for both v and v', then what in 
fact happens is that v'IK = ev for some positive integer e. 

Theorem 1.1.19. Suppose that v is a discrete valuation of afield K, K' is afinite 
extension of K, and v' is a valuation of K' dividing v. Then v'is discrete, and 
there is a positive integer e :::; IK' : KI such that V'IK = ev. 

Proof. Let n = IK' : KI and let V (resp. V') be the canonical group of values of 
v (resp. v'). That is, V = K X / {j: , and V'is defined similarly. For the remainder 
of this argument we will not identify either group with Z. Then since {j~ nKx = 
{j: , we see that V is canonically isomorphic to a subroup of V', and v'IK = v. 

We argue that V has index at most n in V', for if not, there are values 
{vO, v~, .. . I v,.} ~ V', no two of which differ by an element of V. Choose elements 
i; E K' such,hat v'(i;) = 11; for 0:::; i:::; n, then there is a dependence relation 

n 

La;X; =0 
;=0 
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with a j E K. Carefully clearing denominators, we may assume that the a j are in 
Ov and at least one, say Clo, is nonzero. Note that by our choice of v;, we have 

v'(ajx;) - v'(aj~) = v(ai ) +v; - v(a) - vj ~ 0 

for all i ~ j for which a j and aj are nonzero. But now (1.1.2) implies that 

v'(aoXo) = v'(Lajx;) = v'(aj~) 
j>O 

for that index j > 0 for which v' (a j~) is minimal. This contradiction shows that 
IV': VI ~n. 

Let e := IV' : VI and let a be a positive generator for V. There are at most 
e elements of V' in the interval [O,a] since no two of them can be congruent 
modulo V. In particular, V' has a smallest positive element; call it b. Let v' E V'. 
Then ev' E V, and we get v' ~ ev' ~ m' eb for some positive integer m'. Let m 
be the least positive integer for which mb ~ v'. Then v' > (m - I}b, and hence 
o ~ mb - v' > b. By our choice of b we conclude that v' = mb and thus that V'is 
cyclic as required. 0 

We call the integer e = e( v' I v) of (1.1.19) the ramification index of v' over v. 
We will often write e(P'IP) for e(v'lv), where P (resp. P') is the valuation ideal 
of v (resp. v'). When e > 1 we say that P is ramified in K'. 

Lemma 1.1.20. Let tT be a discrete valuation ring with field of fractions K, 
maximal ideal P, and residue field F. Let M be a torsion-free tT-module with 
dimKK ®(JM = n. Then dimFM/PM $; n with equality ifand only ifM is finitely 
generated. 

Proof. If M is finitely generated, it is free by (1.1.9) and therefore free of rank n, 
whence dimF M / PM = n as well. 

Suppose that XI ,x2' •.• ,Xm EM. If we have a nontrivial dependence relation 
m 

Lajxi =0 
i=1 

with ai E K, we can carefully clear denominators, obtaining a relation with a j E (j 
but not all a j E P. It follows that if the Xi are linearly independent modulo PM, 
they are linearly independent over K, and therefore dimF M / PM $; n. 

Assume now that dimFM/PM = n. Then lifting a basis of M/PM to M, we 
obtain by the previous paragraph a linearly independent set of cardinality n, which 
therefore generates a free submodule Mo ~ M of rank n, with Mo + PM = M. Let 
mE M and put N:= Mo + tTm. Then N is torsion-free and thus also free (see 
(1.1.9». Since it contains a free submodule of rank n, and any free submodule of 
M can have rank at mostn, N also has rank n. Now (1.1.13) yields a basis xI , ... ,Xn 
for N and nonnegative integers i I $ i2 ~ •.• $ in such that t i 1 X I , ••• , tin Xn is a basis 
for Mo' where t is a local parameter for P. However, since (Mo +PM}/PM ~ 
Mo/(MonpM) has rank n, all the ij must be zero, and henceN =M. Sincem was 
arbitrary, we have Mo = M as required. 0 
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Lemma 1.1.21. Let IK' : KI = n, let "v be a discrete valuation ring of K, and let 
R be any subring of K' containing the integral closure of "v in K'. Then the map 

K®"v R -+ K' 

sending x ® y to xy is an isomorphism of K -vector spaces. In particular, if v' I v, 
then the residue field FVI is an extension of the residue field Fv of v of degree at 
mostn. 

Proof We first argue that the map x ® y 1-+ xy is an embedding. Let t be a local 
parameter for v. Then any element of the kernel can be written x = I.7=ot-ej ®x;. 
where notation can be chosen so that eo = maxie;. Then I.;t-e1x; = O. and we 
have 

t'ox = ~t"" ®x, = 1 ® ( ~t"-"x,) = 0, 

and therefore x = O. To show that the map is surjective. let y E K'. Then 
n 

Lai=o 
;=0 

for a; E K. Since K is the field of fractions of "v. we can clear denominators and 
assume a j E "v. Multiplying through by a,:-I we see that anY is integral over "v 
and therefore z:= anY E R. Since y = z/an we have K' = KR as required. 

In particular. we have dimK K ® "v "Vi = n. and we obtain from (1.1.20) the 
inequalities 

The degree of the residue field extension is called the residue degree of v' over 
v. denoted f(v'lv). or sometimes f(P'IP). We can now prove a basic result on 
finite extensions. 

Theorem 1.1.22. Let K' be a finite extension of K and let (j be a discrete val­
uation ring of K with maximal ideal P and residue field F. Let {"I' ...• "r} be 
distinct valuation rings of K' containing ", and let R be their intersection. Let P; 
be the maximalideal of"; andpute;:= e(P;IP) and/;:= f(P; IP) for each i. Then 

1. R contains a local parameter tj for ";, P; n R = tjR, and "; = R + P; for 
each i = I, ... , r. 

2. dimFR/PR = I.i=1 ej!; $ IK' : KI with equality if and only if R is afinitely 
generated "-module. 

In particular, there are only finitely many distinct valuation rings of K' containing 

". 
Proof. Let v; be the valuation afforded by"; for all i. and let l' = {VI' ... , vr }. 

Note thatR = K(1';O) and that any valuation ring of K' containingR also contains 



12 1. Background 

tJ and is therefore discrete by (1.1.19). Thus, (1.1.17) applies. By (1.1.17) R is 
a PID and the maximal ideals of R are just the ideals K ("f/ ; OJ) = I'; n R for 1 :::; 
i :::; r, where OJ(v) := Ojj' Moreover, each such maximal ideal is generated by 
an element tj that must be a local parameter at 1';. Let x E (fj. Then there is an 
element x' E K' with vj(x -x') ~ 1. Moreover, vj(x') ~ 0 for j i= i by (1.1.16); 
hence (fj = R + 1';, proving (I). 

Let t be a local parameter for P. Then vj(t) = ej for all i. Since PR = Rt = 
K("f/;e) for some uniquely determined function e: "f/ - Z by (1.1.17), we must 
have e( v;) := ej for all i. Now we see that R/ PR has exactly ej composition factors 
isomorphic to fi, whence 

r 

dimF(R/PR) = LeJi· 
j=1 

Since dimK K ®(jR = n by (1.1.21), (2) follows from (1.1.20). o 
If we take the complete set of extensions of {f to K' above, the ring R is the 

integral closure of (f in K' by (1.1.8). We see that the question of whether or not 
Lj eJj = n is equivalent to another important issue: When is the integral closure of 
tJ in K' a finitely generated tJ-module? In (2.1.17) we will show that for function 
fields of curves, both conditions are always satisified. 

The next result gives a very useful sufficient condition for all extensions of a 
discrete valuation v to be unramified. 

Theorem 1.1.23. Suppose that tJ is a discrete valuation ring of K with maximal 
ideal P and residue field F. Let {( (fj'l';) 11 :::; i :::; r} be the set of distinct exten­
sions of (tJ,P) to some finite extension K' ofK of degree n, and let fi:= (fJI';./f 
we can write K' = K(y) for some element y E K' whose monic minimum polyno­
mial g(X) has coefficients in tJ and has distinct roots mod P, then e(I';IP) = 1 for 
all i. Moreover, tJ[y] is the integral closure of (f in K', and g(X) factors over F 
as a product of r distinct irreducibles 

r 
g(X) == TIgj(X) mod P, 

j=1 

where notation can be chosen so that fi ~ F[X]/(gj(X)), In particular. deggj = 
/(I';IP). 

Proof Since g(X) has distinct roots mod P, there is certainly a factorization 

r' 
g(X) = TIgj(X) 

;=1 

into distinct irreducibles over F[X], where g(X) is the reduction of g(X) mod P 
and gj E F[X]. The map X t-+ Y defines an epimorphism ~ : tJ[X] - (f[y] whose 
kernel contains the principal ideal (g(X». Since g(X) is monic, (f[X]/(g(X» is 
free on the basis {I, X, ... ,Xn- I }. On the other hand, ~ is the restriction of a map 
K[X]- K' whose kernel is generated by g(X), and therefore ker(~)/(g(X» is a 
torsion (f -module. This implies that ker( ~) = (g(X», and thus, 
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r' 
(*) O'fy]/PO'fy] = FfY] ~ F[X]/(g(X)) ~ E9F[X]/(g;(X)), 

;=1 

where y:= (y+P)/P. 
To get the last isomorphism, note that the polynomials {gig; 11 ~ i ~ r'} are 

relatively prime, so there exist polynomials h; E F[X] with 

r' -
Lh;2.. = 1. 
;=1 g; 

Put e; := hlg/ g;. Then it is easy to check that e;e j == O;j mod g(X), so the e; give 
the required decomposition of F[X]/(g(X)). 

Since y is integral over 0', O'fy] ~ R:= n;O'; by (1.1.8). Now using (1.1.22) and 
(*) we have 

r' r 

(**) n = deg(g) = Lt: = dimF O'fy]/PO'fy] ~ dimFR/PR = Led; ~ n, 
;=1 ;=1 

where e; := e(P;lP), and fi := f(P;IP). We conclude that all of the above in­
equalities are equalities. In particular, R is a finitely generated O'-module by 
(1.1.20), and R = O'fy] +PR. Now Nakayama's lemma (1.1.5) applied to the 
finitely generated O'-module R/O'fy] yields R = O'fy]. 

Moreover, we have 

r' 

R/PR = O'fyl/PO'fy] ~ E9 F [Xl/g; (X) , 
;=1 

and it follows that Rj PR has exactly r' distinct maximal ideals. Thus. (1.1.19) 
yields r' = r. and after a suitable renumbering, that Fj ~ F[X]/g;(X) for each i. In 
particular, fi = If. and (**) implies that e; = 1 for each i. 0 

Whenever K' is a separable extension of K. we can find a primitive element 
y for which K' = K(y) by (A.0.17). If y is not integral over Up, (1.1.21) shows 
that we can replace it by a K -multiple that is integral. Then the monic minimum 
polynomial ofy will have coefficients in Up. The problem is that it may not have 
distinct roots mod P. As we will see later. however, in the case of interest there 
are only finitely many P for which this happens. Thus, (1.1.23) can be thought of 
as the generic case. 

In the opposite direction, we say that a discrete valuation V of K is totally 
ramified in K' if e( v'l v) = IK' : KI for some v', which is then unique by (1.1.22). 

Theorem 1.1.24. Suppose that IK' : KI = n and that v is a discrete valuation of K 
with e(v'lv) = nlor some discrete valuation v' of K'. Let s be a local parameter 
at v. Then K' = K(s). s is integral over O'y. and O'y' = O'y[s]. 
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Proof. For any n-tuple {ao, ... ,all_I} of elements of K,let I be the set of indices i 
forwhicba; #0. Then for all i E Iwe have v'(a;) =0 mod n and thus v'(a;t) = i 
mod n. In particular, the integers {v'(a;t) liE I} are distinct, whence 

v' I',a/ =~nv'(a/), (
11-1 ) 

;=0 lEI 

provided that I # 0. It follows that S := {I ,s, ... ,s"-I} is linearly independent 
over K, and is therefore a K-basis for K'. Let x E tJyl and write x = r;a/ with 
a; E K. Then (*) implies that v'(a;) ~ 0 for all i. We conclude that tJyl = tJy[sj, 
and that s is integral over tJ y. 0 

We finally observe that the ramification index and residue degree are both 
multiplicative: 

Lemma 1.1.25. Suppose Ko ~ KI ~ K2 are three fields with IK2 : Kol < 00, and v; 
is a discrete valuation o! K; (0 ~ i ~ 2) with v2lvllvo' Then 

e(v2Ivo) = e(v2IvI)e(vllvo)' and 
!(v2 Ivo) = !(v2IvI)!(Vllvo)' 

Proof. The first statement is immediate from the definition of e and the fact that 
restriction of functions is transitive. The second statement follows from the natural 
inclusion of residue fields Fo ~ FI ~ F2 and (A.0.2). 0 

At this point, an example may be in order. Let K:= Q(x) be the field of rational 
functions inx over the rational numbers Q, and letK' :=K(y), wherer = p(x):= 
xl + x-I. Note that p(x) is irreducible over Q because it does not have a rational 
root. Moreover, IK' : KI = 2, and every element of K' can be uniquely written 
a(x) + b(x)y where a, b are rational functions of x. For u = a + by, define u := 
a-by, andN(u) := uu = a2 _b2y2 E K. Then 

(*) u- I = 2 Ib22(a-by). 
a - y 

In the following discussion, v will denote a valuation of K with valuation ring tJ, 
maximal ideal P, and residue field F, while v' will be an extension of v to K' with 
corresponding notation tJ', P', F'. We will look at the three cases v = vx , vx_ 1 ' and 
v ... 

v:=vx: 
Then (j:= Q[xj(x) is the ring oflocal integers at x, i.e. the rational functions 
with no pole at x = O. In this case, we claim that Vi is unique, and is given 
by 

v'(a+by) := min{v(a), v(b)}. 

To see this, first note that 2v'(y) = V'(y2) = v'(xl +x -1) 2: 0, so Y E tJ'. 
Moreover, r = -1 mod P', which shows that F' contains the field Q(i). 
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By (1.1.22) we conclude that f = 2, e = 1, and v' is unique. Moreover, every 
element of K' can be uniquely written in the fonn v := xi(a(x) + b(x)y), 
where a(x) and b(x) are local integers, at least one of which is not divisible 
by x. Put u := a(x) + b(x)y. Then u E ", and N(u)(O) = a(O)2 + b(O)2 is 
nonzero at x = 0, whence (*) shows that u is a unit in "'. 

V:=V .. : 
Changing variables by replacing x by xII, Y by Yi l , and v .. by v(Xt) and 
then dropping the subscripts, we look instead at the equation 

2 x3 
y =1+x2-x3 

at x = O. We first notice that 2V'(y) = 3v' (x) because v'(1 +x2 - x3 ) = O. 
This implies that 2V'(yx-l) = v'(x) > 0, from which it follows that yx- I is 
a local integer and that e > 1. By (1.1.22), we conclude that e = 2, f = 1, 
and v'is unique. Since e = 2 and 2v'(yx- l ) = V'(X), we see that yx- I is 
a local parameter at P'. So in order to describe tJ', we need to know how 
to write every element of K' as the product of a local unit and a power of 
yx- I • In contrast to the previous case, this is not entirely obvious, and we 
will defer the discussion for the moment. 

v= vx_ l : 
This time, we have y2 == 1 mod P', so y == ± 1. There are two extensions 
of v here, and the choice of sign will distinguish them. More precisely, 
we have y2 - 1 = x3 +x - 2 = (x - 1)(x2 +x + 2). This means that the 
subringk[x,yj S; Khas proper ideals (x-l,y-I) and (x-I,y+ 1) I, so the 
valuation extension theorem produces a valuation v' with v' (y - 1) > 0 and 
an algebraically conjugate valuation v" with v" (y + 1) > O. Now (1.1.22) 
says that e = f = 1, so v' (x - 1) = 1 and x - I is a local parameter. Again, 
as in the previous case, it is not obvious how to write every element of K' 
as the product of a local unit and a power of x-I. 

In the last two cases above, the question remains of how to actually compute 
the valuation v', or at least how to tell whether an element a(x) +b(x)y is a local 
integer. We will discuss the case v = vX _1' since the other case is essentially 
similar. Of course, if a (x) and b(x) are both local integers, so is u. The problem is 
that a and b can have poles that are canceled by the zero of y, or just by subtraction. 
For example, the element 

y-l x2+x+2 
u=--=---

x-I y+ 1 

is a local integer with the value 2 at (1, 1). 
The most systematic approach to this problem is to expand elements of K' as 

fonnal Laurent series in the local parameter x-I. We can do this using undeter-

I We are skipping some details here that will be covered in chapter 4. 
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mined coefficients as follows. Lety:= I.jaj(x-I)j. Theny == ao mod (x-I), so 
there are two choices for ao, + 1 or -1. Taking ao = + 1, we get 

l-I = 2a) (x- 1) + (2a2 +a~)(x- 1)2 + (2a3 + 2a1a2)(x-I)3 + ... 

= (x-I)(r+x+2) 

= (x-I)«x-If+3{x-I)+4) 

= 4(x - 1) + 3(x - 1)2 + (x - 1)3. 

From this, we obtain equations 

2a l =4, 

2a2 +a~ = 3, 

2a3 +2a1a2 = 1, 

2a4 + 2a1 a3 + a~ = 0, 

which can be successively solved for the coefficients aj • Thus, 

1 2 3 3 
Y = 1 + 2(x - 1) - 1: (x - 1) + 1: (x - 1) + ... 

Now to expand u = a(x) + b(x)y we just expand the rational functions a(x) and 
b(x) in powers of x-I, multiply b(x) by y and combine terms. If all negative 
powers cancel and the constant terms do not, u is a local unit. 

This example serves as a direct introduction to our next topic. 

1.2 Completions 

Given a ring R and an ideal I of R, we define the completion of R at I, denoted I?/, 
to be the inverse limit limnR/ In. Formally, I?/ is the subring of the direct product 

00 

IIR/r 
n=) 

consisting of those tuples ('1 + 1"2 + J2, ... ) such that 'n+1 =='n mod In, with 
pointwise operations. The canonical projection maps of the direct product restrict 
to 11/, giving maps 1rn : 11/ -+ R/ In such that all of the diagrams 

11[ 

nn+l! ~ 
R/In+1 _R/In 

commute, where the horizontal map is the natural map. 
The projections 1rn satisfy the following universal property: 
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Lemma 1.2.1. Given any ring S and maps 4>n : S - Rjr such that all diagrams 

commute, there is a unique map 4> : S - RI making all diagrams 

(1.2.2) S 

~t~ 
RI __ RjIn 

n. 

commute. D 

We sometimes write 4> = Iimn4>n. In particular, there is a natural map 4> : R - RI 
whose kernel is easily seen to be nnr. We say that R is complete at I when 4> is 
an isomorphism. 

Lemma 1.2.3. A ring R is complete at the ideal I if and only if the following two 
conditions are satisfied: 

1. n';=or = 0, and 

2. Given any sequence rn E R with rn == rn+1 mod r for all n, there exists 
r E R with r == rn mod In for all n. 

In particular; if In = 0 for some n, then R is complete at I. 

Proof. As already noted, I) is equivalent to the injectivity of the natural map 
R - RI and one verifies easily that 2) is equivalent to its surjectivity. If r = 0 for 
some n, the sequences satisfying 2) are eventually constant and we can take r = rn 
for any sufficiently large n. D 

We will call a sequence rn satisfying 2) above a strong Cauchy sequence, and 
an element r with r == rn mod In for all n a limit. In the presence of 1) such a limit 
is unique, and we write r = limn rn. Both conditions can therefore be reformulated 
as saying that every strong Cauchy sequence has a unique limit. More generally, 
given any sequence Xj E R, the statement Iimjxj = x means that for any integer 
n > 0, x - Xi is eventually in In. In effect, we have introduced a topology on 
the ring R. Without belaboring this point, we note that it is immediate that the 
operations of addition and multiplication are continuous. 

The ring RI comes equipped with canonical projection maps 7rn : RI - Rj In. If 
we let i be the set of sequences {Xn} in RI for which Xn E I for all n, we see that 
i" is just the set of tuples the direct product whose first n components are zero, 
and thus ker 7rn = 1". It follows that the completion of RI at I satisifies the same 
universal property as RI does, so they are isomorphic. Finally, it is obvious that 
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if r = (rl +1, .. . ,rn +In, ... ) E A[, then r = limnf(rn), where f : R -+ A[ is the 
canonical map. Summarizing all of this, we have 

Lemma 1.2.4. With the above notation, A[ is complete at I, jn = kern-n, and the 
image of R under the canonical map is dense. I/xn, Yn E A[ with x:= limn Xn and 
Y := limn Yn, then xy = limn xnYn and x + Y = limn Xn + Yn. 0 

If we let R be the integers with I a prime ideal (p), we get the p-adic integers 
t.p • Of more direct interest is the case R = k[X], I = (X); which yields the ring of 
formal power series k[[X]]. We will discuss this case further below. 

Lemma 1.2.S. Suppose that S is a subring of R, I is an ideal of R, and J is an 
ideal of S contained in I. Then there is a natural map f : 5J -+ A[ making all 
diagrams 

5J f ~ A[ 

lnn lnn 
S/Jn~R/ln 

commutative, where fn is induced by inclusion. If R = S, then f is surjective. If. 
for almost all integers n > 0, there exists an integer m depending on n such that 
SnJM ~ JII, then f is injective. 

Proof. Since JII ~ In for any n, there are natural maps 

5J~S/JII~R/r 

that commute with R /In+ 1 -+ R / In, so f : = limn ( fn 0 1m) is defined, making the 
above diagrams commutative. From the definitions, we see that f is surjective 
when R = S, and that kerf consists of those sequences x = (Xn + JII) E 5J with 
Xn E ker fn = S n In for all n. Choose such a sequence x and an integer n, and 
assume that there is an integer m, which we may take greater than n, with S n 1m ~ 

I n. Since Xm E S n 1m ~ In and Xm == Xn mod JII, we have Xn E In and thus x = 0 
as required. 0 

We note for future reference that the notion of completeness for rings general­
izes easily to modules. Suppose I is an ideal of Rand M is an R-module. A strong 
Cauchy sequence in M is a sequence {Xn} of elements of M such that Xn == xn+ 1 

mod In M for all n. We say that M is complete at I if every strong Cauchy sequence 
in M has a unique limit. 

We turn now to the proof of Hensel's Lemma, which is the main result we need 
from the study of complete rings. We begin with a special case. 

Lemma 1.2.6. If R is complete at I and u E R is invertible modulo I, then u is 
invertible. 

Proof. By hypothesis there is an element Y E R with a = 1 - uy E I. Put Sn := 
1 + a + a2 + ... + an. Then {sn} is a strong Cauchy sequence, which therefore 
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converges to some element s E R. Since (1 - a )sn = 1 - t:f+ I, we obtain (1 - a)s = 
1 and thus u-I = ys. 0 

We have proved that if the polynomial uX - 1 has a root mod I, then it has a root. 
Our main motivation for considering completions is to generalize this statement 
to a large class of polynomials. 

Lemma 1.2.7 (Newlon's Algorithm). Let R be a ring with an ideal I and suppose 
that for some polynomial f E R[XJ there exists a E R such that f( a) == 0 mod I 
and I' (a) is invertible, where ff (X) denotes the formal derivative. Put 

f(a) 
b:=a- f'(a)" 

Then a == b mod I and f(b) == 0 mod P. 

Proof We have b == a modI because f(a) E I. For any element a E R and any 
n ~ 0 we have the identity 

Xn = (X -a+a)n = ± (~) (X _a)ian- i = t:f + nt:f-I (X -a) + hn (X) (X _a)2, 
i=O Z 

for some hn(X) E R[X], whence 

(1.2.8) f(X) = f(a) + f(a)(X -a) +h(X)(X _a)2 

for some h(X) E R[X]. With X = b we have 

f(b) = h(b)(b - a)2 E P. 

o 

Newton's algorithm is quite effective computationally, because it converges 
very quickly. Using it, we obtain 

Corollary 1.2.9 (Hensel's Lemma). Let R be complete at an ideal I and let 
f(X) E R[X]. Suppose, for some u E R, that f(u) == 0 modI and that f'(u) is 
invertible modulo I. Then there exists a unique element v E R satisfying v == u 
mod I and f(v} = o. 
Proof By (1.2.6) every element of R congruent to f' (u) mod I is invertible. Put 
u1 = u and apply (1.2.7) to obtain an element u2 == u1 mod I with f(u2} == 0 
mod/2. Then f'(u2} == I'(u l }, and therefore f'(u2} is invertible by the above 
remark. 

This means that Newton's algorithm can be applied repeatedly to yield a strong 
Cauchy sequence u = ul ' u2' ..• of elements of R such that f(un) E 12"-1 ~ In for 
n = 1,2, .... By (1.2.3) the sequence has a limit v E R. By continuity of addition 
and multiplication, we get f(v} = lim,.f(un} = O. 

Some care is needed to prove uniqueness, because we are not assuming that 
R is an integral domain. Using (1.2.8) we have f(X) = g(X)(X - v) for some 



20 1. Background 

polynomial g(X) E R[XJ. Then /'(X) = g'(X)(X - v) + g(X). If v' is any root of 
/ congruent to u modulo I, then 

!' (u) ==!' (v') = g' (v')( v' - v) + g(v') == g( v') mod I, 

whence g(v') is a unit in R. But we have 0 = f(v') == g(v')(v - v'), so v = v' as 
required. 0 

We now apply these ideas to a discrete valuation ring (f with maximal ideal P. 
Since nnP" = 0, the natural map (f -+ bp is an embedding. We usually identify 
(fp with its canonical image in b p. An important point is that vp extends naturally 
to a discrete valuation on bp • 

Theorem 1.2.10. Let (f be a discrete valuation ring with maximal ideal P and 
local parameter t. Then b p is also a discrete valuation ring with local parameter 
t, and the natural projection n"l : b p -+ (f I P induces an isomorphism of residue 
fields Opl P ~ (f I P, where P is the completion of Pin Op. 

Proof We have P = ker1r1 by (1.2.4), so 1r1 induces an isomorphism bpi P ~ 
(fpl P. Now (1.2.6) implies that every element of b p \ Pis a unit. 

Since P = (fpt we have I' = bpi, and because b p is complete at I' by (1.2.4), 
it follows that no nonzero element of P is divisible by arbitrarily high powers of 
t. Thus, every element x E I' can written x = uti for some u E Op \1'. Since every 
such u is a unit, Op is an integral domain and thus is a is a discrete valuation ring 
with local parameter t. 0 

If K is the field of fractions of (J, we denote by kp the field of fractions of b.f. 
We say that vp is a complete discrete valuation of Kp. If the natural map K -+ Kp 
is an isomorphism, we say that K is complete at P. The embedding (f <--+ bp 

obviously extends to an embedding K <--+ Kp. 

Theorem 1.2.11. Suppose that (f p is a discrete valuation ring 0/ afield K, that K' 
is afinite extension 0/ K, and that (fQ is an extension 0/ (fp to K'. Let e := e(QIP) 
and /:= /(QIP). Then there is a natural embedding Kp -+ K' Q' and ifwe identify 
Kp with its image in i' Q' then e(QIP) = e, /(Qlp) = f, and OQ is a free Op­
module 0/ rank e/ generated by elements 0/ (fQ. In particular; K' Q = K' Kp and 

IK'Q: Kpl = ej. 

Proof From (1.2.5) we obtain a natural embedding 0 p '--+ 0 Q that extends to 

Kp,--+ K' Q. Choose local parameters tat P and s at Q. By (1.2.10), s and t are local 

parameters at Q and P, respectively, and since t == ~u for some unit u E (J Q ~ 0 Q' 

we have e(QIP) = e. Using (1.2.5) and the natural isomorphisms of residue fields 
bQIQ ~ FQ and bplP ~ Fp provided by (1.2.10), we get/(QIP) = /. 

In particular, PUQ = (t, and dimF)OQIPtYQ) = e/. Choose an Fp-basis 

"I , ... ,u~f for 0QIPUQ. The ui can be chosen to lie in (fQ because UQ = (fQ +Qe 



1.2. Completions 21 

for any e by (1.2.2). Moreover, the uj are linearly independent over Up, because 
given any nontrivial dependence relation we could divide by a power of t if 
neceSsary so that not all coefficients were divisible by t and obtain a nontrivial 
dependence relation modulo P. 

Let M be the free Up-module generated by the uj • It is clear that none of the uj 

lie in PM, which means that J3nM = LjJ3nuj. If {mn} is a strong Cauchy sequence 
in M, we can write 

ef 

mn = Lajnuj 
j=1 

with ajn E Up, and it is clear that the sequence {a jn } is a strong Cauchy sequence 
in Up for each i. Let a j = limn ajn for each i. Then 

ef 

limmn = Laju j • 

n j=1 

Since nnJ3nM ~ nnQn = 0, the limit is unique, and therefore M is complete. 
We have UQ = M + PUQ, and we claim that in fact, UQ = M.2 Let x E UQ. 

Then x = mo +xo for some mo EM and Xo E PUQ' Inductively, assume that we 

have found elements mn E M and Xn E J3n+ I U Q with mn_1 == mn mod pn U Q and 
x = mn +xn. Write 

Xn = :~::a jY j 
j 

with aj E J3n+1 and Yj E UQ. Then Yj = mj +yj for some mj EM and yj E PUQ. 
Put 

mn+1 := mn + Lajmj and ~+l:= Lajyj. 
j j 

Then the inductive step is easily verified, and we have constructed a strong Cauchy 
sequence {mn} in M, which therefore converges to some limit mE M. But now we 
have x - m E nnJ3n U Q = 0, and therefore U Q = M is a free U p-ffiodule of rank e f 
with a basis contained in (j Q' Extending scalars to /(p, we obtain 1[(' Q : /(pl = ef 

and [(' Q = K' /(p, as claimed. 0 

We now specialize the discussion to the case of a complete discrete k-valuation 
ring for some ground field k, such that the residue field is a finite extension of the 
ground field. 

Lemma 1.2.12. Suppose that the k-algebra (j is a complete discrete k-valuation 
ring with residue class map.,., : (j -- F. Assumefurther that F is afinite extension 
of k. Let F sep /k be the maximal separable subextension of k. Then there is a 
unique k-algebra map J.l : F sep -+ (j with.,., 0 J.l = 1 F sop. 

2This would follow from Nakayama's lemma if we already knew that UQ was finitely generated. 
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Proof. Let F scp = k( u ), where u is a root of the separable irreducible polynomial 
I(X) E k[X] and deg(f) = n. Since I(X) is separable, we have I'(u) =f 0, so 
Hensel's Lemma (1.2.9) yields a unique root v of I in (j with l1(v) = u. Now, 
given any element w E F scP, there are uniquely determined elements a; E k such 
that 

n-l 

W= La;ui. 
i=O 

We define JL(w) := L;a;J E (j, and we easily check that JL splits the residue 
map. Because v is the unique root of I in (j with residue u, it follows that JL is 
unique. 0 

Recall that the ring of formal power series R[[X]] over some coefficient ring 
R is just the set of all sequences {aO,a1, ... } of elements of R with elementwise 
addition, and with multiplication defined by {a;}{b j } = {ck }, where 

Note that the sum is finite. We usually write the sequences as power series in some 
indeterminate: 

.. 
I(X) = LaiXi, 

i=O 

but since the series is never evaluated at a nonzero element of R, the usual question 
of convergence does not arise. Nevertheless, the series is in fact a limit of its partial 
sums in a sense that we will make precise below. 

Note that the formal derivative is a well-defined derivation, just as in the poly­
nomial ring. Moreover, if R is an integral domain with field of fractions F, then 
R[[X]] is an integral domain whose field of fractions is the field of formal Laurent 
series with coefficients in F of the form .. 

I(X) = L aiX;. 
i=-n 

The field of formal Laurent series over F is denoted F«X». 

Lemma 1.2.13. Let F be a field. Then F[[X]] is a complete discrete valuation 
ring with local parameter X and residue field F. 

Proof. Define V(LiaiX;) = n if a; = 0 for i < n and an =f O. It is trivial to verify 
that v is a discrete valuation, so F[[X]] is a valuation ring with maximal ideal M 
consisting of those power series with zero constant term. Let 

00 

In:= LaniXi 
i=O 



1.2. Completions 23 

be a sequence of power series with fn+ 1 == fn mod Mn. Then amn = aM for all 
m ~ n, so {In} converges to .. 

f:= 1',ajjX i • 0 
i=O 

Note that the sequence of partial sums of a formal power series in F[[X]] is a 
strong Cauchy sequence that converges to the infinite sum. More generally, in any 
complete ring we use the notation .. 

x = 1',xn 
n=O 

to indicate that the sequence of partial sums converges to x. 

Theorem 1.2.14. Suppose that the k-algebra (J is a complete discrete k-valuation 
ring with residue class map 11 : (J - F. Assume further that F is a finite sepa­
rable extension of k. Given any local parameter t, there is a unique isometric 
isomorphism fl: F[[XlI ~ (J such that fl(X) = t. 
Proof. Let 11 : (J - F be the residue class map, and let J.I. : F - (J be the unique 
splitting given by (1.2.12). Define fl : F[[XlI- (J via 

f1 (~;..x,) := tl'(a,)t'. 

This map is clearly well-defined and injective, and is uniquely determined by 
/J and t. To show that it is surjective, put F' :=·im(/J). Then (J = F' +P, and 
F' n P = O. Thus, for any x E (J there exists a unique element ao E F' with x == ao 
mod P. Choose a local parameter t E P. Then there exists a unique r 1 E (J such 
that x = ao + r 1 t. An easy induction now shows that for any integer n there exist 
uniquely determined elements ao, ... ,an E F' and a uniquely determined element 
rn+1 E (J such that 

n 

X= l',a/+rn+ltn+1. 
1=0 

Putxn := I.7=oa/. Then limnxn =x. It follows that x = I.i:oa/ E im(fl). 0 

Corollary 1.2.15. For every power series .. 
s = 1', antn E k[[tll 

n=l 

with al #: 0, there is a unique automorphism,s of k[[tll that is the identity on k 
and maps t to s. 

Proof. This is immediate from (1.2.14) because s is a local parameter. 0 
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1.3 Differential Forms 

Let R be a ring and M an R-module. A derivation of R into M is a map 0 : R -+ M 
such that 

o(x+ y) = o(x) + o(y), 

o(xy) = xo(y) + o (x)y 

for all x,y E R. A standard example with R = M = k[X] for some coefficient ring 
k (which is frequently a field) is the formal derivative: 

( ~ i)' ~. i-I £.Jaix = £.JlQiX . 
i i 

Notice that if we compose a derivation 0 : R -+ M with a homomorphism of 
R-modules ~ : M -+ N, we get another derivation ~ 0 O. This suggests that there 
might be a universal derivation, from which all others can be obtained by compo­
sition in this way. In fact, we will make a slightly more general construction, as 
follows. 

Let K be a k-algebra over some commutative ring k. By a k-derivation we mean 
a derivation 0 that vanishes on k·l. By the product rule, this is equivalent to the 
condition that 0 is k-linear. There is no loss of generality here, because we can 
take k = Z if we wish. 

Observe that K ®k K is a K-module via x(y ® z) = xy ® Z, and let D be the 
K -submodule generated by all elements of the form x ® yz - xy ® z - xz ® y. We 
define the K-module 

(1.3.1) 

The relations D force the map dK/k : K -+ 0K/k given by 

dK/k(x) = I ®x+D 

to be a k-derivation. We write dx:= I ®x+D. Then x®y+D = xdy. The map 
dK/ k is in fact the universal k-derivation, namely we have 

Theorem 1.3.2. Let K be a k-algebra over a commutative ring k. Man K -module. 
and 0 : K -+ M a k-derivation. Then there exists a unique homomorphism ~ : 
0K/k -+ M with 0 = ~ odK/k. 

Proof. Let q,'(x,y) = xo(y). Then q,' is k-bilinear so it factors uniquely through 
K ®k K by the universal property of tensor products. From the product rule, 
q,'(D) = 0 and the rest is obvious. 0 

The elements of 0K/k are called differential/orms, or sometimes Kahler differ­
entials. Using (1.3.2), we can now naturally identify k-Derivations 0 : K -+ K (a 
common case) with elements of the dual HomK(OK/k,K). The standard case for 
us will be that K is a k-algebra over some ground field k that we are thinking of 
as "constants" and all derivations will be k-derivations. When there is no danger 
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of confusion, we may conserve notation by dropping the subscript and writing 
d:= dK/ k • Sometimes, however, we may need to retain the subscript K and write 

dK :=dK/ k• 

Note that the set {dx I x E K} generates OK as an K-module, but is not in 
general equal to all of OK' Differential forms that happen to be of the fonn dx for 
some x E K are called exact. The exact differentials fonn a k-subspace of OK' 

The following functorial properties of the differential map are useful. 

Lemma 1.3.3. Suppose, : K -+ K' is a k-algebra map. Then there exists a unique 
map d, making the diagram 

commute. Moreover, given another k-algebra map " : K' -+ K" we have 

d(,'o,) = (d,')o(d,). 

Proof The composition dK, 0' : K -+ OK' is certainly a derivation, so there is 
a unique map d, : OK -+ OK' making the above diagram commute. It is easy to 
check that 

is commutative, so uniqueness yields d( " 0') = (d,') 0 (d,), as required. 0 

Suppose now that K ~ Kl are k-algebras, M is a Kl-module, and ~ is a k­
derivation of K into M. We ask whether ~ is the restriction of a k-derivation 
of Kl into M. This question can be converted into a problem of extending 
homomorphisms instead of derivations by means of the following construction. 

Put A := Kl $M (vector space direct sum). Then the product (Xl + ml )(x2 + 
~) := xl~ +Xl~ +~ml converts A to a k-algebra such that the projection n: 
A -+ Kl is a homomorphism. It is straightforward to verify that the map D : K -+ A 
given by D(x) = x+ ~(x) is a k-algebra homomorphism, and that ~ extends to a 
derivation ~l : Kl -+ M if and only if D extends to a homomorphism Dl (x) = 
X + ~l (x) of Kl into A. 

Note that A is actually a graded k-algebra; that is, there is a direct sum 
decomposition 

A =E9A; 
i~O 
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with A;A j ~ Aj+ j' Every such algebra has an ideal 

and we say that A is complete if it is complete with respect to M (see Section 
1.2). In the above case, we have Aj = 0 for i > 1, so M2 = 0 and A is complete by 
(1.2.3). 

Given a map D : K -+ A, let D(i) denote the composition with projection onto 
Aj • Using Hensel's lemma, we can further reduce the extension problem to the 
problem of extending D(O) when K ~ K\ is a finite separable extension of fields. 

Theorem 1.3.4. Suppose that k ~ K ~ K\ are fields, K\ / K is finite and separable, 
A is complete graded k-algebra, and D : K -+ A is a k-algebra homomorphism. 
Given any extension D~O) of D(O) to K\. there exists a unique extension Dl of D to 
K\ such that the diagram 

is commutative. 

Proof. By (A.O.l7) we have K\ = K(u) for some element u with separable min­
imum polynomial f(X) E K[X]. Put v := D~O)(u) E Ao. Then v is a root of 
1\ := D~O)(f) = D(O) (f) E AoIX]. Furthermore, li{v) is invertible in Ao because 
/,(u) is invertible in K1• Now consider the polynomial D(f) E A[X]. We have 
D(f) == 11 mod M where M is the maximal graded ideal of A. It follows that v is 
a root of D(f) modulo M and that D(f)'(v) is invertible modulo M. By Hensel's 
Lemma, there is a unique root VI of D(f) in A congruent to v modulo M. To 
each such root there corresponds a unique extension D\ of D to K\, defined by 
D\(u)=v\. 0 

Applying the theorem to the k-a1gebra K\ $M as described above, we obtain 

Corollary 1.3.5. Let Kl/K be afinite extension offields. Then KIf K is separable 
if and only if every derivation of K into a K1-module M extends uniquely to K1• 

Pro;)f. One implication is immediate from the theorem. Conversely, if K\ / K is 
inseparable, there is a subfield K ~ E ~ Kl where K\/E is purely inseparable of 
degree p = char(K) (see (A.O.9». Thus, we have Kl ~ E[XJ!(XP - a). Since the 
formal derivative on E[X] vanishes at XP - a, it induces a nonzero derivation on 
K\ that vanishes on E and therefore on K. 0 

We want to apply (1.3.5) to the special case that K is a finite, separable exten­
sion of k(x) for some x E K transcendental over a subfield k. In this situation, we 
say that x is a separating variable for K / k. In particular, we have trdeg( K / k) = 1. 
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Corollary 1.3.6. Suppose that k ~ K are fields and x is a separating variable for 
K/k. ThendimKOK/k = 1 anddK/k(x) #0. 

Proof. If K = k(x), the fonnal derivative is a nonzero derivation, so dx # O. From 
the sum, product, and quotient rules, every derivation on k(x) is detennined by 
its value at x, so the universal property of dx implies that dx is a k(x)-basis for 

°k(x)/k· 
In general, (1.3.5) implies that the natural map 0k(x) -+ OK is nonzero, and that 

the image of dx in OK is a basis. 0 

Note that if x E K is a separating variable, then for every y E K we have 

dy 
dy= dxdx 

for some well-defined function dy / dx E K because dimK OK = 1. 
There are further consequences to be obtained from (1.3.4). Suppose R is a 

k-algebra and we put A := R[[tlJ, the k-algebra of formal power series with coef­
ficients in R. Since A is a complete graded k-algebra, the theorem tells us that a 
homomorphism D : K -+ A can be extended to K), provided that the projection 
D(O) : K -+ R can be extended. What is this saying? 

The map D is detennined by the family of k-Iinear maps {D(n) : K -+ R I n = 
0, I, ... } defined by 

.. 
D(x) = LD(n)(x)tn 

n=O 

for x E K. The condition that D is a homomorphism is equivalent to the following 
condition for each nonnegative integer n: 

n 

(1.3.7) D(n) (xy) = LD(i) (x)D(n-;) (y) 
;=0 

for all x,y E K. In particular, for n = 0 (1.3.7) says that D(O) is a homomorphism, 
and, for n = 1, that if we convert R to a K-module via 

x· r:= D(O) (x)r 

for x E K and r E R, then D() is a derivation of K with coefficients in R. For this 
reason, we call the map D a generalized derivation of K with coefficients in R. 

Corollary 1.3.S. Suppose that K,/K is afinite separable extension offields over 
Ie, and that D is a generalized derivation of K with coefficients in some k-algebra 
R. For every extension D~O) of D(O) to K,. there exists a unique extension D, of D 
toKio 0 

Even though D is a map to RUt]], we abuse notation by writing D: K -+ R 
because we are thinking of D as a family of maps D(n) : K -+ R. 
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The standard application of (1.3.8) is to the formal derivatives on k[X]. Define, 
for nonnegative integers m, n, 

and extend linearly to k[X]. These maps are readily verified to define a generalized 
derivation D : k[X] -+ k[X] which we will call the Hasse derivative with respect to 
X on k[X]. Note that D(l) is just the standard formal derivative. In characteristic 
zero, we have 

D(n) =..!.- dn 
n!dXn 

but in finite characteristic the Hasse derivative is more interesting. We first extend 
the Hasse derivative to k(X) via 

Lemma 1.3.9. Suppose that R is an integral domain and D : R -+ A is a homo­
morphism for some complete graded algebra A. If A (0) is a field and D(O) is an 
embedding. then [) extends uniquely to the field of fractions of R. 

Proof Since A (0) is a field, every element of A with a nonzero component in 
degree zero is invertible by (1.2.6). Since we are assuming that D(O)(r) i= 0 for all 
nonzero r E R, D extends uniquely to the field of fractions. 0 

In particular, the Hasse derivative extends uniquely to a generalized derivation 
of k{X) into k{X). For example, from the product rule, we have, for n 2: I, 

" O=D(n)(I) = D(n) (XX-l ) = LD(i)(X)D(n-l) (X-I) =XvCn)(X-I)+D(n-I)(x- I ), 
1=0 

whence a simple induction yields D(n) (X-I) = ( _1)n X-n- l . By a slightly more 
elaborate induction, we obtain 

(1.3.10) D(n)(X-i) = (_l)n(n+!-l)x-n-i 

for all positive integers n, i. Finally, using (1.3.8), we have 

Theorem 1.3.11. Suppose that x E K is a separating variable for K / k and that K' 
is any field containing K. Then the Hasse derivative on k[x] extends uniquely to a 
generalized derivation Dx : K -+ K'. In particular, Dx has coefficients in K. 0 

We continue to call the extended map Din) the nth Hasse derivative with respect 
to x. However, (1.3.6) yields a map ~x : K -+ K given by 

dy = ~x(y)dx, 
which is easily seen to be a derivation. Since ~x(x) = 1 = Dil) (x), it follows that ~x 
and Di I) are both extensions of the formal derivative on k(x). From the uniqueness 
of such an extension given by (1.3.5) we obtain 
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Lemma 1.3.12. LeI x E K be a separating variable. Then for any y E K we have 

Dil)(y) = ~~. 0 

The higher Hasse derivatives are closely related to ordinary higher derivatives. 
Indeed. if we let ~ denote the iterated derivative dn / dX' = Dil) 0 Dil) 0 .. ·0 Dil) • 
then a simple induction on n shows that 

D~(yz) = t (~)D~(y)~-i(Z). 
i=O ' 

If we now let A := K[[tlJl(tP) where p := char(K). then A is a complete graded 
k-algebra by (1.2.3). and the map 

_ p-I I. . 
Dx(Y) := L :;~(y)t' 

i=O" 

is a k-algebra homomorphism K --+ A. However. Dx also induces a k-algebra map 
K --+ A. If 1to : A --+ K is the projection onto the degree zero component. then 
no oDx = 1to oDx = IK • Since both maps have the same restriction to k[xl. (1.3.9) 
and (1.3.4) imply 

Lemma 1.3.13. If char(K) = 0 or if n < char(K) and x E K is a separating 
variable. then 

D(n) =.!..~ 
x 'x' n. 

where ~ is the n101d iteratedfirst Hasse derivative. 0 

In addition to the product rule, the Hasse derivatives also satisfy the chain rule. 
If we compose Dx : K --+ K[[tll with an automorphism, of K[[tll that is the identity 
on K[[tllo• the result is another generalized derivation. Suppose that y E K is also 
a separating variable. Then D~I)(y) =f. 0 by (1.3.6), whence (1.2.15) provides an 
automorphism, of K[ltl] that is the identity on K([tllo and that satisfies .. 

q,(t) = LDii)(y)ti. 
i=1 

Then (q,-I oDx)(Y) = y+t = Dy(Y). Thus, q,-I oDx and Dy agree on klYj, so they 
are equal by (1.3.11), and we have Dx = ,oDy• Explicit formulas for Din) in terms 
of D~i) can be extracted from this, but they are rather messy. Fortunately, we only 
need one coefficient explictly for a later application. 

Lemma 1.3.14. Suppose that k ~ K are fields anix,y E K are separating vari­
ables for K/k. Then there are functions dp ... ,dn_1 E K that are polynomial 
expressions in Dii) (y) for I ~ i ~ n. such that for any f E K we have 

n-I 

Din)(f) = (dy/dx)nD~n)(f) + L d;D~i)(f). 
i=1 
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Proof. Let tP be the automorphism of Kntll described above, and put .. 
s:= tP(t) = 2, Dii)(y)ti. 

i=1 

Then for any f E K we have .. 
Dx(f) = 2, D~) (f)si. 

i=O 

In particular, Di") (f) is the coefficient of til in the right-hand side. Let di be the 
coefficient of til in t for 1 ::; i::; n. Then dll = (Dil)(y))11 = (dy/dx)". 0 

Corollary 1.3.1S. With the notation of the lemma, suppose that char(K) = p and 
that f E KP. Then 

Dip) (f) = (Dil)(y))pD;p)(f). 

Proof. By (1.3.13) we have D;i) (f) = 0 for 0 < i < p. o 

1.4 Residues 

In this section, we discuss Tate's elegant theory of abstract residues, closely 
following [20]. For a variation based on topological ideas, see the appendix of 
[13]. 

Let V be a (not necessarily finite-dimensional) vector space over a field k. Re­
call that a k-linear map y: V -+ V hasjinite rank if y(V) is finite-dimensional. We 
can generalize this notion by calling y jinitepotent if y"(V) is finite-dimensional 
for some positive integer n. Equivalently, there is a finite-dimensional y-invariant 
subspace W ~ V such that y is nilpotent on V /W. We call such a subspace a core 
subspace for y. Denote by trw (y) the trace of yl w . 

Lemma 1.4.1. Suppose y : V -+ V is k-linear and W, V are core subs paces. Then 
trw(y) = tru(y)' 

Proof. We may assume, without loss of generality, that V = W + V is finite­
dimensional. Then try(y) = try /w(Y) + trw(y) = trw(y) and similarly, try(y) = 
tru(y), 0 

We can therefore unambiguously define try(y) for any finitepotent map y. The 
following result is easy. 

Lemma 1.4.2. Let Y : V -+ V be jinitepotent, and suppose that W ~ V is 
y-invariant. Then y is jinitepotent on Wand V /W and 

try(y) = trw(y)+try/w(Y)' 0 

Lemma 1.4.3. If Y and x are any two k-linear maps on V and yx is jinitepotent, 
then xy is also jinitepotent and try (yx) = try (xy). 
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Proof IfW = (yx)n(v) is finite-dimensional, then 

V := (xy)n+1 (V) = xo (yxt oy(V) ~ x(W), 

so V is also finite-dimensional. Moreover, by choosing n large enough, we may 
assume thatyx{W) = W andxy(V) = V. This implies thaty: V -+ W and x : W-+ 
V are both isomorphisms, from which it follows that tru(XY) = trw (yx). 0 

Call a k-subspace E of Endk(V) finitepotent if there exists an integer n such 
that for every word w of length n in the elements of E, w{V) is finite-dimensional. 

Lemma 1.4.4. If E is ajinitepotent subspace ofEndk(V). then tr: E -+ k is k­
linear. 

Proof Take y,x E E and for any nonnegative integer n, put 

Vn := L,w{V), 
w 

where the sum is taken over all words w of length n in x and y. If Wo is any initial 
segment of w, then w{V) ~ wo(V), and in particular, Vn ~ Vn_ l . This implies that 
Vn is invariant under y and x. For sufficiently large n, it follows that Vn is a core 
subspace for both x and y, and linearity of trv follows from linearity Of trvn . 0 

We note that some hypothesis such as the above is necessary in order to get 
additivity of the trace. See Exercise 1.15 for an interesting counterexample due to 
G. Bergman. It is clear, however, that any product of linear maps in which at least 
one factor has finite rank remains of finite rank. In particular, we have 

Lemma 1.4.5. If E is ajinitepotent subspace and x hasjinite rank, then (E,x) is 
jinitepotent. 0 

Next, suppose that W, W' are subspaces of V. We say that W is nearly contained 
in W' and write W :5 W' if dim(W /W n W') < 00, and define W ,...., W' if W :5 W' 
and Wi :5 W. Then y is finitepotent if yn (V) :5 0 for some n. 

Note that if (j is a discrete k-valuation ring of K whose residue field is a finite 
extension of k, then x(j :5 (j for all x E K. 

The following properties are straightforward consequences of the isomorphism 
theorems: 

Lemma 1.4.6. If W :5 W' and y E Endk(V). then y(W) :5 y(W'). If also W' :5 
W". then W j W". In particular, I'V is an equivalence relation. Moreover, iflY; j 

W! (i = 1,2). then WI + W2 j W{ + W2. 0 

Now for W, W' ~ V define 

Ey{W, W') := {y E Endk{V) I y(W) j W'}. 

Lemma 1.4.7. Ey(W, W') is a k-subspace ofEndk(V). Ify E Ey(W, W'). W' j V. 
and x E Ey(V, V'). then xy E Ey(W, V'). Moreover, if we put E\ := Ey(V, W), 
E2 := Ev (W, 0), and E:= Ey(W, W). then E\ and E2 are two-sided ideals of E. 
E := E1 +E2, and Eo := E1 nE2 isjinitepotent. 
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Proof. Lety,x E Ev(W, W') and a E k. Then (ay+x)(W) ~ yeW) +x(W) ~ W' 
by (1.4.6). Moreover, ify E Ev(W, W'), W' ~ V, andxE Ev(V, V'), theny(W) ~ 
W', so xy(W) ~ X(W') ~ xCV) ~ V' by (1.4.6). In particular, EI and E2 are two­
sided ideals of E, and E~ ~ Ev(V,O) is finitepotent. Finally, let n: V -+ W be an 
arbitrary projection map, and lety E E. Then ny EEl and (1- n)y E E2, whence 
E=~+~. 0 

Define the near-stabilizer of a chain V = Vo ;;;? VI ;;;? ••• ;;;? Vn = 0 to be the set 

nEv(\';, \';+1)' 
i<n 

Coronary 1.4.8. The near-stabilizer of a chain is a finite potent subspace of 
Endl(V). 0 

Let y : V -+ V be any k-linear map. We say that W ~ V is nearly y-invariant 
if yeW) ~ W. Consider nowak-algebra K and a K-module V with a k-subspace 
W that is nearly y-invariant for all y E K. We will call such a subspace a near 
submodule. An element y E K induces a k-linear transformation in E := Ev (W, W) 
that, by abuse of notation, we will continue to call y. Define Elt E2, and Eo as 
above. Write y = YI + Y2 with Yi E Ei. If x E K is another element and we also 
write x = XI + ~ with Xi E Ei, then the commutator is [y,x) := yx - xy, which is of 
course zero since K is commutative. Expanding the commutator, we have 

Note that YI X2 and~YI are both in EI nE2 = Eo since the Ei are ideals, so [Yl'x2] E 
Eo' Similarly, [Y2,xd E Eo, so (*) implies that [YI ,XI] == -[Y2,x2] mod Eo. How­
ever, [Yi,xjl e E/ (i = 1,2), so we conclude that [Yj,xjl e Eo (i = 1,2), and in 
particular, trV([y1 ,XI]) is defined. 

However, y l x2 e Eo, so that trV (Y I X2 ) is defined, and therefore trV([YI,x2]) = 
o by (1.4.3). Similarly, trv([Y2,xd) = O. Since [Y,x1] - [YI'xI] = [y - YI,xd = 
[Y2,xd, it follows that trv([y,xd) = trV([YI,xtl) is independent of the choice of 
decomposition Y = YI + Y2' and similarly for x. If n : V -+ W is a projection, we 
may take YI = ny. Note that if W is actually invariant under Y and x, then [ny,x] 
actually stabilizes the chain V ;;;? W ;;;? o and is therefore nilpotent. 

Finally, note that since [ny, nx) nearly stabilizes V ;;;? W ;;;? 0, the finite­
dimensional subspace [1E'}',nxj(W) is a core subspace for [ny,nx). Summarizing 
this argument, we have obtained the following remarkable facts: 

Lemma 1.4.9. If W ~ V is nearly invariant under commuting maps y,x, and 
n : V -+ W is any projection, then [ny, nx] nearly stabilizes the chain V ;;;? W 2 0, 
and trv[ny, nx) is independent ofn.lfW is actually invariant under yand x, then 
try [ny, nx] = O. Moreover, ifWo := [ny, nx](W), then Wo is finite-dimensional and 

trv[ny,nx] = trw. [1E'}',nx]. 0 o 

Thus, we have unambiguously defined a function K x K -+ k: 

(y,x}v,w:= trv[1E'}',nx] = trv[ny,x] = trv[x,nyj, 
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which is easily seen to be an alternating k-bilinear form. We call this fonn the 
residue form afforded by the pair (V, W). 

Lemma 1.4.10. If V is a K-submodule of Vi, then (y,x)vI,w = (y,x)v,w for all 
y,x E K. /fW' ~ V and Wi rv W, then Wi is a near K-submodule and (y,x)vw 1 = 
(y,x) V,w for all y,x E K. ' 

Proof Since core subspaces for all finitepotent maps under consideration lie in 
W, enlarging V has no effect, and the first statement is immediate. The second 
easily reduces to the case that W' ~ W, since Wand Wi both have finite index 
in W + W'. If Te' : V -+ Wi is a projection, we can write Te = Te' + Te", where 
Te : V -+ Wand TC" is a projection onto a finite-dimensional complement to Wi in 
W. Then Te"yx has finite rank, so tr([Te"y,x]) = 0 by (1.4.3) and the result follows 
from (1.4.4) and (1.4.5). 0 

Theorem 1.4.11. If WI and W2 are near K-submodules of V, then so are WI + W2 
and WI n W2' and 

(y,x)vw +w. - (y,x)vw - (y,x)Vw. + (y,x)vw nw. = 0 
'I 2 ' I ' 2 'I 2 

for all y,x E K. 

Proof Lety E K. Theny(W;) ~ W;, so certainly y(W;) ~ WI +W2 for i = 1,2. Thus 
y(WI + W2) ~ y(WI ) +Y(W2) ~ WI + W2 by (1.4.6), and it follows that WI + W2 is 
a near submodule. 

Let 11j : V -+ V /W; be the quotient map (i = 1,2) and let U := y(WI n W2). 
Then 11j(U) is finite-dimensional for i = 1,2. Hence 111 EEl 112(U) is also finite 
dimensional, and thus WI n W2 is also a near submodule. 

It remains to prove that the alternating sum is zero. Put Wo := WI n W2 and 
choose subspaces W{, W~, W3 such that Wj = Wo EEl W! (i = 1,2) and V = W3 EEl 
(WI + W2). Then we have a direct sum decomposition 

V = WoEElW{EElW~EElW3 
and a corresponding decomposition of the identity into four mutually orthogonal 
projection maps 

1 " V = Teo + Tel + 1t2 + Te3 • 

Put Tej := Teo + n: for i = 1,2 and let y,x E K. Dropping the subscript V for now, 
we have 

(y,x)w = tr[Tejy,x], (i = 0, 1,2), and 
I 

(y, x) WI +W2 = tr[TeIY + ~y - TeoY,x]. 

We want to expand the commutators in (*) and use additivity of the trace. Before 
doing so. however. we need to verify that all commutators lie in some finitepotent 
subspace of Endk(V). 

To this end. let E be the near-stabilizer of the chain V ;2 WI + W2 ;2 WI n W2 ;2 0, 
which is finitepotent by (1.4.8). We argue that [TejY,x] E E for i = 0. 1,2. This is 
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obvious for i = O. For i = 1,2 we clearly have 

[1rjY,x] E E{V, w;)nE(W;,O) ~ E{V, Wt + W2 ) nE{Wo'O). 

The problem is to show that [1rjy,xj(Wt + W2) :5 Wo' which immediately reduces 
to 

[1rjy,Xj(W3_;) :5 WOo 

However, this follows by observing that 1rj~_j = 11:0 and the fact that W3_ j is a 
near submodule. 

Now we can expand (*) and conclude that the alternating sum is zero, as 
required. 0 

We next need to provide a connection between the residue form and the module 
of differential forms. This is given by: 

Theorem 1.4.12. Let K be a k-algebra, V a K -module, and W ~ V a near sub­
module. Then there is a k-linear function ResW : 0K/k -+ k that vanishes on exact 
differential forms such that 

ResW (ydx) = (y,x)v,w for all y,x E K. 

Moreover, ResW{x"dx) vanishes for all n 2:: 0, and ifx is invertible, it vanishes for 
all n -::f. -1. Ijx{W) ~ W, put Wo : W ny-t{W). Then 

(*) trv [1rY,x] =trw/wo {[1ry,xj) 

for any projection 1r : V -+ W. Finally, if x is invertible and W is invariant under 
x andy, then 

(1.4.13) 

Proof. Let y,x, wE K and decompose each of them using Ev (W, W) = E t + E2 as 
above. Then we have the following identities: 

[Yl'xt wtl = YtXt wt - xt wtYp 

[YtXt' wtl = YtXt wt - wtYtXt' 

[Yt wl'xtl = Yt WtXt - xtYt Wt· 

All three commutators lie in the same finitepotent subspace Eo, so the trace is 
linear. Subtracting the second and third equations from the first and taking the 
trace, we get 

(y,xw) - (yx, w) - (yw,x) = tr(wtYtXI + xtYt wt - xt wtYt - Yt WtXt) 

= tr(Xt [yp wtl- [yp wt]xt) 

=0 

by (1.4.3). (Note that [Yt' wtl E Eo andxt E Et .) Now the definition ofOK/ k (1.3.1) 
implies that the residue form factors uniquely through 0K/k via a k-linear map 

ResW : 0K/k -+ k, as advertised. 
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To compute Res(x"dx), write x = xI + x2 with x; E E; as before, and note that 
for n ~ 0 we have x" = x'l + x2,n for some x2,n E E2 because the E; are ideals. 
Hence, ResW(x"dx) = trv([x'l ,xI]) = O. In particular, ResW(dx) = 0 for any exact 
differential. If x is invertible and n $ - 2, we have 

Res(x"dx) = Res ( _(X-I )-n-2)d(x- l ) = O. 

Suppose that x(W) ~ W.and that n : V - W is a projection. After verifying that 
[ny,x] maps V into W and is zero on Wo' we have (*). 

Finally, if x is invertible, and W is invariant under x and y, we apply (*) with 
yx- I in place of y. Here, x(W) ~ Wo and expanding the commutator, we conclude 
that 

Res(yx-Idx) = trw /x(W) (n - xnx- I )y. 

Since n-xnx- I is the identity on W /x(W), (1.4.13) follows. o 
In our application of the above results, we will always have x(W) ~ W, so (*) 

in principle gives a finite calculation for the residue form. Most of the time, we 
can actually use (1.4.13). 

Our final results relate to extensions of the algebra K. The main theorem is 

Theorem 1.4.14. Let K be a k-algebra, V a K -module, and W ~ V a near sub­
module. Suppose that K ~ K', where K' is a commutative k-algebra that has a 
K-basis {xp".,xn }. Put 

n 
V'·.=K'''''KV d W' ~ ""W '01 an := ~X;'OI • 

;=1 

Then W' is a near K'-submodule of V' whose ",-equivalence class is independent 
of the choice of K -basis for K', and for y E K' and x E K we have 

V' v Reswl(ydx) = ResW(trKI/K(y)dx). 

Proof If we put 
n n 

W:= Lajxj®W= LXj®ajW, 
j=1 j=l 

for any a j E K (1 $ j $ n), we have W ~ W by (1.4.6). From this it follows easily 
that W' is a near K'-submodule whose '" equivalence class is well-defined. 

Now choose a projection n : V - W. Since 
n n 

V' = EBx;®V and W' = EBx;®W, 
;=1 ;=1 

we can let nj := 1 ® n : Xj ® V - W and define the projection n' := 1:j n; : V' - W'. 
Let w = I,jXj®Wj E W'. Since x E K, we have 

xw= LXj®XWj and n'xw= Lx®nxwj. 
j j 
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For Y E K', there exist Yjj E K with 

whence 

It follows that 

YXj = ~>jjXj' 
j 

YW = l>ijxj ® Wj = LXj ® LY1jWj, 
o j j 

[n'x,y](xj®W;) = Lxj®[nx,Yjj]wj, 
j 

In particular, put Vj := Lj[nx,Yjj](W) and 

U:= Ef1xj ®Uj' 
j 

Then [n'x,y](W') ~ V, so U is a core subspace for [n'x,y] by (1.4.9), and we 
conclude that 

try, [n'x,y] = tru L 1 ® [nx'Yij] 
j,j 

= Ltru.1 ® [nx'Yjj] 
j } 

= try[nx,trK'/K(Y)]' 

Since the residue form is antisymmetric, the result follows. o 

Some care needs to be taken when extending K, because all our results have 
assumed a fixed ground field k. Suppose, however, that It is a finite extension of 
k, and in (1.4.14) we have K' = k' ®k K. Then V' and W' are actually It -spaces, 
and we are often interested in computing traces with respect to k' rather than k. If 
x is any finitepotent operator on the k-vector space V, it remains finitepotent on 
V' := k' ®k V, and just as in the finite-dimensional case, its k' -trace on V' is the 
same as its k-trace on V. Thus, we have 

Lemma 1.4.15. Suppose that W is a near submodule of the K-module V and that 
k' is a finite extension of k. Put K' := It ®k K with k' and K identified with their 
natural images in K'. Then W' := It ®k W is a near K -submodule of V' := k' ®k V, 
andfor X,Y E K we have 

(y,X)~/,W' = (y,x)y,W' 

where the residue form (x,y)' is computed by taking k' -traces. o 
It may happen that K already contains a copy of k', and that W is k' -invariant. 

Here, the k-trace on V and the k' -trace on V are related via the field trace trk' /k' 
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Lemma 1.4.16. Suppose that K contains a finite extension Ii of k. and that the 
near K-submodule W of V is Ii-invariant. Then 

(y,x)v,w = trk' /k( (y,x)~,w), 

where the residue form (x,y)' is computed by taking k'-traces. 

Proof Since V is a K-module, it is a Ii-vector space, and we are assuming that 
W is Ii -invariant. Since the residue form is independent of the choice of projec­
tion map 1f, we can compute (y,x)w using a Ii-linear projection 1f. Since y and x 
commute with Ii, the map [1fy,xl is k'-linear. Now if U is any finite-dimensional 
Ii -vector space and f : U ~ U is Ii -linear, then by restriction f is also k-linear 
and we have trk(f) = trk'/k(trk'(f)). The formula follows. 0 

1.5 Exercises 

Exercise 1.1. Let G be any totally ordered group, and let gx,gy be any two 
elements of G. Define a map v : k[X, YI x ~ G via 

V(~>ijXiyj) = min(igx + jgy). 
i,j aijcFO 

(i) Show that v is multiplicative and satisfies the ultrametric inequality (1.1.1). 
Conclude that v extends to a valuation on k(X,Y) via v(flg) = v(f)­
v(g). 

(ii) Take gx = gy = 1 E Z. Show that v is discrete. What is Fy? 

(iii) Totally order Z$Z lexicographically, and put gx = (1,0) and gy = (0,1). 
Show that Py = (Y) and Fy = k, but Q := (Xy- i I i ~ 0) is a prime ideal 
that is not finitely generated. 

(iv) Take gx = 1, gy = .j2 E R Show that Fy = k and that Py is the unique 
prime ideal of (jy but that Py is not finitely generated. 

Exercise 1.2. Define t E k( (t » via 
DO 

~ ., 
t= ~t'·. 

i=O 

Prove that the map f(x,y) ....... f(t, t) defines an embedding k(x,y) ~ k«t)). Thus, 
there is a discrete valuation on k(x,y) with residue field k. Show that this valuation 
is not obtained by the construction of Exercise 1.1. [Hint: t and t are alge­
braically independent because t can be very well approximated by a polynomial 
of arbitrarily high degree.] 

Exercise 1.3. Let "f/ be a finite set of discrete valuations of a field K. Show that 
the field of fractions of K ("f/ ; 0) is K. 
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Exercise 1.4. Let K = Q(x,y) where x = 1(1 -x2 +xl). This is the example of 
the text after a change of variable. Let v be the valuation on Q(x) at x = O. Show 
that v is ramified in K and that y is a local parameter at the unique divisor v' of 
v. Expand x in powers of y through y6. 

Exercise 1.5. Show that if vp is the valuation of K afforded by tJp and if, for all 
x E K, we define 

Ixl v = b-vp(x) 

for any fixed real number b > 1, then K becomes a normed field and /(p is just its 
metric space completion. 

Exercise 1.6. Suppose that {jp is a discrete valuation ring of K. Show that 
/(p =K+Up • 

Exercise 1.7. Suppose R is complete at 1 and R/I is a ring direct sum R/I = SI €B 
S2' Show that R is a ring direct sum R = Rl $R2 with R;/(Rjn/) = Sj (i = 1,2). 
[Hint: This result is sometimes referred to as "lifting idempotents."] 

Exercise I.S. Suppose that {j is a complete discrete valuation ring with maximal 
ideal P and field of fractions K, and that K' is a finite extension of K. 

(i) Let R be the integral closure of (j in K'. Generalize the argument of (1.2.11) 
to show that R is a complete free {j-module of finite rank. 

(ii) Use Exercise 1.7 and (1.1.16) to deduce that there is a unique extension 
({j',P') of ((j,P) to K'. 

(iii) Conclude that K' is complete at P', and that IK' : KI = e{P'IP)f{P'IP). 

Exercise 1.9. Let R:= k[[tlJ and let Rn := R/(tn) for all n ~ O. Define 

Prove the following: 

(i) There is a natural derivation d : R -+ OR that is universal with respect to 
continuous k-derivations of R into complete R-modules. 

(ii) OR is a free R-module of rank 1 with basis dt. 

Exercise 1.10. Let Kbe a k-algebra, and let 1 be the kernel of the mapK®kK -+ K 
induced by multiplication. Show that the map d : K -+ 1/12 defined by 

d(x)=x®I-1®x modP 

is a derivation and that the induced map QK/ k -+ 1/ J2 is an isomorphism. 

Exercise 1.11. Let K be a k-algebra and let X be an indeterminate. Show that 
QKIXj/k = Q K/k $ KdX. If f is a polynomial in n variables over k, obtain the 
formula 

n df 
df = ~ dX. dXj • 

/=1 I 
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Exercise 1.12. Prove formula (1.3.10). 

Exercise 1.13. Let K be a field of characteristic p > 0 and let q be a power of p. 
Let x E K be a separating variable. For any y E K, prove that 

D(i) (yq) = x Y 1 I = . mo q, {(D(i/q)( ))q 'f' - 0 d 

x 0 otherwlse. 

Exercise 1.14. Prove that a linear operator is finitepotent if and only if it is the 
sum of a nilpotent operator and an operator of finite rank. 

Exercise 1.15. (G.M. Bergman) In this exercise we will construct two trace zero 
operators whose sum has trace one. 

Let W bea k-vector space with a countable basis = {eO,e 1, •• ·}. Let R(e;) = ei+l 

and L( e;) = ei _ 1, L( eo) = 0 be the right and left shift operators, respectively. 

(i) Show that LR = 1 and RL = 1 -1r, where 1r is the natural projection onto eo' 

(ii) Let V = W $ W $ Wand define linear operators 

P:= [~ R~I R~/]' 
000 

on V. Show that p3 = Q3 = O. 

(iii) Verify the following: 

R-I 
1 
-I 

0] [I O. -R] [-I + 1r -I 0] R 0/0= 110. 
-I 0 0 1 -L -I 0 

(iv) Show that the right-hand side of the above is the sum of a nilpotent matrix 
and a rank 1 projection. Conclude that P + Q is finitepotent of trace one. 
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Function Fields 

In this chapter we make the basic assumption that K is a finitely generated ex­
tension of k of transcendence degree one. If x E K is any transcendental element, 
then K/k(x) will be a finitely generated algebraic extension, i.e., a finite extension. 
Furthermore, we assume that k is algebraically closed in K, that is, that every el­
ement of K algebraic over k already lies in k. In this situation, we say that K is a 
function field over k, or sometimes that K/k is a function field. 

2.1 Divisors and Adeles 

By a prime divisor of K we shall mean the maximal ideal P of some k-valuation 
ring of K. We denote the corresponding valuation 1 by v p and the residue field by 
Fp. By (1.1.14) and (1.1.19), all k-valuations of K are discrete. This is a critical 
fact upon which the entire subsequent development depends. We let II» K be the set 
of all prime divisors of K. 

Let x E K and suppose that vp(x) ~ 0 for some prime divisor P. Then we say 
that"x is finite at P" and define x(P) E Fp to be the residue x+ P mod P. Thus x 
vanishes at P iff vp{x) > 0, in which case we say that "x has a zero of order vp(x) 
at P." If x is not finite at P, then we say that "x has a pole of order - vp{x) at P." 

Lemma 2.1.1. Let P be a prime divisor of K and suppose that x E K vanishes 
at P. Then v p divides the x-adic valuation Vx of k{x). In particular; Fp is a finite 
extension ofk of degree f(vplv(x))' 

lSome authors use the notation ordp here. 
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Proof. Since vp(x) > 0, it follows immediately from (1.1.14) that vp I Vx' Since 
the residue field of Vx is just k, the result follows. 0 

We write deg(P) := IFp : kl for the degree of P. Note that the residue degree of 
vp over Vx is independent of x, and if k is algebraically closed, all prime divisors 
have degree one. Some care needs to be taken when evaluating a function x at a 
prime P of degree greater than one. The reason is that there is no natural embed­
ding of Fp into any given algebraic closure of the ground field. So, for example, 
the question of whether x(P) = x(Q) is not really well-defined in general unless 
P and Q have degree one. 

We will refer to prime divisors of degree one as "points" because in the 
algebraically closed case they correspond to points of the unique nonfingular pro­
jective curve whose function field is K. We will study this case in detail in Chapter 
4. When k is not algebraically closed, the question of whether K has any points is 
interesting. 

Lemma2.1.2. Ifl'; is a prime divisorofK of degree !; andx E K X with vp.(x) = e; 
I 

for I S; i S; s, then 
s 

(2.1.3) 'Ie;!; S; IK: k(x)l· 
;=1 

In particular, x has only finitely many zeros and poles. 

Proof. If x E k, both sides of the inequality are zero. For x rt k, this is a straight­
forward application of (1.1.22), viewing K as a finite extension of k(x). Namely, 
put v; := vp; and let v(x) be the valuation of k(x) whose valuation ring is k[xl(x)" 
Then the ramification index of v; over v(x) is precisely the order of the zero of x 
at 1';, and the degree of I'; is precisely the residue degree of v; over v(x)" 0 

One of the important results in this section is to show that the above inequality 
is actually an equality when all zeros and poles of x are included, but first we need 
some machinery. 

A divisor on K is an element of the free abelian group generated by the prime 
divisors, that is, it is a formal finite integral linear combination of prime divisors. 
We denote this group by Div(K). We define the degree of a divisor D:= LpdpP 
to be deg(D) := Lpdpdeg(P) and we define vp(D) := dp for any valuation vp. 
Thus, vp(D) = 0 for almost all P. 

For an element x E K X , the principal divisor of x is the divisor [xl := Lp vp(x)P. 
Note that the sum is finite by (2.1.2). It is often convenient to distinguish the 
positive and negative terms in this sum. So we define the zero divisor (resp. pole 
divisor) of any divisor D:= LpdpP to be Do:= Ld >odpP (resp. D.., := Do -D). 

p 
An important property of divisors is that a function in K is uniquely determined 

by its principal divisor, up to a constant multiple. 

Lemma 2.1.4. Any nonconstant element of K has at least one zero and one pole. 
Hence, any two elements of K with the same divisor differ by a constant multiple. 
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Proof Since any nonconstant function in K is transcendental over k, (1.1.7) yields 
prime divisors P,Q with vp(x) > 0 and va(x- 1) > 0, so x has a zero at P and a 
pole at Q. Since [xy] = [x] + [Y], we see that [x] = [y] implies thatxy-l E k. 0 

Since v(xy) = v (x) + v(y), the principal divisors form a subgroup of the group 
of divisors. The quotient group is called the divisor class group. We say that two 
divisors are linearly equivalent and write D '" D' if D - D' = [xl for some principal 
divisor [xl. 

The divisors are partially ordered by setting D ~ D', provided that v(D) ~ 
v(D') for all valuations v. A divisor D with D ;::: 0 is called nonnegative, or 
sometimes effective. We can now make the following fundamental 

Definition. Let K be a function field and D a divisor on K. Then 

LK(D) := {x E K X I [xl;::: -D} U {O}. 

We will write L(D) for LK(D) when there is no danger of confusion. The 
following properties of L(D) are straightforward: 

Lemma 2.1.5. Let D be a divisor on K. Then 

1. L(D) is a k-linear subspace of K. 

2. If D! /"OJ D2• then L(D!) 9! L(D2). 

3. L(D) f 0 iff there is a nonnegative divisor D' I'V D. 

Proof 1. This follows from the ultrametric inequality (1.1.1). 

2. Suppose D2 = Dl + [x], then multiplication by x is an isomorphism from 
L(D!) to L(D2). 

3. [xl;::: -D iff [xl +D;::: o. o 

An important fact, which we shall prove shortly, is that L(D) is finite­
dimensional. Note that if Do = IpapP and Doo = IpbpP, then the condition 
x E L(D) is equivalent to the following two conditions: 

I. x can have a pole at a prime P only if ap > 0, and the order of that pole can 
be at most ap, 

2. x has a zero of order at least bp at P for all P. 

Note that k ~ L(D) iff D ;::: O. 
It may be instructive to illustrate the preceding ideas in the case K = k(X) 

before proceeding. Let lP:= lPk(X)' Poo := (I/X), and let lPo:= lP\ {Pool. The set 
lP 0 is in one-to-one correspondence with the set of monic irreducible polynomials 
P(X) E k[X]. Recall that (jp is just the localization of k[X] at the prime ideal 
generated by P(X). It is easy to verify that in this case Fp ~ k[XlI(P(X» and 
therefore the degree of the prime divisor P is just the degree of the polynomial 
P(X). 
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Let I(X) := ni=1 P;(Xyi E k(X). Then voo(f) = -degl = - I.;e;degp;, and 
the principal divisor of I is 

[I] = :Le;p; - (:Le;degp;)poo. 
; ; 

So we see that deg[/] = 0, and also that conversely, every divisor of degree zero 
is principal. The first property generalizes to all function fields, while the second 
turns out to be characteristic of k(X). What is the subspace L(nPoo)? It consists 
of all rational functions having a pole only at infinity, of order at most n. This 
is just the set of polynomials of degree at most n (see Exercise 2.2). We see that 
dimL(nPoo) = degnPoo + 1. By Exercise 2.1, this statement remains true for k(X) 
when nPoo is replaced by any nonnegative divisor. The generalization ofthis state­
ment to an arbitrary function field is Riemann's theorem: "1" must be replaced 
by some other integer depending only on K, and then the equality holds for all 
divisors of sufficiently large degree. 

For P E IP'K' let Op denote the completion of the local integers tJp at P (see 
Section 1.2). We denote the field of fractions of Up by k p. By (1.2.l0) the residue 
fields of tJp and Up are canonically isomorphic. We denote them by Fp. 

We next define the adele ring of K, AK, to be the subring of the direct product 
npEPK kp consisting of all tuples {ap I P E IP'K} such that vp(ap) ~ 0 for almost 
all P. Addition and multiplication in AK are defined component-wise. 

We identify K with its natural image in the direct product, and extend valuations 
vp to AK by defining vp(a) := vp(ap). This allows us to define, for any divisor 
D, 

AK(D):= {a EAK I v(a) ~ -v(D) foraH v}. 

Again, the ultrametric inequality (1.1.1) shows that AK(D) is a k-linear subspace 
of AK. Moreover, AK(D) n K = L(D). 

Lemma 2.1.6. Suppose DI :5 D2 are divisors on K. Then AK(DI ) ~ AK(D2). and 

dim(AK(D2)/AK(DI)) = deg(D2) -deg(D I )· 

Proof. It is immediate from the definitions that AK(DI ) ~ AK(D2). By induction 
on deg(D2) - deg(D I ). we may assume that D2 = DI + P for some prime divisor 
P, and prove that dim(AK(D2)/AK(DI)) = degP. 

Let t be a local parameter at P and let Fp be the residue field. Put e := vp(D2), 
and consider the k-linear mapping ~ :AK(D2) -+ Fp given by ~(a):= reap+P. It 
is immediate thatker(~) =AK(DI ). On the other hand. for any elementx+P E Fp, 
there is an adele a with ap =x,-t and apt = 0 for P' =f P, whence ~(a) =x+P. 
Thus. ~ induces a k-isomorphismAK(D2)/AK(DI ) 9! Fp. 0 

Given two divisors DI and D2 we let DI U D2 (resp. DI n D2) denote their 
least upper bound (resp. greatest lower bound) with respect to the partial or­
der :5. In other words, v(DI UD2 ) := max{v(DI)' v(D2 )} and v(DI nD2 ) := 
min{v(DI ), v(D2)} for all valuations v. 
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Lemma 2.1.7. Given any two divisors Dl ,D2 we have 

I. AK(Dl n D2) = AK(Dl ) nAK(D2), 

2. AK(Dl UD2) =AK(Dl )+AK(D2). 

Proof. 1. This is immediate from the definitions: a E AK(Dl n D2) iff 
-yea) ~ v(D. nD2) = min{v(D.), v(D2)} for all v iff a E AK(D.) n 
AK(D2)· 

2. By (2.1.6) we have AK(D.) +AK(D2) ~AK(D. UD2). From the definitions 
we obtain 

degD. - deg(DI n D2) = deg(D. U D2) - degD2. 

Now using (2.1.6) again, a dimension count yields 

dim(AK(Dl) +AK(D2»/AK(D2) = dimAK(D.)/AK(D. nD2) 
= degD. - degDI nD2 

= degDl UD2 - degD2 

= dimAK(D. UD2)/AK(D2). 0 

The quotient space AK/ K is a k-vector space, which is called the adele class 
group. Given an adele a or a subspace V ~ AK , we denote by if or V its image in 
the adele class group. 

Lemma 2.1.S. Suppose Dl ~ D2 are divisors on K. Then there is a natural short 
exact sequence 

(2.1.9) 0 -+ L(D2)/L(Dl ) -+ AK(D2)/AK(Dl ) -+ AK(D2)/AK(Dl ) -+ O. 

Proof. This is an exercise in using the isomorphism theorems2. Let 

~ : AK(D2) -+ AK(D2) 

be the natural map, with kernel L(D2)' Then ~-l(AK(Dl» = L(D2) +AK(D1). 
So the kernel of the mapAK(D2)/AK(D1) -+ AK(D2)/AK(Dl ) induced by ~ is 

(L(D2) +AK(D1»/AK(D1) ~ L(D2)/(L(D2) nAK(Dl» = L(D2)/L(Dl ). 0 

CoroUary 2.1.10. L(D) is finite dimensional, for any divisor D. If Dl ~ D2 are 
divisors, then 

(2.1.11) 

In particular, if D is any nonnegative divisor, then 

(2.1.12) dimL(D) ~ degD+ 1. 

2It is also immediate from the "nine-lemma" of homological algebra. 
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Proof. Inequality (2.1.11) is immediate from (2.1.6) and (2.1.9). Setting D2 = D 
and D, = 0, we have dimL(D) - dimL(O) $; degL(D). But L(O) = k by (2.1.4), 
whence L(D) has finite dimension at most equal to degD + 1. 0 

These inequalities are quite important. We next investigate the extent to which 
(2.1.12) fails to be an equality. To this end, we define ~(D) = degD + 1 -
dimL(D) for any divisor D. The following important property is immediate from 
the short exact sequence: 

Corollary 2.1.13. Let D, $; D2 be divisors on K. Then 

~(D2) - ~(D,) = dim(AK (D2)/AK (D1))· 

In particular, ~(D,) $; ~(D2)' o 
The main point of this section is·to prove that ~(D) is a constant for all divisors 

D of sufficiently large degree. In particular, this will show that L(D) =1= 0 for all 
such D. As a first step in that argument, we show that ~(Ix"'loo) is bounded as a 
function of m for all x E K. This result has several important consequences, among 
them the fact that principal divisors have degree zero. This result is sometimes 
called the product formula for function fields. 

Theorem 2.1.14. Let x E K. Then deglxJ = O. and there is an integer B depending 
on x such that ~([x"'loo) $; B for all m ~ O. Furthermore. if [xJo = Ii=, e;p;. then 

. r 

(2.1.15) deg[xJoo = deg[xJo = l, e; deg p; = IK : k(x) I· 
;=1 

Proof. Let {up ... ,ull } be a basis for K/k(x), and let D be a nonnegative divisor 
such that lujJ ~ -D for all j. Thus uj E L(D) for all j. For any positive integer m, 
the functions u;Xi (1 $; i $; n, 0 $; j < m) are linearly independent over k and lie 
in L([x"']oo + D). By (2.1.12) we have 

(*) mn $; dimL([x"']oo +D) $; mdeg[xJoo +deg(D) + 1 

for all m. It follows that deg[x]oo ~ n = IK: k(x) I for all nonconstant x E K. Since 
k(x) = k(x-'), we also have deg[xJo ~ IK: k(x)l. Now (2.1.3) implies that 

deg[x]o = deg[x]oo = IK: k(x)l, 

whence (2~ 1.15). In particular, it follows that deg[xJ = O. Finally, since deg[x"'Joo = 
mn, we can use (2.1.11) and (*) to obtain 

~([x"'Joo) = 1 +mn - dimL([x"'Joo) $; 1 + dimL([x"'Joo +D) - dimL([x"']oo) 
$; 1 +deg([x"'J .. +D) -deg[x"'Joo = 1 +degD. 0 

The fact that principal divisors have degree zero is fundamental. Note that this 
is immediate for the rational function field k(X) by (1.1.14). There are some 
important corollaries, the first of which is straightforward. 
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Corollary 2.1.16. 

1. If D '" D', then degD = degD' and 8(D) = 8(D'). 

2. L(D) = Ofor all divisors D with degD < O. 

Proof. 

1. If D' = D+ [x] for some principal divisor [x], then degD' = degD + deg[x] = 
degD, and dimL(D) = dimL(D') by (2.1.5). 

2. If 0 =1= x E L(D), then D+ [x] ~ 0 and in particular, degD = deg(D+ [x]) ~ 
Q 0 

More importantly, we can now show that the inequality of (1.1.22) is an 
equality. 

Corollary 2.1.17. Let Klk be afunctionfield and let K' be afinite extension of K. 
Suppose that P is a prime divisor of K, and let QI ' ... ,Qr be the set of all distinct 
primes of K' dividing P. Then 

r 
Le(QjIP)f(QjIP) = IK': KI· 
1=1 

Proof. Choose 0 =1= x E P, let {P = PI' P2 '.' •• ,P,} be the set of all prime divisors 
of (x) in K and letel := e(~/(x)). The I'; are the zeros of x in IP K' 

Let ~j(l $ j $ rl ) be all the prime divisors of ~ in K', so rl = rand Qj = P1j 

for 1 $ j $ r. Put ejj := e(lijIP/) for all i,j. Then the lij are the zeros of x in IP K" 

By (1.1.25) applied to the tower k(x) ~ K ~ K', we have e(~jl(x)) = eijej. 
Let F; (resp. F;j) be the residue field at ~ (resp. I';j)' Then degl'; = IF; : kl· 

However, an important point to keep in mind is that K' may contain additional 
elements algebraic over k. Let k' be the set of all such elements. Then K' is a 
function field over k', and degl';j = IF;j: k'i. By (1.1.22) we have 

nj := LejjlF;j : F;I $IK' : KI 
j 

for all i. We are trying to prove that the inequality is an equality for i = 1. Using 
(2.1.14) we get 

IK: k(x))l = Le/IF;: kl, and 
j 

IK': k(x) I = IK: kIlK/: K(x)1 = IK: kl LejjellF;j: KI 
Ij 

= Le/je/lF;j : F;1iF;: kl = LnjejlF;: kl $IK': KIIK: k(x) I. 
ij / 

It follows that nj = IK' : KI for all i. 

As a further consequence, we obtain 

o 
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Corollary 2.1.18. Let P be a prime of K. Then the integral closure of tJp in K' is 
afinitely generated Up-module. 

Proof This is immediate from (1.1.8), (2.1.17) and (1.1.22). 0 

We can now prove a preliminary version of the Riemann-Roch theorem. 

Theorem 2.1.19 (Riemann). There exist positive integers Nand g depending 
only on K such that 8(D) ~ g for all divisors D, with equality holding for all 
divisors of degree at least N. 

Proof Fix a nonconstant function x E K. We first argue that for any divisor D, 
there is an equivalent divisor D' and a positive integer m such that D' ~ [x"'J ... 
Namely, since Do ~ 0 we have [x"'J .. - Do ~ [x"'J .. for all positive integers m. 
Then (2.1.11) implies that 

dimL([x"'Joo) - dimL([x"'j .. - Do) ~ deg [x"'joo - deg([x"'joo - Do) = degDo' 

Since 8([x"']oo) is bounded as a function of m, it follows that dimL([x"'joo - Do) > 
o for sufficiently large m. For such an m, choose a nonzero element y of L([x"'] .. -
Do). Then 

lYj ~ Do - [x"'j .. ~ D - [x"'j .. , 

whence D' := D - lY] ~ Do - lY] ~ [x"'] .. as claimed. 

Now using (2.1.16) and (2.1.13) we have 

8(D) = 8(D') ~ 8([x"'] .. ) 

for a suitably large positive integer m. This shows that 8(D) is bounded, for all 
divisors D. 

Let g := lub{ 8(D) I D any divisor }, and choose a divisor D' with 8(D') = 
g. Put N:= degD' +g+ 1, and let D be any divisor of degree at least N. Then 
deg(D - D') > g, but 8(D - D') $ g. This implies that L(D - D') =1= O. Taking 
x E L(D - D') we have [x] ~ D' - D whence 

g ~ 8(D) = 8(D+ [xl) ~ 8(D') = g. 0 

The integer g = g K above is called the genus of the function field K. Perhaps 
the main point of Riemann's theorem is that it guarantees a nonconstant function 
in L(D) for any divisor D of suitably large degree. In fact for degree at least g + 1 
we have dimL(D) ~ degD - g + 1 ~ 2. So for example, if P is a prime divisor 
there is a function x E L( (8 + 1 )P) with exactly one pole, namely at P, and that 
pole has multiplicity at most g + 1. 

2.2 Weil Differentials 

Here we refine Riemann's theorem by looking more closely at divisors D for 
which 8(D) < g. Such divisors are called special. 
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Theorem 2.2.1. If K has genus g, then 

dimAK/(AK(D) + K) = g - ~(D) 

for any divisor D of K. 

Proof Let D be a nonspecial divisor and let a be an adele. There is certainly 
a divisor DI ~ D such that a E AK(D1). From (2.1.13) we see that DI is also 
nonspecial and that AK(D) + K = AK(D1) + K. Thus, 

a EAK(D1) ~AK(Dl)+K =AK(D)+K, 

which shows that AK(D) + K = AK for D nonspecial. But given any divisor D 
we can choose Dl ~ D of sufficiently large degree so that Dl is nonspecial. 
Then AK(D1) + K = AK and dim(AK(D1) + K)/(AK(D) + K) = ~(Dl) - ~(D) 
by (2.1.13). 0 

We call g - ~(D) the index of speciality of D. 
Further mileage may be obtained by looking at the dual of AK. We define a Weil 

differential on K to be a k-linear functional on AK that vanishes on AK(D) + K for 
some divisor D. The use of the word "differential" will be justified later. Denote 
by WK the space of Weil differentials, and let WK(D) be the subspace of those 
differentials which vanish at AK(D) + K. Note that if Dl :5 D2, then WK(D1) 2 
WK (D2). Moreover, by (2.2.1) we have 

(2.2.2) dim WK(D) = g - ~(D). 

In particular, (2.1.19) implies that W K (D) = 0 for all D of sufficiently large degree. 
Then if we fix a nonzero w E WK , we can choose a divisor D of maximal degree 
such that w E WK(D). 

Lemma 2.2.3. Let w be a nonzero Weil differential. Then there is a unique divisor 
D of maximum degree such that wE WK(D). Moreover, for any divisor E we have 
wE WK(E) iff E :5 D. 

Proof This is an easy consequence of (2.1.7): If w vanishes on AK(D1) and 
AK(D2), then it vanishes on AK(D1) +AK(D2) = AK(D1 UD2). 0 

We define the divisor of a Weil differential w to be the unique divisor given 
by (2.2.3), and denote it by [wJ. We define vp(w) := vp([wJ). Let P E IPK with 
local parameter t, and identify kp with the set of all adeles a with aQ = 0 for 
Q 1: P. We observe that if e is an integer and D is any divisor with vp(D) ~ e, 
then t-etJp ~ AK(D). Then directly from the definitions we have 

Lemma 2.2.4. For any prime divisor P and any integer e, we have vp(w) ~ e if 
and only if w vanishes on ,-e tJ p. In particular, w restricts to a nonzero k-linear 
junctional on kp. 0 

As we will see, the restriction of w to kp turns out to be the local residue map. 
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Any divisor of the form [wI for some Weil differential w is called a canonical 
divisor. The interesting fact is that all canonical divisors are linearly equivalent. To 
prove this, we first observe that there is an action of K on WK , given by xw(a) := 
w(xa) for x E K, wE WK, and a E AK. 

Lemma 2.2.5. L{D)WK(C) <; WK(C - D) for any divisors C,D. Moreover, we 
have 

(2.2.6) [xw] = [x] + [wI 

for any x E K andw E WK' 

Proof It is immediate from the definitions that A K ( C)A K (D) <; A K ( C + D) for any 
divisors C,D. Thus, for x E LK(D) we havexAK(C) <; AK(C+D). This implies 
thatxWK(C) <; WK(C-D). 

In particular, since x E L(-[x]), we have [xw] ;::: [x] + [w] for any x E K and 
wE WK' Substituting x-1w for w in this inequality yields 

[wI;::: [x] + [x-1w] ;::: [x] - [x] + [wI = [wI, 

whence 

and (2.2.6) follows. 

For w E WK and P E IPK' we define 

vp(w) := vp([w]). 

Then the following properties are immediate: 

(2.2.7) 
vp(xw) = vp(x) + vp(w) , 

vp(w+w'):5 vp(w)+vp(w'), 

for all x E K and w, w' E WK' 

o 

Theorem 2.2.8. Let K be afunctionfield. Then dimK(WK) = 1. Any two canonical 
divisors are linearly equivalent. 

Proof The second statement is immediate from the first and (2.2.6). Choose any 
two nonzero Weil differentials wl ,w2• For i = 1,2 suppose that Wi E WK(DJ 
Then the map x I-t xwi defines for any divisor D an embedding tPi D : L(D) --+ 

WK(D j - D) by (2.2.5). Now let D be a divisor of large degree, and consider the 
pair of embeddings tPi,D+D; : L(D+Dj) --+ WK( -D). Note that L( -D) = 0, so we 
have 

dimWK( -D) = g - ~(-D) = g-deg( -D) -1 = g+degD-l. 
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For each embedded subspace, however, we have 

dimL{D+D j ) = degD+ degDj - g+ 1 for i = 1,2, 

so the codimension of these subspaces in WK { -D) is 2g - 2 - degDj' which is 
independent of degD. Hence the two subspaces intersect for D of suitably large 
degree. This means that there exist elements Xj E K with x I wI = x2 w 2' as required. 

o 
We are at last ready to prove the main theorem of this chapter. 

Theorem 2.2.9 (Riemann-Roch). Let K be a junction field of genus g and let C 
be a canonical divisor on K. Then for any divisor D. LK(C - D) ~ WK(D). and 
we have 

dimLK(D) =degD+ l-g+dimLK(C-D). 

Proof A restatement of the formula is dimL(C - D) = g - ~(D), so by (2.2.2) 
the formul~ follows from the k-isomorphism L(C - D) ~ WK(D). 

By (2.2.8) we can take C = [w] for any nonzero Weil differential w. Then wE 
WK(C), so the map x 1-+ xw embeds L{C - D) into WK(D) by (2.2.5). To show 
that this map is onto, let w' E WK(D). Then [Wi] :::: D by definition, and w' = xw 
for some x E K by (2.2.8). Then (2.2.6) yields [x] = [w'] - [w] :::: D - C, whence 
x E L{C - D), and we have L(C - D) ~ WK(D). as required. 0 

The Riemann-Roch theorem has many important consequences, which we will 
be exploring in subsequent sections. For now, we list a few of the more obvious 
ones. 

Corollary 2.2.10. Let K be a junction field of genus g and let C be a divisor on 
K. Then C is a canonical divisor if and only if dimL{ C) = g and deg C = 2g - 2. 
In particular, all divisors of degee at least 2g - 1 are nonspecial. 

Proof Suppose C is canonical and put D = 0 in (2.2.9). This yields dimC = g. 
Now put D = C and obtain degC = 2g - 2. Conversely, assume dimL(C) = g 
and degC = 2g - 2. Then ~(C) = g - I, so dimAK/AK(C) = 1 by (2.2.l). This 
means that there exists a nonzero Weil differential wE WK{C), Then C ~ Iw], but 
degC = deg[wJ, and therefore C = IwJ. 

Finally, if degD:::: 2g -I, then deg{C - D) < 0 and hence L(C - D) = 0, so D 
is non special by (2.2.9). 0 

Corollary 2.2.11. The following conditions are equivalent for a junction field K: 

J. K has genus 0 and has a prime divisor P of degree one. 

2. K has an element x with deg[x]_ = 1. 

3. K = k(x) for some x E K. 

Proof 1 ==:} 2: By (2.2.10) canonical divisors have degree -2, so the Riemann­
Roch theorem gives dimL{P) = 2. Let x be a nonconstant function in L(P). 
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Then x has exactly one pole of order at most I at P. But x must have a pole, 
so we have [xloo = P. 

2 =::;. 3: We have deg[xloo = I = IK: k(x) I by (2.1.14). 

3 =::;. I: Clearly, k(x) has the point (x). We have previously observed that, for 
K = k(x), L(nPoo) is the space of polynomials of degree at most n, and 
therefore dimL(nPoo ) = n+ 1= deg(nPoo) + I for all n. Thus (2.2.9) implies 
th~g=n 0 

Recall from (2.1.16) that the degree map is well-defined on divisor classes. 
The degree zero subgroup of the divisor class group is called the Jacobian of K, 
denoted J(K). If K has a point (prime divisor of degree one) Po, then there is an 
obvious map 'If(P) = I' - Po from the points of K to J(K), where I' denotes the 
image of P in the divisor class group. 

Corollary 2.2.12. If g(K) > 0, then 'If is injective. 

Proof The condition P-P = [xl implies that [xl .. = P, so gK = 0 by (2.2.11). 
o 

The Riemann-Roch theorem yields the following improvement of the weak 
approximation theorem: 

Theorem 2.2.13 (Strong Approximation Theorem). Suppose that 

S:= {P .. ,PI'·"'Pn } ~ l?K' 

{XI"" ,xn } S; K, and {m J , ••• ,mn } S; Z. Put Vi := Vp. for all i. Then there exists 
I 

X E K such that vj(x-xj) = mj (I :$ i:$ n) and vp(x) ~ O/or all primes P rt s. 

Proof Consider the divisor D:= NPoo - LI=I (m j + l)~ where N» 0, and the 
adele 

a := {Xj if P =~, I :$ i :$ n, 
p 0 otherwise. 

For N sufficiently large, D is nonspecial, so AK = AK(D) + K by (2.2.1). In 
particular. there is an element y E K with y - a E AK(D). This means that 
vj(y-xj) ~ mj + 1 for all i. and vp(Y) ~ 0 for P ¢ S. 

Next, choose Zj E K with vj(Zj) = mj for all i. Then repeating the above argu­
ment, there is an element Z E K with vj(z - z;) > mj for all i. and vp(z) ~ 0 for 
P ¢ S. Then vj(z) = vj(z - Zj + z;) = mj for all i. The element x := y + z satisfies 
the conditions of the theorem. 0 



52 2. Function Fields 

2.3 Elliptic Functions 

The Riemann-Roch theorem has some very interesting consequences in the case 
that the genus of K is one. By (2.2.10), 0 is a canonical divisor, so the theorem 
now reads 

dimL(D) = degD+dimL( -D). 

For positive divisors D, this becomes dimL(D) = degD. In addition to gK = 1, 
suppose that K has a point Po' Then dimL(nPo) = n for all n > O. Clearly, L(Po) = 
k. Let x E L(2Po) \ L(Po) and let y E L(3Po) \ L(2Po). Then [x]oo = 2Po and [y]oo = 
3Po' By (2.1.14) we have IK : k(x)1 = 2 and IK : k(y)1 = 3. This implies that 
K = k(x,y) and that y satisifies a quadratic polynomial over k(x). In fact, the set 
{1,x,y,x2,x3,.ty,Y} ~ L(6Po) must be linearly dependent, because dimL(6Po) = 
6. Moreover, the coefficient of y2 in this dependence relation must be nonzero, or 
else we would have K = k(x), and the coefficient of x3 must be nonzero, or else 
IK: k(y)1 ~ 2. Thus, we have proved 

Theorem 2.3.1. Let K be a function field of genus one with at least one point Po. 
Then there is a basis {1,x,y} for L(3Po) such that K = k(x,y) and 

(2.3.2) Y + f(x)y + g(x) = 0, 

where f(X) E k[X] is linear and g(X) E k[X] is a cubic. o 
Later, in (4.5.16), we will see, conversely, that any function field generated 

by elements x and y satisfying a cubic polynomial has genus at most one with 
equality if and only if a certain nonsingularity condition is satisfied. 

Further simplifications can be made in the form of f and g, depending on 
whether or not char(k) = 2, but we will not pursue this here.3 A more interesting 
line of investigation starts from the observation that if D is any divisor of degree 
one, then there exists a nonzero x E L( D), so D + [xl is nonnegative of degree one, 
Le., a point. In other words, all divisors of degree one are linearly equivalent to 
points. Now let D be an arbitrary divisor of degree zero. Then D + Po rv P for 
some point P. Thus, we see that the map ",(P) = p - Po of (2.2.12) is surjective, 
and therefore induces a bijective correspondence between the points of K and the 
Jacobian of K. We can then define a unique group operation EB on the points of K 
making '" an isomorphism. The zero element for this operation is just the point 
Po' Note that the functions x and y are defined at all nonzero points P. 

Recall that for any P E II» K and any f E (jp, the image of f under the residue 
map (j -+ Fp is denoted f(P). In particular, if P is a nonzero point, then f(P) E 
k, and the pair of functions (x,y) define a map tP(P) := (x(P),y(P)) from the 
nonzero points of K to points of the affine plane k2 over k whose coordinates 
satisfy (2.3.2). The image of the map tP is called an elliptic curve. We will develop 

3See Exercises 2.8 and 3.10 
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some machinery for studying such maps in Chapter 4, but we can illustrate some 
of the important geometric ideas here without any machinery. 

Suppose PI , P2, and P3 are three nonzero points of K with PI ~P2 ~P3 = O. What 
this really means is that PI + P2 + P3 - 3Po = [zl for some principal divisor [zl. Then 
z has a unique pole at Po of order 3, and it vanishes at PI ,P2, and P3. But {I, x, y} 
is a k-basis for L(3Po), so there exist constants a, b, c such that z = a + bx + cy. 
Thus, 

a + bx(P;) + cy(P;) = 0 for i = 1,2,3, 

and we see that ~ (P;) lies on the line a + bx + cy = 0 for i = 1, 2, 3. In other words, 
any three nonzero points of K that sum to zero under ~ have colinear images in 
k2. 

Next, suppose a function of the form z = a + bx + cy E K vanishes at two distinct 
nonzero points PI ,P2• In the affine plane we are drawing a line through two points 
on the curve. If c ¥ 0, then z E L(3Po) \ L(2Po) , so we must have [zl = -3Po + 
PI + P2 + P3 for some uniquely determined third point P3 (not necessarily distinct 
from PI or P2). Thus z vanishes at a uniquely determined third point, and the three 
points sum to zero in the Jacobian. In the affine plane, we see that a nonvertical 
line through any two distinct points of the curve meets the curve at a unique third 
point. 

If c = 0, then b ¥ 0 and x(P1) = x(P2) = -a/b. Furthermore, Z E L(2Po), so 
we must have [zl = -2Po + PI + P2 and we see that the two points sum to zero 
in the Jacobian. Conversely, if two points sum to zero in the Jacobian, we get a 
function z E L(2Po) vanishing at those points. In the affine plane, this means that 
the vertical line drawn through any point on the curve meets the curve at a unique 
second point, namely its additive inverse under the group law. 

Finally, if z = a+bx+cy and vp(z) > 1 for some point P E PK , we say that the 
line e : a + bx + cy = 0 is tangenf to the curve at the point ~(P). If e is vertical, 
i.e., Z E L(2Po), we get 2P = O. If e is not vertical, i.e., Z E L(3Po) \ L(2Po), it 
meets the curve at a third point Q = - 2P. 

Thus, we have the following geometric description of the group law: 

Theorem 2.3.3. Let K be a function field of genus one with at least one point Po' 
Then the map ~ of (2.2.12) is bijective. Moreover, ifwe choose a basis {l,x,y} 
for L(3Po) as in (2.3.1) and embed the nonzero points of K into k2 via the map 
P f-+ (x(P),y(P)). then three points of K sum to zero in the Jacobian if and only if 
their images are collinear in the (x,y)-plane. and two points of K sum to zero in 
the Jacobian if and only if their x-coordinates are equal. 0 

4We discuss tangents in detail in Chapter 4. 
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2.4 Geometric Function Fields 

At this point in our exposition we want to apply the theory of derivatives and dif­
ferential fonns developed in Section 1.3. To do so, however, we need an additional 
hypothesis in order to deal with some difficulties that may arise when the ground 
field is not perfect. See Exercise 2.10 for an example. 

Definition. We say that a function field K / k is geometric if J( ®k K is a field for 
every finite extension k' of k. 

Equivalently, we could say that if a field K' contains K and a finite extension J( 
of k, then J( and K are linearly disjoint over k. Thus, (A.O.II) immediately gives 

Lemma 2.4.1. If K / k is a geometric function field and Ko is an intermediate fie ld 
transcendental over k, then Ko/ k is also a geometric function field. 0 

One way (in fact, as we will prove, the only way) to construct a geometric 
function field is to let f(X, Y) E k[X, Yj be an irreducible polynomial that re­
mains irreducible in J([X,Yj for any finite extension J( of k. Such a polynomial 
is called absolutely irreducible. Since f is irreducible, it generates a prime ideal 
of k[X,Yj, and the quotient ring k[X,YI!(f) is therefore an integral domain. If we 
put x := X + (f) and y := Y + (f), we see that the field of fractions K := k(x,y) 
of k[X,Yl!(f) is a finite extension of k(x). Moreover, for any finite extension 
k' of k, J( ®k K = k'(x,y), where we identify x,y with I ®x, 1 ® y respectively. 
Since x and y satisfy the irreducible polynomial f(X,Y) over J(, it follows that 
k'[x,y] ~ k'[X,Yl!(f) is an integral domain, and thus k'(x,y) is a field. To see that 
K/k is a geometric function field, it only remains to show that k is algebraically 
closed in K, but this follows from 

Lemma 2.4.2. Let k £:;; K be fields such that J( ®k K is a field for every finite 
extension J( of k. Then k is algebraically closed in K. 

Proof. If k is not algebraically closed in K, there is a finite simple extension J( = 
k( u) for some u E K \ k. Since J( is a direct summand of K as a k-vector space, 
k' ®k K contains the finite dimensional subalgebra A := k' ®k J(, and it suffices to 
show that A is not an integral domain. This is a basic fact, the point being that if 
it were an integral domain, finite-dimensionality would force every subring of the 
form k[v] to be a field for all v E K X , which would imply that A itself is a field. 
However, there is a nontrivial homomorphism of A onto J( mapping u ® 1 - 1 ® u 
~~~ 0 

Corollary 2.4.3. Let k be a field and let f(X, Y) E k[X, Y] be absolutely irre­
ducible. Then the field of fractions of k[X, YJI (f) is a geometric function field 
owr~ 0 

Corollary 2.4.4. Let K / k be a geometric function field and let J( be a finite 
extension of K. Then k' ®k K is a geometric function field over k'. 
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Proof For any finite extension kif of I( we have 

/I' ®~ (k' ®k K) = (/I' ®~ /I) ®k K = /I' ®k K 

by associativity of the tensor product, and the result follows from (2.4.2). 0 

The converse of (2.4.2) is in general false, as shown by Exercise 2.10, but it is 
true if the ground field is perfect. 

Lemma 2.4.5. Let K be a function field over a perfect ground field k. Then K is 
geometric. 

Proof Let k' be a finite extension of k. Then I( /k is separable, so I( = k{u) for 
some u E k' by (A.0.17). Moreover, u satisfies an irreducible separable polyno­
mial I{X) E k[X] of degree n = II(: kl. We claim that 1 remains irreducible over 
K. Namely, any factor 10 has roots that are are algebraic over k, but since the 
coefficients are symmetric functions of the roots, the coefficients of 10 are also 
algebraic over k. Since K/k is a function field, we see that 10{X) E k[X] and thus 
that 10 =1. 

Now identify k' and K with their canonical images in K' := I( ® K. Since u 
satisfies an irreducible polynomial of degree n over K, K[u] is a field and IK[uJ : 
KI = n = dimKK'. We conclude that K' = K{u) is a field, as required. 0 

• Recall that the construction of Hasse derivatives given in section 1.3 requires 
the existence of separating variables. This is automatic in characteristic zero, but 
in positive characteristic a basic fact about geometric function fields is that they 
contain separating variables. In fact, we next prove that all x E K that are not 
separating variables lie in a unique subfield of index p generated by k and the 
image of the pth power map. We denote this subfield by kKP 

Theorem 2.4.6. Let K / k be a geometric junction field of characteristic p > O. 
Then IK: kKPI = p, and the following statements are equivalent for an element 
xEK: 

1. xEkKP. 

2. dK/kx=O. 

3. x is not a separating variable for K / k. 

Proof It is obvious that any k-derivation of K vanishes on kKP, so 1) implies 2). 
From 2) we deduce 3) by (1.3.6). 

To show that 3) implies 1), choose x E K \ k such that K / k{x) is inseparable. 
Then (A.O.9) yields a subfield E ~ K containing k{x) with K / E purely inseparable 
of degree p. Then kKP ~ E, and K = E{y) for some y E K with a := yP E E. If 
a E kEP, we can write 

r 

a= La;bf, 
;=1 
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where a; E k and b; E E for all i. Let k' be the finite extension of k obtained by 
adjoining the pili roots of a l , ... , ar , and put K' = k' ®k K. By (2.4.4) K'Ik' is a 
geometric function field. Let f3; E k' with f3j = a;, and define 

r 

y' = "Lf3;®b; E k'E. 
;=1 

Then y'P = a. Since the polynomial XP - a has at most one root in any field of 
characteristic p, we get y = y' E k' E and then K' = k' K = k' E (y) ~ k' E. However, 
k' E and K are linearly disjoint over E by (A.O.ll), a contradiction that shows that 
a¢ kEP. 

Since E is a geometric function field by (2.4.1), we may assume, by induc­
tion on IK: k(x) I, that Elk(a) is separable, and we conclude from (1.3.5) that 
every nonzero derivation of E is nonzero at a. However, since a = yP, we have 
dK/k(a) = 0, and therefore dK/k vanishes on E. Since kerdK/ k is a subfield and 
E is a maximal subfield, either E = kerdK/ k or o'K/k = O. The latter case is im­
possible because the formal derivative on E[X] vanishes on XP - a and therefore 
defines a nonzero derivation D on E[XI!(XP - a) ~ K given by 

for a; E E. It follows that E = ker(dK/k) is unique, and therefore contains all 
elements x E K for which Klk(x) is inseparable. Since E also contains kKP, it 
only remains to show that IK : kKPI :s; p. 

Let x E K \ E. Then K I k(x) is separable, so we can choose y E K with K = 
k(x,y) by (A.0.17), and we have KP = kP(xP,yP). Consider the tower 

kKP = k(xP ,yP) ~ k(x,yP) ~ K. 

Since Klk(x) is separable and KlkKP is purely inseparable, we conclude that K = 
k(x,yP) = kKP(x). Since x is a root of XP -xP over kKP, we have IK: kKPI :s; p, 
as required. 0 

From (1.3.6) we immediately get 

Corollary 2.4.7. Let Klk be a geometric function field. Then dimKo'K = 1. 0 

Corollary 2.4.8. K I k is a geometric function field if and only if K = k(x, y) where 
x and y satisfy an absolutely irreducible polynomial f(X, Y) E k[X, Y]. in which 
case k[x,y] ~ k[X,YI!(f). 

Proof We already have one implication from (2.4.3). Conversely, suppose that 
K I k is geometric, and choose a separating variable x by (2.4.6). Then K = k(x,y) 
for some y E K by (A.0.17), where y satisfies an irreducible polynomial of de­
gree n:= IK: k(x) 1 with coefficients in k(x). Carefully clearing denominators, we 
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obtain a polynomial f(X, Y) E k[X, Yj with f(x,y) = 0 such that if we write 

/I 

f(X,Y) = Laj(X)Y; 
;=0 

with an (X) i: 0, then the polynomials a;(X) E k[Xj are relatively prime. We claim 
that f(X, Y) is absolutely irreducible. Namely, let" be a finite extension of k and 
put K' :=" ®k K, with" and K identified with their natural images in K'. Then 
K' = "(x,y) is a field by hypothesis and" and K are linearly disjoint over k. By 
(A.O.II) "(x) and K are linearly disjoint over k(x) and I K' : "(x) I = I K : k(x) I = n. 
In particular, y cannot satisfy a polynomial of degree less than n over "(x). If 
f(X,Y) = g(X,Y)h(X,Y) over "[X,Yj, then one of the factors, say g, must be 
a polynomial in X alone, but then g(X) I aj(X) for all i and therefore g(X) is a 
constant since the aj(X) are relatively prime. 

It remains to show that the kernel of the obvious map k[X, Yj - k[x, yj is (f), 
or in other words, that x and y satisfy no further relations. Let K' be the field of 
fractions of the integral domain k[X,YI!(f) = k[x',y'j, where x' = X + (f) and 
y' = Y + (f). There is a map IP : k[x' ,y'j- k[x,yj mapping (x',y') to (x,y) because 
f(x,y) = 0, and IP restricts to the obvious isomorphism 1P0 : k[x'] - k[x]. But 1P0 
has a unique extension to k(x') and then to an isomorphism lPo : K' - K mapping 
y' to y by elementary field theory. Since lPo and IP agree on x' and y', they agree 
on k[x',y'j. 0 

A serious problem that arises for nonperfect ground fields is that there may be 
a prime divisor P E IP K for which the residue field Fp is an inseparable extension 
of k. In such a case, for example, we can't use (1.2.14) to expand elements of 
Kp as Laurent series in powers of a local parameter. We will call a prime divisor 
P of K/k a separable prime divisor if Fp/k is separable, and we denote the set 
of separable prime divisors by IP ;ep. We will call an arbitrary divisor separable 
if each of its prime divisors is separable. For any prime divisor P, we denote by 
Fpsep the maximal separable subextension of Fp/k. 

The following result allows us to at least construct infinitely many separable 
primes. 

Theorem 2.4.9. Let K' / K be a finite separable extension of function fields with 
P' E IPK1 , and put P:= P' nK. Then for almost all P', e(P'IP) = I and Fp'/Fp is 
separable. . 

Proof By (A.O.17), K' = K(u) for some element u E K'. Let f(X) := xn + 
a1Xn- 1 + ... +an be the minimum polynomial of u over K. Then f(X) has dis­
tinct roots U = U l' u2 ' ••• ,U/I in some extension field of K'. Let 6. = nj<J (uj - U J)' 
Then 6.2 is a symmetric function of the u; and is therefore a polynomial in the a j • 

In particular, 6.2 E K. 
Now for almost all prime divisors P of K, we have vp(6.2) = vp(a;) = 0 for all 

i. For any such prime P, (1.1.23) applies, because f(X) has coefficients in tJp and 
distinct roots modulo P, and the theorem follows. 0 



58 2. Function Fields 

We apply (2.4.9) to the extension Klk(x), using (2.4.6) to choose a separating 
element x E K. We see that for almost all separable irreducible polynomials f(x) E 
k[x), every prime divisor P of fin K is separable because Fpl F separable, where 
F := k[x)/(f(x» is a separable extension of k. Recall that in order to get any 
inseparable extensions at all, k must be infinite, since finite fields are perfect. In 
particular, therefore, all prime divisors of x - a are separable, for almost all a E k, 
and we have 

Corollary 2.4.10. A geometric function field has infinitely many separable prime 
divisors. 0 

Although the problem of inseparable residue field extensions is a serious one, 
the problem of inseparable extensions of the function field itself is essentially 
confined to the corresponding problem for the ground field, in the following sense. 

Lemma 2.4.11. ut K I k be a geometric function field of characteristic p > O. 
Then kKP is the unique subfield of K containing kfor which KI Ko is purely insep­
arable of degree p. If Kolka is any geometric subfield of K of finite index, then th-e 
natural map 0Ko/to - 0K/k is zero if Ko ~ kKP and is an embedding otherwise. 

Proof. If KlKo is purely inseparable of degree p, then KP ~ Ko' and since 
IK: kKPI = p by (2.4.6), the first assertion follows. For any geometric Ko ~ K, 
the natural map is either zero or an embedding, because dimK, OK, = 1 by (2.4.7). 

o 0 
But it is nonzero if and only if Ko <l:. kKP by (2.4.6). 0 

We say that a finite extension K' I K of geometric function fields is weakly sepa­
rable if K ~ k' K'P, or equivalently, if the natural map OK - OK' is an embedding. 
The main point about this definition is that every weakly separable extension is 
obtained by first making a (possibly inseparable) constant field extension followed 
by a separable extension. 

Lemma 2.4.12. Let K'Ik' be a weakly separable finite extension of Klk. Then 
K' Ik' K is separable. 

Proof. We may assume that char(K) =: p > O. Since k' is the full field of constants 
of K', it is also the full field of constants of l' K, so replacing K by l' K, we may 
as well assume that l' = k. But if K' I K is inseparable, there is a subfield Ko 
containing K with K' I Ko purely inseparable of degree p, contrary to (2.4.11). 0 

2.5 Residues and Duality 

In this section we study the structure of the module of differential forms on a 
function field K. Put OK := 0K/k and d := dK/ k• We will apply Tate's theory 
of residues from Section 1.4, obtaining a number of results. We first prove the 
"residue theorem" that the sum of the local residues of any differential form is 
zero. Then we use Tate's residue form to obtain a canonical isomorphism between 
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the module of differential forms OK and the module of Weil differentials WK for 
geometric function fields. Indeed, for the remainder of the book, most of the facts 
about differential forms that we obtain require this extra assumption, but recall 
that it is automatically satisfied for perfect ground fields by (2.4.5). 

The first step is to define the local residue map. We recall the notation and 
terminology of section 1.4. The main point, which is almost trivial, is that for any 
PE lPK , Up is a near kp-submodule.Namely, for any xE kp wehavexUp ~ riup 
for some i ~ O. Since multiplication by ti induces an isomorphism riUp/Up ~ 
Up/tiUp, we see that 

dimkxUp/Up S; dimkUp/tiUp = idimkUp/tUp < 00. 

We therefore have the local residue map Resp(udv) := (u, v) k b defined for all 
p. p 

u, v E kp , although we are most interested in its restriction to K. See (2.5.3) below. 

Lemma 2.5.1. Ifu, v E Up. then Resp(udv) = O. In particular; if a is an adele 
and v E K, then Resp( apdv) = 0 for almost all P E lP K' 

Proof. The first statement is immediate from (1.4.9) because Up is invariant under 
u and v. The second follows because a and v have only finitely many poles. 0 

Theorem 2.5.2 (Tate). Let K/k be a function field, let S ~ lPK• and let ro E OK' 
Define 

Os := npESop . 

Then Os is a near K -submodule of K, and 

L Resp{ro) = Res~ (ro). 
PES S 

Proof Note that the sum is finite by (2.5.1). We will apply the Tate residue theory 
to the K -submodule As of the adele ring A defined by 

As := {a E A I ap = 0 for P ~ s}. 

Put As{D) := As nA(D) for any divisor D, and write Resw := Res~ for W a 
near K-submodule of As' Let n : A -+ As be the natural projection map and put 
Ks := n(K). Note that n is a map of K-modules and restricts to isomorphisms 
nlK: K ~ Ks' and nlu : Os ~ KsnAs{O). 

S 
We first observe that As(O) is a near K-submodule of As' Namely, if x E K and 

a E As(O), then vp(xa) ~ vp{x) for all PES, whence xAs{O) ~ As([xloo), and 
therefore 

dimk(xAs(O) +As{O))/As{O) ~ deg[xJoo 

by (2.1.6). Since nlK is an isomorphism, we have 

Res~ = ResKs () = ResK rIA (0)' s KsrlAs 0 s s 

because we can enlarge Ks to As by (1.4.10). 
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Now we can apply (1.4.11) to obtain 

ResKs+As(O) = ResKs + ResAs(O) -Res",s· 

However, Ks is K-invariant and Ks+As(O) = 1r(K +AK(O)) and therefore has 
finite codimension by (2.2.1). Using (1.4.9) and (1.4.10) we conclude that 

(*) ResAs(O) = Res~s· 
For future reference, we record the special case of (*) in which S = {P} for 

some prime PEP K: 

(2.5.3) 

where we are henceforth using the embedding kp '-+ A to identify x E kp with the 
adele that is zero at all primes except P and equals x at P. 

Now choose mE OK and write m = ydx for some x,y E K. Let PI' .. . P" be all 
the primes PES where either x or y has a pole and T be the set of all other primes 
in S. Then we can write 

" As(O) =Ar(O)ffio~. 
;=1 

Note thatxAr(O) +yAr(O) S;;; Ar(O) because neither x nor y has any poles in S. 
Then Resp(m) = 0 for all PET by (2.5.1), and ResAr(O)(m) = 0 by (1.4.9). Now 
(*) together with repeated application of (1.4.11) to (**) yields 

" Rest? (m) = ResA(O)(m) = LResp(m) = LResp(m). 0 
s ;=1 i PES 

Corollary 2.5.4 (Residue Theorem). Let K /k be ajunctionfield and let m E OK. 
Then 

L Resp( m) = O. 
PEPK 

Proof If we take S = P K in the theorem, we get tJs = k '" 0, and the result follows 
by (1.4.10). 0 

Even in the case K = k(x), the residue theorem is nontrivial, as Exercise 2.12 
shows. 

For the remainder of this chapter we impose the extra hypothesis that K/k is 
a geometric function field. With the residue theorem proved, we are now in a 
position to justify the term "Weil differential." Let mE OK and a E AK • Using 
(2.5.1), it is clear that the function m* : A K -+ k given by 

(2.5.5) m*(a):= L Resp(apm) 
PEPK 
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is well-defined. We claim that m* is in fact a Weil differential. To see this, 
write m = udv for some u, v E K. If PEP K and u, v, a are all finite at P, then 
Resp(am) =Oby(1.4.9). In fact, if we putD:= [ul .. + [vI .. and take a EAK ( -D) 
it is clear that Resp(am) = 0 for all P. Thus, m* vanishes on AK ( -D). Since it 
also vanishes on K by (2.5.4), it is a Weil differential. 

It is easy to see from the definitions that the duality map * : OK -+ WK is K­
linear. Choose a prime PEP K with local parameter t, and for every element x E 
(jp,let a (x) be the adele for which ap =rlx and aQ = 0 for Q '" P. Then (1.4.13) 
yields 

(2.5.6) 

To show that the duality map is nonzero, we take PEP ~ep using (2.4.10). Then 
trF '" 0 by (A.0.8), so we can find x E (jp with dt*(a(x)) '" 0 by (2.5.6). Now 

p 

we have a nonzero K-linear map between two one-dimensional K-vector spaces 
(see (2.4.7) and (2.2.8» which is therefore an isomorphism. Moreover, we have 
dt* '" 0, whence dt '" 0, and t is a separating variable by (2.4.6). Identify t p with 
its natural image in the adele ring. Since dt* vanishes on Up by (1.4.9) and does 
not vanish on t- 1 (jp by (2.5.6), we have vp(dt*) = 0 by (2.2.4). 

Finally, if P is inseparable, then (2.5.6) shows that dt* vanishes on t- 1 Up, 
whence vp(dt*) 2: 1. Summarizing, we have proved 

Theorem 2.S.7. Let K be a geometric function field. The map m 1--+ m* is a K­
linear isomorphism OK -+ WK' Moreover, if PEP K and t is a local parameter at 
P, then vp{dt*) = 0 if and only if P is separable, in which case t is a separating 
variable. 0 

We see that for PEP ;ep, all local paramters at P have nonzero differentials. 
What about inseparable primes? It is trivial to construct counterexamples; If K := 
k{x) and p{x) is an irreducible inseparable polynomial, then p is a local parameter 
at k[xl(p) and dp = O. 

We can now extend valuations on K to the module of differential forms by 
defining 

vp{m):= vp{m*) for all P E PK ' 

[m] := L vp{m)P. 
p 

It follows from (2.5.7) that to compute vp(m) for P E P:P, we can choose a 
local parametert atP, write m =xdt for some x E K, and we have vp(m) = vp(x). 
It is not yet clear what to do for P inseparable. 

The following properties are immediate consequences of the definition and 
(2.2.7). 
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Corollary 2.S.8. Let K be a geometric function field with CO E OK and PEP K' 

Then. 

vp(xCO) = vp(x) + vp(CO), 
vp(CO+ CO') ~ min{vp(co), vp(co')}. 

In particular, [CO] is a canonical divisor and deg[co] = 2g - 2for all CO E OK' 0 

One consequence of (2.5.7) is that the local residue fonn cannot vanish. This 
provides some information about the structure of the completion bp in the 
inseparable case. 

Corollary 2.S.9. Let K be a geometric function field. let PEP K' and let x E K 
be a separating variable. Then Resp(ydx) ::f 0 for some y E kp. If F sep is the 
maximal separable subfield of Fp. then F sep is the maximal finite extension of k 
contained in kp. 

Proof Since vp(dx) is finite, there must be an adele a with Resp(apdx) ::f 0, 
proving the first statement. For the second, we note that any finite extension of k 
contained in kp lies in bp by (1.1.7), and is therefore a subfield of Fp. Let le'lk be 
the maximal subextension of Fplk contained in bp. Since F sep lifts to a subfield 
of bp by (1.2.12), it suffices to show that le'lk is separable, but this follows from 
(1.4.16), (A.O.8), and the nonvanishing of the residue fonn. 0 

The extension of valuations to differential fonns provides OK with some inter­
esting additional structure. Although they are not functions, we can now speak 
of the zeros and poles of differential fonns. Let 0K(D) be the inverse image of 
WK(D) under the duality isomorphism. Then 0K(O) consists of fonns co with 
v p( co) ~ 0 for all P. Such forms are called regular differential fonns, or holomor­
phic in the case k = C. We then have the following elegant characterization of the 
genus, which is often taken to be the definition: 

Corollary 2.5.10. Let K be a geometric function field of genus g. and let 0K(O) 
denote the space of regular differential forms on K. Then dimkOK(O) = g. 

Proof This is immediate from (2.5.7) and (2.2.2). o 

More generally, we get an interesting interpretation of the "error term" in the 
Riemann-Roch theorem. Namely, for any canonical divisor C and any divisor D 
we have 

dimL(C-D) =g-~(D) =dimWK(D) 

by (2.2.9) and (2.2.1), so we have the following restatement of (2.2.9). 

Corollary 2.5.11. Let K be geometric of genus g and let D be a divisor on K. 
Then 

dimLK(D) =degD+ I-g+dimOK(D). 0 
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This formulation has some additional punch. For example. suppose that D is a 
nonnegative divisor of degree less than g. Then S(D) < g. so D is special. and we 
have 

Corollary 2.5.12. If K is a function field of genus g and D is a nonnegative divisor 
on K of degree less than g. then dimkOK(D) 2: g- S(D) > O. 0 

We tum now to the problem of actually computing Resp{m). We can reduce 
this in general to the computation of the trace of a matrix by (1.4.12). but in the 
case that P is separable, there is an elegant answer which we now discuss. 

We begin by choosing a local parameter t at PEr ;ep and using (1.2.14) to 

identify Up, the completion of Op at P, with the ring Fp[[/1l of formal power 
series in I with coefficients in Fp. 

Define the "obvious" map jj(n) : Up ~ Up via 

jj(n) ( i: amlm) := i: (m) amtm- n. 
m=O m=n n 

We do not yet know that jj(n)(op) ~ Op. but in any case we get a generalized 
derivation 

jj: Up ~ Up[[sjj, 

where s is an indetenninate. because it is straightforward to verify that the jj(n) 
satisfy the product rule. (See the discussion immediately preceeding (l.3.8).) Be­
cause it is an embedding and Up is an integral domain. jj extends uniquely to a 
generalized derivation on the field of fractions kp . Then by restriction we have an 
embedding 

jj : K ~ Kp[[s]] 

that is the identity in degree zero and agrees with the Hasse derivative D, on k(t). 
Note thatD, is defined because t is a separating variable by (2.5.7). Now (l.3.11) 
yields jj = D/. and we have proved 

Theorem 2.5.13. Suppose that K is geometric and PEP ;ep with local parameter 
t.lfthe power series expansion ofx E Op at Pis 

with am E Fp, then the power series expansion of D~n){x) at Pis 

D~n)(x):= i: (m)amtm-n. 
m=n n 

o 
Using this result and the formula (1.3.10). the Hasse derivatives can be 

explicitly computed from the Laurent series for any x E K. Moreover. we have 
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Corollary 2.5.14 (Taylor's Theorem). Suppose that P E p;ep with local 
parameter t and x E dp. Then 

00 

X= LD~n)(x)(p)tn. 
n=O 

Proof This follows from (2.5.13) by observing that the constant term in the 
power series expansion of D~n)(x) at t is an, the coefficient of tn in the expansion 
ofx. 0 

Now we can explicitly compute the local residue map. 

Lemma 2.S.1S. Let K/k be a geometric function field and let P E lP;ep with local 
parameter t and residue field F. Let u, v E K. Then 

Resp(udv) = trF/k(a_ I ), 

where a_I is the coefficient of t- I in the Laurent series expansion of u(dv/dt) 
with respect to t. 

Proof Put x := u(dv/dt), so that udv = xdt, and use (1.2.14) to write 

00 

X= L ai, 
i=-n 

with a; E F. We need to show that Resp(xdt) = trF/k(a_ I). Since F ~ kp and Up 
is F -invariant. we can use (1.4.16) to write 

Resp(xdt) = trF/k(Res~(xdt»), 

where Res~ is the F -linear residue form defined by computing traces with respect 
to F rather than k. Now put 

-2 

Xo:= L a/ 
;=-n 

.. 
and x l := La/. 

;=0 

Then x = Xo + XI + a_It-I, and since x/J ~ (7 and t(7 ~ (7, (1.4.9) yields 
Res~(xldt) = 0, and from (1.4.12) we get Res~(xodt) = 0, and 

Res~(xdt) = Res~(a_It-Idt) = trd ltd (a_I) = a_I' 
p p 

because dp/tdp = F. 

2.6 Exercises 

Exercise 2.1. Let K := k(X) and let D be any nonnegative divisor. Prove directly 
that dim(L(D» = degD + 1. 
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Exercise 2.2. Prove the assertion of the text that 

k[X] = Un~OLK(nPoo). 
Exercise 2.3. Let K be a function field of genus g. Assume that K has a divisor 
of degree g. Show that K has a nonnegative divisor Do of degree g. and that every 
element of the Jacobian can be represented in the divisor group as a difference 
D - Do where D is also nonnegative of degree g. 

Exercise 2.4. Let K / k have genus g. Suppose that S : = {PI' P2 , .•. ,Pn} is a set of 
distinct points of K (prime divisors of degree 1). that Po is another point of Knot 
in S. and that fl!f2 .... .!m are a basis for LK(dPo). where n > d ~ 2g - l. 

(i) Show that m = d - g + l. 
(ii) Show that the I; define linearly independent k-valued functions on S. 

(iii) Let V be the n-dimensional k-vector space of k-valued functions on S. and 
let L ~ V be the m-dimensional subspace spanned by the 1;. Let W := LJ. be 
the (n - m)-dimensional subspace of the dual space V· which annihilates 
L. V· has an obvious basis that can be naturally identified with S. Show 
that every element of W has at least d - 2g + 1 nonzero coordinates with 
respect to this basis. This fact is the basis for the construction of Goppa 
codes (see[ 17)). [Hint: Consider the spaces L( dPo - D). where D is a sum 
of at most d - 2g + I distinct points of S.] 

Exercise 2.5. Let K be an elliptic function field. and let P and Q be distinct points 
ofK. 

(i) Find an element x E K with [x] .. = P + Q. 

(ii) Show that Gal(K/k(x)) = (0') for some automorphism 0' of K of order two. 

(iii) Show that 0' interchanges P and Q. [Hint: Find y E K with vp(Y) = 1 and 
vQ(y) = 0.] 

Exercise 2.6. Let k be algebraically closed and suppose that K / k is an elliptic 
function field. Choose a point Po E IP K and let 9 be the addition rule on P K defined 
by embedding IP K into J (K) using Po as base point. 

(i) Show that for every P E IP K there exists an automorphism (j p of K such that 

(jp(x)(Q) = x(P 9 Q) 

for every x E K and every Q E IP K' [Hint: Use (2.3.3).] 

(ii) Show that P 1-+ O'p is a homomorphism of groups. 

(iii) Suppose 9' is the addition rule corresponding to the base point Po. and that 
for each P E IP K' O'~ is the corresponding automorphism of K. Show that 
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Exercise 2.7. Let J ~ Aut(k(X)} be the subgroup generated by X 1-+ l/X and 
X ....... 1 - X. Show that J is isomorphic to the symmetric group on three letters, 
and the fixed subfield of J is k(j), where 

. (X2 -X + 1)3 
J(X):= X2(X -1)2 

[Hint: See (A.O.l3).] If k is algebraically closed, show that the map A. 1-+ j(A.) 
defines a surjection of k \ {O, I} onto k. 

Exercise 2.8. Let k be algebraically closed with char(k) =1= 2, and let Klk be an 
elliptic function field. 

(i) Show that there exists Y,X E K such that K = k(x,y) and (2.3.2) simplifies 
tor =x(x-I)(x-A.) for some A. E k\ {O,l}. [Hint: Complete the square 
and then change variables.] 

(ii) Show that there exists a uniquely determined point PEP x such that x E 
L(2P) and Y E L(3P). 

(iii) Suppose that there also exists 1,Y E K and 1 E k \ {O,l} such that K = 
k(i,y) and f = i(i -1)(1-1). Show that there exists -r E Aut(K) with 
-r(i) = ax+b for some a,b E k. [Hint: Exercise 2.5.] 

(iv) Show that if u E K and u2 is a cubic polynomial in k[x], then u = cy for 
somecEk. 

(v) Argue that 1 = O'(l) for some 0' E J, where J is the group of permutations 
of Exercise 2.7. Conclude that the map K ....... j(l) establishes a well-defined 
bijection between isomorphism classes of elliptic function fields K I k and 
elements of k. 

Exercise 2.9. Let K be a function field of genus 2. Show that K = k(x,y) where 
IK: k(x)1 = 2 and IK: k(y)1 = 5. 

Exercise 2.10. Let to be a perfect field of characteristic p > 2 and let k := k(s,t) 
where s and t are indeterminates. Let K = k(x,y) where yP = s + txp • 

(i) Show that there are k-derivations 8x,8y of K into K such that c5,1(x) = 
8y(y) = 1 and 8x(y) = c5y(x) = O. [Hint: K is a purely inseparable extension 
of degree p over two different subfields.] 

(ii) Show that dimxOx/" = 2. Conclude that K has no separating variables. 

(iii) Let k' := k(Sl/P ,t1/p). Show that k' ®" K is not a field. 

(iv) Showthatk is algebraicallyc1osedio K. [Hint: Use the basis {l l y", "yP-l} 
for Klk(x).) 
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Exercise 2.11. Let f{t) be a rational function of t that is finite at t = O. Show that 

f{t) 
Res'=O-t- = f{O), 

Res f{t) - /,(O) 
1=0 t2 - • 

Exercise 2.12. (E.W. Howe[12]) Suppose that char{k) :/: 2, and consider the 
function 

n x+a. 
g{x):=TI-', 

i=l x - ai 

where the ai are distinct nonzero elements of k. Use Exercise 2.11 to show that 

a.+a· 
Resx=ojg{x)dx = 2a) TI ~ 

i:i,;) a) ai 

and 
n 

Resx=oog(x)dx = -2 Lai • 
i=1 

Obtain the identity 

n a.+a. n 

La·TI-1-'=La .. 
1 a -a 1 

}=1 i:i,;)) i }=1 



3 
Finite Extensions 

In this chapter we consider a pair of function fields K' 2 K with IK' : KI < 00. 

Recall that for a function field K/k, the ground field k is algebraically closed in 
K by definition. However, it may happen that there are additional elements in K' 
algebraic over k. Denoting the set of all such elements by k', we will often say that 
K' /k' is a finite extension of K/k. If K is geometric, which we will be assuming 
throughout the chapter, then k' K ~ k' ®k K, and we have 

Ik': kl = Ik'K: KI ~ IK': KI· 
Let Q E IP K" Since the residue field FQ is a finite extension of k' and therefore 

also of k, vQ cannot vanish on K. This implies that d Q nK is a valuation ring of 
K with prime ideal P := Q n K. In this situation we will say that Q divides P, or 
sometimes that Q lies above P. 

We want to apply the results of the last chapter on differential forms, which 
require that K/k be geometric. Here is the basic fact we need to know: 

Lemma 3.0.1. Let K/k be a geometric function field and let K' /k' be a finite 
extension 01 K / k. Then K' / k' is geometric. 

Proof Since K / k is geometric, k' ®k K is a field isomorphic to the subfield k' K ~ 
K'. By (2.4.4) k' K/k' is geometric, so we may as well assume that k' = k. 

Now let k ~ ko ~ k( with k(/k finite, and put K{ := kj ®k K'. We need to show 
that K; is a field. If the inclusions are proper, then Kf> and k( ®k Kb ~ Kl are 

o 
geometric by induction on Ik( : kl. 

We are therefore reduced to the case k( = k{ a} for some a E k( with minimum 
polynomial I{X} over k. Identifying k( and K' with their natural images in K; as 
usual, we have K: = K'[a], so it suffices to show that 1 is irreducible over K'. 



3.1. Nonn and Cononn 69 

However, all roots of I are algebraic over k, so the coefficients of any factor of I 
over K' are elements of K' algebraic over k and therefore lie in k. Thus, I remains 
irreducible over K', and therefore K~ is a field. 0 

The hypothesis that K is geometric will be assumed throughout the chapter. 

3.1 Norm and Conorm 

Recall that if P (resp. P') is a prime of K (resp. K') with P'IP. we denote 
the rarnification index (resp. the residue degree) of P' over P by e{P'IP) (resp. 
I{P'IP). Given a finite extension K' /k' of K/k, we define two homomorphisms: 
NKI/K : Div{K') --+ Div{K) and N;'/K : Div{K) --+ Div{K') called the norm and 

conorm, respectively. For each prime Q of K', let P := Q n K, put 

NK1/K(Q):= I{QIP)P, 

and extend linearly to Div(K'). For each prime P of K, let 

N;'/K{P):= Le{QIP)Q, 
QIP 

and extend linearly to Div{K). We first record an easy consequence of the 
multiplicativity of e and I in a chain of extensions (1.1.25): 

Lemma 3.1.1. Suppose that K ~ K' ~ K" are function fields. Then 

NK'/KONK"/K' =NKII /K, and 

N;II/KI oN;'/K = N;II/K' 0 

Recall that the degree of a prime divisor P is the degree of the residue field 
tJ P / P over the constant field k. So we have to be careful when computing degrees 
to take into account a possible constant field extension. If x E K ~ K' we will use 
the notation [xlK (resp. [xIK/) to denote the principal divisor of x in K (resp. K'). 

Lemma 3.1.2. Let K'/k' be a finite extension 01 K/k. let D' E Div{K'), and let 
DE Div{K). Then 

degNK1/K(D') = Ik' :kldegD', 

• IK':KI 
degNKI/K(D) = Ik': kl degD, 

NK'/K{N;'/K{D)) = IK': KID, and 

[x1 K1 = N;, /K([X]K) lor all x E K. 

Proof Let P be a prime divisor of K, and let {QI" .. , Qr} be the set of all distinct 
prime divisors of Pin K'. Put ej := e{QjIP) and fi := I(QjIP) for all i. In addition, 
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let F be the residue field (Jp/P and let Fi:= (Ja/Qi' By linearity we may assume 
that D = P andD' = QI' Then 

d Q. = IF,' k'i = IFi: kl = IF;: FIIF: kl = !;degP 
eg I I • W : kl Ik' : kl Ik' : kl ' 

and the first formula follows. Moreover, (2.1.17) yields 

* r r e./; IK' : KI 
degN (P) = ~eidegQi = ~ W': kl degP = Ik': kl degP. 

Similarly, we obtain 
r 

N(N*(P)) = Lei!;P= IK': KIP. 
;=1 

The last formula is immediate from the definition of the conorm. o 
As an immediate consequence, it follows that the conorm is an injective map 

Div(K} <-t Div(K'). Using this map, we can identify Div(K) with a subgroup 
of Div(K'}. From the last formula above, this makes sense on principal divisors, 
and identifies [xlK with [xlK,. For this reason, some authors call the conorm the 
"inclusion map." 

We tum now to the nontrivial result of this section, namely the induced maps 
on Jacobians. It is easy to see that the conorm maps principal divisors to principal 
divisors and therefore induces a homomorphism Ni,/ K : J K - J K" Less obvious is 
the fact that the norm also maps principal divisors to principal divisors, so there is 
also an induced homomorphismNK'/K: JK, -JK • In fact, more is true: The norm 
is really an extension of the ordinary field norm of (A.O.2) to the divisor group. 

Theorem 3.1.3. Let K' be afinite extension of K, and let [xlK (resp. [xl K,) denote 
the principal divisor of x in K (resp. K'.) Then 

NK'/K([xlK,} = [NK'/K(x}]K 

for all x E K', where NK'/K(x) is the field norm of (A.O.2). 

Proof. Suppose that x = yz. Dropping subscripts, we have N(x) = N(y)N(z) and 
N([x]) = N(fy]) + N([zl}. Therefore, if we can prove the formula for y and z, it 
follows for x. We will refer to this property of the formula as "linearity." 

The formula is equivalent to the following statement: Let P be a prime of K and 
let x E K'. Then 

(3.1.4) Vp(NK'/K(X}} = Lf(QIP}va(x}. 
alP 

To prove this, we first suppose that x E K. Put n := IK' : KI. Then N K' / K(x} = xii, 
and (3.1.4) follows from (2.1.17). Next, we reduce to the case that x is inte­
gral over (J p. Namely, clearing denominators of the coefficients of the minimum 
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polynomial, we have 

for some integer m, with 'j E (Jp. Multiplying through by r,;:-I, we see that 'mX 
is integral over (Jp. Since (3.1.4) holds for 'm, it holds for x if and only if it holds 
for'mx by linearity. 

Let R be the integral closure of (J p in K'. Then R is a free Up-module of rank 
n by (2.1.18) and (1.1.9). For x E R, N(x) = detMx, where Mx is the matrix of 
multiplication by x with respect to any K -basis of K'. Since an Up-basis of R is a 
K-basis of K', we have N(R) ~ (Jp. 

For each prime QIP there is, by the weak approximation theorem, an element 
ta E K' with vQ'(ta) = ~aa' for all Q'IP. Then ta E R by (1.1.8), ta is a local 
parameter at Q, and we have 

x=uITtVa(x), 
alP a 

where u E R is a unit. By linearity, it suffices to prove (3.1.4) for x = u or x = tQ• 

However, when x E RX , we have N(x) E (J;, and both sides of (3.1.4) are zero. 
So we may finally assume that x = tQ for some QIR. In this case, (3.1.4) reduces 
to 

Vp(N(ta)) = f(QIP). 

The columns of Mx span the free submodulexR of R. By (1.1.12) and (1.1.13), 
there are nonnegative integers el ,e2, ••• ,e, such that 

s 

R/xR ~ E9 (Jp/tt; (Jp 
j=1 

and therefore vp(detMx) = Ijej. It follows that vp(N(x)) is the length of the finite 
(Jp-module R/xR. But for x = ta, R/taR ~ (JQ/Q by (1.1.22). So the length of 
R/tQR as an (Jp-module is just the dimension of (JQ/Q over Up/P, which is the 
residue degree f(QIP) as required. 0 

Given a finite separable extension K' / K, there is a trace map OK' - OK which 
we now define. Let x be a separating variable for K (see (2.4.6». Then dK,(x)::/: 0 
because the extension is weakly separable. Now every co E OK' can be written 
co = ydx for some y E K', and we define 

trK'IK(CO):= trK'IK(y)dx. 

From the K-linearity oftrK'IK: K' - K, we easily deduce that trK'lK is K-linear 
on OK' and is independent of the choice of separating variable x E K. Using the 
trace map, we can get a formula relating residues of a differential form on K' with 
residues of its trace. For simplicity, we will assume that K' and K have the same 
constant field k. 
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Theorem 3.1.5 (Trace Formula). Let K/k be a geometricfunctionfield, let K' /k 
be afinite separable extension, let P E IP'K' and let co E 0KI' Then 

Resp(trKI/K(co» = LResQ(co). 
QIP 

Proof Let x E K be a separating variable as above, and put co = ydx for some 
y E K'. If we take S in Tate's theorem (2.5.2) to be the set of prime divisors Q of 
Pin K', we get 

K' ~ Rest's = ~ResQ' 
QIP 

Since tls is the integral closure of tl p in K' by (1.1.8), it is a finitely generated 
tlp-module by (2.1.18). Then (1.1.13) applies, and since tls is torsion-free, we 
see that tls is in fact free. Because the field of fractions of tls is K', it follows that 
tls hasrankn = IK': KI. Let {xI"" ,XII} bean tlp-basis for tls . Then {xI'" .,xlI } 
is also a K-basis for K', and applying (1.4.14) to the near K-submodule tlp ~ K, 
the result follows. 0 

3.2 Scalar Extensions 

We say that K' / k' is a scalar extension of K / k if K' = k' K. In this situation we 
sometimes say that K' is defined over k. For any extension K' of K, if k' is the 
subfield of K' algebraic over k, we can put L : = k' K and then think of the extension 
as consisting of two steps: a scalar extension L 2 K, followed by an extension 
K' ;;;2 L of fields with the same constant field. Because we are assuming that K 
is geometric, we have K' -:::: It ®k K for any scalar extension K' of K, and the 
following facts are clear: 

Lemma 3.2.1. Let K/k be a geometric function field, let K' be afinite extension 
of K, and suppose that K' = k' K where k' is a finite extension of k. Then Ik' : 
kl = IK' : KI. If, in addition, k' /k is separable, then K' /K is also separable. If 
{x I ' ... , XII} ~ K is linearly independent over k, it remains linearly independent 
~~ 0 

The behavior of a geometric function field K / k under a scalar extension k' / k 
differs markedly depending on whether k' /k is separable or not. In the former 
case, things work out more or less "as expected," but in the latter case there can 
be some unpleasant surprises, which we shall postpone until Section 3.4. For now, 
all we need is 

Lemma 3.2.2. Let P E IP'K and let k' /k be afinite extension. If either Fp/k or k' /k 
is purely inseparable, then there is a unique divisor of P in K' := k' ®k K. 

Proof. Case 1): It /k is purely inseparable. Then for some power q = p" the map 
x t-+ x'l is an isomorphism of K' onto a subfield of K. For x E K' define 

v'(x) := vp(.il). 



3.2. Scalar Extensions 73 

Then v' is a homomorphism of K' x to an infinite cyclic group satisfying the ultra­
metric inequality (1.1.1), so it is a discrete valuation of K' that clearly divides v p. 

On the other hand, if Q is any divisor of Pin K' and vQ(x) ~ 0, then vQ(.x'l) ~ 0, 
and therefore vp(x'l) ~ 0 as well. This implies that Uv' = UQ , and therefore Q is 
unique. 

Case 2): Fp/k is purely inseparable. Let ~/k be the maximal separable subex­
tension of J( /k and put K: := ~ ®k K. Let Q be a divisor of Pin K:. Since Fp and ~ 
are linearly disjoint over k by (A.0.10), it follows that /FQ : Fpl ~ I~ : kl, whence 
the inequality is an equality and Q is the unique divisor of P in K: by (2.1.17). 
Since J( /~ is purely inseparable, the result now follows from case 1). 0 

Theorem 3.2.3. Suppose that K / k is a geometric function field and that k' / k is 
finite and separable. Put K' := J( ®k K and let Q E IP K' with P := Q n K. Then 
k' ®k Up is the integral closure of Up in K' and e(QIP) = I. 
Proof We have J( = k( a) for some a E J( by (A.0.17). Let f(X) be the minimal 
polynomial of a over k. Then f(X) is irreducible over K by (3.2.1). Let R be the 
integral closure of Up in K'. Since a E UQ and all coefficients of f(X) lie in Up, 
(1.1.23) says that e(QIP) = 1 and that Up[a] = R. Since Up[a] ~ k' ®k Up ~ R, 
we have proved that R = J( ®k Up. 0 

Unfortunately, for inseparable scalar extensions there is some tsouris l here, as 
shown by Exercise 3.12. This leads us to the following important definition. 

Definition. Let K/k be a geometric function field and let J( /k be a finite exten­
sion. Following [18], we say that the prime divisor P E IP K is singular with respect 
to J( if J( ®k Up is properly contained in the integral closure of Up in J( ®k K, and 
nonsingular with respect to J( otherwise. We say that P is singular if it is singular 
with respect to some finite extension J( /k, and nonsingular otherwise. 

Note that if k is perfect, then all prime divisors are nonsingular by (3.2.3). We 
will defer the study of singular primes to Section 3.4, where we show that there is 
a finite, purely inseparable scalar extension K' / K such that all prime divisors of 
K' are nonsingular. 

We say that an extension J( /k is a splitting field for P E IPK if degQ = 1 for 
every prime divisor Q of Pin J( ®kK. 

Lemma 3.2.4. Suppose that P E )pi K is nonsingular with respect to J(. Put 
K' := J( ®k K, and let Q E IP K' with QIP. Then FQ = J( Fp. In particular, if P is 
nonsingular then Fp is a splitting field for P. 

Proof LetR be the integral closure of Up in K'. Then (1.1.22) yields UQ = R+Q, 
from which it follows immediately that FQ = J( Fp. In particular, FQ = J( when 
k' 2Fp . 0 

I A yiddish expression meaning trouble. Perhaps a more accurate translation would be "heartburn." 
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An important point about geometric function fields is that we can extend scalars 
to the algebraic closure I of k, where, for example, the results of Chapter 4 will 
apply. Thus, for a geometric function field K, we define K := I®/c K. Since J( ®/c K 
is a field for every finite extension J( I k, any embedding J( -+ I extends to an 
embedding J( ®" K -+ K. Indeed, K is just the set-theoretic union of the images 
of such embeddings. In particular, every element of K lies in some subfield and is 
therefore invertible, so K is a field. Thus, K is a (geometric) function field over k. 
Summarizing these observations, we have 

Lemma 3.2.5. Let K I k be a geometric functionfield, let I be the algebraic closure 
of k, and let K : = I ® /c K. Then K II is a function field and if J( is a finite extension 
of k, every embedding J( -+ I extends to an embedding J( ®" K -+ K. 0 

We next extend valuations from K to K. Since KIK is not of finite degree, 
some care must be taken, but because K is a union of finite scalar extensions, the 
problem is not serious. Note at the outset that all prime divisors on K are points2 

and that if Q E PK and P:= QnK E PK then e{QIP) is still well-defined via 
vQ{t) = e{QIP) for t a local parameter at P. 

Theorem 3.2.6. Let K I k be a geometric function field and let P be a nonsingular 
prime divisor of K. Let IC I k be a finite extension that is a splitting field for P, and 
put K' := IC ®/c K. Then: 

1. There are exactly IF ;ep : kl distinct points P' of K' with P' n K = P, and for 
each such point P' we have e{P'IP) = IFp : FpsePI. 

2. There is a one-to-one correspondence between points Q ofK satisfying Qn 
K = P and points pi of K' dividing P, given by Q n K' = P', and e{QIP) = 
e{P'IP). 

Proof 1) Let P' be a divisor of P in P K" By hypothesis and (3.2.4) we have 
J( = Fpt = ICFp and therefore 1C;2 Fp. Put 14> := Fpscp and consider the tower 

K ~ Kf,:= 14>®/cK ~ K'. 

Let Pl" ..• Pr be the prime divisors of P in KO. By (3.2.3) we have e{P;IP) = 1. 
Since P is nonsingular, (3.2.4) implies that Fp. = I4>Fp = Fp, and thus f{P;IP) = 1 

• 
for all i. Then (2.1.17) yields r = IKO: KI = 114>: kl. 

Moreover, Fp,lk'o is purely inseparable, so it follows from (3.2.2) that for each 
I 

i there is a unique prime divisor Pf of P; in K'. Since IC is a splitting field for P, 
F/,! = k' and thus f{PfIP;) = II!: Fpl for all i. Now (2.1.17) and (1.1.25) yield 

I 

(PI I ) - (PI I ) - IK' : KOI _ IIC: k'ol _I . sepi 
e i P - e I P; - Ik': Fpl - \k': Fp\ - Fp. Fp . 

lIn the language of algebraic geometry, what we are calling the points of"F would nonnally be 
caUed the points of the (projective nonaingular) curve C defined by K, and what we are calling the 
points of K. i.e., the prime divisors of K of degree one, would be called the k-rational points of C. 
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2) By (1.1.6) there is a point Q of K with Q n K = P. Since P splits into a sum of 
points in K', I" := Q n K' must be one of those points. To complete the proof, we 
argue that there is exactly one point Q' of K extending each divisor I" of P in K'. 
If, by way of contradiction, there were more than one I-valuation ofK restricting. 
to a multiple of v pi on K', they would differ on some element u E K. If we write 

, 
u= L,a;®x; 

;=1 

with a j E I and x; E K, then 1(' : = I( ( a l ' ... I a,) is a finite extension of 1(, u E 
1(' ®k K, and we would have more than one prime divisor 1'" of the point I" in 
1(' ®kK. However, since f(P"IP') = Ik": k'l, (2.1.17) tells us that there is a unique 
divisor of P' in K". 

A similar argument shows that a local parameter t at Q lies in some finite exten­
sion K" := kIf ®k K, where we may assume that 1(' 2 1(. If we put P" := Q n K", 
then clearly e(QIP") = 1, and e(P"IP') = 1 by (2.1.17) as above. We conclude 
that e(QIP) = e(QIP")e(P"IP')e(P'IP) = e(P'IP). 0 

It is clear from (3.2.6) that for any prime divisor P on K, the conorm map 
NiIK(P) is well-defined. If I( S; I and K' := I( ®k K, we say that the point Q of 

K is defined over I( if Q n K' is a point, or equivalently if Q = Nil K' (P) for some 
divisor P (necessarily a point) on K'. 

More generally, we say that a divisor D' E Div(K) is defined over I( if D is in 
the image of the conorm map Nil K" We say that I( is a splitting field for a divisor 
D if it is a splitting field for every prime divisor P with vp(D) i= O. 

Corollary 3.2.7. Let D be a divisor on K. Then D is defined over some finite 
extension f( of k. 

Proof. We may assume without loss of generality that D is a point Q. Let P := 
Q n K, let I( be a splitting field for P, and apply (3.2.6). 0 

3.3 The Different 

In this section we introduce an important invariant of a weakly separable finite 
extension of geometric function fields K'If( over Klk. Recall from (2.4.11) that 
there is a natural identification of 0Klk with a K-subspace of 0K'Ik" So given 
co E 0Klk' we have both the divisor [colK E Div(K) as a differential form on K 

and the divisor [col K, E Div(K') as a differential form on K'. The main point of 
this section is to study the relationship between these two divisors. 

Let x be a separating variable in K, let y E K, let Q E P K' with P := Q n K, and 
put e := e(QIP}. Then it follows from (2.5.8) that the quantity 

vQ(ydx) - evp(ydx) = vQ(dx) - eVp(dx) 

does not depend on y, and we have 
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Lemma 3.3.1. Let K'liC be a weakly separable finite extension of Klk and let 
co E OK/Ie' Let Q E IPK, and put P:= QnK. Then the integer 

d(QIP) := vQ(co) -e(QIP)vp(w) 

is independent of co and depends only on Q and P. 0 

We call d(QIP) the different exponent of Q over P. From the definitions, we see 
thatd(QIP) is the coefficient of Q in the divisor [colK, -N;'/K([coIK). In particular, 
we have d(QIP) = 0 for almost all P and Q, and we define 

~K'/K:= L d(QIP)Q. 
QEPK, 

We call ~K' /K the different of the extension. Thus, by definition we have 

(3.3.2) 

It is not hard to see how the different behaves in a tower of extensions: 

Lemma 3.3.3. Suppose that K / k ~ K' / k' ~ K" / k" are junction fields with K" 
weakly separable over K. Then 

~K"/K = ~K"/K' +N;"/K'(~K'/K)' 
Proof. By (3.3.2) we have 

[COI K, = N;'/K([coIK) + ~K'/K' 

[COI K" = N;,,/K' ((CO]K') + ~K"/K" 
[CO]K" = N;" /K((CO]K) + ~K" /K' 

The result follows by taking the conorm N;"/K' of the first equation, applying 
(3.1.1), substituting into the second equation, and then equating with the third. 

o 
Corollary 3.3.4. Suppose that K ~ K' ~ K" is a tower of weakly separable finite 
extensions, and Q" E IP K'" Put Q' := Q" n K' and Q := Q" n K. Then 

d(Q"IQ) = d(Q"IQ') +e(Q"IQ')d(Q'IQ)· 

In particular, if any two of the integers d(Q"IQ),d(Q"IQ'),d(Q'IQ) are zero, the 
third is also zero. 0 

If we now take degrees in (3.3.2) and use (3.1.2) we obtain 

Theorem 3.3.5 (Riemann-Hurwitz). Let K/k be a geometric junction field, and 
let K'Ik' be afinite weakly separable extension of K/k. If gK (resp. gK') denotes 
the genus of K (resp. K') then 

IK':KI 
2gK,-2 = Ik': kl (2gK -2) +deg~K'/K' 0 
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The Riemann-Hurwitz fonnula is quite important, but it doesn't tell us anything 
until we know something about the degree of the different, or what is essentially 
the the same thing, the different exponent. In the case that Q and P are separable, 
we can compute d(QIP) as follows. 

Choose local parameters s at Q and I at P. Then I = seu, where e = e(QIP) 
and u is a unit. Since Q and P are separable, sand t are separating variables and 
vQ(ds) = 0 = vp(dl) by (2.5.7), and we have 

d(QIP) = vQ{dt) = vQ(ese-Iuds+sedu). 

It follows that d{QIP) = e - I, provided that char{K) f e. However, when 
char{K)Ie we have d{QIP) ~ e. 

Summarizing, we have 

Theorem 3.3.6. LeI K' be a finite weakly separable extension of K and let Q be 
a separable prime of K' dividing Ihe separable prime P of K. Then d{QIP) = 
e{QIP) - I unless char{K)le{QIP), in which case d{QIP) ~ e{QIP). 0 

When char{K) I e{QIP) we say that QIP is wildly ramified; when e{QIP) > I 
and char(K) f e{QIP), we say that QIP is tamely ramified. Certainly all ramifica­
tion is tame in characteristic zero. We will analyze wild ramification further in 
(3.5.9). 

For readers willing to assume that the ground field is perfect, or even better, of 
characteristic zero, (3.3.6) settles the calculation of d(QIP) and puts some teeth 
into the Riemann-Hurwitz fonnula. For those of us determined to push onward, 
however, the calculations of (3.3.6) do not work when Q is inseparable, because 
vQ(ds) '=1= O. Instead, our strategy will be to first extend scalars, but this is easier 
said than done, essentially because P or Q may be singular. See Section 3.4 for 
the gory details. 

Even after extending scalars to a splitting field, a qu~stion remains as to how to 
compute the different exponent, particularly in the wildly ramified case. If local 
parameters s and I can be explicitly found, d{QIP) can be obtained by expanding 
t in powers of s, perhaps by the method of undetermined coefficients, as was 
illustrated in Section 1.1. However the following result gives a useful alternative. 

Theorem 3.3.7. Let K' be a finite weakly separable extension of K and sup­
pose that Q is a separable prime of K' dividing the separable prime P of K with 
f{QIP) = 1. If s is a local parameter at Q such that V Q' (s) = 0 for every prime 
divisor Q' '=1= Q of Pin IP K" and f(X) is the (monic) minimum polynomial of s over 
K. then K' = K{s) and vQ(f'{s)) = d{QIP). 

Proof. Put KI := K{s) and Q1 := Qn K1• Then e{QIQI) = 1 and Q is the unique 
prime divisor of Q I in IP K because s is a local unit at every other prime divisor of 
P. Since f(QIQI) divides f(QIP) = 1 by (1.1.25), we conclude that KI = K by 
(2.1.17). 
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By (1.1.8), s is integral over (jp, so f(X) is monic of degree n := IK' : KI 
with coefficients in (jp. Put f(X) = xn + I.7~J ajXj with aj E (jp. Then ao = 
NK'/K(s), whence our hypothesis and (3.1.4) imply that ao is a local parameter at 
P. Differentiating f(s) = 0 we obtain 

whence 

n-I 

0= I(s)ds + dao +s L dajsj- I , 
j=1 

va(f (s)d') ~ min { va(dao)' va (,:~ da,ai-l) } . 

Since ao is a local parameter at P, P is separable, and the a j are all integral, we 
have da;/dao E (jp by (2.5.7). This implies that 

vQ(dao) $; vQ (~~ da/- I ) < vQ (s ~~ da/- I ) • 
1=1 1=1 

Since Q is also separable we have vQ(ds) = 0 and therefore 

vQ(f'(s)) = vQ(f'(s)ds) = vQ(dao) = d(QIP). 0 

We note that whenever f(QIP) = 1 (e.g., when k is algebraically closed!) a local 
parameter can be found satisfying the hypotheses of (3.3.7) by using the weak 
approximation theorem (1.1.16). However, in the special case that P is totally 
ramified in K', the hypotheses are automatically satisfied by any local parameter, 
and we have 

Corollary 3.3.8. Let K' be a finite weakly separable extension of K and let Q 
be a separable prime of K' dividing the separable prime P of K. Suppose that 
e(QIP) = IK' : KI, and let s be a local parameter at Q with minimum polynomial 
f(X) over K. Then d(Q\P) = vQ(f'(s)). 0 

The definition of the different given above is not the standard one, so for the 
remainder of this section we develop the classical theory following Heeke [11], 
whose treatment closely follows Dedekind's original one. This material will be 
mainly used later, in the study of singularities of plane curves. To simplify the 
exposition, we will deal only with separable prime divisors. Indeed, we will often 
assume that relevant residue field extensions are trivial. In Section 3.4 we will 
show that these assumptions always hold in some finite scalar extension. 

If y E K' has monic characteristic polynomial f(X) with respect to K' / K, the 
quantity 0K'/K(y) := !'(y) is called the different of y over K. When K' = K(y), 
which we will usually assume, we will just write 0K(y) := 0K(y)/K(y). The reason 
for this terminology is that if we write 

n 

f(X) = ll(X - Yj) 
j=1 
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with YI = Y, then it is immediate that 
n 

J'(y) = I1(y-y;). 
j=2 

To understand the role of 0K(Y)' we recall the Lagrange interpolation fonnula. 
Let YI"" ,Yn be indeterminates, and consider the polynomials 

n X-y 
Fk(X) = ~>~n--j, 

j=1 ji';Yj-Yj 

where 0 ~ k ~ n. Then Fk(X) is a polynomial in X of degree at most n - lover 
k(YI"" ,Yn) and Fk(y;) = I; for 1 ~ i ~ n. This implies that Fk(X) = Xk for 0 ~ 
k < n. For k = n, put 

n 
/(X):= n(X -y;). 

;=1 

Then Fn(X) and xn - /(X) both have degree at most n - 1 and agree at each Yj' 
so they are equal. It follows that 

n >1/(X) {Xk 
~ /'(y:)(X - Yj) = xn - /(X) 

Setting X = 0 and dividing by /(0), we obtain 

n >1 
~ /'(~j) = °k,n-it 

forO ~ k < n, 
fork = n. 

where Ojj is the Kronecker delta. Specializing the Y; to the roots of a separable 
irreducible polynomial over K and using (A.O.4), we have 

Lemma 3.3.9. If Y is separable over K of degree n. then for 0 :S k < n we have 

I {I ifk=n-l, 0 
trK(y)/K 0K(Y) = 0 otherwise. 

The above result connects the different with the trace. To explore this connec­
tion further, let K' / K be finite and separable, fix a prime P E IP K' and for any 
subring R ~ K' let R* denote the dual of R with respect to the trace fonn: 

R* := {y E K' I trK1/K(yR) ~ O'p}. 

Then (3.3.9) says that 0K(y)-I E O'p [yJ * ,provided that K' = K(Y). However, more 
is true. Denote by Rp the integral closure of O'p in K'. The ring Rp was studied in 
(1.1.22). By (2.1.18) it is a finitely generated O'p-module. 

Lemma3.3.10. Suppose that K' = K(y). where Y is separable over K and integral 
over {jp/or some P E IPK • Then (jP[yJ*OK(Y) = (jp[yj. Furthermore. RpOK(Y) is 
the unique largest ideal 0/ Rp contained in {jp[yJ. 
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Proof Because y is integral, O'pfy] ~ O'pfy]. and O'pfyJ. is an O'pfyJ-module. We 
therefore get 8K (y)-J O'pfy] ~ O'pfyJ* by (3.3.9). To obtain the reverse inclusion 
let x E O'pfyJ •. Then we have 

II-I 

8K (y)x= I, a/ 
i=O 

for some ai E K. If, by way of contradiction, ai ¢ O'p for some i, choose r maximal 
with this property and write 

r 
8K (y)xy"-I-r = I,a/+II- I - r +w, 

i=O 

where w E O'pfyJ. Then using (3.3.9) we get 

ar = tr (8K (y)-1 ~ail+II-I-r) = tr(8K(Yrlw-xy"-J-r) E O'p, 
,=0 

a contradiction that shows that 8K {y)Up[yJ* ~ Up[y]. 
Finally, let 

Cp(y) := Ri>8K (y) ~ O'p[yJ. 

Evidently, Cp(y) is an ideal of Rp. Let I ~ O'p[yJ be any ideal of Rp. Then 

Rp8K (y)-II ~ 18K (y)-1 ~ O'pfy] •. 

In particular, tr{Rp8K{y)-) I) ~ Up and therefore 8K(y)-J I ~ Rp, or equivalently, 
I ~ Cp{y) as required. 0 

In general, whenever R I ~ R2 are rings, there is a unique largest ideal of R2 
(possibly the unit ideal) contained in R), which can be described as the annihilator 
of the RI-module R2/RJ. This ideal is called the conductor of RI in R2. Thus, 
(3.3.10) says that CP(y) is the conductor of Up[yJ in Rp. 

We can now obtain another characterization of the different exponent. 

Theorem 3.3.11. Suppose that P E P;cp, K' /K is a finite weakly separable 
extension, and that Q E P;P divides P with f(QIP) = 1. Then 

min vQ(x) = -d(QIP). 
XERj. 

Proof By the weak approximation theorem (1.1.16) there exists s E K' such that 
vQ(s) = 1 and vQ'(s - 1) > 0 for all prime divisors Q' :f:. Q of P. Then s satis­
fies the hypotheses of (3.3.7), from which we obtain vQ(8K (s» = d(QIP). For 
any x E Rp (3.3.10) yields x8K (s) E Cp(s) ~ Rp and therefore vQ(x) ~ -d(QIP). 
Moreover, we get equality for some x if we can find a Q-Iocal unit in Cp{s), 
because Rp8K {s) = Cp{s). 
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Let NK, /K( 8K( 1 - s» =: utk, where t is a local parameter at P and u is a P-local 

unit. Put v := (I - s)k and e := maxQ'lpe(Q'IP). Then uv' is a Q-Iocal unit in 
C'p[sJ. We will show that in fact uv' E Cp(s). Let x E Rp. Then we need to show 
that xuv' E C'p[sJ. 

We have C' p + Q = C' Q because f(QIP) = I. Multiplying by Si yields 

fJpsi + e+1 = C'pi + Qi = C'Qsi = Qi, 

from which it follows that 

C'p[sJ +Q" = C'Q 

for any integer n > O. In particular, there exists x' E C'p[s] such that 

w :=x-x E Q,k. 

It therefore suffices to show that wuv' E C'p[sJ. We have 

wuv' wuv' N(8K (I-s» N(8K (I-s» wv' 
8K(I-s) = 8K(I-s) . utk = 8K(I-s) . 7" 

We claim that the right-hand side lies in Rp. Namely, for any y E Rp, N{y)/y is a 
product of conjugates of y, each of which is integral over fJp, whence N(y)/y E 
Rp. For all divisors Q' ::/: Q of P we have VQ'(I - s) 2: I, so our choice of e 
guarantees that vQ'(v') 2: VQ'(tk). Since vQ(w) ~ ek, we conclude that 

and therefore 

wuv' 
8K (I-s) ERp, 

From (3.3.11) we can see why Rj, is sometimes called the (local) inverse dif­
ferent. We remark that the hypothesis f(QIP) = 1 in (3.3.11) can be weakened to 
the requirement that the residue field extension FQ/ Fp be separable. See Exercise 
3.5 for details. 

Given a prime divisor Q E PK, of P E PK and y E K', let fJp[YJ Q denote the 
localization of C'p[y] at the prime ideal Qn C'p[y]. The main result we need for 
applications to plane curves is the following. 

Corollary 3.3.12. Suppose PEP ;ep, K' = K(y) for some separable element y E 
K' that is integral over fJp, and Q E P;'P divides P with f{QIP) = 1. Then 

vQ(8K (y» 2: d(QIP), 

and if equality holds, then C' P[y]Q = C' Q' 
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Proof. Put M:= Qndp[yJ. From (3.3.10) we have Rp6K (y) = Cp(Y) and the 
inequality is immediate from (3.3.11). Moreover, equality holds precisely when 
Cp(y) <Z M. 

Let {Q = Q I ' ... , Qr} be the set of all prime divisors of P in K', and let 
"j/ := {VI"'" vr } be the corresponding set of valuations. Then, in the notation 
of (1.1.17), C p (y) = K' ("j/ ; e) for some nonnegative function e : "j/ --+ Z. 

Suppose now that Cp(y) <ZM. Thene(vl ) =0. We certainly have dp[YlQ ~ dQ. 
Conversely, choose any x E d Q, then there exists b E K' with VI (b) = 0 and 

vj(b) ~ e(vj) + Ivj(x)1 (2:$ i:$ r), 

by the weak approximation theorem (1.1.16) . This implies that b E C p (y) \ M and 
xb E Cp(Y). We conclude that x E dp[yJQ as required. 0 

3.4 Singular Prime Divisors 

In this section, we fill a gap in the previous section relating to the computation 
of the different for inseparable primes. Namely, a certain singularity condition 
for prime divisors was identified, which, when present, made it difficult to extend 
scalars in a natural way. In this section we prove that for any geometric function 
field Klk, at most finitely many primes of K are singular and there is a finite, 
purely inseparable scalar extension K' I K such that all prime divisors of K' are 
nonsingular. In addition, we show that ~ K' / K :$ 0, with equality if and only if 
K' = K. This implies that ~ K" / K' = 0 for all scalar extensions Kif of K', and that 
~ K" / K' ~ 0 for all finite extensions Kif I K'. Obviously, this section can be safely 
skipped by readers willing to assume that k is perfect. 

Recall that ,by definition, P E 1P K is singular with respect to some finite exten­
sion of scalars k'ik if k' ®k dp is a proper dp-submodule of the integral closure 
of d p in K' := k' ®k K. Here are some basic facts about this situation. 

Lemma 3.4.1. Let K I k be a geometric function field with P E 1P K and let k' I k 
be a finite extension. Let R be the integral closure of d p in K' := k' ®k K and let 
R := k' ®k d p . Then: 

I. dimk(RI R) < 00, and R contains a nonzero ideal of R. 

2. If P is nonsingular with respect to k' and Q E 1P K' is a divisor of P, then 
FQ =k'Fp• 

3. For any finite extension k" Ik'. the following conditions are equivalent: 

(a) P is nonsingular with respect to k". 
(b) Pis nonsingular with respect to k' and Q is nonsingular with respect 

to k" for all prime divisors Q of Pin K'. 

Proof (1) Since both R and R are free dp-modules of rank Ik' : kl (see (2.1.18) 
and (1.1.9», the dp-module RIR has finite length by (1.1.12) and is therefore 
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finite k-dimensional. This implies that the annihilator, C, of R/ R in R is a nonzero 
ideal of R and therefore R contains the nonzero ideal CR of R. 

Note that if Q is a divisor of Pin K', then (JQ = R+ Q by (1.1.22). This 
immediately implies (2). 

To prove (3), let {Q I , ... , Qm} be the set of all prime divisors of P in K'. For 
each i, let {Qil"'" Qjj) be the set of all prime divisors of Qj in K" := k" ®Jr: K, 
and put Vjj := VQI/ In addition, let (Jj := (JQI' let Rj be the integral closure of (Jj 

in K", and let R. := k" (j. for each i. 
I I 

Suppose first that some Q j is singular with respect to k" for some i, say i = 1. 
Since RI contains a nonzero ideal of R .. (1.1.17) implies that there are integers 
e ..... ,ej , such that if x E K" and VI/X) 2: ej for j = 1, ... ,j .. then x E RI • Let 
Y E RI \RI • By the weak approximation theorem (1.1.16) there existsxE K" such 
that vkix) 2: 0 for k > 1 and all j, and such that VI/y -x) 2: ej for j = 1, ... ,jl' 
In particular, x - y E R .. and x is integral over (Jp. We see that x ¢ RI ~ k" (Jp and 
thus P is singular with respect to k". 

Next, choose a k' -basis a l = 1, ~, ... , a" for k". Then the a j are a K' -basis for 
K", and every element x E K" can be uniquely written 

n 
X= I, aj ®Xj 

j=1 

with Xj E K'. If we choose a k-basis {f31 = 1,~, ... ,f3, } for k', then the f3j are a 
K -basis for K' and we can write 

Xj = I,f3 j ®xij 
j 

with Xij E K. The products aif3j are a k-basis for kIf, so x E kIf ®k Up if and only 
if xij E (Jp for all i,j. Thus, if P is singular with respect to k', we can take x = 
x I E R \ R and conclude that P is singular with respect to k". This proves that a) 
implies b). 

Moreover, if Xi E R for all i, then x E k" ®k (Jp by associativity of the tensor 
product. Thus, if P is singular with respect to k" we can take x E K" integral over 
(J p with Xj ¢ R for at least one i, say i = 1. If all Q j are nonsingular with respect 
to k", then since x is certainly integral over (J Q.' we have x E Rj for each j. By 

J 
uniqueness of the expansion (*), this implies that XI E n j(J Q.' Thus, XI is integral 

J 
over (J p and therefore P is singular with respect to k'. 0 

Corollary 3.4.2. All separable prime divisors are nonsingular. 

Proof. Let k' /k be finite and let k~/k be the maximal separable subextension of 
k' /k. PutK' :=k'®kK and K; :=k~®kK. LetP E lP;cP, and letR (resp. Rs) be the 
integral closure of (Jp in K' (resp. K;). Let.5' be the set of all prime divisors of E: 
in K;. We need to show that R = k' ®k (Jp. 
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From (3.2.3) and (3.2.4) we see that Rs = ~ ®k (Jp, and Fa = ~Fp for every 
prime Q E Y. In particular, each Q E Y is separable, so by (3.4.1) we may assume 
that k = ks, or in other words that II I k is purely inseparable. 

Put R := II ®k tJp and let Q E P K' be a divisor of P. Since Fplk is separable 
by hypothesis, II and Fp are linearly disjoint over k by (A.0.I0). Now we have 
Fa d II Fp = II ®k Fp and thus f(QIP) ~ III : kl = IK' : KI. By (2.1.17) f(QIP) = 
IK' : KI and Q is the unique divisor of P in K'. It follows that Fa = II ®k Fp and 
thus that tJ a = R + Q. Since tJ a = R is a finitely generated (J p-module by (2.1.18), 
Nakayama's lemma (1.1.5) yields R = tJa. 0 

Because there does not seem to be any easy way to compute d(QIP) in the 
inseparable case, we will have to refer back to the definition in what follows. The 
following lemma is useful for this purpose. 

Lemma 3.4.3. Let II be afinite extension ofk with K' := II ®k K. Let Q E P K' and 
put P := Q n K. Suppose that the subfields II and kp of K' a are linearly disjoint 
over their intersection k'a := k' n kp• Then for every differential form (f) E .oK we 
have 

Resp«(f)) = trk'Q/kResa«(f))· 

Proof. We first apply (1.2.11) to conclude that K' a = k' kp • Thus, our hypo~esis 
says that there is an isomorphism 

This puts us in a position to apply (1.4.15) and (1.4.16). For x,y E K, denote by 
Res~(ydx) the residue form defined by the near kp-submodule "p with respect to 
the ground field k'a' Then (1.4.16) yields 

Resp(ydx) = trk'Q/kRes~(ydx). 

By virtue of (*) and (1.4.15), we see that R:= k' ®~ "p is a near K' a-module, 
Q 

and that 
i' Res~(ydx) = ResR Q(ydx). 

However, both R and "a are free "p-modules of rank IK' a: kpl (see (1.2.11», 

so "aiR has finite length by (1.1.12) and is therefore finite-dimensional. Now 
(1.4.10) yields 

Res~(ydx) = Resa(ydx). 

Combining the above, we have proved the lemma. 0 

We are now ready to proceed with the computation of d(QIP) for a scalar ex­
tension k'ik. We first deal with the case that k'ik is separable (although P and Q 
may not be) 
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Theorem 3.4.4. Let K/k be a geometric function field and let P E IPK• Suppose 
that/( /k is afinite separable extension and K' := /( ®k K. Then d(QIP) = O/or 
every prime divisor Q 0/ P in IP K" 

Proof There is a finite separable extension k" /k' such that k" 2 F;ep, the maxi­
mal separable subextension of Fp/k. Let Q be a prime divisor of Pin K' and let 
(1 be a prime divisor of Q in K" := k" ®k' K' =k" ®k K. Suppose we could prove 
the theorem for the extension k" I k and also for all primes Q. of K' with respect to 
the extension k" I/(. Then we would have d«(1IQ) = d(Q'IP) = 0 and the result 
would follow for the extension k'ik by (3.3.4). It therefore suffices to prove the 
theorem under the additional assumption that k' 2 F ;ep • 

We next argue that the hypothesis of (3.4.3) holds. Namely, by (3.2.3) and 
(3.2.4) it follows that FQ = k'Fp and then (A.0.1O) yields /(QIP) = Ik' : FpsePI. 
Since e(QIP) = 1 by (3.2.3), we have 

IK' Q : Kpl = f(QIP) = Ik' : Fp5ePI 

by (1.2.11). On the other hand, F;ep C; Kp by (1.2.12). If we therefore put k'Q := 

k'nKp, we have Ik': /(QI $IK' Q: Kpl. Since K' Q = /(Kp by (1.2.11), we conclude 
that /(Q = Fpscp and that k' and Kp are linearly disjoint over kQ. By (3.4.3) we then 
have 

for all ro E OK' 
Now let x E K be a separating variable with vp(dx) = v, and let t be a local 

parameter at P. Put ro:= ,-vdx then vp(ro) = O. Because d(QIP) is independent 
of (0, it suffices to show that v Q (ro) = O. 

Since k'Fp = FQ and e(QIP) = I by (3.2.3) and (3.2.4), we can take inverse 

images in "Q (see (1.2.10» to obtain 

"Q =k'''p+P''Q' 

But" Q is a finitely generated" p-module by (1.2.11), so we have" Q = k' "p by 
Nakayama's Lemma (1.1.5). 

Let {I = a l ,~, ... ,an} be a k-basis for k', and let Y = r i ajYj E "Q' where 
Yj E "p. Since ResQ is k'-linear, we have 

ResQ(yro) = l',ajResQ{yjro). 
; 

We argue that ResQ(yro) = 0, for if not, we get ResQ{yjro) #- 0 for some Yj E "p. 
Recalling that Fpsep C; "p and that ResQ is k'-linear, it follows from (*) that for 
any nonzero element a E Fp5eP, we have 

trFpleP/k{aResQ(Yjro» = trFfP/k(ResQ(aYjcO» = Resp{ayjro) = 0, 
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contradicting the nondegeneracy of the trace form (A.O.S). This shows that 
va(m) ~ O. On the other hand, if Resa(t-Iym) = 0 for all y E ha' it would fol-
low from (*) that Resp(t-Iym) = 0 for all y E hp, contrary to vp(m) = O. Thus, 
va(m) = 0 as required. 0 

We are now ready for the main result of this section. 

Theorem 3.4.5. Let K / k be a geometric function field and let PEP K' Suppose 
that K' /k' is a finite scalar extension of K /k. Then d(QIP) $ 0 for every prime 
divisor Q of Pin P K" and equality holds for all QIP if and only if Pis nonsingular 
with respect to k'. 

Proof. We proceed by induction on Ik' : kl. Suppose that ko is a proper intermedi­
ate field and put A(, := ko ®t K and Qo := Q n A(,. The induction hypothesis first 
yields d(QIQo) $ 0 and d(QoIP) $ 0, from which (3.3.4) gives us d(QIP) $ 0 
with equality for all QIP if and only if d(QIQo) = 0 = d(QoIP) for all QolP and 
all Qlao. The induction hypothesis then tells us that the latter condition is equiv­
alent to the two conditions P nonsingular with respect to ko and ao nonsingular 
with respect to k' for all QoIP. Then (3.4.1) completes the proof. 

We are therefore reduced to the special case that there are no proper subfields 
between k and k'. The case that k' /k is separable was proved in (3.4.4), because in 
that case, P is nonsingular with respect to k' by (3.2.3). We are therefore left with 
the case k' /k purely inseparable of degree p = char(k). 

Let x E K be a separating variable with vp(dx) = v, and let t be a local parameter 
at P. Put m:= t-Vdx, then vp(m) = O. Because d(QIP) is independent of 0>, it 
suffices to show that va{ m) ~ 0, with equality if and only if Pis nonsinguiar with 
respect to k' . 

We again have K' a = k'kp by (1.2.11), and IK'a : kpl = p = e(QIP)f(QIP) 
because Q is the unique prime divisor of P in K' by (3.2.2). It is therefore trivial 
that k' and kp are linearly disjoint over k, and (3.4.3) gives us in this case 

Suppose P is nonsinguiar with respect to k' and y E 0a' Since "a = k' ®t "p, 
it follows that "a = k' ®t hp , and we can write 

p-I 
y= I aiy;, 

i=-O 

where the al are a k-basis for k' andy; E "p. Then (*) implies that Resa(y;o» = 0 
for all i, whence Resa{ym) = 0 because Resa is k'-Iinear. From the definition we 
conclude that 

(** ) If P is nonsingular with ~pect to k', then va ( 0» ~ O. 
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The remainder of the argument now depends on whether or not k' is isomorphic 
to a subfield of Fp. If not, then Fp ~ /C Fp ~ FQ, and we get I(QIP) = p and 
e(QIP) = I. In particular, FQ = /C Fp. This means that tJ Q = /C ®k tJp + Q = /C ®k 
tJp+ PtJQ' However, tJQ is a finitely generated Op-module by (2.1.18), so we get 
tJQ = /C ®k tJp by Nakayama's Lemma (1.1.5), and thus P is nonsingular with 
respect to /C. So in this case we need to prove that v Q ( ro) = 0. 

We already have vQ(ro) ~ 0. If, by way of contradiction, ResQ(t-Iyro) = ° 
for all y E UQ , it would follow from (*) that Resp(rlyro) = ° for all y E Up, 
contrary to vp( ro) = 0. But t is a local parameter at Q since e(QIP) = 1, and thus 
vQ(ro) ~ 0, as required. 

Finally, therefore, we are reduced to the case that /C is isomorphic to a subfield 
of Fp. Write /C = k(J3) for some J3 E /C with f3P = a E k. Then there exists b E tJp 
with bP = a +a for some a E P. Put s:= b - 13, then sP = a. Thus, 

s-I = a-I sp-I = a-I ~I (_I)i (p ~ l)bP-I-iJ3i. 
i=O I 

Let y E tJp. Using (*) and /C -linearity, we obtain 

ResQ(s-lyro) = ~I (_I)i (p ~ I) Resp(a-lbP-I-iyro)J3i. 
i=O I 

When this sum vanishes for a particular y, we get a dependence relation on the 
f3i over k, and therefore each term of the sum vanishes. Taking the last term in 
particular, we find that when ResQ(s-l yro) = 0, we have Resp(a-Iyro) = ° as 
well. 

Let vQ(s) = n and put e := e(QIP) and 1:= I(QIP). Then 

evp(a) = vQ(a) = vQ(sP) = pn = eln, 

and thus vp(a) = In. 
There exists an element y E tfn-ltJp such that Resp(a-1yro) -:f 0, because 

vp{ro) = 0. For this y, we have ResQ(s-lyro) -:f 0, and the definition of vQ{ro) 
implies that 

VQ(ro) < -VQ(s-l y) =n-e(fn-l) =n-pn+e. 

Since n ~ 1, P ~ 2, and e = 1 or p, we have n - pn + e ~ 1, with equality if 
and only if n = 1 and e = p. This shows that vQ(ro) ~ ° in all cases. From (**) 
we conclude that vQ(ro) = ° if Pis nonsingular with respect to /C. Conversely, if 
v Q ( ro) = 0, then in particular we must have n = I, which means that s is a local 
parameter at Q, and e = p, which means that P is totally ramified. By (1.1.24) we 
see that tJQ = tJp[sj, and since s E /C ®k tJp, we conclude that P is nonsingular 
with respect to /C. 0 

Unfortunately, the possibility that d(QIP) can be negative is a real one, as 
shown by Exercise 3.11. When this happens for a scalar extension K' / K, (3.3.5) 
shows that gx' < gx' The phenomenon of genus reduction under scalar extension 
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is well known. See e.g. [21]. The rather nondescriptive term "conservative" has 
been used in the literature to describe function fields whose genus is invariant un­
der scalar extension, but it seems more natural and more descriptive to simply call 
such fields "nonsingular." 

Thus, we will say that a function field K I k is singular with respect to a finite 
extension II I k if some prime divisor of K is singular with respect to II. We wiIl 
say that K is singular if it is singular with respect to some finite scalar extension, 
and nonsingular otherwise. 

Corollary 3.4.6. Let K I k be a geometric function field. Then K has at most 
finitely many singular prime divisors. Moreover, there exists a purely inseparable 
finite extension II Ik such that II ®k K is nonsingular. In particular, every prime 
divisor oj K has a splitting field that is a finite extension oj k. 

Proof. Let P E IPK and suppose that K' is a scalar extension of K. If d(QIP) < 0 
for some Q E IP K" then Q divides ~K' /K. Moreover, d(Q'IP) < 0 for any divisor 
Q' of Q in any larger scalar extension by (3.3.4) and (3.4.5). Since gK' ~ 0, the 
Riemann-Hurwitz formula (3.3.5) implies that deg ~K' /K ~ -2gK and thus K has 
at most 2gK singular prime divisors. 

Furthermore, an obvious induction argument on gK shows that there is a finite 
extension J( Ik such that II ®k K is nonsingular. Enlarging II if necessary, we may 
assume that II Ik is normal. Let leo be the fixed field of Gal (II Ik}. Then kolk is 
purely inseparable and klleo is separable. Since all prime divisors of Ko := ko ®k K 
are nonsingular with respect to II by (3.2.3), it follows from (3.4.1) that Ko is 
nonsingular. 

For any P E lPK' every prime divisor Q of Pin k' ®t K is nonsingular and thus 
has FQ as a splitting field by (3.2.4). Then any finite extension of k containing FQ 
for each such Q is a splitting field for P. 0 

Armed with (3.4.6), we can at last show that for a weakly separable extension 
of a nonsingular function field, the different is nonnegative. 

Theorem 3.4.7. Let K I k be a nonsingular geometric function field and suppose 
that K'III is a finite weakly separable extension. Then ~K'/K ~ O.IfQ E IPK' is 
singular; then d(QIQ n K) :f. O. 

Proof. If K' is a scalar extension of K, then K' is nonsingular by definition, and 
hence ~K'/K = O. Thus, if we can prove the theorem when k = II, it will follow in 
general by (3.3.4), so we may as well assume that 11= k. 

Let Q E IP K' be a divisor of P E IPK and let kl/k be finite. Put K~ := kl ®t K' 
and KI := kl ®k K. Let QI E IP K' be a divisor of Q, and put PI := Q\ n KI. From 

I 
(3.3.4) we have 

(*) d(Q\IQ) +e(Q\IQ)d(QIP) = d(Q1IP) = d(Q\IP\) +e(QIIP1)d(P\IP). 

Since K is nonsingular, d(p\IP) = O. 
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Suppose first that kl is a splitting field for Q. Then QI is a point. Moreover, K; 
and KI have the same constant field, so PI is also a point and thus d(QIIPI) ~ 0 
by (3.3.6). Since d(QIIQ) ~ 0 by (3.4.5), we have 

d(QIP) = d(QIIPI) - d(QIIQ) > 0 
e(QdQ) -, 

proving the first statement. 
Now suppose that d(QIP) = 0 and let kl be arbitrary. We need to show that 

d(QIIQ) = O. Since KI is a scalar extension of K, it is nonsingular and we 
have d(QdPI) ~ 0 by the first part of the proof. Since d(PIIP) = 0, (*) yields 
d(QIIQ) ~ 0 and thus d(QIIQ) = 0 by (3.4.5). 0 

Note that k(x) is always nonsingular, so a consequence of (3.4.6) is that all 
singular primes of K divide ~K/k(x) for any separating variable x E K. From (3.3.2) 

we see that [dx] = ~K/k(x) - 2[x] .. , and therefore we have 

Corollary 3.4.8. If the geometric function field K I k has a separating variable x 
such that [dx] and [x] .. are nonsingular, then K is nonsingular. 0 

3.5 Galois Extensions 

For any k-embedding a : K -+ K of K into itself, it is clear that v Q 0 a is another 
discrete k-valuation of K with valuation ring a-I (O'Q) and maximal ideal Qa := 

a-I (Q). There is, however, a potential notational problem here. Consider, for 
example, the case that k is a finite field of order q and a(x) = x!I for x E K. Here 
v Q 0 a = qv Q' while Qa = Q for all Q E IP' K' This example will be studied in detail 
in Chapter 5. 

In this section, we assume that K'IIC is a Galois extension of Klk. Since the 
scalar extension I( K I K is clearly normal, Gal (K' I K) has a nonnal subgroup 
Gal(K' II( K) which is called the geometric Galois group, while Gal(K' I K) is 
sometimes called the arithmetic Galois group. In any case, Gal(K' I K) pennutes 
the prime divisors of K' via the action Q -+ Qa given above. 

Suppose that Q is a prime of K' and P:= QnK. Then a-I(Q) nK = P, so 
Gal(K' / K) in fact pennutes the set of prime divisors of any prime of K. Our first 
important fact is that this action is transitive. 

Theorem 3.5.1. Let Q I and Q2 be prime divisors of K' with P : = Q InK = Q2 n K. 
Then there exists a E Gal(K'IK) with Qf = Q2' 

Proof By the weak approximation theorem there exists an element x E K' such 
that VQl (x) = 1 while vQ(x) = 0 for every other prime Q dividing P. Then for 

every prime divisor Q of P and every a E Gal( K' I K), we have 

v (a(x» = {I if Qa =. QI' 
(*) Q 0 otherwise. 
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Let y:= naeGa1(K' /K) <1{X). Then 

Va{Y) = L Va (<1{x)) 
aeGa1(K' /K) 

for all prime divisors Q of P. Now (*) implies that va (y) > 0 if and only if Qa = 
QI for some <1 E Gal{K'IK). Buty E QI nK = P, and therefore va{Y) > 0 for any 
prime divisor Q of P. 0 

For the remainder of this section we will use the following notation and 
assumptions: 

Hypothesis 3.5.2. K' is a Galois extension of K with G := Gal{K' I K). Q is a 
prime of K' with P := Q n K. For i = 0, 1, ... , we define 

e:= e{QIP), 
f:=f{QIP,) 

Gj := {<1 E G I <1{x) == x mod Qj for all x E "a}' 

Kj:= {x E K' I <1{x) =x for all <1 E Gj}, 
Qj := QnKj. 

Fp (resp. Fa) is the residuejield of P (resp. Q), and FalFp is separable.3 

Of course, the h¥pothesis of separability of the residue field extension is au­
tomatic when k is perfect. Note that by (A.O.l6) Gj = Gal(K'IKj) for i ~ O. 
Furthermore, observe that Go is just the setwise stabilizer of Q in G, and that 
each Gj is a normal subgroup of Go because it is the kernel of the induced map 
Go -+ Aut{" al (i). We call Go (resp. Ko) the decomposition group (resp.jield) of 
Q and GI (resp. KI ) the inertia group (resp.jield). For i > 1, the Gj are called the 
(higher) ramification groups. It is clear from the definition that Gj 2 Gj + 1 for all 
i. 

Given any <1 E G I' choose some x E "a with <1 {x ) i: x and put j = va (<1{x) -
x), then <1 ~ Gk for k > j. Since GI is a finite group, we see that Gm = 1 for 
some integer m. We will study the decomposition group by analyzing the "layers" 
G;/Gj+1 separately. 

Corollary 3.5.3. Assume (3.5.2), then IG: Gol is the number of distinct prime 
divisors of Pin K'. For any prime divisor Q' of Pin K' we have e{Q'IP) = e and 
f{Q'IP) = f. Moreover, IGol = ef, e{QoIP) = 1 = f(QoIP), e{QIQo) = e, and 
f{QIQo) = f. 

Proof. Let {Q it ... , Q,} be the set of all distinct prime divisors of P in K'. As 
a consequence of (3.5.1), there is a bijection between cosets Go<1 of Go in G 
and prime divisors Qa of P, whence IG: Gol = r. Moreover, it is immediate that 

3Many authors denote our Gj by Gj _ l . 
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e{QjIP) = e, and f{QjIP) = f for all i. Now (2.1.17) implies that IK' : KI = efr. 
Since IGI = IK' : KI, we have IGol = ef. 

From (A.O.l6) we know that Go = Gal{K' I Ko). By the previous paragraph ap­
plied to the extension K'IKo, we have e(QIQo)f{QIQo) = IGol = ef, but since 
e = e(QIQo}e(QoIP) and f = f(QIQo)J(QoIP} by (1.1.25), we conclude that 
e(QoIP) = 1 = f(QoIP}, e(QIQo) = e, and f(QIQo} = f. 0 

As noted above, GI is the kernel of the natural map 11 : Go - Aut«(jQIQ}. 
Since Go fixes K elementwise, im(l1} lies in Gal(FQIFp}. The important facts 
here are that FQI Fp is a splitting field and that im{l1} = Gal{FQI Fp}. 

Theorem 3.5.4. Assume (3.5.2), then FQI Fp is Galois, and the natural map 
Go/GI - Gal{FQIFp) is an isomorphism. In particular; IGII = e. 

Proof. By (3.5.3) we have FQo = Fp, so it suffices to prove this result in the special 
case that G = Go and K = Ko. Now, by (3.5.1) Q is the unique prime divisor of Pin 
K', so (jQ is the integral closure of (jp in K' by (1.1.8). Since FQIFp is separable, 
there is an element u E (j Q such that F Q = Fp [a], where x 1-+ i denotes the residue 
class map. Let f{X) be the minimum polynomial of u over K. Then f(X} has 
coefficients in (jp, since u is integral over (jp. Since K'IK is Galois and has a root 
in K', all roots of f(X) lie in K' and are also integral, so f factors into linear factors 
over (j Q' Furthermore, G is transitive on the roots of f, so 11 (G) is transitive on the 
roots of f. This implies that 1 is a mUltiple of the minimum polynomial of il over 
Fp, and that FQ is the splitting field of lover Fp. Thus, FQI Fp is Galois, and im{ 11} 
is transitive on the conjugates of a. But the only automorphism of FQI Fp fixing 
a is the identity, so im(11} = Gal(FQIFp}. In particular, IGo/Gd = IFQ : Fpl = f, 
and hence IGII = e. 0 

Corollary 3.5.5. Assume (3.5.2), and suppose K ~ E ~ K' is an intermediate 
field. Put QE := QnE. Then e(QEIP) = 1 if and only if E ~ KI . In particular; 
K' I KI is totally ramified at Q. 

Proof. From (A.O.l6) we have Gal(K'IE} = GE ~ G, where GE is the subgroup 
of G fixing E elementwise. By definition, GE n GI is the inertia group of Q over 
E. By (1.1.25), e(QEIP) = 1 iff e(QIQE) = e, but by (3.5.4), the latter condition 
is equivalent to IGE nGII = e = IGII, i.e., to GE ;2 GI, which is in tum equivalent 
to E ~ KI . For E = KI, we have in particular e{QIQI) = e = IGII = IK' : KII, so 
K' I KI is totally ramified at Q. 0 

We next tum to a further analysis of the ramification group G I via the filtration 
G1 ;2 G2 ;2 .... We need first 

Lemma 3.5.6. Assume (3.5.2), let (j E GI and let t be a local parameter at Q. 
Thenfor every integer j ~ 1 we have (j E Gj iff (j{t) == t mod Qj. 

Proof. Suppose (j(t) == t mod Qj for some (j E G1 and some j ~ 1. We only 
need to show that (j E G j since the converse is trivial. 
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Applying (1.1.24) to the extension K' / KI which is totally ramified by (3.5.4), 
we find that 1 is integral over "al and that "a = "al [t]. Let x E d a and write 

x = I,ja/ with aj E "ai' then 

a(x) = Laja(t)j = La/ mod Qi. 0 

Now fix a local parameter 1 at Q. For a E GI we can write 

a(t) = uat, 

where Ua is a unit. 

Theorem 3.5.7. Assume (3.5.2). The map a t-+ Ua := a(t)/I defines a homomor­
phism G I -+ Fa whose kernel is G2• In particular, G 1/ G2 is cyclic. 

Proof For any a' E G I we have 

ua'at = a'(a(t)) = a'(ua)a'(I) = a'(ua)ua't = uaua,t (mod t2). 

It follows that uaa' = uaua' (mod t), so we have a homomorphism from GI to the 
multiplicative group of "a/Q. Since a(I)/1 = 1 (mod t) iff a(l) = I (mod 12), 

the kernel of this map is G2 by (3.5.6). We conclude that GdG2 is isomorphic to 
a finite subgroup of the multiplicative group of a field. In particular, there are at 
most n solutions of the equation X' = 1 in GI/G2 for any n, so GI/G2 is cyclic by 
the fundamental theorem of abelian groups. 0 

We finally consider the structure of the groups GdGi+! for i ;::: 2. For some 
fixed choice of local parameter t and a E Gj we have a(t) = t +xati for some 
xa E "a. 
Theorem 3.S.S. Assume (3.5.2). For a E Gj and i ;::: 2. the map a t-+ Xa := 
(a(l) - t)t- j defines a homomorphism of Gj inlO the additive subgroup of Fa 
whose kernel is Gi+l • In particular, G;/Gi+1 is trivial for i"? 2 ifchar(k) = 0 and 
is an elementary abelian p-group ifchar(k) = p > o. 
Proof For any a' E Gj we have 

t +xa'ati = O"'(t) + a'(xa)a'(t)i = t +xa,tj + (xa + yti)(t +xa,ri)i 

for some y E "a. Since i ;::: 2, we have 

(t +xa,ri)j = Ii (mod tl+I), 

and it follows that 

xa'atj = xa'ti+xati (mod ti+I). 

Thus, we have a homomorphism from Gj to the additive group of "a/ Q, as as­
serted. Since Xa = 0 (mod t) iff a(t) = t (mod t l+I ), the kernel of this map is 
G;+1 by (3.5.6). Since there are no finite subgroups of the additive group of a field 
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of characteristic zero, G2 is trivial in this case. When char{k) = p > 0, additive 
subgroups of FQ are abelian of exponent p. 0 

The fact that G2 is trivial in characteristic zero suggests that the higher 
ramification groups are related to wild ramification, and that is indeed the case. 

Theorem 3.5.9. Assume (3.5.2), and let d{QIP) be the different exponent. Then .. 
d{QIP) = L,{IGil-l). 

i=1 

In particular, G2 = 1 if and only if QIP is tamely ramified. 

Proof. Note that the sum is finite, since G j = 1 for almost all i. By (3.5.5) we 
have e{QIIP) = 1 and therefore d{Q,IP) = 0 by (3.3.6). Now (3.3.3) implies that 
d{QIP) = d{QIQ,). 

Let t be a local parameter at Q and let f{X) be the minimum polynomial of t 
over KI • Then f{X) factors into linear factors over K', and we have 

f{X) = n (X - oo{t)), 

!'(X) = L n (X - oo{t)), 
r air 

whence 

!,(t) = n (t - oo(t)). 
ai' 

Using (3.3.8), we get 

d(QIQ,) = VQ(f/{t)) = L vQ{oo{t)-t). 
ail 

However, for a E G j \ Gi+l' (3.5.6) yields vQ ( oo(t) - t) = i, so that 

.. .. 
d(QIQI) = L,i(IGj l-IGj+11) = L,(lG;I-l). 0 

j=1 j=1 

3.6 Hyperelliptic Functions 

As an application of the preceeding results, we consider the case of a function 
field K/k that is a separable extension of k(x) of degree 2. Such a function field 
is called hyperelliptic, although some authors restrict this term to exclude elliptic 
functions. Unless specifically stated otherwise, the results of this section apply to 
the elliptic case as well. 

Suppose, then that x E K is a separating variable and that IK : k(x)1 = 2. If 
y E K \ k{x), then y satisifes a quadratic equation y2 + f{x)y + g{x) = 0 over 
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k(x). If char(k) :f: 2, we can eliminate the linear term by completing the square: 
Put y' := y + f(x)/2, then y'2 + g(x) - f(x) 2 /4 = O. Now multiplying y' by an 
appropriate square in k(x) and changing notation, we get y2 = f(x) where f(x) is 
a square-free polynomial. The situation is different in characteristic 2, so we will 
consider that case separately below. 

Summarizing, we have 

Lemma 3.6.1. Suppose that char(k) :f: 2 and IK : k(x)1 = 2. Then K = k(x,y) 
where y2 = f(x) for some square-free polynomial f(x). 0 

We will next compute the different fJK/k(x) in the case char(k) :f: 2. We 
first suppose that a := a(x) + b(x)y is a constant (i.e. algebraic over k) for 
some a,b E k(x). Then TK/k(x)(a) = 2a(x), so a(x) = ao for some ao E k, and 

NK/k(X)(a) =a5 -b(x)2f(x) = a l for some a l E k. If f(x) is nonconstant, which 
we will henceforth assume, it follows that b(x) = 0, and we have shown that k is 
the full field of constants of K. 

Since f(x) is square-free, we have f(x) =: n/=1 Pi(x) where the Pi(x) are dis­
tinct irreducible polynomials. Let P be a prime of K dividing the prime p of 
k(x). 

Suppose first that p :f: Pi for all i and p:f: 00. Then f(x) is a unit in (jp. Apply­
ing vp to the equation y2 = f(x), we see that vp(y) = O. Since char(k) :f: 2, the 
equation has distinct roots modulo p. Thus, the hypotheses of (1.1.23) apply, and 
we conclude that e(Plp) = 1 and thus d(Plp) = O. 

Next, suppose that p = Pi' Then 2vp(y) = e(Plp)vp(f(x» = e(Plp). This im­
plies that vp(y) = 1 ande(Plp) = 2. By (2.1.3), P is the unique prime of K dividing 
p, f(Plp) = 1, and therefore degP = degp. 

Finally, if p = 00, then 2vp(Y) = -e(Ploo)degf. If fhas odd degree, this implies 
that vp(y) = -degf, e(Ploo) = 2, Pis unique,f(Ploo) = l,and degP = deg oo = 1. 
If f has degree 2n, we can replace x by XI := x-I and y by YI := y/X'. Then y~ = 
fl (xI) where the reciprocal polynomial fl is not divisible by XI' so the hypotheses 
of (1.1.23) hold at XI = O. It follows that e(Ploo) = I, and there are two distinct 
divisors of 00 each of degree one, or one divisor of degree two, depending on 
whether or not the leading coefficient of f(x) is a square in k or not. We have 
proved 

Theorem 3.6.2. Suppose that K = k(x,y), char(K):f: 2, and 

r 

y2 = f(x) = I1p;(x), 
;=1 

where the P; are distinct irreducible polynomials and r ~ 1. Then k is thefullfield 
of constants of K, and for each i there is a unique prime I'; of K dividing P; with 
e(P;lp;) = 2, f(l';lpj) = 1, and degl'; = degp;, and we have 

r 

[y]o = LI';· 
;=1 
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If degf is even, we have 
r 

~K/k(X) = L P;, 
i=l 

and Po. := N;/k(x) (00) has degree 2 and is either prime or the sum of two points. 
If degf(x) is odd, there is a unique prime Po. dividing 00 with e(Po.loo) = 2, 

f(Po.loo) = 1, degPo. = 1, and we have 

In particular, 

r 

~K/k(x) = Po. + L p;. 
i=l 

611 { deg f if deg f is even, 
deg:u = 

K/k(x) degf + 1 ifdegf is odd. 
o 

We can now apply the Riemann-Hurwitz formula (3.3.5) to obtain 

Corollary 3.6.3. Assume the hypotheses of (3.6.2). Then 

g _ {tcdegf - 2) ifdegf is even, 
K- !(degf- 1) ifdegfisodd. 

Proof From (3.3.5) we obtain 

2gK - 2 = -4+deg~K/k(x)' 

and the result follows from (3.6.2). o 
Finally, we obtain a basis for the space of regular differential forms. Continuing 

the hypotheses of (3.6.2), we can differentiate the defining equation to obtain 

2ydy = !'(x)dx, 

whence 

[y] + [dy] = [!,(x)] + [dx]. 

From (3.6.2), we know that [y]o = LiP;, Moreoever, gcd(f(x),f'(x)) = 1 since 
f(x) has distinct irreducible factors. This implies that f(x) and!' (x) have disjoint 
zeros in K, and therefore y and f'ex) also have disjoint zeros in K. Now (*) implies 
that 

[YJo ~ [dxJo' 

The only poles of x in K are at the prime(s) at infinity. When degf is odd, [xJoo = 
2Po. , where Poo has degree I, while when degf is even, [xJo. = Poo has degree 2. 
Looking at the respective Laurent series, we conclude that 

[dxJo. = {3Po. if degf is odd, 
2Po. if degf is even. 
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From (*) we have [dx] ~ [y]o - [dx] .. , but using (3.6.3) we get 

deg[dx] ~ degf - deg[dx] .. = 2gK - 2. 

Since [dx] is a canonical divisor, we must have equality, which implies that (*) is 
an equality. In particular, vP; (dx/y) ~ 0 for all i. 

The only other possible pole of dx/y is at infinity, but here we actually have 
a zero of order degf - 3 = 2g - 2 when degf is odd, or of order degf - 4 = 
2g - 2 in the even case. So not only is dx/y regular, in fact Yidx/y is regular for 
o ~ i < g. Since x is transcendental, these forms are linearly independent over k, 
and therefore are k-basis for 0K(O) by (2.5.10). As a consequence, we note that 
the ratio of any two regular fonns lies in k(x), and if gK ~ 2 these ratios generate 
k(x). We have proved 

Theorem 3.6.4. Suppose IK: k(x)1 = 2 for some x E K and char(k) =12. Then 
{xidx/y I 0 ~ i < gK} is a k-basis for 0K(O). Furthermore, if gK ~ 2 then k(x) is 
the subfield of K generated by all ratios ro' / ro of regular differential forms, and 
is thus the unique rational sub field of K of index 2. 0 

We remark that the even-degree case can be completely avoided provided that 
Pi = ax - b is linear for at least one i. Then the substitution 

I 
xl:=--b ax-

will produce an equation YI = fl (xI)' where fl is square-free of odd degree. 
For the remainder of this section we will assume that k is a perfect field of 

characteristic two. Beginning with the equation y2 + f{x)y + g(x) = 0. we can 
replace y by y/ f{x) and change notation to obtain y2 + y = f{x). Note that the 
other root of this equation is y + 1. We see that y is an element of K of trace 1 and 
norm f(x). Suppose YI = a{x) +b(x)y is another element of K of trace 1. Since 
TKjk(x) is k(x)-Iinear. and is zero on k(x). we get b{x) = 1. Then N K/k(x) (YI) = 
a(x)2 + a{x) + f(x). Conversely, the equation y2 + Y = a{x)2 + a(x) + f{x) has 
roots y + a(x) and y + a{x) + 1 in K. In other words, we have proved 

Lemma 3.6.5. Suppose that char(k) = 2 and K/k{x) is separable of degree 2. If 
k{x) (2) denotes the additive subgroup of k(x) consisting of all rational functions of 
the form a{x)2 + a{x), then there is a one-to-one correspondence between cosets 
f(x) + k{x) (2) in k(x) and separable extensions K /k(x) of degree 2, under which 
K corresponds to f(x) + k{x)(2) if and only if there exists an element y E K of 
trace 1 and norm f{x). In particular, K = k(x,y), where y2 + y = f(x) for some 
f(x) E k(x). 0 

We first consider the (uninteresting) case that K is a scalar extension of k(x). 
Then there is a constant a E K \ k{x). Since TK/k(x) (a) is a nonzero element of k, 
we can divide to get a scalar of trace 1. Using (3.6.5) we get 
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Lemma 3.6.6. Suppose that char(k) = 2 and K/k(x) is separable of degree 2. 
Then K/k(x) is a scalar extension if and only if f(x) == c (mod k(x)(2») for some 
constant c E K. 0 

We next compute the different. As before, let P be a prime of K dividing the 
prime p of k(x). Note that vp(y) < 0 iff vp(y + 1) < 0 iff Vp(y2 + y) < 0 iff 
vp(f(x)) < O. In particular, if vp(f(x)) ~ 0, then y E Up. Moreover, y satisfies 
a polynomial with coefficients in Up and distinct roots modulo p, so (1.1.23) 
implies that e(Plp) = 1 and hence d(Plp) = O. 

Suppose, then, that f(x) has a pole at p of order n. Then vp(y) must be negative 
and hence vp(y) = vp(Y+ I), and we get 

2vp(Y) = vp(f(x)) = -e(Plp)n. 

Suppose that n = 2d - 1 is odd. Then we can conclude that e(Plp) = 2 and 
vp(Y) = -no Since IK : k(x)1 = 2, we have f(Plp) = 1. Furthermore, if we put 
s:= pdy, we have vp(s) = dvp(p) - n = I, so s is a local parameter and 

for some p-local unit u{x). Since K/k{x) is totally ramified at p, (3.3.8) implies 
that d{Plp) = 2d. 

So far, we have seen that when f{x) is a p-Iocal integer, p is unramified and 
hence d{Plp) = 0, while if f{x) has a pole of odd order 2d - 1 at p, p is ramified 
and d{Plp) = 2d. Fortunately, it turns out that we don't have to consider poles of 
even order at all, as we now argue. 

We first recall the so-called partial fractions algorithm: Given a rational func­
tion whose denonimator is a product h) (x )h2 (x) of relatively prime polynomials, 
we can find polynomials a) (x),a2{x) with a) (x)h) (x) + a2 {x)h2 (x) = I and write 

1 a) (x) a2{x) 
..,.....-:-....,....,...--,--,- = -- + --
h) (x)h2{x) h2 {x) h){x)" 

By repeated applications of the Euclidean algorithm, therefore, we can write any 
rational function as a sum 

f{ ) = ~ aj(x) ~ aj{x) 
x £.J ()2d ) + ~ ()2d ' 

j=) Pj X j- j=m+) Pj X i 

where the aj are polynomials, the dj are positive integers, and the Pj are distinct 
irreducible polynomials. If m = n, we are happy. If m < n, we need 

Lemma 3.6.7. Suppose that k is perfect of characteristic 2, a{x),p{x) E k[xJ, p{x) 
is irreducible, and 

a(x) 
f{x) := p{x)2e 



98 3. Finite Extensions 

for some positive integer e. Then there exist polynomials b(x),c(x),d(x), and 
PI (x) with degpi (x)2 < degp(x) such that 

_ b(x) c(x) d(x) (2) 
f(x) = p(x)e + p(x)2e-1 + PI (x)2 (mod k(x) ). 

Proof. Separating tenns of even and odd degree and using that fact that k2 = k, 
we can write a(x) = ao(x)2 +xa l (x)2 and p(x) = Po(x)2 +xPI (x)2 where a; and 
p; are polynomials (i = 1,2). Note that degp~ < degp and hence that PI (x) and 
p(x) are relatively prime. Then 

and 
2 2 2 2 2 

~ _ ~ + alPo + al = ao + alPo + a l (mod k(x)(2)). 
p2e - p'2e p2ep~ p2e-l~ - pe pepI p2e-lp~ 

Using partial fractions and collecting tenns, the result follows. 0 

Suppose m < n in (*) and there are k tenns in the sum whose square de­
nominator is of highest degree 2e. Applying the lemma to one of these tenns 
and rewriting the resulting expression in the same fonn, it is clear that we now 
have k - 1 tenns whose denominators have degree 2e. After a finite number of 
steps, we have found an element y E K with y2 + y = a(x) + b(x)/c(x) such that 
a(x), b(x), c(x) are polynomials, every prime divisor of c occurs to an odd power, 
and degb < degc. Since every polynomial is clearly congruent to a polynomial of 
odd degree modulo k(x) (2) , we have proved . 

Theorem 3.6.8. Let k be perfect of characteristic 2 and suppose that K/k(x) is 
separable of degree 2. Then K = k(x,y), where y2 +y = f(x) and all poles of f(x) 
are of odd order. If f(x) has a pole of order 2d; -1 at pdor 1 :5 i :5 n and no other 
poles, then for each i there is a unique prime divisor P; in K of p; and it satisfies 
e(p;lp;) = 2 and f(P;lp;) = 1. Moreover, no other primes of k(x) are ramified in 
K.and 

n 

~K/k(x) = L 2d;p;. 0 
;=1 

Indeed, the above discussion yields a constructive algorithm for finding 
f(x), and therefore for finding ~. Furthennore, the Riemann-Hurwitz formula 
immediately implies 

Corollary 3.6.9. With the hypotheses and notation of the theorem, 
n 

gK = -1 + Ld;degp;. 0 
;=1 

Finally, we would like to find a basis for 0K(O), the space of regular differential 
fonns. 
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Theorem 3.6.10. Let k be perfect of characteristic 2, and let K := k(x,y), where 
l+y = f(x) and the pole divisor of f(x) in k(x) is given by 

n 

[j(x)] .. = I,(2d; -I)p;. 
;=1 

Define 

.(x):= n pt(x)dj , 

Pj'; .. 

where the product runs over the finite poles of f(x) only, and put 

dx 
eo = .(x)' 

Then {eo,xeo, ... ,xl-leo} is a basis for the space of regular differential forms. In 
particular, if g K ~ 2, k(x) is the unique rational subfield of K of index 2. 

Proof The zero divisor of • (x) in K is 

[.(x)]o = L 2d;P; = ~ - 2dooPoo, 
P;';oo 

where we set doo = 0 if f(x) has no pole at infinity. Thus, .(x) has a pole of order 
deg ~ - 2d .. at infinity. 

Since dx has no zeros in k(x) and a pole of order 2 at infinity, it follows from 
(3.3.2) that 

[dx] =A+~, 

where A = -2N*(poo) has degree -4. Thus, dx has a pole at infinity of order 4-
2d ... We conclude that the form 

dx 
eo:= .(x) 

is regular and has a zero at infinity of order deg ~ - 4 = 2gK - 2. Moreover, in 
the case that there are two points of K at infinity, each point has equal multiplicity 
gK - I. Since the pole divisor of x in K has degree two in all cases, and is a sum 
of two simple poles when there are two points at infinity, it follows that xi eo is 
regular for 0 :5 i < gK' 0 

3.7 Exercises 

Exercise 3.1. Let K' / K be a finite, separable extension of function fields and let 
P E IP K' Let M ~ K' be a finitely generated bp-module of rank n = IK' : KI, and 
define 

M* = {x E K' I trK1/K(xm) E b p for all mE M}. 
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(i) Let {m, , ... ,mil} be an Up-basis for M and define 

llM:= vp{det{trK'/K{mjmj »). 
Show that llM is independent of the choice of basis for M. 

(ii) Suppose that M ~ M' ~ M·, where M' is also finitely generated. Let 
l{M'IM) be the length of M'IM (see (1.1.13». Prove that 

llM = llM' + 21{M'IM). 

(iii) Conclude that M· is a finitely generated Up-module and that M· / M has 
length at most llM /2. 

Exercise 3.2. Use Exercise 3.1 to give an alternative proof of (2.1.18) in the 
separable case. 

Exercise 3.3. Let K I k be a function field and suppose that k' is a finite, separable 
extension of k. Let P E IP K and put K' := k' ®k K. Use Exercise 3.1 to show that 
the integral closure of Up in K' is just k' Up. 

Exercise 3.4 •. Generalize Exercises 3.1 and 3.3 by replacing Up by the 
intersection of a finite number of valuation rings of K. 

Exercise 3.5. Let K' /k' be a finite separable extension of K/k with Q E IP K' and 
P := Q n K, and assume that FQI Fp is separable. The object of this exercise is to 
prove that (3.3.11) holds under this weaker hypothesis. 

(i) Show that there exists a finite separable extension k,/k such that if we put 
K; := kl ®k' K' and KI := k,K ~ K;, we can choose a prime Q, E IPK, with 

I 

Q = Q, nK' and f{Q,IQ, nK,) = 1. 

(ii) Put PI := Q n K,. Show that d{QIP) = d{Q"P,). 

(iii) Let R',R" and R~ denote the integral closure of Up in K',K" and K;, re­
spectively. By replacing Up by a finite intersection of valuation rings of 

1 
KI , generalize the argument of (3.3.11) to show that 

min vQ (x) = -d{Q,IP,). 
XE(~)' I 

(iv) Use Exercise 3.4 to complete the proof. 

Exercise 3.6. Let k be algebraically closed of characteristic p > 0 and let U E k{t) 
such that k{t)lk{u) is a Galois extension whose Galois group G is a p-group. 
Prove that Go = G, = G2 and that G3 = 1. 

Exercise 3.7. Let k be algebraically closed of characteristic zero, and let K be a 
finite extension of k{{t» of degree n. 

(i) Use Exercise 1.8 to show that the prime (t) is totally ramified in K'. 

(ii) Prove that every Galois extension of k{ (t» is cyclic. 
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(iii) Prove that K = k«t1/ n». 
Exercise 3.8. Suppose that K' /k' and K/k are function fields, and K' = K(y) 
where y" =xE K for some integer n relatively prime to char(k). Such an extension 
is called a Kummer extension. Assume that x ¢ Kd for any divisor d of n. 

(i) Prove that IK' : KI = n. 

(ii) Let Q E PK, be a divisor of P E PK• Put dp := gcd(vp(x),n). Prove that 

e(QIP) = {n/dp for dp > 0, 
1 fordp = O. 

[Hint: Consider the intermediate field K(I).] 

(iii) Prove that 

g .. = 1 + W\I (g.-1+ ~ I'E~K (1- d:) degp). 
Exercise 3.9. We say that an extension K' / K is unramified if e(QIQ n K) = 1 
for every prime Q E P K" Suppose that n is relatively prime to char( K) and that 
K' = K(y) for some y E K' with y" = x E K. Prove that K' / K is unramified if and 
only if [xl = nD for some divisor DE Div(K). [Hint: (1.1.23).] 

Exercise 3.10. Let K be an elliptic function field over an algebraically closed 
field k of characteristic 2. Prove the following: 

(i) K = k(x,y) where y2 + y = f(x), and f(x) has either exactly one pole of 
order 3 or exactly two simple poles. 

(ii) By using substitutions of the form y' = y + g(x) and 

x' = ax+b 
ex+d 

for a,b,e,d E k with ad - be =I 0, the first case can be reduced to 

l+y=x3 , 

and the second case can be reduced to 

l+y=x+~ 
x 

for some nonzero A E k, uniquely determined by K (compare with Exercise 
2.8). 

Exercise 3.11. Let leo be a field of characteristic p > 2 and let k = Ieo(t) where 
t is transcendental over ko' Let K := k(x,y) where; = xP - t. Show that gK = 
(p-I)/2, but thatk(t1/p)®kK has genus zero. 

Exercise 3.12. Let ko be a field of characteristic p > 0 and let k = ko(s,t), where 
sand t are transcendental over ko' Let K:= k(x,y) where yP = xp+1 +txP +s. 
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(i) Show that there is a unique prime divisor P E PK dividing the prime (x) of 
k[xJ and that Fp ~ k(sl/P). 

(ii) Let J( := k(sl/p) and let K' := J( ®k K. Show that there is a unique prime Q 

of K' dividing P and that FQ ~ k(t 1/ p). 

(iii) Show that (y - sl/p)/x is integral over (Jp but does not lie in k' ®k (Jp. 



4 
Projective Curves 

In this chapter we make contact with the classical theory of algebraic curves in 
projective space. For simplicity we will assume throughout this chapter that the 
ground field k is algebraically closed. Since we do not have at our disposal the ma­
chinery of algebraic geometry, our treatment here is necessarily somewhat ad hoc. 
The preferred approach to this subject is via the theory of schemes and varieties. 

4.1 Projective Varieties 

Recall that n-dimensional projective space JP"(k) is defined as the set of lines 
through the origin in ~+l. We denote the line through (aO,a 1 ... ,an) by 
(ao : a 1 : .•. : an). Each such line is called a point of F. The zero set of a ho­
mogeneous polynomial I E k[Xo,'" ,Xn+d is a union of lines through the origin, 
and therefore defines a subset V (f) ~ F. The set of common zeros of an arbitrary 
set of homogeneous polynomials in F is called a closed set. It is easy to check 
that the closed sets define a topology on F called the Zariski topology. 

Conversely, an arbitrary polynomial I E k[Xo,'" ,XnJ can be written uniquely 
as a sum of homogeneous polynomials of distinct degrees: 

m 

1= Lid' 
d=O 

Ifa:= (aO,a1, ... ,an) E ~+l and I vanishes on the line {Aa I A E k}, we have 

m 

0= I(Aa) = LAd Id(a) 
d=O 
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for all A E k, from which we conclude that Id(a) = 0 for all d. It follows that the 
ideal I(V) of all polynomials in k[Xo,'" ,XnJ which vanish at an arbitrary subset 
V ~ F is a graded ideal, i.e. it is the direct sum 

I(V) = EBI(V)d 
d=O 

of homogeneous subspaces. In dealing with closed subsets of projective space, we 
are thus naturally led to the categories of graded k-algebras and modules. Briefly, 
recall that a k-vector space V is graded if we are given a direct sum decomposition 

although it is frequently the case that Vd = 0 for d < O. The elements of Vd are 
called homogeneous of degree d. A homogeneous map ~ : V -+ W of graded 
vector spaces (of degree d) is a map of k-algebras such that for some integer d 
we have ~(Ve) ~ Wd+e for all e E Z. A graded k-algebra is a k-algebraA that is a 
graded k-vector space such that AdAe ~ Ad+e for all d, e E Z. In particular, k ~ Ao. 
A map of graded k-algebras is a k-algebra homomorphism that is homogeneous 
of degree zero. 

If A is a graded k-algebra, a graded A-module M is an A-module that is a graded 
k-vector space such that AdMe ~ Md+e for all d,e E Z. In particular, the regular 
module is a graded module. A graded submodule N ~ M is an A-submodule with 
a grading such that the inclusion map is homogeneous of degree zero. 

It is easy to check that the kernel and image of a homogeneous map are graded 
submodules, and that the quotient of a graded module by a graded submodule 
has a natural grading such that the quotient map is homogeneous of degree zero. 
In particular, the quotient of a graded k-algebra by a graded ideal is a graded 
k-algebra. It is also straightforward to verify 

Lemma 4.1.1. Suppose A is a graded k-algebra, M is a graded A-module, and 
N ~ M is an arbitrary A-submodule. Then N = EBdNnMd if and only if N is 
generated by homogeneous elements. 

Since the polynomial ring A := k[Xo,'" ,XnJ is a graded k-algebra, any graded 
k-algebra which is generated by n + 1 elements of degree one is a graded quotient 
ofA. 

Returning now to the Zariski topology, we say that a closed set is irreducible 
if it cannot be written as a union of proper closed subsets. For example, if the 
homogeneous polynomial I is a product 1= 1II2 of two distinct irreducible poly­
nomials (both necessarily homogeneous), it is clear that V(f) = V(f,) UV(f2)' 
But is V(f,) proper? For this and other important facts about the zeros of 
multivariate polynomials we need 

Theorem 4.1.2. II the finitely generated k-algebra K is a field, then IK : kl is 
finite. 
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Proof Let K = k[Xl ,X2"" ,xnl and put kl := k(xl ) ~ K. Then K = kl [x2,··. ,xnl, 
and IK : kll is finite by induction on n. If x, is algebraic over k, then Ik, : kl is 
finite and we are done. 

Suppose then, by way of contradiction, that xl is transcendental. Then kl is 
isomorphic to the field of rational functions in one variable. For x E K let M (x) = 
MK/k( (x) be the matrix of the k,-linear transformation y 1-+ xy with respectto some 

basis for K I k l • Then the map x 1-+ M (x) defines a k-algebra monomorphism from 
K into the ring of m x m matrices over kl' and M(x) = xl for x E kl . 

Now, the polynomial ring in one variable has infinitely many irreducibles over 
any field, so we can choose an irreducible polynomial p(xl ) E k[xtl such that p 
does not divide the denominator of any entry of M(x;) for all i. But this implies 
that p does not divide the denominator of any entry of M(x) for any x E K, because 
the matrices M(x;) generate M(K) as a k-algebra. Hence, p-ll :I M(x) for any 
x E K, a contradiction that completes the proof. 0 

Corollary 4.1.3. Suppose that M is a maximal ideal of the polynomial ring 
A = k[X" ... ,Xnl. Then there exist al , ... ,an E k such that M = (Xl - al ,X2 -
a2,· .. ,Xn - an). A polynomial f lies in M iff f(a"a2, ... ,an) = O. A necessary 
and sufficient conditionfor a set of polynomials to generate a proper ideal of A is 
that they all have a common zero. 

Proof AIM satisfies the hypotheses of (4.1.2). Since k is algebraically closed, we 
conclude that AIM = k. Let ai be the image of Xi in AIM. Then the natural map 
A -t AIM = k is just evaluation at the point (a" . .. , an). 0 

Given an ideal 1 ~ k[Xo, ... ,Xnl, let V(l) ~ kn+l denote the zero set of 1, and 
for a subset S ~ ~+l write I(S) for the ideal of all functions that vanish at S. Note 
that V(I(S)) is just the closure of S in the Zariski topology. In general, the ideal 
I(V(l)) is larger than 1. For example, it contains 

J] : = {f E A I fr E J for some positive integer r}. 

In fact, we have 

Corollary 4.1.4 (Hilbert Nullstellensatz). If 1 is an ideal of A := k[XO'Xl , .. . ,Xnl. 
then I(V(l)) =.JJ. 
Proof. If r E 1, it is clear that f vanishes at every zero of 1. The converse 
argument is a well-known but clever trick. We adjoin an additional indetermi­
nate Y to A. Then the ideal 1 + (1 - fY) ~ A[Yl has no zeros at all; hence 
A[Yl = 1 + (I - fY) by (4.1.3). Let A = All and let 1:= f +1 E A. Then it fol­
lows tha~ 1 - IY is invertible in A[Yl. Thus, there exists an integer r and elements 
ao, ... ,ar_l EA such that (1-IY)(aO+aIY+"·+ar_lyr-l) = 1. Equating 
coefficients of yi, we find that ao = 1, ai = Ji for 1 ~ i < r and finally that 
t=Q 0 

We say that an ideal 1 ~ A is a radical ideal if .JJ = 1. Note that 1 is a radical 
ideal if and only if All has no nilpotent elements. 
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We want to apply the Nullstellensatz to graded ideals and closed subsets of 
projective space. Note, however, that while every proper ideal of k[Xo,XI' ... ,XnJ 
has a nontrivial zero in ~+ I, the unique maximal graded ideal consisting of all 
polynomials with zero constant term vanishes only at the origin and therefore has 
no proper zeros in lP". By a proper graded ideal, therefore, we will mean a nonzero 
graded ideal whose radical is not the unique maximal graded ideal. By abuse of 
notation, we will write V(J) ~ lP" when J is a proper graded ideal. If J is graded 
and proper, then, as we have observed above, V(J) is a union of lines and thus 
I(V(J)) is also graded and proper. So we have 

Corollary 4.1.5. The radical of a proper graded ideal is a proper graded ideal. 
o 

The main consequence of the Nullstellensatz for our purposes is 

Corollary 4.1.6. The mappings 11-+ V(J) and V 1-+ I(V) define an inclusion­
reversing bijection between proper graded radical ideals I ~ k[Xo," . ,XnJ and 
closed subsets V ~ IP". In particular. a closed set is the union of two proper closed 
sets iff the corresponding radical ideal is the intersection of two properly larger 
graded radical ideals. 

Proof Because the two mappings are inclusion-reversing, we have V (I(V(J))) = 
V(J) and I(V(I(S))) = I(S) for any idealJ ~ k[Xo,'" ,XnJ and any subsetS ~ IP". 
Thus I and V are bijective mappings between all closed subsets of lP" and all 
ideals of the form I(S). The ideal I(S) is certainly a radical ideal, and by (4.1.4), 
if J is any radical ideal then J = .J.i = I(V(J)), so the ideals of the form I(S) are 
precisely the radical ideals. 0 

We call a closed set in lP" a projective variety if it is irreducible, that is, if it is 
not the union of two proper closed subsets. 

Lemma 4.1.7. A closed set V is a variety iffI(V) is a prime ideal. 

Proof It is clear that a prime ideal cannot be the intersection of two properly 
larger ideals. Conversely, suppose V := V(J) ~ IP" is irreducible, and I := I(V). 
Put A := k[Xo, ... ,XnJ, choose homogeneous elements XI ,x2 E A \ I, and put Vj = 
V(I,x;). Then VI and V2 are proper closed subsets of the irreducible closed set V, 
so there must be an element v E V \ VI U V2. Then XI (v)x2(v) ::f. 0, so x l x2 rt I. We 
have shown that in the graded algebra A/I, the product of nonzero homogeneous 
elements is nonzero. If YpY2 are any two nonzero elements of A/I, and xI,x2 
are their lowest-degree homogeneous components, then x l x2 is the lowest-degree 
homogeneous component of YIY2 and thus YIY2 ::f. O. 0 

Suppose the graded k-algebra A is an integral domain. We define the homoge­
neous field of fractions of A to be the subset of the full field of fractions consisting 
of all fractions x/y where X and yare homogeneous of the same degree. It is easy 
to check that this is in fact a subfield of the full field of fractions. 

Suppose now that V ~ lP" is a projective variety. While it doesn't make sense 
to evaluate polynomials at points of IP", we can evaluate a quotient f / g of two 
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homogeneous polynomials of the same degree at a point of pn. In this way, 
we get a k-valued function defined at each point (ao : ". : an) of IP" at which 
g(ao,'" ,an) ¥: O. Restricting to V, we get a function V \ V(g) ~ k that depends 
only on the cosets f + I(V) and g + I{V). Speaking somewhat loosely, we will say 
that f / g restricts to a rational function on V. 

Since I(V) is a prime ideal, the graded k-algebra 

k[V] := k[Xo,'" ,Xnl/I(V) 

is an integral domain, and we let k(V) be the homogeneous field of fractions of 
k[V]. Each element of k(V) defines a rational function on V. For this reason, k(V) 
is called the field of rational functions on V. 

Lemma 4.1.8. Let V ~ IP" be a projective variety. Relabeling the Xi if necessary 
so that V ~ V (Xo)' k(V) is generated as a field over k by the restrictions of the 
functions X;/Xo to V for 1 ~ i ~ n. 

Proof Abusing notation, we continue to denote by X;/Xo the restriction of X;/Xo 
to V. Put Ko := k(XdXo,'" ,Xn/Xo)' Then clearly Ko <;;; k(V). However, if p(X) 
is homogeneous of degree d, we have p(X)/X8 E Ko and therefore p(X)/q(X) E 
Ko for every homogeneous polynomial q(X) of degree d that does not vanish at 
V. [] 

Let k[Vlo denote the k-subalgebra of k(V) generated by the restrictions of the 
functions X;/Xo to V for 1 ~ i ~ n. The subset Vo := V \ V(Xo) <;;; V is called an 
affine open subset, and k[vlo is the subalgebra of rational functions on V which 
are defined at all points of Yo' It is called the affine coordinate ring of Yo' If I(V) 
is generated by homogeneous polynomials!; of degree dj , then it is easy to see 
that k[Vla is the quotient of the polynomial ring k[Xl /Xa, ... ,Xn/Xo] by the ideal 
I(V)o of "dehomogenized" polynomials !;/X&. 

We define dim(V) := trdeg(k(V)jk). By (4.1.8), dim(V) :5 n. What happens 
when V = a is a point? By a linear change of variables, we may assume that 
a = (1 : 0: ". : 0). Then I(a) = (XIt '" ,Xn)' k[V] ~ k[Xo]' and k(V) = k. So 
points have dimension zero. In fact, we have proved 

Lemma 4.1.9. If a E IP" and X is any linear form with X(a) ¥: 0, then the residue 
map k[Xo," . ,Xn] ~ k[a] restricts to an isomorphism k[X] ~ k[a]. In particular; 
points have dimension zero. [] 

We call V a projective curve if dim(V) = I, that is, if k(V) is a function field as 
previously defined. 

Lemma 4.1.10. If V ~ ]p2 is a projective curve, then I(V) = (f) for some 
irreducible homogeneous polynomial f. 

Proof Choose f E I(V) homogeneous of minimal degree d. Since it is easy to see 
that the product of inhomogeneous polynomials is inhomogeneous, the minimal­
ityof d makes f irreducible. Put x := X1/Xo andy :=X2/XO' Tbenk(V) =k(x,y), 
and x andy satisfy the inhomogeneous polynomial fa:= f(l,X,Y), which is also 
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irreducible. By (2.4.8) we have k[Vlo = k[x,y] = k[X,Y]/(fo)' which implies that 
I(V) = (f). 0 

4.2 Maps to ]p>'1 

Given an arbitrary function field K / k, we ask if it can be realized as k(V) for some 
projective curve V £:; IP". This turns out to be easy. In fact, we will construct a map 
from the points of K to IP" whose image is a projective curve V with k(V) = K. A 
more delicate question that then arises is whether this map is, with an appropriate 
definition, an embedding. 

To answer the first question, let ~ := (~o' ~l ' ... ,4'n) £:; K with 4'0 i= 0, and put 
R := k[4'o, .. . , 4'n]. To avoid trivialities, assume that k( ~l/ ~o" .. , 4'n/ 4'0) i= k. Let 
K' £:; K be the field of fractions of R. Define <1>: k[XO'X1, ••• ,Xn]-+ R[T] for some 
indeterminate T via 

<I>(X;) := 4';T (0 ~ i ~ n). 

Give R[T] the natural grading (in which all elements of R are homogeneous of 
degree zero). Then <I> is a map of graded k-algebras, so I := kerCl» is a graded 
ideal. Indeed, I is just the set of all polynomial relations satisfied by the 4'j. 

Since R is an integral domain, R[T] is also an integral domain, and therefore so 
is S := im <1>. It follows that I is prime, and V = V(I) is a projective variety with 
k[V] isomorphic to the graded k-subalgebra S £:; R[T] generated by {4';T I 0 ~ i ~ 
n}. By (4.1.8) <I> induces an isomorphism k(V) ~ k(4'd4'o"" ,4'nNo) ~ K'. Since 
we chose the 4'; so that k(V) i= k, we have trdeg(k(V)/k) = 1, and therefore V is a 
projective curve. We will often abuse notation by identifying k(V) with a sub field 
of K. In particular, if k(4'I"'" 4'n) = K and 4'0 = 1, we get k(V) = K. 

However, more is true. Let P be a point of K, let tp be a local parameter at 
P, and put ep := -min j {vp (4';)}. Then t;t4'j E Up for all i, and t;P4'; rf. P for at 
least one i. It follows that a; := t;t4';(P) E k for all i, and a; i= 0 for at least one i. 
Abusing notation slightly, we define for every PEP K' 

~(P) := (ao : a 1 : ..• : an) E IP", 

and we easily verify that 4'(P) is independent of the choice of local parameter 
tp. Moreover, we claim that if f and g are homogeneous of the same degree and 
g(4'(P))) i= 0, then 

(4.2.1) f( ~(P» = <I>(f) (P) 
g(4'(P» <I>(g) . 

Indeed, if f is homogeneous of degree d, then from the definition of <I> we have 
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whence 

$(f) f(~o, .. ·,~n) f(tep~o, .. ·,tep~n) 
$(g) = g(~o, ... ,~n) = g(tep~o, .. ·,tep~n)' 

and evaluating both sides at P yields (4.2.1), This establishes a fundamental con­
nection between rational functions defined on projective space and elements of 
the function field K defined on points of IP K' 

Taking f E I(V) we conclude from (4.l.6) that im~ ~ V. To obtain the reverse 
inclusion, let a E V and define 

{ $(f) } 
tJa := $(g) E K I g(a) :;f 0 , 

{ $(f) } 
Pa:= $(g) E tJa I f(a) = 0 . 

Because a E V, the map (ja --+ k given by $(f)/$(g) 1-+ f(a)/g(a) is well­
defined and has kernel Pa. Since the elements of tJa \Pa are evidently units, (fa is 
a local subring of K with maximal ideal Pa, which is called the local ring at a. By 
(l.l.6) there is a prime P of K with (ja ~ tJp and P n tJa = Pa. If P is any prime 
of K with tJa ~ tJp and pn tJa = Pa, (4.2.1) shows that I(~(P» ;2 I(a), whence 
~(P) = a by (4.l.6). We have proved 

Theorem 4.2.2. Let K/k be a function field and let (~o"" ,~n) E K with ~o:;f 0 
and ~;/ ~o nonconstant for some i. For any point P of K. let t p be a local parameter 
at P and put ep := -mini{vp(~;)}. Then 

~(P) := (t:r~o(P) : t:r~1 (P) : ... : t;P~n(P» E r 
is well-defined. is independent of the choice of t p, and 

V:= {l/I(P) I PE IPK } 

is a projective curve with k(V) = k( 411/410" .. ,l/In/ 410)' Moreover, if a E V and (ja 
is the local ring at a. then 

l/I- I (a) = {P E PK I (ja ~ (jp and tJp n tJa = Pal. 0 

Thus, every ordered (n + 1 )-tuple of functions 41 = (410"", l/In) ~ K, with at 
least one ratio 41;/410 nonconstant, determines a map 41 : IP K --+ V from the points 
of K onto the points of a projective curve V ~ lP". We call q, a projective map. 
Replacing the {q,J by {q,! := yq,J for any fixed function y E K simply replaces ep 
by ep' = ep - vp(y) and does not change the definition of q,(P) at all. We therefore 
put 41 '" 41' if there is a function y E K with 41/ = yq,; for all i. Note that in this case 
cf>(f)/cf>(g) is unchanged for f and g homogeneous of degree d, because both 
numerator and denominator are multiplied by I. In particular, the local ring (ja 
depends only on the equivalence class of 41. 

We say that q, is effective if the subspace (q,) := (q,o" .. , q,n) ~ K contains the 
constants. Note that 410- 141 is effective so that every projective map is equivalent 
to an effective one. For this reason, there is usually no reason to consider maps 
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that are not effective. so unless explicitly indicated. we will assume that projective 
maps are effective. Indeed. we will frequently assume that tPo = I. 

The simplest example of a projective map is a map to pI of the form tP = (I,x) 
where x is any nonconstant function. Let V := imtP. It is easy to see that the zeros 
of x map to (I : 0) and the poles of x map to (0: I). Since the zeros of any 
homogeneous polynomial in two variables form a finite subset of pI, V is either 
all of pI or a single point, so it must be all of pl. In particular, we have proved 
that as P ranges over all nonpoles of x, x(P) ranges over all of k. 

Since almost all of the integers ep of (4.2.2) are zero, we can define the divisor 

[tP]:= L epP, 
PEPK 

and write 

where tP = (tPo,""tP,.)· If tP' =ytP. then Wl = [tP] - [Y], so equivalence classes of 
projective maps define divisor classes. 

If tPi is replaced by tPI := atPi or tPI := tPi + atPj for some scalar a and some 
j ::/: i, it is easy to verify that vp( tP') ~ vp ( tP). Since the change of variable is in­
vertible, it follows that vp ( tP') = vp ( tP) and therefore the divisor [tP] depends only 
on the subspace (tP) and not on the particular basis chosen. In particular, if tP is 
effective, we can choose a basis with tPo = 1. Hence, effective maps have effective 
divisors. In general, if (tPt" ... ,tP~) is a different basis for (tP), the resulting map 
tP' is obtained from tP by a linear change of variables in projective space. 

Finally. if ("0'''1'''' ,,,,.) is linearly dependent over k, then V lies in some hy­
perplane and we really have a map to pn-I . So we will always assume that the tPi 
are linearly independent over k. 

A projective map tP : p K -+ V determines an embedding tP* : k(V) -+ K given 
by tP*(f/g) = c'b(f)/c'b(g) in the previous notation. where f and g are homoge­
neous polynomials of the same degree. When tP* is an isomorphism we call tP a 
birational map. If tPI : p K -+ V and tP2 : P K -+ V are two birational maps to the 

1 2 
same projective curve V, the fields KI and ~ may be identified via the specific 
isomorphism (tPj)-It;i. If we begin with a projective curve V ~ pn \ V(X(,), the 
natural map Pk(V) -+ V is the projective map tP := (I ,XI /Xo,' .. ,X,./X(,), which 
is clearly birational. 

We should point out that the term "natural," although convenient, is somewhat 
fictitious here, in that it assumes a fixed choice of variables in pn. A "more natu­
ral," but perhaps less convenient, approach would be to allow a nonsingular linear 
change of variable in pn. 

An interesting class of birational examples is obtained by letting x E K be a 
separating variable. Then K/k(x) is generated by a single element y by (A.O.l7), 
which means that the map tP := (I,x,y) is a birational map to pl. Such a map is 
called a plane model. We will study maps to p2 in detail in Section 4.5. However, 
the following is worth noting here. 
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Lemma 4.2.3. Let, : IP K -+ V ~ F be an effective birational map. Then there 
exists a separating variable x E (,), andfor each such x there exists y E (,) such 
that (l,x,y) is birational. 

Proof. Since K = k{ ('). we have (,) 'l: KP; hence there is an element x E (,) 
such that K/k{x) is separable by (2.4.6). In particular. there are only finitely many 
intermediate fields. all of which contain (1 ,x) and none of which contain (,). By 
(A.O.14) applied to (,)/(I,x). there is an element y E (,) that is disjoint from 
every intermediate field. 0 

When, is not birational, we obtain the following. 

Lemma 4.2.4. Let, : IPK -+ V be a projective map. If K 2 K' 2,*(k(V) for 
some subfield K' of K, there is a uniquely determined projective map " : IP K' -+ V 
such that the diagram 

commutes. Moreover, we have 

(4.2.5) 

Proof. If Q E IPK and P:= QnK', then f(Q) = f(P) for any function f E K' by 
definition. Since all functions ,J '0 lie in K'. we conclude that, is constant on 
all divisors Q of P. Hence ,(Q) = ,'(NK/K,(Q)). where " is the same ordered 

set offunctions. now taken as elements of K'. Moreover. we have 

VQ(,) = m~n{vQ(';) 10::; j::; n} = ~n{e(QIP)vp('j) 10::; i::; n} , , 
= e(QIP)vp("). 

and (4.2.5) follows. o 
When, is effective. the divisor [,I has the following important geometric in­

terpretation. Namely. after a change of basis for ('). we may assume that '0 = I. 
Then for any P E IPK the first co-ordinate of ,(P) is tf'(P). which is zero if and 
only if ep > O. Thus. the divisor [,] in this case describes the vanishing of the 
linear form Xo• or in other words. the intersection of the hyperplane Xo = 0 with 
the image of ,. In particular. we see that there are only finitely many points of 
intersection. 

For a general effective birational map, = ('O"",'n). we have 1 = Ljaj, 
for some a j E k. Then the divisor [,] gives the vanishing of the linear 
form l:= LjajXj. The zero set of this distinguished linear form is called the 
"hyperplane at infinity." Since we have 

At" (Xj) = <I>(Xj) = 'jT = At. 
'I' l <I>(l) T '1',. 
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we define Xt = ~j' and for any homogeneous polynomial g(Xo,'" ,Xn ) of degree 
d, we define 

g* :=~. (~) = g(~o'''' ,~n) E K. 

Note that g* depends on the choice of hyperplane at infinity, and if we replace l 
by II ' g* is replaced by g* / li . 

A point ~(P) lies on the hyperplane at infinity precisely when ep > 0, that is, 
when some ~j has a pole at P. We can always replace ~ by an equivalent effective 
map ~' with vp([~']) = O. When this happens, we say that ~ is normalized at P. 
We will sometimes abuse notation by saying that a point P is "infinite" when ~(P) 
lies on the hyperplane at infinity, and "finite" when it does not. 

Replacing ~ by an equivalent effective map amounts to choosing a different 
hyperplane to lie at infinity. To put the hyperplane LjajXj = 0 at infinity, let 
y:= Ljaj~j E (~), and replace ~ by~' := y-I~. In particular, it follows that every 
hyperplane meets V in a finite set. More generally, suppose g(Xo"" ,Xn ) is ho­
mogeneous of degree d with g ¢ I(V). Then g* ¥: 0 and if ~(P) E V(g) then either 
Xo(~(P)) = 0 or g*(P) = O. Since g* has only finitely many zeros, we conclude 
that IV n V (g) I is finite. This implies that every closed set that does not contain V 
meets V in a finite set. Finally, given a E V we can choose a hyperplane at infinity 
containing a. Then ~(P) = a implies vp(~) > O. We have proved 

Lemma 4.2.6. Let ~ : IP K -+ V be a projective map. Then every closed set that 
does not contain V meets V in a finite set. Moreover, ~ -I (a) is finite for every 
aEV. 0 

For a E V and, : IPk(V) -+ V the natural map, we say that the hyperplane V(XQ) 
meets V at a with multiplicity 

L vp ('). 
PE,-l(a) 

More generally, if g(Xo,'" ,Xn) is a homogeneous polynomial of degree d in 
n + 1 variables, we define the intersection divisor of V and the closed set V (g) as 

[~]g := d[~] + [gO]. 

Note that g need not be irreducible here. Indeed, if g =: ITj g? where the gj 

are irreducible, then V(g) is a union of projective varieties (called hypersurfaces) 
V(gj) counted with multiplicity ej, and [gO] = Ljej[gj]. Thus, 

[,I, = Lej[,lgj' 
j 

It appears that [~lg depends on the choice of a hyperplane at infinity, but in fact 
it does not. If l is any linear fonn, we can put the hyperplane Vel) at infinity by 
taking,':= l*-I~. Then the new dehomogenization of g is g':= £*-dg* and it is 
straightforward to check that WIg = ['Ig. 
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Let tP = (XJXo 10$ i $ n) be the natural map from the points of k(V) to V. 
We define the intersection multiplicity of the closed set V (g) with the curve V at 
the point a E V nV(g) to be 

Jla(V(g)) := L vp([tP],)· 
PE,-I(a) 

It is not entirely obvious that these multiplicities are nonnegative, a property 
which is implied by the terminology. We will prove this below. 

We define the degree ofaprojective map tP to be degtP := deg[tP], and the degree 
of a projective curve V to be the degree of the natural map. For a plane curve we 
will show in (4.5.4>. that the degree is what it should be, which is the degree of the 
defining irreducible homogeneous polynomial generating I(V) (see (4.1.10». 

Lemma 4.2.7. Given any finite set of points in IP", there exists a hyperplane not 
containing any of them. 

Proof. The vanishing of the linear form LjajXj at a point forces (ao' .. . ,an) to lie 
in an n-dimensional subspace of k"+I. SO the lemma follows from (A.O.l4). 0 

Theorem 4.2.8 (Bezout). Let V ~ ]pn be a projective curve of degree d with 
K := k(V) and natural map tP. Suppose that g(Xo, .. . ,Xn) ¢ I(V) is a (possibly 
reducible) homogeneous polynomial of degree e. Then there exists a hyperplane 
containing no points of V n V(g), and for any such hyperplane V(l) we have 
[tP], = [tP·(g/lt:)]o· In particular, [tP], ~ 0, and with the definition of intersection 
multiplicity given above, the closed set V(g) meets V at de points. 

Proof. Sinceg ¢I(V) we haveg· =1= O. By (4.2.6) IVnV(g)1 is finite, so the lemma 
yields a hyperplane V(l) that does not meet VnV(g). Because [tP], is independent 
of the choice of hyperplane at infinity, we can replace tP by the equivalent effective 
map lOO -I tP and change notation so that there are no points of V n V (g) at infinity. 
Thus, if P E PK and g(tP(P)) = 0, then g*(P) = O. However, we need to get the 
multiplicities right. Thus, we want to prove that [tP], = [g*]o, or what is the same 
thing, that e[tP] = [g*]oo. 

Since gOO = g( I, tPI' ... ,tPn) and g is a polynomial, it follows that if PEP K is 
a pole of g., then Xo(tP(P)) = O. Let P be any point of PK with Xo(tP(P) = o. 
Choosing notation so that XI (tP(P» =1= 0, we have 

* = JoeJo* (g(Xo, ... ,Xn») 
g "'1'" Xl! . 

I 

By our choice of hyperplane at infinity, g( tP(P)) =1= o. We conclude that vp(g.) = 
evp( tPI). On the other hand, XI (tP(P» =1= 0 implies that 

~n{vp(tPi)} = Vp(tPI)· 
I 

Therefore, we have vp(gOO) = -evp(tP) for every point P E PK with Xo(tP(P» = 
O. This implies that [g·]oo = e[tP], and thus [tP], = [g*]o, as required. Since gOO 
vanishes at a point P E PK if and only if tP(P) E V n V(g), the number of points 
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of intersection counting multiplicities as defined above is 

deg[g*Jo = deg[g*J .. = de. 0 

In particular, we see that every hyperplane meets V in deg V points, justifying 
the definition of deg V. In general, the intersection theory of projective varieties is 
a delicate and complicated subject. The interested reader may want to see [8]. 

Before proceeding, we digress briefly to discuss the connection of the above 
ideas with other closely related notions. When ~ is effective, the set of all divisors 
{[~lf I f E (~)} is known in the literature as a "base-point-free linear system." 
These divisors of course determine the subspace (~) and thus the map ~ up 
to a choice of coordinates in projective space. It is immediate from our defini­
tions that (~) ~ L{ [~ 1). If (~) = L{ [~ J), the corresponding linear system is called 
a "complete linear system." We will discuss the corresponding projective maps 
below. 

Since every curve V ~ lP" arises as the image of a natural map ~ from the points 
of its function field to IP", we can think of a projective curve as being naturally 
"parametrized" by the points of its function field, via the map ~. We know that ~ 
is surjective, but is it bijective? This would certainly follow if it happened that the 
local ring d a were a valuation ring for every a E V, because then we would have 
da = d p for some P E IP K uniquely determined by a. This brings us to the subject 
of the next section. 

4.3 Projective Embeddings 

Let K be a function field and let ~ : IP K -+ V be a projective map with ~ {P} = a 
for some point P E IPK. We say that ~ is nonsingular at P (or sometimes, at a) 
if da = d p • Some authors use the term smooth here. Note that in particular, ~ 
will be one-to-one at such a point P. Moreover, since da ~ k(V) and the field of 
fractions of dp is K, we have 

Lemma 4.3.1. If the projective map ~ : IP K -+ k{V) is nonsinguiar at any point, 
then ~ is birational. 0 

We call ~ an embedding if it is nonsingular at every point. Suppose that V ~ IP" 
is a projective curve with function field K . We say that V is nonsingular at a point 
a E V if the natural map ~ : IP K -+ V is nonsingular at a, and that V is nonsingular 
if it is nonsingular at every point. Evidently, V is nonsingular at a if and only if 
d a is a discrete valuation ring. 

Our major tool for the study of singularities is the following result. 

Theorem 4.3.2. Let ~ : IPK -+ V ~ IP" be a birational map and let a E V. Let Ra 
be the integral closure of d a in k{V). Then every ideal I of d a contains a nonzero 
ideal of Ra and Ra/ I is a finite-dimensional vector space over k. In particular; 
every nonempty set of ideals of d a has a maximal element. 
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Proof. By (4.2.6) and (1.1.8), Ra is the intersection of finitely many valuation 
rings (fp1 , ••• , (fp", of k(V), where {PI' ... ,Pm} = ~-I (a). Let j/ denote the cor­
responding set of valuations. Referring to (1.1.17), we see that Ra = K(j/;O), and 
that every nonzero ideal of Ra has finite codimension in Ra. It remains to show 
that every nonzero ideal of (fa contains a nonzero ideal of Ra. 

We claim that (fa ~ K(j/;N) for some suitably large integer N, where by abuse 
of notation, N(v) = N for all v E j/. To see this, we first make a careful change 
of variable in IP". Since (fa depends only on the equivalence class of ~, we may 
assume that ~ is effective and that a does not lie on the hyperplane at infinity. 
Since k( (~) ) = K, KP n (~) is a proper subspace of (~) containing k, and therefore 
by (A.O.l4) applied to (~), we can choose coordinate functions l,xl , ••. ,Xn such 
that Xj is a separating variable for i 2:: 1. Using these coordinate functions, let 
a =: (1 : a l : ..• : an). Since k is algebraically closed and Xi ¢ KP (see (2.4.6», 
Xi - aj is also a separating variable, so replacing Xj by Xj - a j for 1 ::; i ::; nand 
changing notation again, we have a = (1: 0: ... : 0). 

For each i, let 1; be the set of all valuations of K that are positive at Xi. Then 
j/ = nj1;. Note that K(1;;O) is the integral closure in K of (f(x

j
)' the localization 

of k[xiJ at Xj. By (4.2.3) there is an element Yi E (~) ~ (fa with K = k(xj,yJ We 
can write 

n 

LJi}(xi)y{ = 0, 
j=O 

where Ji) E k[xjJ and hn i= O. Put Yt := hnYj· Then y~ is integral over k[XiJ and 
K = k(xj,Yj) for all i. 

Since we have Xj = ~*(X;/Xo) E (fa for all i, it follows that (~) ~ (fa, whence 
k[xjJ ~ (fa for all i. In particular, y~ E (fa for all i. Moreover, any polynomial in 
k[x;l with nonzero constant term is a unit in (fa and therefore (f(x

j
) ~ (fa. We 

conclude that (f(Xj) [Y:l ~ (la, whence (3.3.10) shows that (la contains an ideal of 
K(1j;O) for all i. Thus, for a suitably large value of N we have K(1j;N) ~ (fa for 
all i by (1.1.17). Now (1.1.18) yields K(j/;N) ~ (fa, and therefore any nonzero 
ideal I of (fa contains the non-zero ideallK(j/;N) of Ra. 0 

We can now obtain a key equivalence. 

Corollary 4.3.3. Let ~ : IP K -+ V ~ IP" be a projective map and let a E V. In order 
that ~ be nonsingular at a it is necessary and sufficient that (fa be contained in a 
unique valuation ring (fp oj K and contain a local parameter t at P. 

Proof. The necessity of the conditions being obvious, we argue that they are suf­
ficient. Since (f p is the unique valuation ring of K containing (fa, it is the integral 
closure of (fa in K by (1.1.8). By (4.3.2) we have pm ~ (fa for some m. 

Let t be a local parameter at P with t E (fa. Since k + P = (fp, multiplication 
by t j yields 
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for all i ;:: O. It follows that (jp/ pm is generated as a k-algebra by t + pm, and we 
get (Ja/pm = (Jp/pm. Since (Ja d pm, we have d a = (jp. 0 

The two conditions of (4.3.3) correspond to two different types of singUlarities. 
If (ja is contained in more than one valuation ring, the map fails to be one-to-one 
at a. If (Ja does not contain a local parameter, the tangent line is not well-defined 
at a. For more on the tangent line, see Section 4.5. 

We now proceed to our second major equivalence. In order to state this, we 
need 

Theorem 4.3.4 (Hilbert Basis Theorem). If every ideal of the commutative ring 
R is finitely generated. then the same is true for R[XI. In particular, every ideal of 
k[XQ, . .. 'XIII is finitely generated. 

Proof. Let I be an ideal in R[X]. To show that I is finitely generated, we choose a 
sequence of polynomials I; E I of degree dj and leading coefficient aj (i = 0, I, ... ) 
as follows. Choose fo i= 0 of minimal degree. If Ij_1 := (10'/1'".,1;-1) £; I, 
choose I; E 1\ Ij_1 of minimal degree; otherwise, take I; = 1;-1' Note that dj ::::; 
dj+ I for all i. For some i, there will exist elements r 0' ... ,ri_ 1 E R such that 

i-I 

ai = ~ rjaj, 
j=O 

because the ideal of R generated by the aj (i = 0, I, ... ) is finitely generated. Then 
the polynomial 

i-I 
f = I; - L rjXdj-difj 

j=O 

has lower degree than 1;, and if I; E I \ Ii-I-' so is f. By our choice of 1;, we 
conclude that I = Ii' as required. 0 

In the classical case over the complex numbers, the implicit function theorem 
gives a criterion for the zero set of a finite number of polynomials to be smooth 
at a point, namely, that the matrix of partial derivatives have maximal rank at that 
point. This notion generalizes to any field k as follows. Let V c IP" be a projective 
variety. Then I(V) is finitely generated by (4.3.4), and by using (4.1.1) we can in 
fact find generators {II"" ,fr} where I; is homogeneous of degree dj • Choosing 
notation as usual so that Xo (a) i= 0, the rational functions 

dl;/dX. 
h' := d I) (I::::; i ::::; r, 1 ::::; j ::::; n) 

I) X j-
o 

are defined at a, and we have 

Theorem 4.3.S. Let V ~ JPII be a projective curve with function field K and let 
a E V with notation chosen so that Xo (a) "" 0. In order that V be nonsingular at a 
it is necessary and sufficient that the matrix I;j(a) have rank n - 1. 
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Proof In order to make calculations, we are going to work in the dehomogenized 
affine ring. If IE k[Xo,'" ,Xn ] is homogeneous of degree d. we put 1:= I/xg E 
A := k[il , ... ,in], where i; := XdXo' Then 

lij = :I.· 
J 

Let a =: (1 : a l : ... : an). Since the zero set of the ideal generated by 
{e j := Xj - ajXo 11 ~ j ~ n} is just a, it follows from (4.1.4) that I(a) is gener­
ated by the ej • Then the dehomogenization ofI(a) is 10 := (e l , ... ,en). a maximal 
ideal of A. Since A/la = k, the A-module la/I; is spanned as a k-vector space by 
the e j' For any polynomial g E A define 

()g 
gj := ~ (1 ~ j ~ n), 

oXj 

and put 8(g) := (gl (a), ... ,gn(a)) E ~. Since 8(e) is the jth standard basis vec­
tor for kfl, we have 8 (/0) = k". From the product rule for partial derivatives we 
check that 8(1;) = 0, which implies that dimkla/ I; = n and thus that I; = ker8. 

Let Iv = (/1' ... ,Jr) ~ A be the ideal of A corresponding to V. Using the product 
rule again, we see that the subspace 8 (Iv ) is spanned by the columns of the matrix 
ii/a) because /;(a) = 0 for all i. It follows that the condition of the theorem is 
equivalent to the condition 

codimk8(/v) = 1. 

We have 10 ;2 Iv + I; ;2 I;. so a further equivalent condition is 

dimkla/(/v +1;) = 1. 

We are now in a position to restrict functions to V. or in other words. to reduce 
modulo Iv' The algebra AI Iv is just the affine coordinate ring k[Vlo ~ k(V) de­
fined in the previous section. Put Ma := 10/ Iv ~ k[V]. Then we are trying to prove 
that 

V is nonsingular at a if and only if dimMal M; = I. 
Tracing through the definitions. we see that {fa is just the localization of k[V]o 

at Ma, so it is easy to see that the vector spaces Ma/ M; and Pal P; are isomorphic. 
We are thus reduced to proving 

V is nonsingular at a if and only if dimPa/ P; = 1. 

Since one implication is obvious, we will suppose that dim Pal P; = 1 and argue 
that {fa is a valuation ring. Choose an element tEPa \ P;. Then Po = {fat + P; • 
and therefore the {fa-module N:= Pa/{fat satisfies PaN = N. Since dimkN < 00 

by (4.3.2), we have Po = {fat by Nakayama's Lemma (1.1.5). 
For any x E Po we can thus write x = tX I for some XI E {fa. If XI E Po write 

Xl = tx2 • Continuing in this way we eventually obtain either Xn f/. Po for some n, or 
we get an infinite properly increasing chain of principal ideals {fox ~ {faxi ~ "', 
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contrary to (4.3.2), It follows that x = tnu for some unit u E da, and therefore 
d a is a valuation ring by (1.1.10). Since the field of fractions of do is k(V), the 
natural map Pk(V) - V is nonsingular at a, as required. 0 

We remark that the only application of (4.3.5) in this book is to the case 
n = 2. Here, J(V) is generated by a single irreducible homogeneous polynomial 
I(XO'XI ,X2) by (4.1.10). If we put x:= XI/XO and y:= X2/XO' the affine equa­
tion is j(x,y) = I(l,x,y) = O. The theorem says that V is singular at a point 
(I : a : b) if and only if Jx(a,b) = Jy{a, b) = O. If we denote the partial deriva­
tives of I(Xo,XI ,X2) by 10./1./2 respectively, this is equivalent to saying that 
II (l,a,b) = 12(1 ,a,b) = O. It is easy to check that the condition 10(1,a,b) = 0 
is redundant. For points at infinity, with (say) XI :f. 0, the conditions amount to 
10{0,a,b) = 12(0,a,b) = O. So to find all singularities, we have 

Corollary 4.3.6. Let V ~ p2 with defining polynomial I(Xo, Xl ,X2 ). Let !; := 
d I / dXJor i = 0,1,2. Then V is singular at (a: b: c) E V iland only if !;(a,b,c) = 
o lor each i. 0 

Corollary 4.3.7. A projective curve has only finitely many singularities. A 
birational map is nonsingular at almost all points. 

Proof. The two statements are evidently equivalent. Let lP = (1, lPl ' ... ,lPn) : P K -

V be a birational map. We consider first the special case n = 2. By (4.1.10) we 
have V = V(f) for some irreducible polynomial I(Xo, XI ,X2), and by (4.3.6) the 
singularities are the closed set V(f) n V(fO./1 ./2)' Since the!; have degree less 
than deg(f), they are not divisible by I and therefore do not vanish on V. So the 
set of singularities is finite by (4.2.6). 

In the general case, we note that by (4.2.3) there exists a birational map (1 ,x,y) 
with {x,y} ~ (lP). Extending (l,x,y) to a basis for (lP) and changing notation, 
we may assume that lP':= (l,lP\llP2) is birational. Let P E PK and put a:= lP(P) 
and a' := lP'(P). At this point, some care is needed. If a = (I : a l : a2 : ... : an) 
is a finite point, then a' = (I : a l : a2), and it is clear from the definitions that 
Do' ~ Da ~ Dp. This implies that if lP' is nonsingular at P so is lP. If, however, 
some coordinate function has a pole at a, we might have a = (0 : 0 : 0 : a3 : ••• : an), 
in which case a' has no obvious relation to a. Fortunately, there are only finitely 
many points at infinity, and therefore since lP' has only finitely many singularities, 
so does lP. 0 

As an example, we apply (4.3.5) to the function field K = C(x,y) over the 
complex numbers where y2 = x3 - x. The functions (I, x, y) define a map to p2 
whose image is the plane curve V : = V (XoXi - x? + XJ XI)' In this case, the 
matrix lij above is given in homogeneous form by 

(xJ + 2XoXI' -3Xr + XJ, 2XOXI), 

and by (4.3.5), V will be singular only at points a at which two components vanish. 
An easy calculation shows that none of these points lie on the curve. 
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However, since x = y2 / (.x2 - I), the functions {x2 , y} also generate K. Using 
the functions (1,.x2 ,y) instead of ( I ,x, y), we obtain the plane curve VI : = V (Xi -
XoX~ + 2XJXr - XJXI ). Calculating as above, however, we find a singularity at 
(I : 1 : 0). What has happened is that each point (1 : a l : a2) on V has been mapped 
to the point (1 : ar : a2) on VI' In particular, the two distinct points (I : 1 : 0) and 
(1 : -1 : 0) have been identified, creating what is called a double point on VI' In 
the tenninology of (4.3.3), 0'(1:1:0) is not contained in a unique valuation ring of 
K. 

Another type of singularity is illustrated by the map (I ,x,yx), which yields the 
plane curve V2 := V{XJXi -X~ +X~XJ). Computing partial derivatives as above, 
we find that V2 has a singularity at the origin, but rather than a double point, we 
get a so-called cusp. In the terminology of (4.3.3),0'(1:0:0) does not contain a local 

parameter I . 
To see this, put r :=XI/Xo ands :=X2/XO' Since s2 =,.s -r3, we have 2vp(s) = 

3vp(r), where P is the point of K mapping to (1 : 0: 0). Since vp(s) and vp(r) are 
both positive, each must be at least two. Every element of lPa has the form u := 
1(I,r,s)/g(l,r,s) with I and g homogeneous ofthe same degree and 1(1,0,0) = 
O;to g(1 ,0,0). This means that vp(u) = vp(f(I, r,s)) ~ 2. 

The preceeding example leads directly to the following result. 

Lemma 4.3.8. Let ~ be an effective projective map with ~(P) = a and assume 
that ~ is normalized at P. Then O'a contains a local parameter at P if and only if 
( ~) contains a local parameter at P. 

Proof Make a linear change of basis so that a = (1 : 0 : ... : 0). This amounts to 
choosing a basis (I, ~I"'" ~n) for (~) such that ~i(P) = 0 for i 2: I. Now we can 
write 

which shows that (~) ~ O'a, and thus one implication is trivial. Conversely, we 
are assuming that there are homogeneous polynomials I and g of degree d with 
g(a) ;t= 0 such that vp{!* jg*) = 1. Since g(a) ;t= 0, we obtain vp(g*) = 0 and 
v p(f*) = 1. Now, !* is a polynomial in { ~I ' ... ,~n} that vanishes at P, so we can 
write !* = Li> I !;*, where !;* is homogeneous of degree i in ~l'" . , ~n. Clearly. 
Ii E (~). Since the ~i vanish at P for i 2: 1, we have vp{!;*) 2: i. and thus we must 
have 10' = 0 and vp(ft) = 1. 0 

Corollary 4.3.9. Let V ~ lP" be a projective curve. Then V is nonsingular at a if 
and only if some hyperplane has intersection multiplicity 1 at a. 

Proof Choose notation so that Xo(a) ;to 0 and let ~ : IPk(V) --t V be the natural 
map. Suppose V is nonsingular at a and let ~(P) = a. Since ~ is effective and a 

IOeometrically, this means that the curve has no tangent line at the origin, as we will show in 
Section 4.5. 
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is not at infinity, there is a function / = I.jaj~j with vp(f) = 1 by (4.3.8), and 
therefore ILa(V(I.jajXj» = 1. 

Conversely, if there is a hyperplane with intersection multiplicity 1 at a, then 
choosing notation so that .Ko(a) =1= 0, there is a linear fonn / with 

L vp(//Xo) = 1. 
PE,-l{a) 

Since vp(f /Xo) > 0 for every P E ~-I(a), (4.3.3) completes the proof. 0 

We next consider the problem of trying to actually construct nonsingular pro­
jective maps. In (4.2.3), we constructed birational maps to p2, so we might wonder 
whether we can find a nonsingular map to p2. The answer in general is no, as we 
will see later in (4.5.17). However, we can prove 

Theorem 4.3.10. For any x E K, there exists y E K such that ~ := (l,x,y) is 
birational and (~) contains a local parameter at every point P E PK. Thus, the 
only singularities 0/ ~ are multiple points. 

Proof This is an easy consequence of the weak approximation theorem. Let S be 
the (finite) set of all points of K that are either ramified over k(x) or lie over (x-I). 
Let x - a be a point of k(x) that is unramified in K and let PI ' ... ,Pn be the set of 
all points of K lying over it. Choose distinct elements al!'" ,an E k. By (1.1.16) 
there exists y E K such that vp(y) = I for all PES, and vp. (y - a j ) > 0 for all i. 

. J 

For PES, Y is a local parameter at P. For P ¢ S we have x(P) = b for some 
b E k because P does not lie over x-I, and vp(x - b) = 1 because P is unramified. 
Finally, since ~(~) = (1 : a : aj), (4.2.4) implies that ~ is birational, because it 
has distinct values at all the divisors of (x - a). 0 

If we are willing to go to p3, the strong approximation theorem yields an 
embedding. 

Theorem 4.3.11. Let~:= (l,x,y) bea birational map to p2 with no singularities 
at infinity. Then there exists z E K such that (l,x,y,z) is nonsingular. 

Proof Let {PI' ... , Pn} be the set of singularities of ~. Choose distinct elements 
a" ... ,an E k, and let Po. be a nonsingular finite point of ~. By (2.2.13) there 
exists Z E K such that vll (z - a j ) = 1 for all i, and the only pole of z is at Po.. Put 

I 

~ := (l,x,y,z). By (4.3.3), we need to show that ~ is one-to-one and contains a 
local parameter at every point. 

For P f/. {P" ... ,Pn}, (l,x,y) contains a local parameter at P, and z - a j is a 
local parameter at Pj for all i. Thus, it remains to show that ~ is one-to-one. By 
our construction, ~(P_) = (0: 0 : 0: I) is the unique point at which the first three 
coordinates vanish because Po. is the unique pole of z, and it is a finite point of~. 
If P is any other point with ~(P) at infinity. then ~(P) = (0: a : b : 0) for some 
a,b E k. These images are distinct, because ~ has no singularities at infinity. At 
finite points P of ~ at which ~ is nonsingular, the first three coordinates of ~(P) 
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are distinct, while if P = P; for any i, the fourth coordinate is aj by construction. 
It follows that ~ is nonsingular. 0 

We remark that every plane map is equivalent to one with no singularities at 
infinity because by (4.2.7) we can choose a hyperplane at infinity that avoids the 
finitely many singular points. 

We next turn to a characterization of singularities i'n terms of subspaces of 
(lP). It is immediate from our definitions that (lP) ~ L([lP]). Given a nonnegative 
divisor D, define L,(D):= (lP) nL([lP]-D). Then (lP) = L,(O) and if D, S; D2 
then L, (D,) ;2 L, (D2). In particular, at each point P E IP K we have the important 
filtration 

(4.3.12) 

which we call the osculating filtration at P. We will study this filtration in detail 
in Section 4.4. For now, we have dimL,(nP)/L,((n+ l)P) S; 1 from (2.1.10). 
Moreover, we have equality if and only if there is a function I E (lP) with v p (f) = 
n - vp( lP). By definition there is always a function I E (lP) with vp(f) = vp( ~), 
so L, (P) is always a hyperplane of (lP). 

Note that the subspace L,(D) does not depend on any particular choice ofba­

sis, and that if lP' = YlP is an equivalent map, then yL,{D) = L,,(D). In fact, since 

L, (P) is a point of the dual projective space (lP)', the map P - L, (P) is a pro­
jective map that is easily seen to be equivalent to lP. This observation can be used 
to develop a coordinate-free treatment of projective maps. 

Corollary 4.3.13. Suppose that K is a function field, lP : IP K - V ~ JP'I is a pro­
jective map, and P E IP K' Then lP is nonsingular at P if and only if lor every point 
Q E IPK we have codim L,(P+Q) = 2. 

Proof Since the statement of the theorem depends only on the equivalence class 
of (~). we may assume that lP is effective and normalized at P. Suppose Q =j; P. 
Then lP(P) #- ~(Q) if and only if there exists a hyperplane of IP" containing ~(P) 
but not ~(Q). which is equivalentto L, (P) #- L, (Q). Since both L,{P) and L, (Q) 
have codimension 1, we have shown that codim L, (P + Q) = 2 if and only if 

~(P) #- ~(Q). 
By (4.3.8), we see that tJa contains a local parameter at P if and only if 

L, (2P) S;; L, (P), which is equivalent to codim L, (2P) = 2. The result now 
follows from (4.3.3). 0 

We now specialize to the case (lP) = L(D) for some divisor D, where we write 
lP = lPo· We implicitly assume that dimL(D) ~ 2 in order to get a map to IP" 
for some n ~ 1. From the definitions we have vp{lPo) S; Vp(D) for all P E IPK , 

whence [lPo] S; D. We get equality precisely when there is a function I E L(D) 
with vp(f) = -vp(D). 

Lemma 4.3.14. Suppose that K has genus g > 0, and DE Div(K) such that either 
degD ~ 2g or D is canonical. Then D = [~ol. 
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Proof The condition we need is that dimL{D) > dimL{D - P) for all P. This is 
inYJlediate from Riemann-Roch when D - Pis nonspecial. and in particular when 
deg D ~ 2g. If D is canonical, then Riemann-Roch yields 

dimL{D - P) = 2g - 3 - g + 1 + dimL{P). 

Since g > 0, it follows that dimL{P) = I, and we have dimL{D - P) = g - I < 
dimL{D). 0 

When D is canonical, we call ~D a canonical map, or just the canonical map 
if the choice of a particular representative of the equivalence class of ~D doesn't 
matter. Note that the canonical map is not defined unless K has genus g ~ 2. 

Theorem 4.3.15. Suppose that K has genus g and DE Div{K). IfdegD ~ 2g+ I, 
then ~D is an embedding. If D is canonical, then ~D is an embedding unless K 
contains a rational subfield k{x) with IK : k{x) I :::; 2. 

Proof Put ~ := ~D' We have L, (P + Q) = L{D - P - Q) for all P, Q E !p K 
by (4.3.14). If deg{D - P - Q) ~ 2g - I, then D - P - Q is non special. Thus 
codim L,{P+ Q) = 2 by Riemann-Roch, and the result follows from (4.3.13). If 
D is canonical, Riemann-Roch yields 

dimL(D-P-Q) = 2g-4-g+ I +dimL(P+Q) =g-3+dimL(P+Q). 

Since dimL(D) = g, (4.3.13) implies that ~ is an embedding unless dimL{P + 
Q) > 1. But if there is a nonconstant function x E L{P+ Q), its pole divisor has 
degree at most two, whence IK : k{x)1 :$ 2. 0 

We note that when K contains a rational subfield of index at most 2 the canon­
ical map is not an embedding. Indeed, the canonical map is not defined unless K 
has genus g ~ 2, in which case IK: k{x) I = 2. and by (3.6.4) and (3.6.10) we have 

0K{O) = (CO'~I{x)CO'''''~g_I{X)CO), 
where CO is a regular differential form and the ~j{x) all lie in a (uniquely 
determined) rational subfield k(x). This means that 

L{[CO]) = (1'~I(x)""'~g_l{x)), 
and therefore the image of the canonical map is !pl. 

We obtain from (4.3.15) the nonsingularity of the standard plane model for an 
elliptic curve (2.3.1). 

Corollary 4.3.16. Suppose gK = 1. Then the map ~ to !p2 of degree three with 
(~) = L(3P) for any point P is an embedding. 0 

4.4 Weierstrass Points 

Following [19], we now turn to a more detailed analysis of projective maps. Let 
K / k be a function field, let ~ = (~o' ... ,~n) be a projective map, and let 't' : K ~ K 



4.4. Weierstrass Points 123 

be a k-embedding of K into K. Since IK : k( 't'(x)) I is finite for any x E K \ k, so is 
IK: 't'(K)I. We can therefore define deg't' := IK: 't'(K)I. Then we have 

Lemma 4.4.1. Denote by 't'( ~) the projective map ('t'( ~o), ... , 't'( ~n)) : IP K -+ F. 
Then deg't'(~) = deg't'deg~. 

Proof. Because they lie in 't'(K), the coordinate functions ('t'(~o), ... ,'t'(~n)) de­
fine a map ~' : 't'(K) -+ F. Since 't': K -+ 't'(K) is an isomorphism, every point 
of't'(K) is of the form 't'(P} for some point P of K. In particular, ~ and ~' have 
the same image in F, and therefore deg~' = deg ~. The result now follows from 
(4.2.5). 0 

On first reading, it may be advisable to restrict attention to the important special 
case 't' = 1. In later applications we will want to take 't' to be the Frobenius map in 
characteristic p composed with an automorphism of K. 

For any separating variable s E K, let Ds be the Hasse derivative with respect 
to s given by (1.3.11), and consider the matrix H = H(~,s, 't') = (h ij ) for 0:::; i:::; 
n, j = -1,0,1, ... , where 

h ._{'t'(~j) ifj=-l, (0<'<) ".- (.) In. 
IJ D/ (~j) for j = 0, 1,... -

Let HU) denote the column of H whose ith entry is hij' Thus, H( -1) is the leading 
column, and its i 'h entry is 't'(~;). We are interested in those indices j for which 
HU) is not a K-Iinear combination of lower numbered columns. There are at most 
n + 1 such indices since H has n + 1 rows. Since not all of the ~j are zero, the first 
such index is always -1. Denote the remaining indices by jl,jz, ... ,jm' Note 
that if 't' = 1, then jl > O. Conversely, suppose that the first two columns of Hare 
linearly dependent. Then 't'( ~) = y~ for some y E K, and we see that y = 't'( ~o) / ~o' 
Consider the equivalent map~':= ~Ol~. Then 't'(~n =~: for all i, and we have 

Lemma 4.4.2. With the above notation, if ~ is birational then j 1 > 0 if and only 
if't'=1. 0 

If m < n, define i l = jl_1 + 1 for m < I :::; n. We will prove that m = n (see 
(4.4.7», but in any case, the following property is immediate: 

Lemma 4.4.3. With the above notation, if 1 :::; I :::; nand j < jl' then HUl is a 
K-linear combination of H(-I) ,HUI ), ••• ,HU,- I ). 0 

Define Js( ~, 't') = (it, ... , jn). We call the jj the 't'-orders of the map ~, or just 
the orders of ~ when 't' = 1, and we write Js(~) := Js(~, 1). We will show shortly 
that these indices depend only on the subspace (~), are independent of s, and are 
also invariant when ~ is replaced by y~ for any y E K. We might expect that the or­
ders of ~ are just (1, ... , n) and indeed, we will prove this when the characteristic 
is zero. In positive characteristic, however, the situation is more complicated. 
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For any sequence 1 = j I' j2' ... of nonnegative integers, let HJ be the submatrix 
of H whose first column is H(-I) and whose (I + l)st column is HU,l and define 

(4.4.4) ws{q,,'t') :=detHJ,(;,t). 

We call ws{IP):= w,{q" 1) the Wronskian of IP with respect to s. 

Lemma 4.4.5. With the above notation, we have the following. 

1. if IP: := Ljajjq,j (O $ i $ n), where ajj E k and A := (aij) is nonsingular, 
then 1s{ IP', 't') = 1s{ IP, -r} and ws{ IP', 't'} = det{A}ws( IP, 't'). 

2. For any nonzero function y E K, 1s(YIP,-r) = 1s(IP,-r) and ws(YIP,'t') = 
-r(y)y"ws( IP, -r). 

3. For any separating variable t E K, 1,(q" 't') = 1,(IP, -r) and 

w,{IP,-r) = (ds/dt)jl+,,+jnWs(IP,'t'). 

Proof I) If H' := H{IP',s, 't'), then H' = AH because the Hasse derivatives and 
the map 't' are all k-linear. 

To prove 2), put fI:= H{ylP,s, t). From the product rule we have 

fI(-1) = -r(y)H(-I), 

(*) j 
iiU) = yHU) + L D~k)(y)H(j-k) (j ~ 0). 

k=1 

In particular, the K -subspaces spanned by the first j columns of H and fI coincide 
for all j, and we have 1s ( q, , t) = 1s (yq" -r). Furthermore, the definition of the h 
and (*) imply that there is an upper triangular matrix U with entries in K and 
diagonal entries (t(y),y,y ... ,y) such that 

(**) 

proving 2). 
The proof of 3) is similar, with the chain rule replacing the product rule. Here 

we put fI:= H(IP,t, t), and (1.3.14) yields functions dk (1 $ k < j) such that 

fI(-I) = H(-1), 

flU) = (dS)jHUl+ IdkH(kl (j~0). 
dt k=l 

Again, the K -subspaces spanned by the first j columns of H and fI coincide, 
proving that1s (lP, -r) = 1,(IP, 't'). Moreover, (**) holds again, where now U is upper 
triangular with Uoo = I and ull = (ds/dt)h (I $1 $ n), and 3) follows. 0 

We therefore write 1(1P, -r) := 1s(lP, t) for any separating variable s, and we put 

j(q" -r) := i l + ... + in· 
We can now show that ws( IP, 't') ¥= 0 by evaluation at an appropriate point. 
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Lemma 4.4.6. Suppose that ~ = (~o"'" ~n) is a projective map, P E PK , t is a 
local parameter at P, and the ~; are defined at P and linearly independent over k. 
Then the matrix h;/P) := D~j)(~;)(P) (0 ~ i ~ n, 0 ~ j) has k-rank n + 1. 

Proof. We use (2.5.13) to conclude: 

1. If all the ~ are defined at P, so are all the Hasse derivatives, so the statement 
of the lemma makes sense. 

2. If lXo, ... , an E k, then L?=O a;h;/p) is the coefficient of t j in the Laurent 
expansion of L; a;~; at P. 

Since every nonzero function has a nonzero Laurent expansion at P, it follows that 
a dependence relation on the rows of h;/P) yields the same dependence relation 
on the ~;. 0 

Corollary 4.4.7. With notation as in (4.4.4). if ws(~, 't') = 0, then the ~; are 
linearly dependent over k. 

Proof. Choose any P E PK • Using (4.4.5) to replace ~ by an equivalent map if 
necessary, we may assume that s is a local parameter at P and that ~ is normalized 
at P. By definition, ws(~, -r) = 0 precisely when the K-rank of the matrix H = 
H(~,s, -r) is less than n + 1, in which case there are functions xo"" ,Xn, not all 
zero, such that 

n 

Lx;D~j)(~;) = 0 (j = 0, 1, ... ). 
;=0 

Carefully clearing denominators, we may assume that the x; are defined at P and 
are not all zero there. But now evaluating the dependence relation at P, the result 
follows from (4.4.6). 0 

Since our standard assumption is that the ~; are linearly independent, we always 
have ws(~, -r) :F O. In fact, the sequence J(~, -r) is characterized as the mimimal 
sequence of indices for which the corresponding determinant does not vanish: 

Corollary 4.4.8. Suppose j~ < ... < j~ is a strictly increasing sequence of 
nonnegative integers. s E K is a separating variable. and detD~j!) (~i) :F O. If 
J(~, -r) = (jJ! ... ,jn). then jl ~ jUor aU I. 

Proof. This is now immediate from (4.4.3) because for every I, the nonvanishing 
of the determinant guarantees that the K -rank of HUI ,· .. ,jll must be 1+ 1. 0 

It is also now clear that there is a very close connection between J ( ~) and 
J(~,-r) for any -r:F 1. Namely, let s be a separating variable, and put J(~) =: 
(jl, ... ,jn), H:= H(~,s,I), and fI:= H(~,s,-r). Assume that ~ is birational. 
Since H''') is nonsingular, there is, by (4.4.2), some smallest index m ~ 1 such 
that 
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It follows that for j ~ jm, 

(ii{-l) ,ii(O), ... ,ii(j)) = (H{-l) ,H(O), ... ,H(j)). 

Now using the definitions, we have 

Lemma 4.4.9. If J(~) = Up'" ,jn), r =11, and ~ is birational, then there exists 
an integer m ~ 1 such that 

J(~,r) = (O,j" ... ,jm-l,jm+l, ... ,jn)' 0 

More importantly, the nonvanishing of W s ( ~, r) and the transformation rules of 
(4.4.5) allow us to define an invariant divisor as follows. Let s be any separating 
variable, and put 

Ws(~, r) := [ws(~, r)] + [r(~)] +n[~] + j(~, r)[ds]. 

Corollary 4.4.10. The divisor Ws(~, r) is independent of s and depends only on 
r and the equivalence class of~. 

Proof Let aij E k, y E K, and let t be any separating variable. Put~: := Ljaij~j 
and let ~' := (~~, ... , ~~). From (4.4.5) we have 

Wt(Y~', r) = r(y)~w,(~', r) = det(aij)r(y)~wt(~, r) 

= det(ajj)r(y)yn(ds/dt)j(4','r)ws(~, r). 

Using (4.4.1), we obtain 

W,(y~', r) = [w,(y~', r)] + [r(y~')] +n[y~'] + j(~, r)[dt] 
= [r(y)] + nlY] + j«(/>, r)([ds]- [diD + [ws(~, r)]- [r(y)] + [r«(/>')] 

-n[y] +n[~'] + j(~, r)[dt] 
= [ws(~, r)] + [r(~)] +n[~] + j(~, r)[ds] 
= Ws(~, r). 0 

We therefore write W(~,r) := Ws(~,r) for any separating variable s (and 
choice of equivalent map ~), and we put W(~) := W(~, 1). We will call W(4), r) 
the Weierstrass divisor of ~ with respect to r, or just the Weierstrass divisor of 4> 
when r = 1. 

The invariance ofW(~, r) is quite powerful. Namely, choose P E IPK' and recall 
from section 3.5 that pf is the valuation ideal of the discrete valuation vp 0 r of 
K. We may assume, by a proper choice of coordinates, that ~ is effective and 
that 4>(P) and 4> (pt) are both finite. Thus vp (4)) = vp (r(4») = O. Lett be a local 
parameter at P. Then we have 

W( 4>, r) = [w,(~, r)] + [r( 4»] + n[~] + j( 4>, r)[dt], 

and therefore vp(W(4>, r)) = vp(w,(~, r)). By (2.5.13) the Hasse deriviatives of 
the coordinate maps ~j are all defined at P, so that vp (wt (4>, r)) ~ O. Moreover, 
(4.4.1) yields the following formula for the degree of W «(/>, r): 



4.4. Weierstrass Points 127 

Theorem 4.4.11. The divisor W(I/J, 1") is nonnegative and 

deg W(I/J, 1") = (deg 1" + n)degI/J + (2gK - 2)j(I/J, 1"). 0 

To illustrate the foregoing with an example, choose any x E K \ kKP and let 
I/J:= (I,x). Taking any separating variable t. the matrix of Hasse derivatives with 
respect to t is 

[1 0 ... J 
x dx/dt .. . 

Since dx 1= 0 by (2.4.6), J(I/J) = (1) and wt(I/J) = dx/dt. Since [I/J] = [x] .. , we have 

W(I/J) = [dx/dt] + 2 [x] .. + [dt] = [dx] +2[x] ... 

For a more interesting example. let x be a separating variable and let y be a 
primitive element for K/k(x) so that K = k(x,y) and I/J := (I,x,y) is a plane model. 
Now the matrix of Hasse derivatives with respect to x is 

[
1 0 0 ... J 
x 1 0 ... . 
y dy/dx Di2)(y) .. . 

Provided that Di2) (y) does not vanish identically,2 we haveJ(I/J) = (I, 2). wx( I/J) = 
Di2) (y). and 

The points P in the support of W(I/J, 1") are called the Weierstrass points of I/J 
with respect to 't". or just the Weierstrass points of I/J when 1" = 1. When 't" = 1 and 
I/J is the canonical map. they are simply called the Weierstrass points of K. and 
we put W(K) := W(I/J). Points that are not Weierstrass points are called ordinary 
points. Note that for any I/J and 't". almost all points are ordinary. 

Weierstrass points are of geometric interest. particularly in the case 't" = 1. 
which we now investigate in more detail. Suppose. then. that I/J is nonnalized 
at P E lPK • that t is a local parameter at p. and that H(P) := H{I/J,t, I){P) is the 
matrix with entries in k obtained by evaluating the entries of H{ I/J,t, I) at P. As be­
fore. let j~ < ... < j~ be the indices for which the column HUll (P) is not a k-Iinear 
combination of lower-numbered columns. and define J{I/J )(P) = (j~ , ... ,j~). We 
call the j; the orders of I/J at P. Note that the first two columns of H(P) are equal 
because 1" = 1. and they are nonzero because I/J is nonnalized at P, so j~ > o. 

LetJ:= (j ..... ,jn) be the orders of I/J. and putJ' := J{I/J )(P). If we had j; < jl 
for some I. the columns of HJ' would satisfy a K-dependence relation. Care­
fully clearing denominators and evaluating at p. we would obtain a nontrivial 
k-dependence relation on the columns of HJ' (P). contrary to the definition of the 
j;. Hence we have jl ~ j; for alii. Moreover. if I/J is nonnalized at P and t is a 

2Unfortunately, D}2l(y) can vanish identically in characteristic p. See Exercise 4.5. 
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local parameter at t, it is clear that 

w,{,)(P) =detHJ{p), 

and it follows that w, (,) vanishes at P precisely when j, < j; for some I. We have 
proved 

Lemma 4.4.12. With the above notation, we have j, $ j; for alii. Moreover, the 
following conditions are equivalent: 

1. j; = j,Jor alii. 

2. w,{,)(P) =FO. 

3. Vp{W{,)) =0. o 
The orders of , at P have an important geometric intrepretation. Namely, if 

we row-reduce the matrix H{P) of Hasse derivatives at P and use k-linearity, we 
obtain a basis (,o, ... , ,~) for (,) such that if t is a local parameter at P, we have 

DF)(,f)(p) = 0 (0 $ j < jn, 

D~1;J (,;)(P) = 1. 

By (2.5.14) we have 

Theorem 4.4.13. Let, be a projective map normalized at P, let t be a local 
parameter at P, and let jt, ... ,j~ be the orders of, at P. Define jo := O. Then 
there exists a basis (.a, .. . ,'~)for (,) such that 

,; =tJ~ + :i e,/ (O$I $ n), 
1=1;+1 

where e'j E k. In particular, j is an order of tP at P if and only if there exists a 
function f E {,} with vp(f) = j. 0 

Recall the notation L,(D) := {,} nL{[tPJ -D) and the filtration (4.3.12) from 
the previous section. Applying (4.4.13), we see that the orders of, at P define the 
distinct subspaces of this filtration; namely, we have 

L,(j;P)=(tP:, ... ,tP~} (O$l$n). 

Corollary 4.4.14. If tP is nonsingular at P, then the osculating filtration at P is 

(tP) =L,{O) 2 L,(P) 2 L,{2P) 2 .... 

In particular, jt = 1. 

Proof This follows from (4.3.13), since codim L,{2P) = 2. o 
Geometrically, each linear subspace L ~ lP" of dimension I is the zero set 

of some set of n - I independent linear forms 2. If we choose a hyperplane 
at infinity defined by some linear form i. that does not vanish at P and put 
L* := (,-{iii.) liE 2}, we get a bijection L- +-+ L between (n -I)-dimensional 
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subspaces of (,) and I-dimensional subspaces of ]pn. Under this correspondence, 
the subspaces of]pn corresponding to the L, (j,P). are called osculating planes. 
In particular, the hyperplane corresponding to L, (j~P) is called the osculating 
hyperplane at P. See Exercise 4.6 

When , is the canonical map. the osculating filtration at P is particularly 
interesting, because by (4.3.14), we have (,) = L([,n ;2 L([,] - jP}, whence 
Riemann-Roch yields 

dimL(jP} = j - g+ 1 +dimL,(jP} 

for any integer j. Hence 

dimL«(j+ I}P}/L(jP} = l-dimL,(jP}/L,«(j+ I}P}. 

Since j is a canonical order at P precisely when L, (jP) ;;) L; «(j + 1 }P). we see 
that j is a canonical order at P if and only if there is no function in K with a pole 
of order exactly j + 1 at P and no other poles. When L( {j + 1 )P} = L{jP) we say 
that j + 1 is a gap number at P. So we have 

Corollary 4.4.15. The positive integer j is an order of the canonical map at P if 
and only if j + 1 is a gap number at P. 0 

The positive gap numbers have interesting properties. Call the integer j a pole 
number at P if there exists a function f with a pole of order exactly j at P and no 
other poles. 

Lemma 4.4.16. If n is a gap number, then at least half of the positive integers 
less than n are also gap numbers. 

Proof Clearly, if j and k are pole numbers, then taking the product of the corre­
sponding two functions shows that j + k is also a pole number. It follows that if n 
is a gap number and m < n is a pole number, then n - m must be a gap number. 
Thus, there are at least as many gap numbers less than n as pole numbers. 0 

Corollary 4.4.17. Let jl I ••• ,j~-l be the orders of the canonical map at some 
point P E II» K. Then j, $ 21 for alii. 

Proof If npn21 ... Inl are the first I positive gap numbers, then we have I ~ 
(nl -I}/2 by (4.4.16). Note that n1 = I; otherwise K is rational, and there is no 
canonical map. Thus, using (4.4.15), we see that j'-l = nl-I, and the inequality 
~~ 0 

Corollary 4.4.18 (Clifford). For n $ 2g - 2 and P E II» K we have dimL(nP) $ 
1 +n/2. 

Proof By Riemann-Roch, dimL«2g - 2)P) $ g. We may therefore assume, 
by descending induction on n, that the formula holds for n + 1 $ 2g - 2. If 
dimL«n+ I}P} = dimL(nP} + I, the result follows. Otherwise, ·n + 1 is a gap 
number, and the result follows from (4.4.16). 0 
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Returning now to the case of general ~, recall from Section 3.5 that for any 
P E Px we have defined pc :;= ~-l(p), the set-theoretic inverse image of~. In 
particular, P is fixed by ~ precisely when ~(P) ~ P. We will call P a strong fixed 
point of ~ if ~(P) ~ p2. 

Suppose that f is birational and ~ # I. Then h = 0 by (4.4.2). At a fixed point 
P of ~, however, the first two columns of H (f, s, ~) have the same value and thus 
Vp(W,(f,~)) > 0 for any s. We therefore have 

Lemma 4.~.19. With the above notation. suppose that f is birational and ~ # 1. 
Then every fixed point of ~ is a Weierstrass point of f with respect to ~. 0 

In particular, the number of fixed points of ~ is at most deg W (f,~) for any 
birational map f. However, this bound is rather crude, and can be improved by 
lower-bounding the multiplicity of each Weierstrass point P dividing W (f, ~). To 
do this,let 1:= (i" ... , ill) and J:= (j" ... ,ill) be nonnegative integer sequences, 
and let 

(~):= G:) 
denote the n x n matrix of binomial coefficients, where m = 0 if i < i, and the 
binomial coefficients are interpreted as elements of the ground field, i.e., they are 
reduced modulo p if char(K) = p. 

Define 

t l '- dl'ag(til till) .. - , ... " 

and write I ~ J if i, ~ i, for alii. 

Theorem 4.4.20. Let K/k be ajunctionfield and let ~: K -+ K be a k-embedding. 
Let PEP K be a fixed point of~, let f : II' K -+ P" be effective and normalized at 
P, and let t E K be a local parameter at P. Let J:= i(f )(P) = (h, ... ,ill) be the 
orders of f at P and let 1:= (i, < i2 < ... < ill) be an increasing sequence of 
nonnegative integers. Then 

" vp(detH(f,t, ~)/) ~ I,U,- i,l· 
1=' 

Moreover, if i, > 0 or if P is a strong fixed point of~. then equality holds if and 
only if 

detG) #0. 

Proof. By (4.4.13) there is a basis f/ = I.ia'i'~i for (f) such that «> = 1 and 

ff = ti, +til+'v, (0 < I ~ n). 

where v, E tJp and i , > O. Then (2.5.13) yields 

D~i')(ff) = G: )til-i, + vI,ti,-i,+1 (0 ~ I ~ n, 0 < r ~ m), 
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where vir E tJp • PutH:= H(~,t, f), A := (a;), andm:= L,(j,- i, ). 
If i l > 0 then the first row of HI is (1,0,0, ... ). Expanding the detenninant 

along the first row yields 

(*) detHI = det [tJ A-I ( G) +tv) t-/) = det(A)-ltmdet ( G) +tv) , 

where V = (vir)' and the theorem follows in this case. 
If i 1 = 0, then the first row of HI is (I, 1,0,0, ... ). Replace the second column 

by itself minus the first, and again expand along the first row. The only difference 
from the previous case is that in the first column of the minor, ~; is replaced by 
~; - f( ~f). If P is a strong fixed point of f, we have 

f( ~:) = t j , + tlt+ Iv~ 

for some j~ > j, and some ~ E tJp , and thus (*) still holds with V suitably 
redefined. 

Finally, if il = 0 but we don't know that P is a strong fixed point, then we might 
have vp(~; - f(~f)) > j,. In this case, an equation similar to (*) will hold, with 
(~) replaced by another integer matrix which may have a few more zeroes in the 
first column, but the inequality still follows. 0 

There are several important corollaries to (4.4.20). Let p := char(k) in all of 
these. First, we get a lower bound on the order of the Weierstrass divisor W ( ~ , f) 
at a fixed point of f by taking I above to be the order sequence of ~ with respect 
to f and applying (4.4.10). 

Corollary 4.4.21. If J := J(~, f) = jp ... ,jn are the f-orders of ~ and J' := 
J(~)(P) = j~, ... ,j~ are the orders of~ at a fixed point P off. then 

n 

vp(W(~, f» ~ L(j~ - i,). 
1=1 

Moreover, if f = 1 or if P is a strong fixed point of f. then equality holds if and 
only if 

det (~) '" o. 0 

As a further application of (4.4.20). we can show that the f-orders of ~ are 
"generically" either (1,2, ... , n) or (0, 1, ... , n - I). 

Lemma 4.4.22. Assume that either char(k) = 0 or cbar(k) > deg~. and let J:= 
Up ... ,jn)' /fI:= (1,2, ... ,n). then 

(J) n' I-I 
det I = n # nil - im. 

1=1 • m=l 
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Ifl:= (O,I,2, ... ,n-I). then 

(J) II I I-I. . 
det I = n 1- I' n J, - Jm· 

1=1 • m=1 

In particular, if. is birational then 

J(',f) = {(I,2, ... ,n) iff= I. 
(0,1, ... ,n -I) otherwise. 

Proof Expanding the binomial coefficient, we have 

( il) = i,(j,-I) ... U,- m+ I) = ii + I.~ll Vlmtii-i , 

m m! m! 

where the v'mi are integers. Thus, we can write 

G) = DI VI D21, 

where DI := diag(jl,j2,.··,ill)' D2 := diag(I/I!,1/2!, ... ,I/n!), and VI is an 
integer matrix that is evidently equivalent by unimodular column operations to the 
Vandermonde matrix V = V(jl'" . ,ill) whose (l,m)-entry is ii-I. Since detV = 
nm<1 i , - im, the first formula follows, and the proof of the second is similar. 

Now choose any point P E PK , letJ(,)(P) = i l , ... ,ill' and let I = (1,2, .. . ,n) 
if or = I and (0, I, ... , n - I) otherwise. Clearly, we have J(', or) ~ I by minimality 
of I. Since ill is the order of a linear functional on pn at the point ,(P) on the 
image of" we have ill $ deg'. Thus, the above formulas and (4.4.20) imply that 
H' is nonsingular, whence J(', or) $1, and we therefore have equality. 0 

We call the projective map • classical when J(') = I, ... , n. To construct 
a nonclassical map to pl, let. := (l,x,yP), where x is a separating variable, 
K = k(x,y), and char(k) = p > 2. Then K/k(x,yP) is both separable and purely 
inseparable, so K = k(x,yP). We may choose y ¢ KP so that y is also a sep­
arating variable by (2.4.6). In particular, dy/dx", O. Moreover, D~j)(yP) = 0 

for 1 $ i < p. Now (1.3.14) implies that DV)(yP) = 0 for 1 $ i < p, and 
that D~p)(yP) = (dy/dx)P. The matrix of Hasse derivatives with respect to x is 
therefore 

[ 1 0... 0 "'J 
; ~ ::: (dY/~X)P ::: . 

It follows that the order sequence of • is (O,I,p) and Wx(') = (dy/dx)P. 
However, this particular • is singular. See Exercise 4.5 for a more interesting 
nonsingular example. 

Finally, we obtain a powerful bound on the number of strong fixed points of or 
due to StOhr-Voloch [19]. The key lemma is 
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Lemma 4.4.23. With the above notation, let P be a strong fixed point of -r, let 
J(4', -r) =: jph, ... ,jn, and let J' := j~, ... ,j~ be the orders of 4' at P. Assume 
that -r( 4') is not a K -multiple of 4'. Then jt ~ jf - j~ for 1 ~ I ~ n. 

Proof For any integer sequence / = i l , ... ,in, define /- := i2, . .. , in and /+ := 
0, i l , ... , in. Put j := jtJ. - j~, .. . , j~ - j~. Since we are assuming that jl = 0, it 
suffices to show that J (4', -r) - ~ .i, or equivalently, that J (4', "C) ~ j+ . 

Consider the map lIf := (l,t jZ-i'I, ... ,tj~-jl) : IPk(t) -+ F-I. Since j is the or­

der sequence of lIf at (t), we have J(lIf) ~ J It therefore suffices to show that 
J( 4', "C)- ~ J( lIf) or equivalently that J( 4', -r) ~ J( lIf)+. 

Multiplying by tjl yields the equivalent effective map '1":= (tj;,tj2, ... ,tj~) 
whose order sequence at (t) is J' , and by (4.4.5) we have J(lIf) = J('I"). Hence, 
the matrix 

H("; t 1»)(IjI) = l ( J' )t-)(IjI)+ 
'I' , , J(lIf) + 

is nonsingular. In particular, we get 

det C(~)+ ) to. 
Now (4.4.20) implies that H(4',t,"C)J(IjI)+ is nonsingular, and thus J(4',"C) ~ 
J(lIf)+ by definition of J(4', "C). 0 

Theorem 4.4.24 (Stohr-Voloch). Let K/k be a function field of genus g, let "C: 
K -+ K be a k-embedding, and let 4' : IP K -+ F be a projective map. Assume that 
"C( 4') is not a K -multiple of 4'. Then the number of strong fixed points of"C is at 
most 

! degW(4', -r) = (1 + deg"C )deg4' + 28 - 2 j(4', "C). 
n n n 

Proof Continuing the notation of the previous lemma, we have shown that jt :S 
j; - j~ for 1 ~ I ~ n. We conclude from (4.4.20) that 

vp (W(4', "C» ~ nj~ ~ n, 

because j~ ~ 1 by hypothesis. Since every strong fixed point of -r divides W ( 4', "C) 
by (4.4.19), the theorem follows from (4.4.11). 0 

We can specialize the above result to the case 4' = 4'D' the projective map 
determined by L(D) for some nonspecial divisor D. In particular, we get 

Corollary 4.4.25. Let K /k be a function field of genus g and let "C : K -+ K be a 
k-embedding. Then for any integer n > g, the number of strong fixed points of"C is 
at most 

1 +deg"C+ (n+ de; "C) g+ 2g2(!-I). 
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Proof. We may as well assume that there is at least one strong fixed point. p. or 
there is nothing to prove. Let d := n + g ~ 2g + 1. Then dimL(dP) = n + 1 by 
Riemann~Roeh (2.2.9). Let.' =(1 •• :, ..... ~) be a basis for L(dP) adapted to 
the filtration 

L(O) ~ L(P) ~ ... ~ L(dP). 

Note that deg.' =d by (4.3.14), and that.' is non-singular by (4.3.15). In partic­
ular •• ' is birational and thus ~(.) is not a K-multiple of. by (4.4.2). Moreover. 
vp ( .~-i) ~ -d + i for all i. with equality for i < d - 2g by (2.2.9). It follows that 
the map. := (.~)-I.' is normalized at P and the orders of • at P are 

1,2, ... ,d -2g-1,j~_2g, ... ,j~ =d. 

All we know about the last g - 1 orders j: is that they are distinct integers in the 
closed interval [i,d], which yields the bound j: ~ i + g. Using (4.4.23) we have 

j(.,~) ~ iu: -1) ~ g(g-I)+ n(n; 1). 
;=1 

Substituting this bound into (4.4.24) and simplifying. we see that the number 
of strong fixed points of ~ is at most 

(1+ de:~)deg.+ 2g:2j(.,~) 

~ (1 + de; f) (n+ g) + 2g(g: 1)2 + (g -1)(n-l» 

= 1 +deg~+ (n+ de:~) g+ 2g2(!-1). 0 

We will apply (4.4.25) in Chapter 5 to prove the Riemann hypothesis for curves 
over finite fields. 

We conclude this section with an application to the automorphism group of a 
function field. by which we mean the group Gal(K /k) of automorphisms that are 
the identity on constants. We first prove 

Lemma 4.4.26. Let K be ajunctionjield of genus g and let a E Gal(K/k). If a 
fixes more than 2g + 2 points of" K then a = 1. 

Proof. By (4.4.19). a fixes only finitely many points. Let P be a point not fixed 
by a. By Riemann-Roeh. there is a nonconstant function x E L«g + l)P). Then 
a-I (x) E L«g+ 1)pc1). sox- a-I (x) and a(x) -x have pole divisors of degree 
at most 2(g + 1). Since any fixed point of a is a zero of a(x) - x. the result 
follows. 0 
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For the remainder of this discussion we will assume that either char(k) = 0 
or char(k) = p > 2g - 2. Let ~ be the canonical map and let W := W(~). Note 
that by (4.4.11) and (4.3.14), deg W = (g + j( ~) )(2g - 2). Then (4.4.22) yields 
j(~) =g(g-I)/2, whence 

degW = (g -1)g(g+ 1), 

and for any point P we have 

g-I 

vp(W) = L (j1(P) -I). 
1=0 

The integer vp(W) is called the weight of the Weierstrass point P. From (4.4.17) 
we get vp(W) ::::; g(g - 1)/2, and it follows that K has at least 2g + 2 distinct 
Weierstrass points. We claim that for g > 1, the subgroup of Gal(K/k) that fixes 
all the Weierstrass points has order at most 2, and in particular, that Gal(K/k) is a 
finite group. If the number of Weierstrass points is greater than 2g + 2 this follows 
from (4.4.26). 

If K has exactly 2g + 2 Weierstrass points, then equality holds in (4.4.26) for all 
I and all Weierstrass points P. Choose a Weierstrass point and call it P.o. We have 
jl (P.o) = 2, whence 2 is not a gap number by (4.4.16). We therefore have a non­
constant function x E L(2Poo), so K is hyperelliptic. Since char(k) > 2, (3.6.2) and 
the remark following it yield K = k(x,y) with -; = f(x) , where f(x) is a square­
free polynomial of degree 2g + 1. Moreover, if the roots of f are {a I , ... , a2g+ I }, 
the ramified points of K / k(x) are the unique points ~ dividing x - a j together with 
Poo. Thus, (x-a;)-I E L(2P;) for all i, and it follows that the Weierstrass points 
are {Poo'PI' ... ,P2g+d. Any automorphism a acts on k(x), the unique rational 
subfield of K of index 2. If (J fixes Poo then (J acts on k[x]. and it is easy to see 
that a(x) = ax + b for some a, b E k. If (J also fixes x - a j for all i, then a = b = I 
since 2g + 1 > 2. So in this case, the group of automorphisms that fixes all the 
Weierstrass points has order 2. We have proved 

Theorem 4.4.27. Let K/k be a function field of genus g > 1 where either 
char( k) = 0 or char( k) > 2g - 2. Then one of the following holds: 

1. K has more than 2g + 2 Weierstrass points and Gal(K/k) permutes them 
faithfully. 

2. K has exactly 2g + 2 Weierstrass points, and the subgroup of Gal(K/k) 
fixing all these points is Gal (K/k(x»for some x E K with IK: k(x) I = 2. 

ln particular. Gal(K/k) is afinite group. o 
For an example of a hyperelliptic curve (in characteristic 2 !) with exactly one 

Weierstrass point, see Exercise 4.3. 
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4.5 Plane Curves 

In this section we apply our results on projective curves to the important special 
case of plane curves. One reason for the importance of plane curves is that we can 
always write a function field K as k(x, y) by choosing a separating variable x and a 
primitive element y for K/k(x). This yields a map ~ := (l,x,y) to p2 with image 
V such that K = k(V). Such a curve V is called a plane model for K. In general, 
however, V may have singularities. Indeed, as we will see, there exist curves for 
which every plane model is singular. For the remainder of this section we will be 
assuming that ~ is an effective map to p2, which, unless otherwise specified, will 
be written ~ = (l,x,y). 

A line L in p2 is just the set of zeros of a homogeneous linear form l := aKa + 
bX1 +cX2• Since V(l) is uniquely determined by the triple (a,b,c) up to a nonzero 
scalar multiple, we often abuse notation by writing L = (a : b : c). In this way, the 
set of lines form another p2 called the dual plane. 

Recall that for a homogeneous polynomial g(Xo' Xl ,X2), the set of all points 
of intersection of V(g) with V, together with their multiplicities, is given by the 
divisor [~Jg = [~J + [g*], and the intersection multiplicity of V and V(g) at a point 
a E p2 is given by 

Jla(V(g)) = L vp([~]g). 
,(P)=a 

By (4.1.10), a plane curve V is always the zero set of a single irreducible poly­
nomial f. If g is irreducible, then V (g) is another plane curve, and we might ask 
whether the intersection multiplicity we have defined is symmetric in / and g. 
The affirmative answer follows from an important alternative description of the 
intersection mUltiplicity, which we now derive. The starting point is 

Lemma 4.5.1. Suppose S ~ Rare k-algebras, R is an integral domain, and xES. 
If R/S and R/Rx are finite-dimensional, then dimk(R/Rx) = dimk(S/Sx). 

Proof. Consider the inclusion diagram 

R 

I 
S+Rx 

/~ 
S~/Rx 

SnRx 

I 
Sx 
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Multiplication by x induces an isomorphism R/S ~ Rx/Sx. It follows that R/Sx is 
finite-dimensional, and thus 

dimk(R/(S+Rx)) +dimk«S +Rx)/S) = dimk(Rx/(SnRx)) +dimk«SnRx)/Sx). 

Moreover, we have 

(S+Rx)/S ~ Rx/(SnRx), and (S+Rx)/Rx ~ S/(SnRx) 

by the isomorphism theorems. Using these isomorphisms, we obtain 

and the result follows. o 

Theorem 4.5.2. Let V = V(f) be a plane projective curve with irreducible defin­
ing polynomial f, let g = g(Xo'X( ,X2) be any homogeneous polynomial, and let 
a E V n V(g). Choosing notation so that Xo(a) =1= 0, let M be the image of I(a) 
in the polynomial ring k[X( ,X2] after specializing Xo = 1, let A := k[X( ,X2]M be 
the localization at M, and let I be the ideal of A generated by f(I,X( ,X2 ) and 
g(I,XI'X2), Then 

(4.5.3) JLa(V(g)) = dimkA/I. 

In particular, if g is irreducible and {la(V(f)) is the intersection mUltiplicity of 
V(f) as defined on the curve V(g), then JLa(V(g)) = {1a(V(f)). 

Proof Letting g* := g(I,X( ,X2) restricted to V as usual, we have A/(f) ~ da 
and A/(f,g) ~ da/ dag·. Let Ra be the integral closure of da in K:= k(V). By 
(4.3.2) and (1.1.17), we have dimk(Ra/ O'a) < 00 and dimk(Ra/Rag*) < 00. We can 
therefore apply (4.5.1) to conclude that 

dimk{O'a/O'ag*) = dimk{Ra/Rag*). 

Let 4' : lP K ~ V be the natural map, and let "1/ denote the set of valuations of 
K corresponding to the points in 4'-1 (a). Define m(v) = v(g*) for V E "1/. Then 
from (1.1.17) we have Ra = K("I/;O), Rag* = K("I/;m), and 

dimk(Ra/Rag* = L m(v) = L vp(g*) = JLa(V(g). 0 
VE?' PE~-l (a) 

What happens when we specialize the above result to the case that g is a linear 
fonn? In the first place, if we interchange the roles of f and g, we are applying 
the theory developed in this section to a line L in the plane. Here, the natural 
map (I,x,y) degenerates because there is a dependence relation a+bx+cy = O. 
Choosing notation so that c =1= 0, we have K = k(x,y) = k(x). Since x has just one 
pole and it is simple, degL = I. Now (4.2.8) says that V(f) meets L in deg(f) 
points, and we have proved 

Corollary 4.5.4. If V = V(f) is a plane curve, then degV = degf. 0 



138 4. Projective Curves 

We can make this more explicit by looking closely at a point a E V n L. Trans­
late coordinates so that a = (1 : 0 : 0) and let 1 : = f (1, x, y) be the dehomogenized 
defining polynomial. Then A is the ring of rational functions in x and y whose 
denominators have a nonzero constant term, and I is the ideal generated by J 
and some linear polynomial bx+ cy. To understand A/I, first factor out (bx+cy) 
and put A : = A / (bx + cy). Then A is just the discrete valuation ring of rational 
functions in one variable whose denominators have a nonzero constant term, and 
(choosing notation so that c 1= 0), the image of I in A is generated by the poly­
nomial i(x) obtained by substituting y = -bx/c in j. Write i =: r fo (x) , where 
fo(O) 1= O. Then 

dimkA/I = dimkA/(i) = e. 

We call e the order of vanishing off at a along L. Then (4.5.2) specializes to 

Corollary 4.5.5. Let V = V (f) be a plane curve, let L ~ 1P2 be a line, and let 
a E V n L Then the intersection multiplicity of L at a equals the order of vanishing 
of f at a along L 0 

Recall from (4.4.14) that at each point P E IP K the osculating filtration at P is 

(~) = L,(O) :2 L,(jIP) :2 L,(hP) :2 0, 

where {0,jl'j2} are the orders of, at P. This says that all lines through ~(P) 
have intersection multiplicity j 1 at P except for the osculating line which has 
multiplicity h. The nonosculating lines at P are called generic at P. We say that 
a line is generic at a point a E V if it is generic at every point P E ~ -I (a). When 
, is nonsingular at P, then generic lines have intersection multiplicity I and the 
osculating line is called the tangent line. 

Lemma 4.5.6. Let, = (xO'x l ,x2) be any plane map IPK -. V ~ 1P2, and suppose 
that, is normalized and nonsingular at P. Let aO,al'~ E k. Then the equation 
of the tangent line to V at ,( P) is Lj ajXj = 0 if and only if the following two 
conditions hold: 

where t is a local parameter at P. 

Lajxj(P) = 0, 
j 

Proof Put i := LjajXj • Then the first condition is equivalent to vp(i) ~ 1. When 
this occurs, expanding i in a power series in t and using (2.5.14) we see that the 
two conditions together are equivalent to vp(l) ~ 2. 0 

We next make the important observation, which is often taken as the definition, 
that the partial derivatives of the defining equation give the coordinates of the 
tangent line at all nonsingular points. 
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Lemma 4.5.7. Let V = V(f) and put!; := ai/ax; lor i = 0,1,2. If V is 
nonsingular at a, then the tangent line at a is (/0 (a) : II (a) : 12 (a) ). 

Proof. First of all, if I has degree d, then each!; has degree d - I, so that 
(fo(a) : II (a) : 12 (a» is a well-defined point of the dual plane. Renumbering the 
coordinate axes if necessary, we may assume that Xo{a) i: O. As usual, we have 
x := XI /Xo, y := X2/XO' and the identity 

5 8) IA( ) '- I(XO'XI ,X2) - 0 (4. . x,y .- d -. 
Xo 

Using the fact that I is homogeneous, we verify the identity 

2,XJ; = deg(f}/, 
; 

from which it follows that the linear form 

vanishes at a, and therefore l* := l/Xo vanishes at P. We next check that 

A. aJ II 
I]C·= ax = xg-I ' 

(4.5.9) 
A. al 12 
I y ·= ay = xg-I . 

This implies that l* = lo(a)/Xg-I(a} + ']C{p}x+ 'y{p)y. Differentiating, we 
have dl· = ,]C(P)dx + h(P)dy. However, differentiating (4.5.8), we have the 
identity 

(4.5.10) ,]Cdx + Iydy = 0, 

which implies that vp(dl·) = O. The result now follows from (4.5.6). 0 

Because the partial derivatives are all homogeneous of the same degree, the 
map 'I'(a) := (fo(a) : 11 (a) : 12(a» is well-defined at any point in the plane at 
which at least one partial derivative is nonzero. Moreover, if K = k(V) and tP : 
IP K -+ V is the natural map, there is a well-defined projective map from IP K to the 
dual plane given by 

(4.5.11) 

whose image V is called the dual curve. This yields a diagram 
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that commutes wherever VI is defined, namely at all points P E IP K at which ~ is 
nonsingular. Note, however, that ~ is defined at all points P E IP K. 

Some care needs to be taken here. In characteristic zero one can show that 
the map ~ is birational, and that when V is nonsingular of degree d > 2, V has 
degree d(d - 1) and is in fact singular. In characteristic p, however, the situation 
is trickier. See Exercise 4.5. 

Changing topics, we tum now to a discussion of the adjoint divisor. Given 
a plane curve V = V(f) we let I := f(l,x,y) be the dehomgenization of the 
defining polynomial as usual, and we consider the differential form dx/ I" where 
I, : = i) J / i)y. Since this form depends on a choice of coordinates in projective 
space, we first need to understand the nature of the dependence. Let X denote the 
column vector (XO,XIIX2)' of coordinates in pl, and let A = aij E GL(3,k) be a 
nonsingular change of variable, so that X = AX'. Pulling back to the curve, we 
have functions x' := X: /X~, y' := X2/X~ and z := Xo/x/' such that 

z =Xo/X~ =aoo +aoi +ao2Y, 
x = X1/XO = !{alO +allx' +aI2y'}, z 
y =X2/XO = !(~o +a21x' +a22y')· z 

Let j' be the defining polynomial of V in the X' variables, so that f' (X') = f(X), 
and let e:= degV = degf = degf'. Then 

t J = tf(X} = j'(X'} = I' xe X,e . 
o ° 

The following result was pointed out by D. Zelinsky in a private communica­
tion: 

Lemma 4.5.12. With the above notation. we have 

dx e-3 dx' 
T = det(A}z -A • 

J, f'y 

Proof Suppose that X' = A'X", where A' is another change of variable. Since 
det{AA') = det{A}det{A'} and Xo/XC = {Xo/Xo)(X6/XC}, the formula will hold 
for the change of variable AA' provided that it holds for A and A' separately. It 
therefore suffices to consider the following three cases: 

Case 1: x = ax' + by' + c (a #= O},y = y',z = 1. From the basic equation 
I' (x' ,y') = I(ax' + by' + e,y'}, we obtain using the chain rule 

I'r =alx , 

I'y =blx + J,. 

Since I'{x',y') vanishes on V, we get 

I'rdx' = -I' ydy'. 
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Using the above, we compute 

as required. 

, dx A A 

dx=adx'+bdy =-A (al'yI-bf'x') 
lyI 

dx A A 

= a-A (f'yI-blx) 
lyI 
dx A 

=a-A-Iy, 
lyI 

Case 2: x == y',y = x,z = 1. This is immediate from the identity dx/h = 
-dy / Ix. since detA = -I in this case. 

Case 3: x = l/x,y = y' Ix,z =x. Note that detA = -1 in this case as well. We 
have j'(x,y') = x e j(1lx,y' Ix) and thus l'yI =xe- I jy. Since dx = -x2dx, the 
result follows. 0 

In the language of projective maps, making a linear change of variables in IP" 
amounts to replacing one effective map with an equivalent effective map. More­
over, if ~ = (I,x,y) and ~' = (l,x,y') with notation as in (4.5.12), then [~l = 
Wl + [zl because the function z defines the line at infinity in the X coordinates. 
We therefore have 

Corollary 4.5.13. Let ~ = (I ,x,y) be an effective plane map 01 degree e and let 
j(x,y) be the minimum polynomial satisfied by x and y. Then the divisor 

A(~).~ (e-3M] - [! 1 
depends only on the equivalence class o/~. o 

We call ~ the adjoint divisor Of the map ~ and we put S (~) : = deg ~( ~ ). For a 
plane curve V with natural map~, we write ~(V) := ~(~) and S(V) := deg~(V). 
We want to show that ~ is nonnegative. To see this, it is convenient to make a 
good choice of coordinates. 

We say that a line L is generic with respect to the plane curve V if Jla (V n L) = 1 
for all a E V n L. This means that L is not tangent to V at any point and does not 
meet V at any singular points. 

Lemma 4.5.14. Let V be a plane curve. Then there exists a linear change 01 
coordinates in ]p2 such that if ~ = (I,x,y) is the natural map in this coordinate 
system then: 

1. The lines VeX;) (i = 0, 1,2) are generic. 

2. The points (1: 0: 0). (0: 1 : 0). and (0: 0: 1) are not on V. 

3. Both x and yare separating variables. 
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Proof. Choose a point ao ¢ V. The set of all lines through ao (usually called the 
pencil at ao) is the set of all points on a line in the dual plane. This line meets 
the dual curve at finitely many points, which means that there are only finitely 
many tangents to V through ao. Since there are only finitely many singular points, 
almost all lines through ao are generic with respect to V. Choose two distinct 
generic lines LI and ~ through ao' and choose a point a l :f. ao in ~ \ V. Then 
there is a generic line La :f. ~ through a l that also misses every point of LI n V. 
Put a2 := LonLI' and choose coordinates Xj so that Lj = V(Xj ) (i = 0, 1,2). 

We now deal with the separability issue. Assume that char(k) = p > 0, and 
recall that u E K is a separating variable if and only if u ¢ KP (see (2.4.6». We 
have I E KP, and since K = k(x,y), we cannot have (~) ~ KP, but it may happen 
that dim( (~) n KP) = 2. This means that there is a point b on Lo such that a 
linear form i vanishes at b if and only if i* E KP. To ensure that b:f. ap we can 
if necessary replace ~ by another generic line on ao such that L2 n Lo ¢ V. A 
similar adjustment is obviously possible in case b = a2• 0 

We will refer to coordinates satisfying the above conditions as generic coor­
dinates, and a projective map (I,x,y) with respect to generic coordinates as a 
generic map. Note in particular that if (I,x,y) is generic, the defining homoge­
neous polynomial I contains the monomials Xjd with nonzero coefficients, which 
means that 1 is monic in both x and y. 

We next show that A( ~) is nonnegative and its support is precisely the set of 
singularities of ~. This result is basic to the theory of plane curves. 

Theorem 4.5.15. Let ~ = (l,x,y) be a birational plane map and let j(x,y) be the 
minimum polynomial satisfied byx andy. Then VQ(A(~)) ~ Olorall Q E IPK with 
equality if and only if ~ is nonsingular at Q. 

Proof. Fix a point Q E IP K. By virtue of (4.5.12), we may assume that ~ is generic 
and finite at Q. As noted above, this implies that 1 is monic in x and y. In particu­
lar, y is integral over k[x] and 1 is its minimum polynomial over k(x). This means 
that Iy = <5k(x)(Y). Since K = k(x,y) by hypothesis, the desired inequality follows 
from (3.3.12). 

Furthermore, if equality holds, we obtain O'pfy]Q = O'Q. However, if we put 
a := ~(Q), then k[x,y] ~ O'a and P = Pa nk[x], where Pa is the unique maximal 
ideal of O'a. It is therefore clear that O'pfy] ~ O'a, and since Pa = Q n O'a, we have 
O'pfy]Q ~ O'a as well. We conclude that O'a = 0' Q' and thus ~ is nonsingular at Q. 

To complete the proof, assume that ~ is nonsingular at Q, put a := ~(Q), and 
let LQ = V(iQ) be the unique line on a and a2 := (0: 0: I). Since ~ is finite 
at Q, we have a = (I: a: 13) for some a,f3 E k. Then LQ = (-a: I : 0) and 
iQ := iQ/Xo = x-a. Recalling notation from (4.5.8), we see from (4.5.9) that 
Ix = II (I,x,y) and Iy = 12(I,x,y). By (4.5.6), vQ(diQ) > 0 if and only if LQ is 
the tangent line at a, which occurs if and only if the the point a2 is on the tangent 
line ata. SincediQ =dx, (4.5.7) yields vQ(dx) > 0 if and only if ly(Q) =0. Thus, 
if vQ(dx) = 0 we have the required equality. 
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What happens if vQ(dx) > O? By the same argument with a1 := (0: 1 : 0) 
replacing a2, we obtain vQ(dy) > 0 if and only if jx(Q) = O. However, by (4.3.5) 
both conditions cannot hold simultaneously, because q, is nonsingular at Q. We 
conclude that if vQ(dx) > 0, then vQ(dy) = 0 = vQ{fx). 

From (4.5.10) we get 

vQ(dx) + vQ(jx) = vQ(dy) + vQ{fy). 

Putting these together yields vQ(dx) = vQ(jy), as required. o 

Corollary 4.5.16. Let V be a plane curve of degree d and genus g. Then 

g = (d; 1) _ ~c5(V). 
In particular, g :$ (d - I)(d - 2)/2 with equality if and only if V is nonsingular. 

Proof The formula is immediate from the definition of Ll, because [dx/ A] is 
canonical of degree 2g - 2. 0 

It is immediate from the above result and (for example) (3.6.3) that there exist 
function fields with no nonsingular plane model. Indeed, we have 

Corollary 4.5.17. Let K be a function field of genus g. If K has a nonsingular 
plane model, then g is a triangular number. 0 

A function u E K satisfies the adjoint conditions with respect to a plane map 
q, if [u]o ;::: Ll( q,). Such a function will be called an adjoint function. We proceed 
next to a study of the adjoint functions. The first step is 

Lemma 4.5.18. Let V be a plane curve with >Jatural map (I,x,y). Assume that y 
is integral over k[x]. Then 

k[x,y] = n{ Up(Yll P E IPk(x) and vp(x) 2: O}. 

Proof Obviously, k[x] ~ Up and thus k[x,y] ~ tYp(y] for every P containing x. 
Conversely, let K := k(x,y). Then every element u E K is uniquely a k(x)-Iinear 
combination 

Because y is integral over k[x], {I,y, ... ,ya-l} is an tYp-basis for tYplY] for every 
prime P with k[x) ~ tYp. Thus, u E tYplY) implies ui E tYp for all i by uniqueness 
of (*). Since k[x] = n{ tY p I x E P}, the result follows. 0 

For the remainder of this section we let V be a plane curve with natural map 
q, = (I ,x,y), function field K = k(x,y), minimum polynomial j(x,y), and we put 
ro(V) := [dx/jy). From (3.3.10) and (3.3.11), we see that the local conductor 
Cp(y) is given by 

Cp(y) = {u E K I VQj(u) 2: VQj(Ll(V)) (1 :$ i:$ r)}, 
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where P E IP k(x) and Q l' ... ,Qr are the prime divisors of P in K. We therefore 
define the conductor of V as 

C(V):= {u E K I vQ(u) ~ vQ(L\(V)) for all finite Q}. 

This terminology is justified by Exercise 4.1. 
Let R(V) denote the integral closure of k[V] = k[x,y] in K. Then 

R(V) = n{ 0' Q I Q finite} 

by (1.1.8). It follows that C(V) is an ideal of R(V) consisting of all adjoint func­
tions in R{V). or what is the same thing, the set of all adjoint functions with no 
poles in the finite plane. We see that all such functions lie in k[x,y]. In particular. 
it follows that L([co(V)]) ~ k[x,y]. By abuse of terminology, we will refer to ele­
ments of k[x,y] as "polynomials." By the degree of an element hE k[x,y] we mean 
the minimal degree of a polynomial h(X,Y) E k[X,Y] with h(x,y) = h. For any 
nonnegative integer i, let k[V]; denote the set of all polynomials of degree at most 
i. 

Note that L([co(V)J) is the set of all adjoint functions all of whose poles lie at 
infinity and have order at most d - 3. This certainly includes all adjoint polyno­
mials of degree at most d - 3. Indeed, when V is nonsingular, we have c5(V) = 0, 
and a dimension count shows that 

dimk[V]d_3 = (d; I) = g = dimL([co(V)]). 

What happens in the singular case? The key fact that we need here is that a 
polynomial all of whose poles have order at most d - 3 in fact has degree at most 
d - 3. This follows from 

Theorem 4.5.19. Let V = V(f) be a plane curve of degree d in generic coordi­
nates with natural map (I,x,y), and let hE k[x,y]. If all poles ofh have order at 
most e for some e E Z, then h has degree at most e. 

Proof Put K := k{V) and let {a1, • •• ,ad} E V be the d distinct points at infinity. 
Since (0: 0: I) ¢ V. we have aj = (0: I: aj) for distinct ai'~'"'' ad E k. Let 
Qj E IP K with ~ (Qj) = aj. Then 1/ x is a local parameter at Qj for all i, since x and 
y have simple poles at Qj. It follows from the definition of ~(Q) that if we put 
Yl := y/x, then aj = Yl (QJ This implies that the Laurent expansion ofy at Qj is 

y = ajx+ ajO + ail (I/x) + ... , 

where the higher-order coefficients ajj are irrelevant. In particular, we conclude 
that y - ajx is the unique linear function of x and y that has no pole at Qj. 

For h(X,Y) E k[X,Y], we put h* := h(x,y) E K. If degh = e, we can write 

e 

h(X,Y) = LhiX,Y), 
j=O 
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where hj is homogeneous of degree j and he i= O. Fix an index i. If vQj(h;) = -e, 
then vQ/h·) = -e because vQ/hj) ~ -j for all j. Thus, if VQj(h·) > -e, we 
conclude that he is divisible by Y - ajX. 

It follows that all poles of h are of order less than e if and only if he is divisible 
by the d distinct linear fonns Y - ajx, I ::; i ::; d. This holds in particular for 
h = J(X, Y) and e = d, because J. = 0, whence J; is a sum of polynomials of 
degree less than d. We conclude that 

for some scalar a. 

d 

Jd(X,y):= a TI(Y - ajX) 
j=1 

If now, by way of contradiction, h has degree e but all poles of h* are of order 
less than e, we get he = u(X, y)Jd for some homogeneous u of degree e - d, but 
then 

h(X, Y) := h(X, Y) - u(X, y)J(X, Y) 

has degree less than e and h· = h· because j. = O. This violates our definition of 
degree and completes the proof. 0 

Corollary 4.5.20. With the above notation, C{V) ~ k[V]. and 

L([w(V)]) = C{V) nk[V]d_3· 

In particular, a differential form W is regular if and only if it is of the form 

w = p(x,.,y) dx, 
fy 

where p(x,y) is an adjoint polynomial of degree at most d - 3. 

Proof From the definitions, we see that 

C(V) = n{Cp(Y) I P E IPk(x)and vp(x) ~ O}. 

Thus, (4.5.18) implies that C(V) ~ k[V]. 
By (4.5.16) and the definitions, L([W(V)]) ~ C(V). Since w(V) vanishes to 

order exactly d - 3 at each point at infinity, every element u E L([w(V)]) has 
poles of order at most d - 3, and therefore degree at most d - 3 by (4.5.19). 0 

From (4.5.20) we see that the binomial coefficient in the genus formula (4.5.16) 
is no accident. Namely, since there are no polynomial relations on x and y of 
degree less than d, dimk[V]d_3 = (d21). On the other hand, since the dimension 
of L([w(V)]) is g, we see from the genus formula that o(V)j2 is the dimension of 
the space of linear constraints imposed by the adjoint conditions on the space of 
polynomials of degree d - 3. This is a version of the so-called Gorenstein relations 
[9]. However, there is more to be said. 
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Theorem 4.5.21. Let V be a plane curve with generic coordinates. Then 

dim,,{R{V)/k[V]) = dim,,{k[Vl/C{V)) = ~c5{V). 

Moreover, k[V] = k[V]d_3 +C(V). 

Proof. Put L := L«d - 3)[.]). This is the space of functions that are regular in 
the finite plane and have poles of order at most d - 3. Thus, L s R(V), and since 
we have generic coordinates, Lnk[V] = k[V]d_3 by (4.5. 19}. 

Note that deg({d - 3)[.]) = d(d - 3) = 2g - 2+ c5(V). If c5{V) = 0, we have 
C(V) =k[V] =R(V), so we may as well assume that c5(V) > 0, and thus (d -3)[.] 
is nonspecial. 

By (4.5.20), we have L([o>(V)]) = LnC(V), and therefore, as discussed above, 
(4.5.16) yields 

(*) c5~) = dim"k[V]d_3/(k[V]d_3 nC(V)) = dim,,(k[V]d_3 +C{V))/C(V) 

$ dim"k[VI!C(V) , 

with equality if and only if k[V] = k[V]d_3 +C(V). 
From the Riemann-Roch theorem and (4.5.16) we have 

. (d - 1) c5{V) dlm"L=d{d-3)-g+ 1 = 2 + -2-- 1 

. c5{V) = dIm" (k[V]d_3) + -2- -1, 

because (d - 3)[.] is nonspecial. Since Lnk[V] = k[V]d_3' we get 

c5~) -1 = dim,,(L/(Lnk[V]) = dim,,(L+k[V])/k[V] 

$ dim"R(V)/k[V] , 

with equality if and only if R(V) = L + k[V]. In fact, we claim that L + k[V] is a 
proper subspace of R{V). Namely, consider the k-Iinear functional 

, 
Jl{h):= LResQ.(ho», 

;=1 I 

where co := o>{V) has poles {Ql"" I Q,}. For hE L, hco is regular at infinity by 
(4.5.16) and the definition of L, and has finite poles only at the poles of 0>. Thus, 
Jllr. = 0 by the residue theorem (2.5.4). 

For h E k[V] we have 

h 
trKI"(~) /y E k[x] 
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by (3.3.9), where l(x,y) is the dehomogenized defining polynomial of V as 
before. Therefore, another application of the residue theorem gives 

Res..tr </i(') (;,) dx = 0, 

where 00 is the unique infinite prime of k(x). Now the trace formula (3.1.5) 
together with a final application of the residue theorem yields 

/J(h) = - L ResQ(hco) = Res .. trK/k(x) (;) dx = O. 
QI" )Y 

We have shown that /J vanishes on L + k[V1, but by the strong approximation 
theorem (2.2.13) there is an element hE R(V) such that hco has a simple pole at Q1 
and is regular at Q; for i > I, whence /J(h) i= O. We conclude that L+ k[V1 S;; R(V), 
and therefore (**) yields 

dimk(R(V)/k[Vj) ~ c5~). 
Comparing with (*), we see that to complete the proof, it will suffice to show that 

dimk(R(V)/C(V)) :$ c5(V). 

For any divisor D, define 

I(D) := {u E R(V) I [u1o ~ D}. 

If t is a local parameter at Q and VQ(D) = e, the map 7}(u) = t-eu+ Q defines 
a k-linear map 7} : I(D) -+ (J Q/Q = k with ker7} = I(D + Q). It follows that 
dimkl(D+Q) :$ dimkl(D) + 1 for any divisor D. 

Now, if we choose a chain of divisors 

0= Do :$ Dl :$ ... :$ D8(V) = a(V), 

where degD; = i, we get a corresponding chain of ideals 

R(V) = 1(0) ;2/(D1) ;2 ... ;2/(D8(V») = C{V), 

and (* * *) follows. 

4.6 Exercises 

o 

Exercise 4.1. Let • = (l,x,y) : PK -+ V be a generic projective map and let 
P E IPk(x) be finite. 

(i) Let Rp denote the integral closure of (Jp in K, as in (3.3.10). Show that 
Rp is the localization of R(V) at the set of prime divisors of Pin K. [Hint: 
(2.2.13).] 

(ii) Prove that C(V) is the largest ideal of R(V) contained in k[v1. 
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Exercise 4.2. Let k be algebraically closed with char(k) =1= 2 and suppose that 
K = k(x,y) where y. = f(x) for some square-free polynomial f(X) of degree d. 

(i) If d = 2m is even, show that after a change of variable 

i= l/(x-a), y=y/(x-a)m 
\ 

for suitable a, we have y2 = I(i), where I is square-free of degree d - 1. 
Changing notation, we may assume that d is odd. Replacing x by an additive 
translate if necessary, assume in addition that f(O) =1= O. 

(ii) Show that the map 4J := (l,x,y) is nonsingular in the finite plane and 
singular at infinity for d ~ 4. 

(iii) Show that the change of variable i := x/y, y = I/y yields a generic 
projective map ~ = (1 ,i,y) with defining equation 

g(i,y) := '1-2 - f(i/Y)yd, 

and that ~ is singular at exactly one point Q E IPK' namely where ~(Q) = 
(1 : 0 : 0). 

(iv) Show that VQ(i) = d - 2, vQ(y) = d, vQ(dy) = d - 1, and VQ(Kf) = 
(d - l)(d - 2). 

(v) Compute c5(V) and then gK using (4.5.16). Compare with (3.6.3). 

Exercise 4.3. Let k be algebraically closed of characteristic 2 and let K = k(x,y) 
with y. + y = x2g+1 for some positive integer g. Show that K has exactly one 
Weierstrass point of weight (g - I )g(g + I). 

Exercise 4.4. Let ko be a subfield of an algebraically closed field k. If f E 
ko[Xo,Xp X2] is homogeneous and irreducible over k, we say that V := V(f) is 
defined over ko. Let K:= key) with natural map 4J := (l,x,y). Let Ko:= ko(x,y). 
We say that a point (a : b : c) E 1P2 is defined over ko if {A.a, A.b, A.c} ~ ko for some 
nonzero A. E k. Show that if a point P E IPK is defined over ko (see (3.2.7» then 
4J(P) is defined over leo· Conversely, if 4J is nonsingular at P and 4J(P) is defined 
over ko' show that P is defined over ko. 

Exercise 4.5. Let q be a power of a prime p, let k be algebraically closed of 
characteristic p, and let V = V(xt l +Xr+1 +Xtl) with natural map 4J. Prove 
the following: 

(i) V is nonsingular. The dual curve V has the same defining equation as V, but 
the map ~ of (4.5.11) is not birational. 

(ii) Identify the points of K with their images under 4J. Then 

[4J] = L (0: I : b). 
bq+l=-I 
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(iii) As usual. put x := XI/Xo and y := X2/Xo. then 

[yJo= L (l:a:O), and 
a'I+I=-1 

[dxJ = q[yJo - 2[tPJ· 
(iv) The matrix of Hasse derivatives with respect to x is 

r~ 0 0 O. "J 
~ -(X~y)q ~ ::: Diq~(y) ::: . 

[Hint: Apply Df) to the defining equation and use Exercise 1.13.] 

(v) The order sequence of tP is 0, 1, q and the Wronskian is 

W.t(tP) = Diq)(y) = y~i+;2 
(vi) There are exactly q3 - q points in the finite plane that are defined over 

GF(q), and they are just the zeros ofw :=yrf'_xy92. 

(vii) Each point at infinity is defined over GF(i) and is a pole of w of order 
i - q. The zeros of w are all simple. [Hint: Let u := l/x and v:= y/x.J 

(viii) For any point P we have q ~ j2(P) ~ q + 1. Every Weierstrass point of tP 
has weight 1. [Hint: (4.4.21).J 

(ix) The Weierstrass divisor is R, = [wJo + [tPl. the sum of all GF(q2)-rational 
points ofV. 

(x) For q = 3, tP is the canonical map and V is nonclassical. The Weierstrass 
gap sequence is 1,2,4. 

Exercise 4.6. Let tP := (tPo, ... , tPn) be an effective projective map that is normal­
ized at P and letJ ( tP )( P) = Ut, ... , j~}. Choose a local parameter t at P and let 
hi/P} be the scalars defined in (4.4.6). Show that the equation of the osculating 
hyperplane at P is 

Xo hoo(P) hOj~ (P) hOj~_, (P) 
XI hlO(P) hi" (P) hli' (P) 

det h n-I =0. 

Xn hnO(P) hnj~ (P) ... I hnl. (P) 
n-I 

[Hint: Use (4.4.13).J 



5 
Zeta Functions 

In this chapter the ground field k will be finite of characteristic p and order q : = pr, 
and therefore, of course, perfect. We are interested in counting the number of 
points of a function field K/k and all its scalar extensions, but for reasons that 
wiII be evident shortly, we consider instead the related quantity 

aK(n):= I{D E Div(K) I D ~ 0 and degD = n}l, 

which, as we wiII show, is finite; and we define 

.. 
ZK(t):= LaK(n)t". 

11=0 

Note that aK(I) is the number of points of K. As we will see below, ZK(t) has 
radius of convergence 1/ q in the complex plane and so defines an analytic func­
tion there, called the zeta function of K, for the following reason. Given any 
nonnegative divisor D, define the absolute norm N (D) : = tleg D, and put 

'K(S):= L N(D)-s. 
D~O 

The function 'K bears an obvious resemblance to the classical Riemann zeta 
function, and we have 

.. 
'K(s) = L aK(n)q-IIS = ZK(q-S). 

11=0 
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In fact, the resemblance is more than superficial. We will show that 'K(s) has an 
Euler product representation 

'K(s) = n (I_N(P)-S)-l 
PEIPK 

and satisfies the functional equation 

'K(I-s) = N(C)s-I/2'K(S), 

where N(C) = q2gC 2 is the absolute norm of the canonical class. Unlike the 
Riemann zeta function, however, ZK(t) turns out to be a rational function 

LK(t) 
ZK(t) = (l-t)(l-qt)' 

where LK{t) is a polynomial of degree 2gK. The main goal of this chapter is to 
prove that the roots of L{t) are of absolute value q-l/2, which is equivalent to the 
statement that the zeroes of 'K{s) lie on the line 9t(s) = !. This is of course the 
analogue of the classical Riemann Hypothesis, and was first proved by Weil [23]. 
Our proof is due to Stohr-Voloch [19] and Bombieri [2]. As a consequence, we 
get a very powerful estimate for the number of points of K: 

5.1 The Euler Product 

We denote by kr the unique extension of k of degree r (see (A.O.l9», and for a 
function field K/k we write Kr for the unique scalar extension kr ®k K of K of 
degree r (see Section 3.2). 

Let P E lPK. If we choose a subfield k(x) ~ K with IK : k{x) I = m, then 
degP $ m deg{Pnk(x)), so a prime divisor of K of degree at most n divides an 
irreducible polynomial of k(x) of degree at most mn. Moreover, at most m distinct 
primes P can divide the same irreducible polynomial. Since there are only finitely 
many irreducible polynomials of degree at most mn, it follows that there are only 
finitely many prime divisors of K of degree at most n. In particular, the infinite 
product 

(5.1.1) ZK(t):= n (l_tdegP)-1 
PEIPK 

makes sense as a formal product of formal power series, and the coefficient of t n 

is 

aK(n) := I{D E Div(K) I D ~ 0 and degD = n }I. 
Moreover, if 8 is an rlh root of unity in the complex plane, the infinite product 

n (I - (8t)degPrl 
PEPK 

also makes sense as a formal product. Here the coefficient of t n is a finite integral 
combination of rib roots of unity. We will shortly prove that (5.1.1) in fact has 
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positive radius of convergence r = q-I in the complex plane. First, however, we 
obtain an important relationship between ZK (t) and ZK" (t), where Kn is the unique 
scalar extension of K of degree n. We need the following polynomial identity. 

Lemma 5.1.2. Let d and n be positive integers. Then 

(I_~d/(n,d»)(n,d) = n 1- (9t)d, 
9"=1 

where (n,d) := gcd(n,d) and the product is over all complex nih roots o/unity. 

Proof. The basic identity is 

(5.1.3) I - tn = n I - 9t. 
9"=1 

If 9 is a primitive nth root of unity, then J.l. := 9d is a primitive n/(n,d)1h root of 
unity, and we have 

Given a primeP of K and a divisor Q of P in Kn, we have e(QIP) = I by (3.2.3). 
Let d:= degP. Then Fp is the unique extension of k of degree d, and by (3.2.3) 
it follows that FQ = Fpkn. Since kn n Fp is the unique extension of k of degree 
(n,d), we get degQ = !FQ : knl = IFp : k(n,d) I = d/(n,d) and /(QIP) = n/(n,d). 
Furthermore, if the number of primes Q dividing P is r, then n = rn/(n,d) by 
(2.1.17), so r = (n,d). Now using the lemma we get 

n (l_tndegQ)=(I_tnd/(n,d»(n,d) = n 1-(9t)d. 
Q:QIP 9"=1 

This implies that 

ZK.(tn ) = n n (l_tndegQ)-1 = n n (1- (9t)degP)-1 
pePK Q:QIP perK 9"=1 

= n ZK(9t). 
(5.1.4) 

9"=1 

Equation (5.1.4) is quite powerful, but to use it, we first need to show thatZK(t) 
is a rational function. The Riemann-Roch theorem says that for large n, every 
divisor class of degree n contains a nonnegative divisor. Since aK(n) is finite, it 
follows that there are only finitely many divisor classes of degree n for large n. 
But the divisor classes of degree n form a coset of the degree-zero subgroup, J (K), 
of the divisor class group. We conclude that hK := IJ(K) I < 00. The integer hK is 
called the class number of K. We will drop the subscript when there is no danger 
of confusion. 

The next issue that arises is that the degree map may not be surjective. We will 
prove shortly that it is, but for the time being we let r denote the index of the 
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degree map in Z. So the number of divisor classes of degree n is zero unless r I n, 
in which case it is equal to the class number h. 

Finally, we count the number of nonnegative divisors in a divisor class. Since 
x E L(D) iff D + [x] ~ 0 and since [x] = [ax] for any nonzero scalar a, the 
number of nonnegative divisors linearly equivalent to D is just the number of 
I-dimensional subspaces of L(D). Namely, we have 

I(d) -1 
I{D' E biD' ~ O}I = q l' q-

(5.1.5) 

where b denotes the divisor class of D and I{D) := dimL{D). Since we have 
dimL(D) = n - g + I for n ~ 2g - 1 by Riemann-Roch, we have proved 

Lemma 5.1.6. Let K be a function field over a finite field k of order q. Then the 
Jacobian of K has finite order h. and if r denotes the index of the image of the 
degree map Div(K) -+ Z. then for n ~ 2g - I we have 

- ifrln, o {h q"-8+ 1- 1 

a{n) = 0 q-I 
otherwise. 

It follows that ZK(t) is a rational function. Namely, 

ZK(t) = L aK{nr)tllr + L 
IIr~2g-2 IIr~2g-1 

qllr-g+1 -1 
h tllr 

q-l 

(5.1.7) 
I-g I 

=F(t)+h-q - L (qt)lIr-h- L tllr 
q-Illr~2g_1 q-I IIr~2g-1 

_ L(t) 
- (1-(qtY)(I-t r)' 

where F(t) and L(t) are polynomials. 

Theorem 5.1.S. Let K be a junction field over a finite field k of order q. Then the 
degree map deg : Div{K) -+ Z is onto. 1 Thus, 

(5.1.9) 

for some polynomial LK(t). 

Proof. Let r be the index of the image of the degree map as in (5.1.7) above. We 
have ZK(8t) = ZK(t) for 8 an,.tll root of unity, so (5.1.4) becomes 

(*) ZK,(tr) =ZK{t)'. 

There are infinitely many prime divisors of K, because at least one prime of K 
divides each prime of k(x) and there are infinitely many prime divisors of k(x). 
This implies that infinitely many coefficients in the power series expansion of 

lin general, the degree map is not onto. See Exercise 5.3. 
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ZK(t) around t = 0 are positive. Since all coefficients are nonnegative, ZK(t) di­
verges at t = I, and therefore ZK(t) has at least one pole in the unit disk. By (*) 
ZK,W) has a pole of order at least r. On the other hand, (5.1.7) shows that all 
poles of ZK(t) are simple, and therefore the poles of ZK,(tr ) are simple as well. 
We conclude that r = 1. 0 

5.2 The Functional Equation 

Now that we know the degree map is onto, the formula for a(n) is simplified, and 
we can prove 

Theorem S.2.1. Let K be a junction field over a finite field k of order q. Then 
LK(I) = hK. Moreover, the zeta junction satisfies the functional equation 

Proof. For g = 0 we have h = I and I(D) = degD + I for all D ~ 0, whence 

.. tf+1 -I I (q 1- ) 
ZK(t) = L tn = - -- - -

n=O q-I q-I I-qt I-t 
I 

- (I-qt)(l-t)' 

and the theorem is easily verified in this case. For g > 0 we let fJ denote the divisor 
class of D. and we let.5':= {fJ I 0:::; degD:::; 2g - 2}. Then 

J(O) _ 1 .. ,.II-g+1 - I 
ZK(t) = L q tdeg[) + L h'l tn 

[)eY q -I n=2g-1 q - I 

(5.2.2) 
I - h I-g .. h" 

= - L t/(O)tdcgO + -q- L tftn - - L tn 
q-I [)ey q-I n=2g-1 q-I n=O 

= _1_ L t/(O)tdcg[) + _h_ (qlt21- 1 __ 1_). 
q - I [)eY q - 1 I - qt I - t 

Using LK(t) = (1- t)(l- qt)ZK(t). (5.2.2) yields LK(I) = h. 
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We verify the functional equatiown for the sum over the low-degree divisors 
using the full strength of the Riemann-Roch theorem: 

L t/(D) (qt)-dcgD = L qdcgD-g+I+/(C-D)(qt)-dcgD 
DES' DES' 

= (qt)2-2g L qdcgD-g+I+/(C-D) (qt)dcg(C-D) 
C-DES' 

= (qt)2-2g L qdcgD+dcg(C-D)-g+I+I(C-D)tdcg(C-D) 

C-DES' 

= (qt)2-2g L tf-1+1(D)tdegD 
DES' 

= ql-gt2- 2g L ql(D)tdegD , 
DES' 

where C is a canonical divisor, and we have used the fact that as D ranges over all 
nonnegative divisors of degree at most 2g - 2, so does C - D. We therefore have 

Z (~) = _1_ ~ ql(D) (qt)-degD + _h_ (Q'(qt)I-2g __ 1_) 
x qt q - 1 D~ q - I 1 - ..i 1 - 1. 

~ --ql-gt2- 2g h (qt qI-gt2-2g) 
= L ql(D)tdegD + -- -- - ..:.....-:---

q - 1 DES' q - 1 I - qt 1 - t 

= qI-gt2-2g (_1_ L t/(D)tdegD + _h_ (Q't2g- 1 __ 1_)) 
q - 1 DES' q - 1 1 - qt 1 - t 

= qI-gt2-2gZX(t). 0 

Making the substitution t = q-S, we immediately get 

Corollary 5.2.3. IfC is the canonical class. then 

(x(s) =N(Cy-I/2{x(1-s). 0 

For the numerator of the zeta function, we have 

Corollary 5.2.4. Lx (t) satisfies the functional equation 

Lx(t) =tft2gLx (;t)· 

In particular, degLx(t) = 2g and if Lx(t) = r:!oa/. then 

a2g- i = tf-i ai for all i. 

Proof. The functional equation for Lx{t) follows easily from (5.1.9) and the 
functional equation for Zx(t). From it we get 

n n n 

La/ = tft2g Lai(qt)-i = Laitf-it2g-i. 
i=O i=O i=O 
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This implies that n = 2g and that a j q8-j = a2g_ j for all i. o 

Corollary 5.2.5. There exist algebraic integers { ai' ... , ~g} such that 

2g 

LK{t) = TI{l-a;t) 
j=1 

and aj~g_j+ 1 = q for 1 :5 i :5 g. 

Proof. From (5.1.9) we have LK{t) = (I - t)(1 - qt)ZK{t). It follows that LK{t) 
has integer coefficients and constant tenn equal to 1. By (5.2.4) the leading coef­
ficient of LK{t) is qg. Thus, the reciprocal polynomial is monic with constant term 
qg, so we can write LK{t) = II;!l (l- a;t) where the a j are algebraic integers and 
II;! 1 a j = q8. Now the functional equation yields 

This means that every a j is equal to some q/aj • The problem is that we might 
have i = j, that is, al = q. However, since degL{t) is even, the total number of 
such a j is even, and since the product of all the a j is positive, the number of a j 

equal to -vq is even, and therefore so is the number equal to +vq. This implies 
that notation can be chosen so that aj~g_i+1 = q for all i. 0 

Corollary 5.2.6. Let LK{t) = TI;!I (I - a;t). Then LKn (t) = TI;!l (l- ait ). 

Proof. This is straightforward using (5.1.4) and the identity (5.1.3). 0 

5.3 The Riemann Hypothesis 

We now prove that the zeros of ZK{t) have absolute value q-l/2. Note that Iq-SI = 
q-9t(s), so we are proving that the zeros of 'K{s) all lie on the line 9t{s) = !. 
Corollary 5.3.1. The Riemann Hypothesis holds for K if and only if it holds for 
some scalar extension Kn. 

Proof. Since the zeros of ZKn (t) are just the nth powers of the zeros of ZK{t) by 
(5.2.6), we have lal = ql/2 if and only if lanl = q"/2. 0 
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We next compute the logarithmic derivative of ZK{t): 

(5.3.2) 

!t'. t '= Z~{t) = ~ -a; + _1_ + _q_ 
K()' ZK{t) ;~I-a;t I-t l-qt 

= n~ [ 1 + tf+ 1 - ~ ar+ 1 ] tn. 

Equating constant terms, we have 

(5.3.3) 

More generally, define 

2g 
aK{I)=I+q- Laj • 

;=1 

2g 
bK{n) := 1 +qn - L ai. 

;=1 

From (5.2.6) we have bK{n) = aKJ1). Summarizing all of this, we have proved 

Theorem 5.3.4. Let K be a function field over a finite field k of order q, and let 

2g 

Then 

LK{t) = II(1- a;t). 
;=1 

Z' (t) 1 1 2g a. 00 

ZK() = -1 -+-1- - L -1 -'- = LbK(n+ l)tn, 
K t - t - qt ;= 1 - a;t n=O 

2g 
where bK(n) = aK.(I) = 1 +tf - L af, 

;=1 
o 

Define 2'K(t) := Z~(t)/ZK{t). Then it follows that the Riemann Hypothesis is 
equivalent to an apparently weaker inequality: 

Corollary 5.3.5. With notation as above, the following statements are equivalent: 

1. lail = ql/2 for all i. 

2. There exist constants Co, C1 such that laK) 1 ) _qnl ::; Co +C1if/2 for almost 
all positive integers n. 

3. The radius of convergence of 2'K{t) - -q- is at least q-I/2. 
l-qt 

Proof It is obvious that 1) implies 2). Assuming 2) and using aK. (1) = bK(n), 
we get 
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for some polynomial !(t), and 3) follows. From (5.3.4) it is immediate that the 
radius of convergence of .5fK {t) - -1 q is min;lail- I . Thus, assuming 3) we 

-qt 
have lajl :5 ql/2 for all i. However, since aj~g_i+1 = q by (5.2.5), we see that 3) 
implies 1). 0 

Our approach to proving the Riemann Hypothesis for K will be to count the 
points of Kn for all sufficiently large n and show that 2) holds above. We re­
fer to points of Kn as "kn-rational points." The key upper bound is provided 
by the Stohr-Voloch theorem (4.4.24). Then a Galois-theoretic argument due to 
Bombieri [2] converts the upper bound to a lower bound. 

Before proceeding further, we need to discuss the Frobenius map. Let k denote 
the algebraic closure of k. Recall that by (3.2.5), K := k®k K is a field, whose full 
field of constants is obviously k. By (3.2.6) the points of Kn can be identified with 
the points of K that are defined over kn for any positive integer n. 

Let fo : K -+ K be the qth-power map, where Ikl = q, and let f = fK := 1 ® fo : 
K -+ K. The map f is an isomorphism ofK into itself which is called the Frobenius 
map. Note that because K is defined over k, f is the identity on scalars. If we extend 
scalars to kn, we have Kn = K, and the resulting Frobenius map is obviously just 
fn. We let f act on the points of K as defined in Section 3.5. Recall that if P is a 
point of K and x E K, then x{P) denotes the residue class of x mod P. 

There is some subtlety involved in the definition of f. Note that there is an 
obvious action of Gal{k/k) on K via G f-+ G® 1, which works over any field k. In 
particular, the usual Frobenius automorphism of k acts on K this way, but this is 
not the map f defined above. Also note that f is different from the qth_power map. 

Lemma 5.3.6. Letf = fK be the Frobenius map and let Q E IPK• Then QI = Q if 
and only if Q is defined over k. 

Proof. Let x E "QnK. By definition, we havex{QI) = f(x)(Q) =x{Q)q. It fol­
lows that if QI = Q, then x(Q) E k for all x E "Q n K. Putting P := Q n K, this 
means that degP = 1, and hence Q is defined over k. Conversely, suppose that P 
is a point of K. Since f(x) = ~ for all x E K, it follows that f- I (Up) = Op, and 
thus pI = P. Since P is a point, (3.2.6) implies that Q is the unique point of K 
containing P, and therefore QI = Q. 0 

We next consider a finite extension K' / k of K / k. 2 Then there is a natural inclu­
sion K ~ K'. Since fK' is the identity on scalars and restricts to the qth-power map 
on K', it agrees with fK on K. 

Suppose, in addition, that K' / K is Galois. Then every automorphism G E 
Gal{ K' / K) extends to an automorphism 1 ® G of K' = k ®k K' that is the iden­
tity on K. Since the 1 ® G are all distinct, we have IK' : KI ~ IK' : KI. However, 
if {up ... ,un } is a K-basis for K', then {I ®u p ... ,1 ®un } certainly spans 
K' /K, so that IK' : KI = IK' : KI. Thus, the map G f-+ 1 ® G is an isomorphism 

2Recall that the notation K' / k means that k is the full field of constants of K'. 
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Gal( K' I K) ~ Gal ( K' IK). By abuse of notation, we will identify these two groups 
in this way. This in fact identifies all the groups Gal (K~ I Kn ). 

Fix a positive integer n. Let Q be a point of K' dividing the point P of K such 
that P is defined over kn. In general, Q may not be defined over kn, so Qfn wiII be 
another point dividing P. By (3.5.1) we have Qfn = QU for some (1 E Gal(K'IK). 
We call (1 the Frobenius substitution at the point Q. Note that (1 depends on n. 

We are going to count all the points of K'lying over some kn-rational point ofK, 
counting separately those points with a given Frobenius substitution. Therefore, 
for function fields K'lk:2 Klk with Frobenius map f and an automorphism (1 E 

G:= Gal(K'IK) we define 

IPn(K'IK,(1) := {Q E 1PK' 1 e(QIQnK) = 1 and Qfn = QU}. 

Note that if Q E IPn(K' I K, (1) for some (1, then QnK is defined over kn by (5.3.6). 
Since only finitely many points ofK are defined over kn' the sets IPn(K' IK, (1) are 
finite, disjoint, and their union is the set of all points Q E IP K' such that Q n K is 
defined over kn and is unramified in K'. 

Put Pn(K' IK, (1) := IlPn(K'IK, (1)1. Since k is algebraically closed, the number 
of points Q E IP K' dividing a given P is IK' : KI by (2.1.17). Moreover, the total 
number of points P E IP K that are ramified in K' is finite by (2.4.9), regardless of 
the extension of k over which they are defined. It follows that 

1 L Pn(K'IK,C1) -IK': KlaK.(I)1 '.5: C' 
UEG 

for some constant C', or in other words, we have proved 

Lemma 5.3.7. With the above notation, there exists a constant C independent of 
n such that 

laKJ1) -I~I L PII(K'IK,(1)1 ~ C. 0 
UEG 

We are now ready for the main part of the proof. 

Lemma 5.3.8. With the above notation, suppose that 

Ikl = q = p2r > 4gi/(gKI - 1)2. 

Then Pm (K' I K, (1) ~ 1 + ~ + 2g K/~/2 for all (1 E G and all positive integers m. 

Proof. Fix C1 E G and a positive integer m, and put t := F(1-I, where f = fK is 
the Frobenius map. Then IP m (K' I K, (1) is just the set of fixed points of t on IP K' 

that are unramified over K. Note that t(K') = (K')q"', from which it follows that 
every fixed point of t is in fact a strong fixed point. It is also clear that t( ~) is not 
a scalar multiple of ~ for any nontrivial projective map ~. Thus. the hypotheses 
of (4.4.24) are satisfied. Since deg( t) = ~. the result now follows by applying 
(4.4.25) with n = prm = ~/2 . 0 

With (5.3.8) in hand. it is not difficult to complete the proof of the Riemann 
Hypothesis. 
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Theorem 5.3.9 (Weil). Let K be a function field over afinite field k of order q, and 
let LK{t) = n:!\ (I - ait) be the numerator of its zeta Junction. Then lail = ql/2 
for all i. 

Proof. Choose x E K so that K/k{x) is separable (see (2.4.6». The extension 
K/k(x) may not be nonnal, but there is a Galois extension K' /k(x) with K ~ K' 
by (A.0.12). The full field of constants /C of K' may be a finite extension of k, but 
using (5.3.1) to extend k to /C and change notation if necessary, we may assume 
that /C = k. We may further assume that q is large enough to satisfy the hypotheses 
of (5.3.8). 

Let G := Gal(K' /k(x)). Then K' / K is Galois with Galois group H := GK by 
(A.0.16). Let n be an arbitrary positive integer. Applying (5.3.7) to both extensions 
yields constants C and C1 such that 

(5.3.10) lakn (x)(I) -I~I L PII{K'/k{x),a)l:::; C, 
ClEG 

and 

laKn(l)-I~1 L PII(K'/K,a) :::;C1• 
ClEH 

(5.3.11) 

Note that trivially lakn (x){I)1 = if + 1. So (5.3.10) says that the average value 
of PII (K' / k(x) , a) over all a is about if. Since each term of this average is less 
than if plus a small amount by (5.3.8), it follows that each tenn is in fact close to 
if. More precisely, put d:= IK' : k(x)1 = IGI and g := gK" Then for each n and 
each a, (5.3.10) yields 

Pn{K' /k{x) , a) + {d - l)(if + 1 + 2gif/2) ~ L PII{K' /k{x) , -r) ~ d(if + 1 - C), 
tEG 

whence 

PII{K' /k{x) , a) ~ q" - (d - 1)( 1 + 2gif/2) +d - de. 

It follows that 

(5.3.12) 

for constants A and B independent of n. 
Note that for a E H, the sets IPII{K' /k{x) , a) and IPII {K' / K, a) are essentially 

the same, differing by at most a finite number of points (independent of n) that are 
ramified over k(x) but not over K. But now it follows from (5.3.11) and (5.3.12) 
that there exist constants A' and B' independent of n such that 

laKn (l)-ifl :::;A'+Itif/2 

for all n ~ I, and the theorem follows from (5.3.5). o 
The above argument is essentially identical to [2] and also appears in [16]. For 

a variant, see [17]. The immediate corollary of (5.3.9) is the following important 
estimate for the number of points: 
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Corollary 5.3.13 (Weil). Let K / k be a function field of genus g over a finite field 
k of order q. Then laK(I) - q - II $ 2gql/2. 0 

5.4 Exercises 

Exercise 5.1. Compute the zeta function of the function field of the elliptic curve 
r+y=x+ l/x over GF(2). 

Exercise 5.2. Let k:= GF(3) be the field with three elements. and let K:= k(x,y). 
where y2 = 2(xl- x)2 + 2. Show that K has no k-rational points. but the image of 
the map { 1 ,x, y} has one k-rational point. Explain. 

Exercise 5.3. Let k be the real numbers. and let K:= k(x,y). where y2 = -.0-
(x - 1)4. Show that every prime divisor of K has degree 2. Thus. K is a function 
field of genus I with no divisor of degree I. 

Exercise 5.4. Let k := GF(q) and let K := k(x,y). where ~+I + ~+I = -I (see 
Exercise 4.5). Show that the Weil upper bound (5.3.13) for the number of points 
of Kover GF(q2) is sharp. 

Exercise 5.5. Let k:= GF(P") and K/k be a function field of genus g with p ~ 
g ~ 3. Let N be the number of points of K. 

(i) Let. : JI» K -+ JPI-I be the canonical map. let f be the Frobenius map. and 
let jp ... ,jn be the f-orders of •. Show that jn = g - 2. [Hint: (4.4.9) and 
(4.4.22).] 

(ii) Assume that. is classical. Apply the Stohr-Voloch theorem (4.4.24) to 
conclude that 

N $ 2q+g(g-I). 

(iii) For what values of q and g is this bound better than the Weil upper bound 
(5.3.13)1 

Exercise 5.6. Let k:= GF(q). where q = fJ"'. and let n be a positive integer. In 
this exercise we obtain a direct proof of the Riemann Hypothesis for the Fermat 
curve 

V:= V{X3+Xf+X2') 

with function field K = k(x,y). where x" +y" = 1. Let E(n) := aK(I) -q-I be 
the error term. We will obtain a formula for E (n) in terms of roots of unity. 

(i) Show that gK = (n - I)(n - 2)/2. Thus. the Riemann Hypothesis asserts 
IE(n)1 $ (n-I)(n-2)ytq. 

(ii) Let d := gcd(m,n). Show that E(n) = E(d). In particular. E(n) = 0 when 
m and n are relatively prime. For the remainder of the exercise. we assume 
nlm. 



162 5. Zeta Functions 

(iii) By a character of a finite abelian group G we will mean a homomorphism 
X : G - ex. The characters of G take values in the roots of unity and form 
a group under pointwise multiplication. We will repeatedly use below the 
fact that the nth roots of unity sum to zero for any n > I. By convention, we 
extend characters of P. to all of k via x (0) := O. 
Let It' = {x" I x E kX}. and note that 0 ¢ It'. Let x E P. Show that 

I x(x) = {n if x E ~, 
%"=1 0 otherwise. 

Thus, we have 

I{(x,y) E k x k I x" +y" = I}I = 2n+ I I x. (u)X2(V) 

where 

11+>-1 %"=.=~ 
u,,~o 1 

= 2n+ I J(X.,X2)' 
%r=·=%~ 

J(X.,X2):= IX.(x)X2(I-x). 
xEA: 

(iv) Show that for X::j:.1 we haveJ(x, I) =-1. 

(v) Let ~ be a primitive pth root of unity and let 'r be the character of the 
additive group k+ defined by 

-r(x) = ~II./ko (x) , 

where ko:= GF(p). For any multiplicative character X, define 

g(X):= Ix(x)-r(x) . 

Show that 

(**) 

.reA: 

g(XI)g(X2) = I X.(U)X2(v-u)-r(v) + Ix. (U)X2(-U) 
~ u 
,,~o 

= I x. (V)X2(V)X. (w)X2(1 - w)-r(v) + Ix. (U)X2( -u) 
~ u 
,,~o 

=g(x X )J(X IX )+{X2(-I)(Q-I) ifXIX2.= I, 
I 2 I 2 0 otherwise. 

(vi) Show thatg(x) = X(-l)g(f) for all X. Conclude from (**) that Ig(x)1 = 
.;q for all X ::j:. I, and that IJ(XI,X2)1 = .;q for all XI ,X2 with X.X2 ::j:. 1. 
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(vii) Show that V has n points at infinity. Now use (*) to obtain 

E(n) = (n-I)(n-2) L J(XI'X2)' 
%, ""%2'" 
X,X2#! 

and the desired bound follows from (**). 



AppendixA 
Elementary Field Theory 

Many, if not most, of the results in this chapter are standard in an elemen­
tary course on field theory, but we include them here anyway for the sake of 
completeness. 

Recall that if K ~ K' are fields, then K' is naturally a K-vector space, and we 
say that K' / K is a finite extension when IK' : KI := dimK(K') is finite. Let K' / K 
be a finite extension with U E K', and let Mi{' /K(u) denote the K-Iinear trans­
formation K' - K' defined by x 1-+ ux. Then we define the trace and norm via 
trK'/K(u) := tr MK, /K(u) andNK'/K(u) :,;, detMK, /K(u). It is evident from this def­
inition that tr K' / K is a K -linear map from K' to K, and that N K' / K is a multiplicative 
homomorphism from K'* to K*. 

Lemma A.O.l. Suppose that K' / K is a finite extension of degree n, V is a K'­
vector space of dimension m, and A : V - V is a K' -linear transformation. Then 
V has dimension mn over K, and 

trK(A) = trK'/K(trK,(A», 

detK(A) = NK, /K(detK,(A». 

Proot Let {xJI ... ,x,.} be a K-basis for K' and let {eJl ... ,em } be aK'-basis for 
V. It is routine to verify that {x;ej 11 ~ i ~ n, 1 ~ j ~ m} is a K-basis for V. The 
matrix of A with respect to this basis has block form M(a iA), where Ae; = It a;tet 
for scalars au E K' and M(a) is the matrix of multiplication by a with respect to 
the basis {Xl' ... ,X,.}. 

The trace formula is now immediate. To get the determinant formula, reduce A 
to upper triangular block form by performing unimodular elementary row opera-
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tions over K'. which do not change the detenninant over either field. Then reduce 
each block separately by unimodular row operations over K. and the determinant 
formula follows by inspection. 0 

Taking V above to be a finite extension K" /K', we have the following corollary: 

Corollary A.O.2. Suppose that K ~ K' ~ K" are three fields. and IK" : KI < 00. 

Then 

IK" : KI = IK" : K'IIK' : KI, 

trK" /K = trK, /KotrK" /K" 

NK"/K =NK'/KoNK"/K" 0 

Corollary A.O.3. Let IK' : KI = n. and let u E K' with minimum polynomial 
f{X} := Xm + 'L'!'=r/ aiXi. Put k := IK' : K(u}l. then trK'/K{u) = kam_1 and 

NK'/K{u) =a~. 

Proof The point is that the characteristic polynomial of MK(u)/K(u) has de­
gree m = IK{u) : KI. has coefficients in K. and is satisfied by u. so it is 
equal to f{X}. Hence detMK(u)/K{u) = ao and trMK(u)/K(u) = am_I' It is triv-

ial that trK'/K(U)(u) = ku and NK'/K(u) = uk. Using (A.O.2) we have trK'/K{u) = 

trK(U)/K(ku} = kam_1 and NK'/K{u) = NK(u)/K{uk) = a~. 0 

The following lemma is often useful for computing the trace. 

Lemma A.O.4. Let IK' : KI = n and let u E K'. If the roots of the characteristic 
polynomial ofMK'/K(u) are u = up ... ,un and f(X) is a rational function with 
coefficients in K that is defined at each uit then 

n 

trK'/K(f(u» = Lf(uJ 
i=1 

Proof There exists an invertible matrix A with entries in some extension field 
of K such that U : = A -I M K' / K (u)A is upper triangular with u l' ... ,Un on the 

diagonal. Then p(U) = A-IMK'/K(P(u»A is an upper triangular matrix with 
p(uI), ... ,p(un) on the diagonal. for any polynomial p(X) E K[X]. Let f(X) =: 
g(X)/h(X) where g(X) and h(X) are relatively prime polynomials. Our assump­
tion is that h(ui) =f: 0 for all i. whence h(U) is invertible and h(U}-1 is also upper 
triangular with h(u l t I, ... , h(un)-I on the diagonal. We conclude that 

A-I MK'/K(f(u»A = g(U)h(U)-1 

is upper triangular with f(u l ), •. • ,/(un ) on the diagonal. and the result follows. 
o 

The trace map turns out to be particularly useful because we can use it to define 
a bilinear form: Given a finite extension K' / K. define 

(x,y)K'/K:= trK'/K(XY)' 
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We want to know when this fonn is nondegenerate. The answer involves the 
notion of separability. 

Recall that an element u algebraic over K is separable over K if its mini­
mum polynomial over K has distinct roots, and an extension K ~ K' of fields 
is separable if every element of K' is separable over K. 

Lemma A.O.S. Let K be a field. An irreducible polynomial f{X) E K[X] has 
a repeated root iff f{X) = g{XP) for some irreducible polynomial g{X), where 
p = char{K}. 

Proof. Over some extension field we have 

f(X} = n(X -a;}, 
j 

hence 

!' (X) = 2, f(X} . 
; X -a j 

If !' {X} :f:. 0, it follows that a j is a root of f' (X) iff it is a repeated root of f{X}, and 
that g{X} := gcd(f(X},!,{X» will be nonconstant iff f{X} has a repeated root. 
We conclude that the only wayan irreducible polynomial can have a repeated root 
is for!, {X} to be identically zero. This is easily seen to occur if and only if f(X) = 
g{XP} for some (necessarily irreducible) polynomial g, where p = char{K). 0 

Notice that if every coefficient of a polynomial g{X) E k[X} is a pm power in k, 
then g(XP} = gl (X)P for some polynomial gl' and therefore g is not irreducible. 
In general, the map x f-+ xP is an isomorphism of K into itself. We say that K is 
perfect if this map is onto, or if char(K) = O. Note that finite fields are perfect, 
because they are splitting fields of polynomials X rI' - X, and algebraically closed 
fields are certainly perfect. The following corollary is immediate. 

Corollary A.O.6. Suppose that K is perfect. Then every irreducible polynomial 
over K has distinct roots. 0 

If K' and L are extensions of K, we say that a map K' --+ L of fields is an 
embedding of K' / K into L if it restricts to the identity map on K. 

Lemma A.O.7. Let K' be an extension of K and let {O"I"'" O"n} be distinct em­
beddingsofK' /K into some extension ofK./f {a l , ... ,an} ~ K with IjajO"j{x) = 0 
for all x E K', then a j = 0 for all i. 

Proof. Proceeding by way of contradiction, assume that there is a non-trivial de­
pendence relation with notation chosen so that a j = 0 for i > m and aj :f:. 0 for 
i ~ m. We may further assume that m is minimal among all possible non-trivial 
dependence relations, and we note that m ~ 2. Choose u E K' with 0"1 (u) :f:. 0"2(u). 
Then for all x E K' we have 

m m 
0= 2,a j O"j{ux) = 2,aj O"j(u)O"j(x), 

;=1 ;=1 
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However, we also have 

m 

0= 0'1 (u) I,ajO'j(x). 
j=1 

Subtracting these two relations gives a shorter nontrivial dependence relation on 
the O'j' which is impossible. 0 

Theorem A.O.S. Let K' be a finite o!xtension of K. Then the following conditions 
are equivalent: 

1. K' is separable over K. 

2. K' = K(u l , •.• ,un), where each uj is separable over K. 

3. The number of distinct embeddings of K' / K into a fixed algebraic closure 
K of K is equal to IK' : KI. 

4. The trace-form (,) K' / K is nondegenerate. 

5. The trace trK'/K is nonzero. 

Proof 1 => 2: Trivial. 
2 => 3: This is a standard argument, the point being that given a root u of 

an irreducible polynomial f(X) in some extension K' of K, we can extend any 
embedding tP : K -+ K' to a (unique) map K[X]- K sending X to u. The kernel of 
this map is the ideal generated by f, so we have extended tP to an isomorphism tPu : 
K[Xl!(f) - K(u). Let i: K '-+ K' be the inclusion map. Then for any embedding 
tP : K -+ K and any root u of fin K the map tPa 0 (iu)-I : K(u) '-+ K is an extension 
of tP mapping u to u. If f is separable, then there are degf = IK(u) : KI distinct 
embeddings extending the identity map, because f has degf distinct roots. If v 
is a root of some other separable irreducible polynomial over K, then v is also 
separable over K(u), so we get IK(u, v) : K(u)1 distinct extensions of each of the 
embeddings of K(u). By an obvious induction argument, we have IK': KI distinct 
embeddings of K' / K into K. 

3 => 4: Let {ul,.",un} be a K-basis for K', and let {O'p"',O'n} be the 
distinct embeddings of K'/K into K. We claim that the matrix D:= (O'j(u)) 
is nonsingular. If not, there exist elements a j E K, not all zero, such that the 
K-Iinear transformation LjajO'j vanishes at uj for all j and therefore vanishes 
identically on K', contrary to (A.O.7). We conclude that D is nonsingular, hence 
so is liD = trK'/K(uju j ). as required. 

4 => S: Trivial. 
S => 1: If K' is not separable over K, then there exists an element u E K' \ K 

whose minimum polynomial, f(X), has a repeated root. By (A.O.S), char(K) = p 
and f(X) = g(XP) for some irreducible polynomial g(X). Let v = uP and E = 
K(v). Then u has minimum polynomial XP - v over E. Calculating with respect 
to the basis {I, U, u2, ... , up-I} and noting that tr E(u)/ E (1) = P = 0, it is easy to 
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check that trE(U)/E{uj) = 0 for all i, whence trE(U)/E == O. By repeated application 
of (A.O.2), trKIIK factors through trE(u)/E and is therefore zero. 0 

We say that K' / K is purely inseparable if char{K) = p > 0 and for every u E K' 
we have uq E K for some power q of p. In this case, u is a root of xq - a for some 
a E K, which factors over K{u) as (X - u)q, so u is the only root of its minimum 
polynomial. 

Corollary A.O.9. Let K' / K be finite. Then the set of all elements of K' separable 
over K form a subfield K; that is separable over K, and the extension K' / K; is 
purely inseparable. 

Proof. Since the subfield of K' -generated over K by any finite set of separable 
elements is separable over K by (A.O.8), the finiteness of IK' : KI implies that 
there is a maximal separable extension K;/ K consisting of all elements of K' 
separable over K. 

If u E K' \ K; with minimum polynomial f{X) over K;, then (A.O.S) yields 
f{X) = g{XP) for some irreducible polynomialg{X). which evidently is the min­
imum polynomial of v := up. If g is not linear, we may continue in this way, 
eventually obtaining f{X) = xq - a for some power q of p and some element 
aE K;. 0 

Corollary A.O.I0. Suppose that KI and K2 are subfields of K' with K := KI n K2 
and K' = K1K2. Assume further that KdK is finite and separable and K2/K 
is finite and purely inseparable. Then the natural map KI ®K K2 - K' is an 
isomorphism. 

Proof. The natural map is surjective because K' = KI~' To show that it is in­
jective, we proceed by way of contradiction, assuming that there are nonzero 
elements Xj E KI , Yj E ~ with 

n 

LXjYj=O, 
j=} 

and that we have chosen such a relation with n minimal. Then the Xj and Y j are 
separately linearly independent over K, or else n would not be minimal. There is a 
power q of p := char{K) with f! E K for all i. This implies that the x'! are linearly 

I I 
dependent over K, since the map x 1-+ ~ is a homomorphism. 

On the other hand. we have det{xJ ,Xj) = det{xj,xj)q #: 0, where (u, v) is the 
trace form on KI / K. This implies that the xJ are linearly independent over K. 0 

More generally, two subfields K} and K2 of a field K' whose intersection con­
tains K are said to be linearly disjoint over K if the natural map K} ®K K2 - K' is 
injective. Let {Xj liE I} and {Yj I j E J} be (possibly infinite) K-bases for Kl and 
K2, respectively. Then {x;®Yj liE I,j E J} is aK-basis for K} ®KK2 by standard 
properties of the tensor product. It follows that KI and K2 are linearly disjoint if 
and only if {XjYj liE I,j E J} is linearly independent over K, but this occurs if 
and only if {Xj liE I} is linearly independent over~. 
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Suppose that K. and K2 are linearly disjoint over K and that I is finite. Then 
the image of the natural map R := K. K2 is an integral domain that is finite­
dimensional over K2. Since K2 [Xl is a principal ideal domain, it follows that K2 [x] 
is a field for all x E R, and therefore R is a field. 

Now suppose, in addition, that E is an intermediate field K ~ E ~ K2• Let 
{u,II E L} be a K-basis for E and let {vm 1m E M} be an E-basis for K2• Then 
{u,vm II E L,m E M} is a K-basis for K2. It follows that {xju, / i E 1,1 E L} is 
linearly independent, and therefore K.E is a field. Moreover, {xjvm liE I,m EM} 
is linearly independent over E. We have proved 

Lemma A.O.ll. Suppose that K. and K2 are linearly disjoint over K. and IKI : KI 
is finite. Then K. ® K K2 is a field and 

IK. ®KK2: K21 = IK.: KI· 

If E is an intermediate field K ~ E ~ K2• then Kl and E are linearly disjoint over 
K. and K. E and K2 are linearly disjoint over E. 0 

We call an extension K' /K normal if K' = K(u., ... ,un). where the uj are all the 
roots of some polynomial f E K[X]. If K 2 K' is any algebraic closure of K. the uj 
are evidently permuted by all embeddings of K' / K into K. which therefore induce 
automorphisms of K' / K. We denote by Gal(K' / K) the group of automorphisms 
of K' fixing K elementwise. If K' / K is both normal and separable, we call it a 
Galois extension of K. 

Corollary A.O.12. Every finite separable extension is contained in a Galois 
extension. 

Proof Let K' = K(u., .. . , un), where the uj are separable over K. Adjoin the re­
maining roots, if any, of the minimum polynomial of each uj to K' and apply 
(A.O.8). 0 

Corollary A.O.13. A finite extension K' / K is Galois if and only if IK' : KI = 
IGal(K' /K)I. 

Proof Put G := Gal(K' /K). If K' /K is Galois. then there are /K' : K/ distinct 
embeddings of K' / K into some algebraic closure of K' by (A.O.8). As discussed 
above, these embeddings stabilize K', and thus we get IGI = IK' : KI. 

Conversely, (A.O.8) implies that K' /K is separable. Let K' = K(u 1,· •• , un) and 
define 

n 
f(X) := n n (X - (1(u;)). 

j=laEG 

The coefficients of f(X) are G-invariant, and therefore f E K[X]. Since all roots 
of f lie in K' and generate K' / K, we conclude that K' / K is normal. 0 

Lemma A.O.14. Let V be a vector space over an infinite field. and suppose that 
W. , ... , Wm are proper subs paces. Then V has a basis which is disjoint from any 
of the Wj. In particular; V is not the union of the Wj. 



170 AppendixA. Elementary Field Theory 

Proof. We proceed by induction on m, the result being vacuously true for m = O. 
Assume, then, that {vI' ... ' VII} is a basis such that 

vi ~ Wj for 1 $ i $ n and 1 $ j < m. 

If none of the vi lie in Wm, we are done. Otherwise, choose notation so that vi E Wm 
if and only if 1 $ i $ r. Since Wm is a proper subspace, we have r < n. Fix i $ r, 
and consider the set of vectors 

{ua:= vlI+av j I a E k}. 

None of the Ua lie in WII , because VII ~ Wm.1f {ua,up} ~ Wj for some j < m and 
some a ¥: 13, we get 

_ Ua - up 
vi - a _ 13 E Wi' 

But then VII = Ua - aVj E Wj , which is not the case. So there is at most one Ua in 
Wj for each j, and therefore we can choose ai E k such that uj := uaj ~ Wj for any 
j, because k is infinite. The desired basis is then {u I"'" Ur, vr+I'" ., VII}' 0 

Corollary A.O.lS. Suppose that K' is a finite extension of K such that there are 
only finitely many intermediate fields between K and K'. Then K' = K(u)for some 
element U E K'. 

Proof. If K is a finite field, then so is K'. Since there are at most n roots of the 
polynomial XII - 1 in K' for any n, the multiplicative group of nonzero elements 
of K' must be cyclic by the fundamental theorem of abelian groups. Taking U to 
be a generator, we have K' = K(u). If K is infinite, there is an element U E K' that 
does not lie in any proper subfield by (A.O.14), and thus K' = K(u). 0 

Theorem A.O.16 (Fundamental Theorem of Galois Theory). Let K' I K be a 
Galois extension with G := Gal(K' I K). For any intermediate field K ~ E ~ K', 
let GE := {g E G I g(u) = ufor all u E E}. Then K' lEis Galois with Gal(K' I E) = 
GE, and the map E -+ GE is a one-to-one inclusion-reversing correspondence be­
tween subfields of K' containing K and subgroups of G. Moreover. ElK is normal 
if and only if GE is a normal subgroup of G, in which case restriction induces a 
natural isomorphism GIGE :::: Gal(EIK}. 

Proof. If K' is normal (resp. separable) over K, it is also normal (resp. separable) 
over any intermediate field E. Hence K' lEis Galois, and there is an inclusion 
Gal(K' IE} ~ G with GE = Gal(K'IE}. Moreover, the map E -+ GE is clearly 
inclusion-reversing. Given a subgroup H ~ G, let EH be the subfield of K' ele­
mentwise fixed by H. Then H ~ GE • Since EGE ~ E, we get EGE = E by (A.O.13). 
Thus, the map E -+ GE is one-to-one. 

In particular, there are only finitely many intermediate fields between EH and 
K' for any subgroup H ~ G. By (A.O.15), K' = EH(u} for some u E K'. However, 
the polynomial 

II (X - a(u)) 
aeH 
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has degree IHI and coeficients in EH, whence IK' : EH I :::; IHI. Since H ~ GEH , we 
get H = GE by (A.O.l3). Thus, the map E --+ GE is a one-to-one correspondence, 

H 
as asserted. 

If ElK is nonnal, restriction yields a natural map G --+ Gal (ElK) whose kernel 
is GE • Since the image of this map has order 

IGI IK':KI 
IGEI = IK':EI =IE:KI, 

it induces a natural isomorphism GIGE ~ Gal(EIK) by (A.O.13). 
Conversely, suppose that His nonnal in G, and U E EH• Then for any g E G and 

hE H we have hg(u) = gg-Ihg(u) = ghl(u) = g(u), where hi := g-Ihg. This 
means that g(u) E EH, and it follows immediately that EHIK is normal. 0 

Corollary A.O.17. Suppose that K' is a finite separable extension of K. Then 
K' = K(u)for some u E K'. 

Proof Since K' is contained in a Galois extension K" of K by (A.O.12), there 
are only finitely many intermediate fields between K' and K by (A.O.16), and the 
result follows from (A.O.15). 0 

When K' I K is Galois, the trace and norm have particularly nice expressions: 

Lemma A.O.lS. Let K' I K be a Galois extension with G := Gal(K' I K), and let 
u E K'. Then 

trK'IK(U) = L <1(u), 
aEG 

NK'IK(u) = n <1(u). 
aEG 

Proof Let H := GK(u) = Gal(K' /K(u)) and let {xl'"" ,xm } be a set of coset 
representatives for H in G. Then the set {XI (u), ... ,xm(u)} is the set of dis­
tinct G-conjugates of u and is therefore the set of distinct roots of the minimum 
polynomial f(X) of u over K. Put f(X) = L~OajXi, and consider the polynomial 

m m n (X -<1(u)) = n n (X -Xj<1(u)) = n(X -Xj(u»h = f(X)\ 
aEG j=l aEH j=l 

where h = IHI = IK': K(u)l. It follows that 

L <1(u) = ham_I> and 
aEG 

The result now follows from (A.O.3). 

n <1(u) = cfo· 
aEG 

o 
The case that K is a finite field deserves special mention. The point here is 

that K must have characteristic p > 0, so it is a finite extension of the prime field 
Fp of order p. In particular, IKI = pft for some integer n, so the multiplicative 
group of K has order pft - I. It follows that every nonzero element of K satisfies 
the polynomial Xpft-l -I, and hence K is the splitting field of XrI' -X over Fp. 
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Conversely, the polynomial Xpm - X is separable for all m. If u and v are roots, 
then so are u + v and uv since we are in characteristic p. Thus, the roots form a field 
of order p"', so there is a unique finite field Fq of order q = p'" for any m > O. All 
of these fields are contained in Fp, the algebraic closure of Fp. Indeed, F pi' is just 
the subfield of Fp fixed by.n, where .(x) := xP is the Frobenius automorphism of 
Fp. In particular, if n I m, then F pi' ~ F pm' Conversely, if IFq' : Fq I = r, then q' = q'. 
Summarizing all of this, we have 

Theorem A.O.19. Let p be a prime integer and n any nonnegative integer. There 
exists a uniqueJiniteJield Fq oforderq = pn, and it is the splittingJield ofXpft -X 
over the prime Jield Fp of order p. We have F pi' ~ F pm if and only ifni m, in which 
case the extension is Galois with cyclic Galois group of order min generated by 
the nth power of the Frobenius map: a(x) := xfJ". 0 

We tum now from the algebraic case to the transcendental case. Let A be a k­
algebra. We say that a l ,a2, ... ,an E A are algebraically dependent (over k) if there 
exists a nonzero polynomial f E k[XI'""XnJ such that f(al' ... ,an) = 0, and 
algebraically independent otherwise. In particular, an element a is transcendental 
over k iff {a} is algebraically independent. 

Now suppose that K is an extension field of k. For any subset S ~ K, let k(S) 
be the subfield of K consisting of all elements of K algebraic over k(S). We say 
that S satisfies a minimal dependence relation if S is algebraically dependent, but 
every proper subset of S is algebraically independent. In this case, if lSI = n + I, 
we have a polynomial f E k[XO,Xl , ••• ,XnJ with f(so,sl"" ,sn) = O. If m is the 
highest power of Xo that appears in any monomial of f, we can write 

m 

f(so,sl"" ,sn) = 2, g/sl ,s2"" ,sn)sh = 0, 
j=O 

where gj E k[Xl"" ,XnJ. Since {sl's2"" ,sn} is algebraically independent, the 
above identity specializes to a nonzero polynomial over k(sl"" ,sn) satisfied by 
so' The same argument holds for any Sit so we have proved 

Lemma A.O.20. Suppose that S ~ K satisJies a minimal dependence relation. 
Then every element of S is algebraic over the subJield of K generated by the other 
elements of S. 

We will say that a subset T ~ K spans K/k if K = k(T). 

Theorem A.O.21. 

1. Every minimal spanning subset of K/k is algebraically independent over k. 

2. Every maximal algebraically independent subset of Klk spans Klk. 

3. If T spans K I k for some Jinite subset T ~ K, and S ~ K is algebraically 
independent over k, then lSI ~ ITI. 
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Proof I. If B S;; K is a spanning set that is not independent over k, then there 
exists a minimal dependence relation among some (finite) subset B' S;; B.1f 
bE B', then B\ {b} spans Klk by (A.O.20). 

2. Suppose B S;; K is a maximal algebraically independent set over k, and 
let x E K. Then B' := BU {x} is algebraically dependent. Any minimal k­
dependence relation among the elements of B' must involve x because B is 
algebraically independent. Then x E k(B) by (A.O.20), and thus k(B) = K. 

3. Choose R S;; TUS such that IRI = ITI, k(R) = K, and IRnsl is maximal with 
these properties. We claim that S S;; R. If not, choose s E S \ R. Then since 
s E k(R), there is some minimal dependence relation g(s,rl, ... ,rm ) = 0 
for some m ~ IRI. However, notation can be chosen so that r l ¢ S because 
S is algebraically independent. Then rl E k(s,rz, ... ,rm ) by (A.O.20). Put 
R' =R\{rl}U{s}. Then IR'I = IRI = ITI,R' =R=K,and lR'nSI > IRnsl, 
contradicting our choice of R. It follows that S S;; R and hence lSI ~ ITI, as 
required. 0 

Corollary A.O:22. If K is a finitely generated extension of k, then every maximal 
algebraically independent subset over k has the same cardinality. 0 

We call any such subset a transcendence basis and we call its cardinality the 
transcendence degree of Kover k, denoted by trdeg(Klk). 

Corollary A.O.23. Suppose that R is an integral domain whose field of frac­
tions K has finite 'transcendence degree over some subfield k. Then R contains 
a transcendence basis for Kover k. 

Proof Let {XI ,x2' ••• ,xn } be a transcendence basis for Kover k. For each i there 
are elements rj,sj E R withxj = r;/sj. Then K is spanned by {rl , ... ,rn,sl'''' ,sn}. 
By (A.O.21) this set contains a basis. 0 

Accordingly, we define the transcendence degree of a k-algebra R to be the 
transcendence degree of its field of fractions. 
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