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Preface 

This book is intended for mathematicians. Its origins lie in a course of 
lectures given by an algebraist to a class which had just completed a sub­
stantial course on abstract algebra. Consequently, our treatment ofthe sub­
ject is algebraic. Although we assurne a reasonable level of sophistication 
in algebra, the text requires little more than the basic notions of group, ring, 
module, etc. A more detailed knowledge of algebra is required for some of 

. the exercises. We also assurne a familiarity with the main ideas of set theory, 
including cardinal numbers and Zorn's Lemma. 

In this book, we carry out a mathematical study of the logic used in 
mathematics. We do this by constructing a mathematical model oflogic and 
applying mathematics to analyse the properties of the model. We therefore 
regard all our existing knowledge of mathematics as being applicable to the 
analysis of the model, and in particular we accept set theory as part of the 
meta-Ianguage. We are not attempting to construct a foundation on which 
all mathematics is to be based-rather, any conclusions to be drawn about 
the foundations of mathematics co me only by analogy with the model, and 
are to be regarded in much the same way as the conclusions drawn from 
any scientific theory. 

The construction of our model is greatly simplified by our using univer­
sal algebra in a way which enables us to dispense with the usual discussion 
of essentially notational questions about well-formed formulae. All questions 
and constructions relating to the set ofwell-formed formulae are handled by 
our Theorems 2.2 and 4.3 of Chapter I. Our use of universal algebra also 
provides us with a convenient method for discussing free variables (and 
avoiding reference to bound variables), and it also permits a simple neat 
statement of the Substitution Theorem (Theorems 4.11 of Chapter 11 and 
4.3 of Chapter IV). 

Chapter I develops the necessary amount of universal algebra. Chapters 
11 and 111 respectively construct and analyse a model of the Propositional 
Calculus, introducing in simple form many of the ideas needed for the more 
complex First-Order Predicate Calculus, which is studied in Chapter IV. In 
Chapter V, we consider first-order mathematical theories, i.e., theories built 
on the First-Order Predicate Calculus, thus building models of parts of math­
ematics. As set theory is usually regarded as the basis on which the rest of 
mathematics is constructed, we devote Chapter VI to a study of first-order 
Zermelo-Fraenkel Set Theory. Chapter VII, on Ultraproducts, discusses a 
technique for constructing new models of a theory from a given collection 
of models. Chapter VIII, which is an introduction to Non-Standard Analysis, 
is included as an example of mathematical logic assisting in the study of 
another branch of mathematics. Decision processes are investigated in Chap­
ter IX, and we prove there the non-existence of decision processes for a num­
ber ofproblems. In Chapter X, we discuss two decision problems from other 

v 



VI Preface 

branches of mathematics and indicate how the results of Chapter IX may 
be applied. 

This book is intended to make mathematicallogic available to mathema­
ticians working in other branches of mathematics. We have included what 
we consider to be the essential basic theory, some useful techniques, and some 
indications of ways in which the theory might be of use in other branches 
of mathematics. 

We have included a number of exercises. Some of these fill in minor gaps 
in our exposition of the section in which they appear. Others indicate aspects 
ofthe subject which have been ignored in the text. Some are to help in under­
standing the text by applying ideas and methods to special cases. Occasion­
ally, an exercise asks for the construction of a FORTRAN program. In such 
cases, the solution should be based on integer arithmetic, and not depend 
on any speciallogical properties ofFORTRAN or of any other programming 
language. 

The layout ofthe text is as follows. Each chapter is divided into numbered 
sections, and definitions, theorems, exercises, etc. are numbered consecu­
tively within each section. For example, the number 2.4 refers to the fourth 
item in the second section of the current chapter. A reference to an item in 
some other chapter always includes the chapter number in addition to item 
and section numbers. 

We thank the many mathematical colleagues, particularly Paul Halmos 
and Peter Hilton, who encouraged and advised us in this project. We are 
especially indebted to Gordon Monro for suggesting many improvements 
and for providing many exercises. We thank Mrs. Blakestone and Miss 
Kicinski for the excellent typescript they produced. 

Donald W. Barnes, John M. Mack 
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Chapter I 

Universal Algebra 

§1 Introduction 

The reader will be familiar with the presentation and study of various 
algebraic systems (for example, groups, rings, modules) as axiomatic systems 
consisting of sets with certain operations satisfying certain conditions. The 
reader will also be aware that ideas and theorems, useful for the study of 
one type of system, can frequently be adapted to other related systems by 
making the obvious necessary modifications. 

In this book we shall study and use a number of systems whose types 
are related, but which are possibly unfamiliar to the reader. Hence there is 
obvious advantage in beginning with the study of a single axiomatic theory 
which inc1udes as special cases all the systems we shall use. This theory is 
known as universal algebra, and it deals with systems having arbitrary sets 
of operations. We shall want to avoid, as far as possible, axioms asserting 
the existence of elements with special properties (for example, the identity 
element in group theory), preferring the axioms satisfied by operations to 
take the form of equations, and we shall be able to achieve this by giving 
a sufficiently broad definition of"operation". We first recall some elementary 
facts. 

An n-ary relation p on the sets Ab . .. , An is specified by giving those 
ordered n-tuples (ab . .. , an) of elements ai E Ai which are in the relation p. 
Thus such a relation is specified by giving those elements (ab . .. , an) of the 
product set Al x ... x An which are in p, and hence an n-ary relation on 
Ab . .. , An is simply a subset of Al x ... X An. For binary relations, the 
notation "alpaz" is commonly used to express "(ab az) is in the relation p", 
but we shall usually write this as either "(ab az) E p" or "p(ab az)", because 
each of these notations extends naturally to n-ary relations for any n. 

A function f: A ---+ B is a binary relation on A and B such that, for each 
a E A, there is exactly one bEB for which (a, b) E f. It is usual to write this 
asf(a) = b.Afunctionf(x, y)"oftwovariables" XE A,y E B, with valuesin C, 
is simply a function f:A x B ---+ C. For each a E A and bEB, (a, b) E A x B 
and f( (a, b)) E C. It is of course usual to omit one set of brackets. There are 
advantages in retaining the variables x, y in the function notation. Later in 
this chapter, we will discuss what is meant by variables and give adefinition 
which will justify their use. 

Preliminary Definition of Operation. An n-ary operation on the set A is 
a function t: An ---+ A. The number n is called the arity of t. 
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Examples 

1.1. Multiplication in a group is a binary operation. The *-product of 
two elements a, b is written a*b or simply ab instead of the more systematic 
*(a, b). 

1.2. In a group G, we can define a unary operation i: G --+ G by putting 
i(a) = a- 1 . 

1.3. A O-ary operation on a set A is a function from the set AO (whose 
only element is the empty set ,0) to the set A, and hence can be regarded as 
a distinguished element of A. Such an operation arises naturally in group 
theory, where the O-ary operation e gives the identity element ofthe group G. 

One often considers several different groups in group theory. If G, H 
are groups, each has its multiplication operation: *G: G x G --+ G and 
*H:H x H --+ H, but one rarely uses distinctive notations for the two multi­
plications. In practice, the same notation * is used for both, and in fact 
multiplication is regarded as an operation defined for all groups. The defini­
tion of operation given above is clearly not adequate for this usage of the 
word. 

Here is another example demonstrating that our preliminary definition 
of operation does not match common usage. A ring R is usually defined 
as a set R with two binary operations +, x satisfying certain axioms. A 
commonly occurring example of a ring is the zero ring where R = {al. In 
this case, there is only one function R x R --+ R, and so +, x are the same 
function, even though + and x are still considered distinct operations. 

We now give aseries of definitions which will overcome the objections 
raised above. 

Definition 1.4. A type.'Y is a set T together with a function ar: T --+ N, 
from T into the non-negative integers. We shall write.'Y = (T, ar), or, more 
simply, abuse notation and denote the type by T. It is also convenient to 
denote by Tn the set {t E Tlar(t) = n}. 

Definition 1.5. An algebra A 0/ type T, or aT-algebra, is a set A together 
with, for each t E T, a function tA: A ar(t) --+ A. The elements t E Tn are called 
n-ary T-algebra operations. 

Observe that each tA is an operation on the set A in the sense of our pre­
liminary definition of operation. As is usual, we shall write simply t(ab ... ,an) 
for the element tA(al' ... , an), and we shall denote the algebra by the same 
symbol A as is used to denote its set of elements. 

Examples 

1.6. Rings may be considered as algebras of type T = ({O, -, +, . }, ar), 
where ar(O) = 0, ar( -) = 1, ar( +) = 2, ar(·) = 2. We do not claim that such 
T-algebras are necessarily rings, we simply assert that each ring is an example 
of aT-algebra for the T given above. 
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1.7. If R is a given ring, then a module over R may be regarded as a 
particular example of aT-algebra of type T = ({O, -, +} uR, ar), where 
ar(O) = 0, ar( -) = 1, ar( +) = 2, and ar(,1,) = 1 for each ,1, E R. The first 
three operations specify the group structure of the module, while the re­
maining operations correspond to the action of the ring elements. 

1.8. Let S be a given ring. Rings R which contain S as subring may 
be considered as T-algebras, where T = ({O, -, +,.} u S, ar), ar(O) = 0, 
ar( -) = 1, ar( +) = 2, ar(·) = 2, and ar(s) = ° for each SES. The effect of 
the S-operations is to distinguish certain elements of R. 

Definition 1.9. T-algebras A, Bare equal if and only if A = Band tA = tB 
for all tE T. 

Exercise 1.10. Give an example of unequal T-algebras on the same set 
A. 

Definition 1.11. If A is aT-algebra, a subset B of A is called a T­
subalgebra of A if it forms aT-algebra with operations the restrictions to 
B of those on A, i.e., if for all n and for all tE T,. and bb ... , bn E B, we have 
tA(bb . .. , bn) E B. 

Any intersection of subalgebras is a subalgebra, and so, given any subset 
X of A, there is a unique smallest subalgebra containing X -namely, the 
subalgebra n{UIU subalgebra of A, U :;2 X}. We call this the sub algebra 
generated by X and denote it by (X)T' or if there is no risk of confusion, 
by (X). 

Exercises 

1.12. A is aT-algebra. Show that 91 is a sub algebra if and only if 
To = 91. Show that for all T, every T-algebra has a unique smallest sub­
algebra. 

Many familiar algebraic systems may be regarded as T-algebras for more 
than one choice of T. However, the subsets which form T-subalgebras may 
weIl depend on the choice of T. 

1.13. Groups may be regarded as special cases of T-algebras where T = 

({*}, ar)withar(*) = 2,orofT'-algebras, where T' = ({e, i, *}, ar),ar(e) = 0, 
ar(i) = 1, ar(*) = 2. Show that every T'-subalgebra ofa group is a subgroup, 
but that not every non-empty T-subalgebra need be a group. Show that if 
G is a finite group, then every non-empty T-subalgebra of G is itself a group. 

Definition 1.14. Let A, B be T-algebras. A homomorphism of A into B is 
a function cp: A -+ B such that, for all t E T and all ab ... , an E A (n = ar(t)), 
we have 

cp(tA(ab· .. , an)) = tB(cp(al)' ... , cp(an)). 

This condition is often expressed as "cp preserves all the operations oi T". 
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Clearly, the composition of two homomorphisms is a homomorphism. 
Further, if ({J: A --+ B is a homomorphism and is invertible, then the inverse 
function ({J - 1 : B --+ A is also a homomorphism. In this case we call ({J an 
isomorphism and say that A and B are isomorphie. 

§2 Free Algebras 

Definition 2.1. Let X be any set, let F be aT-algebra and let a:X --+ F 
be a function. We say that F (more strictly (F, a)) is afree T-algebra on the 
set X of free generators if, for every T-algebra A and function r: X --+ A, 
there exists a unique homomorphism ({J: F --+ A such that ({Ja = r: 

X------~a------~)F 

/ 

AI 

/ 
/ 

/ 
/({J 

Observe that if (F, a) is free, then a is injective. For it is easily seen that 
there exists aT-algebra with more than one element, and hence if Xl. X2 are 
distinct elements of X, then for some A and r we have r(xl) f= r(x2), which 
implies a(xl) f= a(x2). 

The next theorem asserts the existence of a free T-algebra on a set X, and 
the proof is constructive. Informally, one could describe the free T-algebra 
on X as the collection of all formal expressions that can be formed from X 
and T by using only finitely many elements of X and T in any one expres­
sion. But to say precisely what is meant by a formal expression in the 
elements of X using the operations of T is tantamount to constructing the 
free algebra. 

Theorem 2.2. For any set X and any type T, there exists afree T-algebra 
on X. This free T-algebra on X is unique up to isomorphism. 

Proof. (a) Uniqueness. We show first that if (F, a) is free on X, and if 
({J: F --+ F is a homomorphism such that ({Ja = a, then ({J = 1 F, the identity 
map on F. To show this, we take A = Fand r = a in the defining condition. 
Then IF:F --+ F has the required property for ({J, and hence by its uniqueness 
is the only such map. 



§2 Free Aigebras 

Now let (F, a) and (F', a') be free on X. 

X----.::...a---~) F 

/1 
// 

cP / / , 
/ / cP 

// 
// 

F' 

5 

Since (F, a) is free, there exists a homomorphism cp: F ~ F' such that 
cpa = a'. Since (F', a') is free, there exists a homomorphism cp':F' ~ F such 
that cp' a' = a. Hence cp' cpa = cp' a' = a, and by the result above, cp' cp = 1 F' 

Similarly, cpcp' = Ir. Thus cp, cp' are mutually inverse isomorphisms, and so 
uniqueness is proved. 

(b) Existence. An algebra F will be constructed as a union of sets F n 

(n E N), which are defined inductively as follows. 

(i) Fo is the disjoint union of X and To. 
(ii) Assume Fr is defined for 0 ~ r < n. Then define 

Fn = {(t, ab ... , ak)it E T, ar(t) = k, ai E Fri,.± ri = n - I}. 
,= 1 

(iii) Put F = U F n• 

l1E~ 

The set F is now given. To make it into aT-algebra, we must specify the 
action of the operations t E T. 

(iv) If tE Tk and ab' .. , ak E F, put t(ab"" ad = (t, al, ... ,ak)' In 
particular, if t E To, then tF is the element t of F o. 

This makes F into aT-algebra. To complete the construction, we must 
give the map a:X ~ F. 

(v) For each x E X, put a(x) = XE F O. 

Finally, we have to prove that F is free on X, i.e., we must show that if A 
is any T-algebra and T: X ~ A any map of X into A, then there exists a 
unique homomorphism cp:F ~ A such that cpa = T. We do this by con­
structing inductively the restriction CPn of cp to Fn and by showing that CPn 
is completely determined by T and the CPk for k < n. 

We have F ° = To u X. The homomorphism condition requires CPO(tF) = 
tA far tE To, while for x E X we require cpa(x) = -r(x), and so we must have 
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lPo(x) = .(x). Thus lPo:Fo ~ Ais defined, and is uniquely determined by the 
conditions to be satisfied by lP. 

Suppose that lPk is defined and uniquely determined for k < n. An 
element of Fn (n > 0) is of the form (t, a1 ... , ad, where tE Tb ai E Fr, and 

k 

I ri = n - 1. Thus lPr,(ai) is already uniquely defined for i = 1, ... , k. 
i= 1 

Furthermore, since (t, ab ... ,ad = t(ab . .. , ad, and since the homomor­
phism property of lP requires that 

lP(t, ab ... ,ak) = t(lP(a1), ... , lP(ak)), 

we must define 

lPit, ab ... , ad = t(lPr,(al)' ... , lPrk(ad)· 

This determines lPn uniquely, and as each element of F belongs to exactly 
one subset Fm on putting lP(ex) = lPn(ex) for ex E Fn (n ~ 0), we see that lP is a 
homomorphism from F to A satisfying lPa(x) = lPo(x) = .(x) for all x E X 
as required, and that lP is the only such homomorphism. 0 

The above inductive construction of the free T-algebra F fits in with its 
informal description-each Fn is a colledion of "T-expressions", increasing 
in complexity with n. The notion of aT-expression is useful for an arbitrary 
T-algebra, so we shall formalise it, making use of free T-algebras to do so. 

Let A be any T-algebra, and let F be the free T-algebra on the set X n = 

{Xl. ... ,xn}. For any (not necessarily distinct) elements ab ... , an E A, 
there exists a unique homomorphism lP: F ~ A with lP(X;) = ai (i = I, ... , n). 
If w E F, then lP(w) is an element of A which is uniquely determined by 
ab . .. ,an. Hencewe may define afunction wA:An ~ A by putting WA(ab ... , 
an) = lP(W). We omit the subscript A and write simply w(ab ... , an). If in 
particular we take A = Fand ai = Xi (i = 1, ... , n), then lP is the identity 
and W(Xb ... ,xn) = w. 

Definition 2.3. AT-ward in the variables Xl. ... , Xn is an element of 
the free T-algebra on the set X n = {Xl. ... ,xn} offree generators. 

Definition 2.4. A ward in the elements ab ... , an of aT-algebra A is an 
element w(ab ... , an) E A, where w is a T-word in the variables Xl. ... , Xn. 

We have used and even implicitly defined the term "variable" in the above 
definitions. In normal usage, a variable is "defined" as a symbol for which 
any element of the appropriate kind may be substituted. We give a formal 
definition ofvariable, confirming that our variables have this usual property. 

Definition 2.5. AT-algebra variable is an element of the free generating 
set of a free T-algebra. 

Among the words in the variables Xl, •.• , Xn are the words Xi (i = 1, ... , n), 
having the property that xi(ab ... , an) = ai. Thus variables may also be 
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regarded as coordinate functions. The concept of a co ordinate function 
certainly provides the most convenient definition of variable for use in 
analysis. For example, when we speak of a function f(x, y) as a function of 
two real variables x, y, we have a function f, defined on some subset of 
R x R, together with coordinate projections x(a, b) = a, y(a, b) = b (a, b ER), 
and f(x, y) is in fact the composite function f(a, b) = f(x(a, b), y(a, b)). 

Exercises 

2.6. T consists of one unary operation, and F is the free T-algebra on a 
one-element set X. How many elements are there in Fn? How many elements 
are there in F? 

2.7. If T is empty and X is any set, show that X is thefree T-algebra on X. 
2.8. T consists of a single binary operation, and F is the free T-algebra 

on a one-element set X. How many elements are there in F? 
2.9. If T consists of one O-ary operation and one 2-ary operation, and 

if X = )Z5, then the free T-algebra F on X is countable. 
2.10. T is finite or countable, and contains at least one O-ary operation 

and at least one operation t with ar(t) > o. X is finite or countable. Prove 
that F is countable. 

§3 Varieties of Algebras 

Let F be the free T-algebra on the countable set X = {Xb X2, ... } of 
variables. Although each element of Fis a word in some finite sub set Xn = 
{Xb ... , xn}, we shall consider sets ofwords for which there may be no bound 
to the number of variables in the words. 

Definition 3.1. An identical relation on T-algebras is a pair (u, v) of 
elements of F. 

There is an n for which u, v are in the free algebra on Xm and we say 
that (u, v) is an n-variable identical relation for any such n. 

Definition 3.2. The T-algebra A satisfies the n-variable identical relation 
(u, v), or (u, v) is a law of A, if u(ab ... ,an) = v(ab . .. , an) for all ab ... , an E A. 

Equivalently, (u, v) is a law of A if <p(u) = <p(v) for every homomorphism 
<p:F --+ A. 

Definition 3.3. Let L be a set of identical relations on T-algebras. The 
dass V of all T-algebras which satisfy all the identical relations in L is called 
the variety of T-algebras defined by L. The laws of the variety are all the 
identical relations satisfied by every algebra of V. 

Note that the set of laws of the variety includes L, but may be larger. 
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Examples 

3.4. T consists of a single binary operation *, and L has the one element 
(Xl *(X2*X3), (Xl *X2)*X3). If A satisfies this identical relation, then a*(b*c) = 
(a*b)*c for all a, b, CE A. Thus the operation on A is associative and A is a 
semigroup. The variety defined by L in this case is the dass of all semigroups. 

3.5. T consists of O-ary, l-ary and 2-ary operations e, i, * respectively. 
L has the three elements 

(Xl *(X2*X3), (Xl *X2)*X3), 

(e*Xl, Xl), 

(i(xl)*Xb e). 

The first law ensures that * is an associative operation in every algebra 
of the variety defined by L. The second shows that the distinguished element 
eis always a left identity, while the third guarantees that i(a) is a left inverse 
of the element a. Hence the algebras of the variety are groups. 

Exercises 

3.6. Show that the dass of all abelian groups is a variety. 
3.7. R is a ring with 1. Show that the dass of unitalleft R-modules is a 

variety. 
3.8. S is a commutative ring with 1. Show that the dass of commutative 

rings R with lR = ls and which contain S as a subring is a variety. 
3.9. Is the dass of finite groups a variety? 

§4 Relatively Free Algebras 

Let V be the variety of T-algebras defined by the set L of laws. 

Definition 4.1. AT-algebra R in the variety V is the (relatively) free 
algebra of V on the set X of (relatively) free generators (where a function 
a:X --+ R is given, usually as an indusion) if, for every algebra A in Vand 
every function T: X --+ A, there exists a unique homo mo rphi sm ({J: R --+ A 
such that ({Ja = T. 

This definition differs from the earlier definition of a free algebra only in 
that we consider here only algebras in V. 

Definition 4.2. An algebra is relatively free if it is a free algebra of some 
variety. 

Theorem 4.3. For any type T, and any set L oflaws, let V be the variety of 
T-algebras defined by L. For any set X, there exists afree T-algebra ofV on X. 
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Praaf: Let (F, p) be the free T-algebra on X. A congruence relation 
on F is defined by putting u ,.... v (where u, v E F) if ep(u) = ep(v) for every 
homomorphism ep of F into an algebra in V. Clearly ,.... is an equivalence 
relation on F. If now tE Tk and Ui ,.... Vi (i = 1, ... , k), then for every such 
homomorphism ep, ep(u;) = ep(Vi), and so 

verifying that ep is a congruence relation. 
We define R to be the set of congruence classes of elements of F with 

respect to this congruence relation. Denoting the congruence class con­
taining u by u, we define the action of t E Tk on R by putting t(Ub ... , Uk) = 

t(Ub . .. , ud. This definition is independent of the choice of representatives 
Ub ... , Uk of the classes Ub ... , Ub and makes RaT-algebra. Also, the map 
U ~ U is clearly a homo mo rphi sm '1:F ~ R. Finally, we define O":X ~ R 
by O"(x) = p(x). 

We now prove that (R, 0") is relatively free on X. Let A be any algebra in 
V, and let T:X ~ A be any function from X into A. Because (F, p) is free, 
there exists a unique homomorphism ljJ:F ~ A such that ljJp = T. 

For U ER, we define ep(u) = ljJ(u). This is independent of the choice of 
representative U of the element U, since if U = v, then ljJ(u) = ljJ(v). The map 
ep:R ~ Aisclearlyahomomorphism,andepO" = ep'1P = ljJp = T.Ifep':R ~ A 
is another homo mo rphi sm such that ep'O" = T, then ep''1P = T and therefore 
ep''1 = ljJ. Consequently for each element U ER we have 

ep'(U) = ep''1(u) = ljJ(u) = ep(u), 

and hence ep' = ep. D 
When considering only the algebras of a given variety V, we may redefine 

variables and words accordingly. Thus we define a V-variable as an element 
ofthe free generating set of a free algebra of V, and a V-ward in the V-variables 
Xl> ... , Xn as an element of the free algebra of V on the free generators 
{Xl> ..• , xn }. 
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Examples 

4.4. T consists of a single binary operation which we shall write as 
juxtaposition. Let V be the variety of associative T-algebras. Then all 
products in the free T-algebra obtained by any bracketing of Xb ... , Xn. 

taken in that order, are congruent under the congruence relation used in our 
construction of the relatively free algebra, and correspond to the one word 
X1X2 ... Xn of V. We observe that in this example, all elements of the abso­
lutely free algebra F, which map to a given element X1X2 ••• X n ofthe relatively 
free algebra, co me from the same layer Fn - l of F. 

4.5. T consists of a O-ary, a l-ary and a 2-ary operation. V is the variety 
of abelian groups, defined by the laws given in Example 3.5 together with the 
law (X1X2, X2Xl). In this case, the relatively free algebra on {Xb ... , xn } is 
the set of all x'i'xz2 ••• x~n ( or equivalently the set of all n-tuples (rb' .. , rn)) 

with ri E Z. Here the layer property of Example 4.4 does not hold, because, 
for example, we have the identity e E F 0, xl l E F b Xl l *Xl E F 2 and yet 
- 1 e = Xl *Xl' 

Exercises 

4.6. K is a field. Show that vector spaces over K form a variety V of 
algebras, and that every vector space over K is a free algebra of V. 

4.7. R is a commutative ring with I and V is the variety of commutative 
rings S which contain R as a subring and in which IR is a multiplicative 
identity of S. Show that the free algebra of V on the set X of variables is the 
polynomial ring over R in the elements of X. 
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Proposition al Calculus 

§1 Introduction 

Mathematical logic is the study of logic as a mathematical theory. 
Following the usual procedure of applied mathematics, we construct a 
mathematical model of the system to be studied, and then conduct what is 
essentially a pure mathematical investigation of the properties of our model. 
Since this book is intended for mathematicians, the system we propose to 
study is not generallogic but the logic used in mathematics. By this restrietion, 
we achieve considerable simplification, because we do not have to worry 
about precise meanings of words-in mathematics, words have precisely de­
fined meanings. Furthermore, we are free of reasoning based on things such as 
emotive argument, which must be accounted for in any theory of general 
logic. Finally, the nature of the real world need not concern us, since the world 
we shall study is the purely conceptual one of pure mathematics. 

In any formal study oflogic, the language and system of reasoning needed 
to carry out the investigation is called the meta-Ianguage or meta-Iogic. 
As we are constructing a mathematical model of logic, our meta-Ianguage 
is mathematics, and so all our existing knowledge of mathematics is available 
for possible application to our model. We shall make specific use ofinformal 
set theory (including cardinal numbers and Zorn's lemma) and of the uni­
versal algebra developed in Chapter I. 

For the purpose of our study, it suffices to describe mathematics as CO!)­

sisting of assertions that if certain statements are true then so are certain 
other statements, and of arguments justifying these assertions. Hence a 
model of mathematical reasoning must include a set of objects which we call 
statements or propositions, some concept of truth, and some concept of a 
proof. Once a model is constructed, the main subject of investigation is the 
relationship between truth and proof. We shall begin by constructing a model 
of the simpler parts of mathematical reasoning. This model is called the 
Propositional Calculus. Later, we shall construct a more refined model 
(known as the First-Order Predicate Calculus), copying more complicated 
parts of the reasoning used in mathematics. 

§2 Algebras of Propositions 

The Proposition al Calculus considers ways in which simple statements 
may be combined to form more complex statements, and studies how the 
truth or falsity of complex statements is related to that of their component 

11 
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statements. Some of the ways in which statements are combined in matp.e­
matics are as follows. We often use "and" to combine statements, and we 
write p A q for the statement "p and q", which is regarded as true if and only 
ifboth the statements p, q are true. We frequently assert that (at least) one of 
two possibilities is true, and we write p v q for the statement "p or q", which 
we consider to be true if at least one of p, q is true and false if both p and q 
are false. We often assert that so me statement is false, and we write - p 
(read "not p") for the statement "p is false", which is regarded as true if and 
only if p is false. Another common way of linking two statements is through 
an assertion "if p is true, then so is q". For this we write "p :;. q" (read "p 
implies q"), which, in mathematical usage, is true unless q is false and p is true. 

We want our simple model to imitate the above constructions, so we 
want our set of propositions to be an algebra with respect to the four opera­
tions given above. This could be done by taking the free algebra with these 
operations, but we know that in ordinary usage, the four operations are not 
independent. Thus a simpler system is suggested, in which we choose so me 
basic operations which will enable us to define all the above operations. This 
may be done in many ways, so me of which are explored in exercises at the 
end of Chapter In, where they may be studied more thoroughly. We choose 
a way which is perhaps not the natural one, but which has advantages in 
that it simplifies the development of the theory. Our choice rests on the fact 
that in mathematics, a result is often proved by showing that the denial of 
the result leads to a contradiction. We introduce into our notation a symbol 
for a contradiction by specifying that our algebra will have a distinguished 
element (i.e., a O-ary operation) F, which we will think of as a contradiction 
or falsehood. 

Definition 2.1. Let T = {F, :;.}, where F is a O-ary operation and :;. 
is- a binary operation. Any T-algebra is called a proposition algebra. 

Definition 2.2. The proposition algebra P(X) ofthe propositional calculus 
on the set X ofpropositional variables is the free T-algebra on X. 

Example 2.3. The algebra Z2 of integers mod 2 can be made into a 
proposition algebra by defining FZ2 = 0 and m:;. n = 1 + m(l + n). 

We shall make frequent use of this example. 

In any proposition algebra, we introduce the further operations -, v, 
A, <=> by defining 

-p = p:::::;,. F 

p v q = (-p) :;. q 

p A q = - ( - p v - q) 
p<=> q = (p :;. q) A (q :;. p). 

We point out that the above are not statements in our proposition 
algebras, because the symbol = is not an operation in our proposition 
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algebras. The first equation says that ~ pis a notation for the element P ~ F 
of our algebra. We shall often omit braekets, as we did above in writing 
~P v~qfor(~p)v(~q). 

Exercises 

2.4. Show that our definitions of ~, v, A, -= eonform to normal usage. 
2.5. Express~, v, A in Z2 in terms of multiplieation and addition. 
2.6. Is Z2 a free proposition algebra? 

§3 Truth in the Proposition al Calculus 

Having determined the form of our algebra of propositions, we must now 
find a meaning for the eoneept of truth applie~ to our propositions. We are 
guided here by the observation that in ordinary mathematieal usage, the 
truth or falsity of the eompound statement P ~ q is determined eompletely 
onee the truth or falsity of eaeh of p, q is speeified. Every simple statement 
is given a value-true or false-and the truth or falsity of any compound 
statement depends on and is determined by the truth values of its eomponents. 
This leads us to eonsider valuations on P(X), i.e., funetions whieh assign to 
eaeh element pE P(X) one oftwo possible values, whieh for eonvenienee are 
denoted by 0,1. We are then eonsidering functions v:P(X) -4 Z2, interpreting 
v(p) = 1 as meaning "p is true", and v(p) = ° as "p is false". In order that a 
valuation act properly on compound propositions, the functions v must be 
proposition algebra homomorphisms. 

Definition 3.1. A valuation of P(X) is a proposition algebra homomor­
phism v: P(X) -4 Z2. We say that P E P(X) is true with respect to v if v(p) = 1, 
and that p is false with respect to v if v(p) = 0. 

Since X is a set of free generators of P(X), the values v(x) for x E X may 
be assigned arbitrarily. These values, onee assigned, determine the homomor­
phism v uniquely and so determine v(p) for all p E P(X). 

In ordinary usage, the interesting and important notion relating the truth 
values of statements is that of consequence-a statement q is a consequence 
of statements Pb ... , Pn if q is true of every mathematical system in which 
Pb ... , Pn are all true. This idea is incorporated in our model by considering 
valuations which assign the value 1 to all of Pb ... , Pn. 

Definition 3.2. Let A c:::;: P(X) and q E P(X). We say that q is a conse­
quence ofthe set A of assumptions, or that A semantically implies q, if v(q) = 1 
for every valuation v such that v(p) = 1 for all pE A. We shall write this 
A ~ q, and we shall denote by Con(A) the set {p E P(X)IA ~ p} of all con­
sequences of A. 
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Definition 3.3. Let pE P(X). We say that p is valid, or is a tautology, if 
v(p) = 1 for every valuation v of P(X). 

Thus p is a tautology if >Z5 ~ p. We shall write this simply as ~ p. Note 
that A ~ p is not a proposition (i.e., not an element of P(X», but simply a 
statement in the meta-Ianguage about ollr mode1. 

Examples 

3.4. {q} ~ p => q. For if v is any valuation with v(q) = 1, then 

v(p => q) = v(p) => v(q) = v(p) => 1 = 1 + v(p)(l + 1) = 1. 

3.5. ~ p => p. For if v is any valuation, then 

v(p => p) = v(p) => v(p) = 1 + v(p)(l + v(p» = 1, 

since x(l + x) = 0 for all x E Z2. 

Exercises 

3.6. Show that {F} ~ p for all p E P(X). 
3.7. Show that {p, p => q} ~ q and {p, '" q => '" p} ~ q for all p, q E P(X). 
3.8. Show that p => (q => p), (p => (q => r» => «p => q) => (p => r» and 

'" '" p => p are tautologies, for all p, q, r E P(X). 

Lemma 3.9. Con is a closure operation on P(X), that is, it has the 
properties 

(i) A ~ Con(A), 
(ii) If Al ~ A2, then Con(Al) ~ Con(A2), 

(iii) Con(Con(A» = Con(A). 

Proof: 
(i) Trivia1. 
(ii) Suppose q E Con(Al). Let v be any valuation such that v(A2 ) ~ 

{1}. Then v(Ad ~ {1} and so v(q) = 1 since q E Con(Al). Hence 
q E Con(A2). 

(iii) Suppose q E Con(Con(A», and let v be a valuation such that v(A) ~ 
{1}. For all pE Con(A), we have v(p) = 1 by the definition ofCon(A). 
Thus v(Con(A» ~ {1} and so v(q) = 1. Thus q E Con(A). 0 

§4 Proof in the Propositional Calculus 

A mathematical system is usually specified by certain statements called 
assumptions, which describe certain characteristic features of the system. A 
proof of some other property of the system consists of a succession of state­
ments, ending in a statement ofthe desired property, in which each statement 
has been obtained from those before it in some acceptable manner. Apart 
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from the particular assumptions of the system, which are considered accept­
able at any step in a proof, we distinguish two methods which permit the 
addition of a statement to a given acceptable string of statements. There is a 
specific collection of statements which are considered acceptable additions in 
any mathematical proof-they can be regarded as underlying assumptions 
common to every mathematical system-and which we formalise as certain 
specified propositions which may be introduced at any stage into any proof. 
Such propositions are called the axioms of our model. The other permissible 
method consists of rules which specify, in terms of those statements already 
set down, particular statements which may be adduced. Rules of this kind, 
when formalised, are called the rules of inference of our model. 

For the propositional calculus on the set X, we take as axioms all elements 
ofthe subset .si = .si l u.si2 u.si3 of P(X), 

where .si 1 = {p ~ (q ~ p)lp, q E P(X)}, 

.si 2 = {(p ~ (q ~ r)) ~ ((p ~ q) ~ (p ~ r) )Ip, q, rE P(X)}, 

and 

.si 3 = {~~ P ~ plp E P(X)}. 

As our one rule of inference, we take the rule known as modus ponens: 
from P and P ~ q, deduce q. We may now give a formal definition of a proof. 

Definition 4.1. Let q E P(X) and let A ~ P(X). In the proposition al 
calculus on the set X, a proof of q from the assumptions A is a finite sequence 
Pb P2' ... , Pn of elements Pi E P(X) such that Pn = q and for each i, either 
Pi E .si u A or for some j, k < i, we have Pk = (Pi ~ Pd, 

Definition 4.2. Let q E P(X) and let A ~ P(X). We say that q is a deduc­
tion from A, or q is provable from A, or that A syntactically implies q, if there 
exists a proof of q from A. We shall write this A f- q, and we shall denote by 
Ded(A) the set of all deductions from A. 

Definition 4.3. Let P E P(X). We say that P is a theorem of the proposi­
tional calculus on X if there exists a proof of P from )25. 

Thus p is a theorem if )2f f- p, which we write simply as f- p. 

Lemma 4.4. (i) 1f q E Ded(A), then q E Ded(A')for somefinite subset A' 
of A. 

(ii) Ded is a closure operation on P(X). 

Proof: (i) This holds because a proof of q from A, being a finite sequence 
of elements of P(X), can contain only finitely many members of A. 

(ii) The first two requirements for a closure operation are obviously met 
by Ded. Suppose now that q E Ded(Ded(A)). Then there exists a proof 
Pb' .. , Pn of q from Ded(A). In this proof, certain (perhaps none) of the Pi> 
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say Pi" ... , Pir are in Ded(A). Let Pij, t. Pij, 2, .•• , Pi j, r j be a proof of Pij from 
A. Replace each of the Pij in Pt. ... ,Pn by its proof Pij, t. ... , Pijo r j" The 
resulting sequence is a proof of q from A. 0 

Examples 

4.5. f-p => p. For any pE P(X), the following sequence Pb ... , Ps is a 
proof of P => p: 

P1 = P => (p => p) => p), (d1) 

P2 = (p => (p =>p) => p)) => ((p => (p => p)) => (p => p)), (d2) 

P3 = (p => (p => p)) => (p => p), (P2 = P1 => P3) 

P4 = P => (p => p), (d 1) 

Ps = P => p. 

The proofis the sequence Pt. . .. ,Ps. These have been written on succes­
sive lines for ease of reading. We have placed notes alongside each step to 
explain why it can be included at that stage of the proof, but these notes 
are not part of the proof. 

4.6. {q} f- P => q. A proof of this is q => (p => q), q, P => q. 
4.7. f-F => q. For any q 'E P(X), the following is a proof: 

P1 = ('" "'q=>q)=>(F=>(", "'q=>q)), 

P2 = '" "'q => q, 

P3 = F => ('" "'q => q), (P1 = P2 => P3) 

P4 = (F=>(", "'q=>q))=>«F=> '" ",q)=>(F=>q)), (d 2 ) 

Ps = (F => '" '" q) => (F => q), 

P6 = F => ("'q => F) = F => '" "'q, 

P7 = F => q. 

(P4 = P3 => Ps) 
(d l ) 

(Ps = P6 => P7) 

4.8. f- '" P => (p => q). A proof of this is the sequence Pt. ... ,P7 of 
Example 4.7, followed by 

Ps = (F => q) => (p => (F => q)), 

P9 = P => (F => q), 

P10 = (p => (F => q)) => «p => F) => (p => q)), 

P11 = (p => F) => (p => q) = ",p => (p => q). 

(d l ) 

(Ps = P7 => P9) 

(d 2) 

(P10 = P9 => P11) 

The length of the proof needed for such a trivial result as '" P => (p => q) 
may weIl alarm areader familiar with mathematical theorems and proofs. 
Ordinary mathematical proofs are very much abbreviated. For example, 
(allegedly) obvious steps are usually omitted, and previously established 
results are quoted without proof. Such devices are not available to us, because 
of the very restrictive nature of our definition of proof in the propositional 
calculus. We could reduce the lengths of many proofs if we extended our 



§4 Proof 17 

definition to indude further rules of inference or abbreviative rules, but by 
doing so, we would complicate our study of the relationship between truth 
and proof, which is the principal object of the theory. We remark that in 
order to show that ~ P => (p => q) is a theorem of the propositional calculus, 
it suffices to argue as follows: we have r- F => q, and the sequence P7, ... , Pu 
is a proof of ~ P => (p => q) from the assumption {F => q}. Thus 

~ P => (p => q) E Ded( {F => q}) ~ Ded(Ded(.0)) = Ded(.0), 

hence r- ~ P => (p => q). 
This is a mathematical proof of the existence of a proof in the proposi­

tional calculus. It is not a proof in the proposition al calculus. We shall 
find other ways of demonstrating the existence of proofs without actually 
constructing them formally. 

Exercise~ 

4.9. Show that Ded(A) is the smallest subset D of P(X) such that 
D ;2 si u A and such that if p, P => q E D, then also q E D. 

4.10. Construct a proof in the propositional calculus of P => r from the 
assumptions {p => q, q => r}. 

We dose this chapter with a useful algebraic result. 

Theorem 4.11. (The Substitution Theorem). Let X, Y be any two sets, 
and let cp: P(X) ....... P( Y) be a homomorphism of the (free) proposition algebra 
on X into the (free) proposition algebra on Y. Let w = W(Xb' .. , xn) be any 
element of P(X) and let A be any subset of P(X). Put ai = cp(x;). 

(a) If A 1- w, then cp(A) r- w(ab ... , an). 
(b) If A ~ w, then cp(A) ~ w(ab ... , an)' 

Proof: (a) Suppose Pb' .. ,Pr is a proof of w from A. If Pi E A, then 
trivially cp(p;) E cp(A). Since cp is a homomorphism, it follows that if Pi is an 
axiom of the propositional calculus on X, then cp(p;) is an axiom of the 
propositional calculus on Y. For the same reason, if Pk = (Pj => p;), then 
CP(Pk) = cp(Pj => Pi) = cp(Pj) => cp(p;). Thus CP(Pl), ... , CP(Pr) is a proof in the 
proposition al calculus on Y of cp(w) from cp(A). Since cp(w) = w(al' ... , an), 
the result is proved. 

(b) Suppose A ~ w. Let v:P(Y) ....... Z2 be a valuation of P(Y) such that 
v( cp(A)) ~ {1}. Then the composite map vcp: P(X) ....... Z2 is a valuation of 
P(X), and vcp(A) ~ {1}. Since A ~ w, we have vcp(w) = 1, i.e. v(cp(w)) = 1. 
Thus cp(A) ~ cp(w). 0 



Chapter III 

Properties of the Propositional Calculus 

§1 Introduction 

The properties ofthe Propositional Calculus that are ofinterest are those 
that arise in studying the relation between truth and proof. These properties 
are important features in the study of any formal system of reasoning, and 
we begin with some general definitions. 

Definition 1.1. A logic .2 is a system consisting of a set P of elements 
(called propositions), a set "f/ of functions (called valuations) from P into 
so me value set W, and, for each sub set A of P, a set of finite sequences of 
elements of P (called proofs from the assumptions A). 

For example, the logic called the Propositional Calculus on the set X, 
and henceforth denoted by Prop(X), consists of the set P = P(X) (the free 
proposition algebra on X), the set "f/ of all homomorphisms of P(X) into Z2, 
and, for each sub set A of P(X), the set of proofs as defined in §4 of Chapter 11. 

The concepts of semantic implication and syntactic implication in .2 
are defined in terms of valuation and proof respectively, in some manner 
analogous to that used for the propositional calculus, and the notations 
A 1= p, A f- p will again be used to denote respectively "p is a consequence 
of A", "p is a deduction from A". p is a tautology of .2 if JZ5 1= p and it is a 
theorem of.2 if SZf f- p. The logic .2 for which these assertions are made will 
always be clear from the context. 

Definition 1.2. A logic .2 is sound if A f- p implies A 1= p. 

Definition 1.3. A logic .2 is consistent if F is not a theorem. 

Definition 1.4. A logic .2 is adequate if A 1= p implies A f- p. 

Choosing A = JZ5, we see that asound logic has the desirable property 
that theorems are always true, and an adequate logic has the equally desirable 
property that valid propositions can be proved. While soundness and ade­
quacy each express a connection between truth and proof, consistency is an 
expression of a purely syntactic property that any logic might be expected 
to have, namely that one cannot deduce contradictions. 

Since the theorems and tautologies of a logic are each of significance, 
the following decidability properties are also important. 

18 
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Definition 1.5. A logic 2 is decidable for validity if there exists an 
algorithm which determines for every proposition p, in a finite number of 
steps, whether or not P is valid. 

Definition 1.6. A logic 2 is decidable for provability if there exists an 
algorithm which determines for every proposition p, in a finite number of 
steps, whether or not P is a theorem. 

§2 Soundness and Adequacy of Prop(X) 

Theorem 2.1. (The Soundness Theorem) Let A c:; P(X), P E P(X). 1f 
A f- p, then A f= p. 

Proof: Suppose there exists a proof Pb . .. ,Pn of P from A. We have 
to show P is a consequence of A. 

Let v:P(X) -> Z2 be a valuation for which v(A) c:; {I}. We shall use 
induction over the length n of the proof of P from A to show that v(p) = 1. 
Suppose that n = 1. Then P E A u .91, and since every axiom is a tautology 
(Exercise 3.8 of Chapter II), we have v(p) = 1. 

Suppose now n > 1, and that v(q) = 1 for every q provable from A 
by a proof of length < n. Then V(Pl) = V(P2) = ... = V(Pn-l) = 1. Either 
Pn E Au .91 and v(Pn) = 1, as required, or for some i, j < n, we have Pi = 

Pj => Pn· In the latter case, v(Pj) = v(Pj => Pn) = 1, and the homomorphism 
property of v requires v(Pn) = 1. 0 

Corollary 2.2. (The Consistency Theorem) F is not a theorem of Prop(X). 

Proof: If f-F, then f=F by the Soundness Theorem. Since axioms are 
tautologies, v(F) = 1 for every valuation v, contradicting the definition of 
valuation. This implies that there are no valuations. But P(X) is free and 
every map of X into Z2 can be extended to a valuation. 0 

Exercise 2.3. Show that Con(A) is c10sed with respect to modus ponens 
(i.e., if p, P => q E Con(A), then q E Con(A)). Use Exercise 4.9 ofChapter 11 to 
prove that Con(A) ;2 Ded(A). This is another way of stating the Soundness 
Theorem. 

The proof of adequacy for Prop(X) is more difficult, and we first prove a 
preparatory result of independent interest. 

Theorem 2.4. (The Deduction Theorem) Let A c:; P(X), and let p, 
q E P(X). Then A f- P => q if and only if Au {p} f- q. 

Proof: (a) Suppose A f- P => q. Let Pb· .. , Pn be a proof of Pn = P => q 
from A. Then Pl, ... ,Pm p, q is a proof of q from Au {p}. 

(b) Suppose A u {p} f- q. Then we have a proof Pb ... ,Pn of q from 
Au {p}. We shall use induction over the length n of the proof. 



20 III Properties of Prop(X) 

If n = 1, then q E si u A u {p}. If q E si u A, then q, q = (p = q), 
p = q is a proof of p = q from A. If q = p, then f- p = p (Example 3.4 of 
Chapter 11), and so A f- P = q. 

Suppose now n > 1. By induction, A f- p = Pi for i = 1, 2, ... , n - 1, 
and we may suppose q ~ si u A u {p}. For some i, j < n, we have Pi = 

Pj = q. Thus A f- P = Pj' A f- P = (Pj = q), and there exists a proof qb"" qb 
qk + 1 from A with 

qk = P = Pj, 

qk+ 1 = P = (Pj = q). 

Weput 

qk+2 = (p = (Pj = q)) = «p= Pj) = (p = q)), (sl2) 

qk+3 = (p = pJ = (p = q), (qk+2 = qk+l = qk+3) 

qk+4 = p = q. (qk+3 = qk = qk+4) 

Then qL ... , qk+4 is a proof of p = q from A. 0 

The Deduction Theorem is useful in establishing a result of the form 
A f- p =q, because it is usually much easier to show A u {p} f- q. Even if a 
proof in Prop(X) of p = q from A is required, the method used in proving 
the Deduction Theorem can be applied to convert a proof of q from A u {p} 
into a proof of P = q from A. 

Example 2.5. We show {p = q, q = r} f- P = r. First we show {p, P = q, 
q = r} f- r, and a proof of this is p, p = q, q, q = r, r. It follows from the 
Deduction Theorem that {p = q, q = r} f- p = r. 

We now convert the proof of r from {p, p = q, q = r} into a proof of 
p = r from {p = q, q = r}. We shall write the steps of the original proof 
in a column on the left. Alongside each, we then write a comment on the 
nature of the step, and then the corresponding steps of the new proof. 

p Proposition to p=«p=p)=p), 
be de1eted from (p = «p = p) = p) ) = ( (p = (p = p)) = (p = p)), 
the assumptions (p = (p = p)) = (p = p), p = (p = p), p = p. 

p=q Retained p = q, (p = q) = (p = (p = q)), p = (p = q). 
assumption 

q Modus ponens (p = (p = q)) = «p = p) = (p = q)), 
(p = p) = (p = q), p = q. 

q=r Retained q = r, (q = r) = (p = (q = r)), p = (q = r). 
assumption 

r Modus ponens (p = (q = r)) = «p = q) = (p = r)), 
(p = q) = (p = r), p = r. 
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Of course, the proof we have constructed can be abbreviated, because 
the first 11 steps serve only to prove the retained assumption p ~ q. 

Exercises 

2.6. Show that p ~ rE Ded{p ~ q, p ~ (q ~ r)}. Hence show that if 
p ~ q, p ~ (q ~ r) E Ded(A), then p ~ rE Ded(A), and so prove the Deduc­
ti on Theorem without giving an explicit construction for a proof in Prop(X). 

2.7. Show that f- p ~ '" '" p and construct a proof of p ~ '" '" p in 
Prop(X). (Hint: show {p, '" p} f- Fand use the Deduction Theorem twice.) 

2.8. Show that the following are theorems of Prop(X), 

(a) p ~ p v q, (b) q ~ p v q, 
(c) (p v q) ~ (q v p), (d) pli q ~ p, 
(e) pli q ~ q, (f) (p 11 q) ~ (q 11 p). 

Definition 2.9. Let A ~ P(X). We say that A is consistent if F If- Ded(A). 
A is called a maximal consistent subset if A is consistent and if every subset 
T ~ P(X) which properly contains A is inconsistent. 

Lemma 2.10. The sub set A ~ P(X) is maximal consistent if and only if 
(i) F If- A, and 
(ii) A = Ded(A), and 

(iii) for all p E P(X), either p E A or '" p E A. 

Proof: (a) Let A be maximal consistent. Since A is consistent, F If­
Ded(A) and therefore F If- A. Since Ded(Ded(A)) = Ded(A), Ded(A) is con­
sistent. As A ~ Ded(A), A = Ded(A) by the maximal consistency of A. 
Finally, suppose p If- A. Then FE Ded(A u {p}), i.e. A u {p} f- F. By the 
Deduction Theorem, A f- p ~ F, i.e., '" pE Ded(A). 

(b) Suppose A has the properties (i), (ii), (iii). Then F rj; Ded(A). If T prop­
erly contains A, then there exists pET such that P rj; A. By (iii), '" p E A, 
hence p, '" pET, and p, ~ p, F is a proof of F from T. Thus A is maximal 
consistent. D 

Lemma 2.11. Let A be a consistent subset of P(X). Then A is contained 
in a maximal consistent subset. 

Proof: Let L = {T ~ P(X)IT;2 A, F rj; Ded(T)}. Since A E L, L # 0. 
Suppose {Ta} is a totally ordered family ofmembers OfL, and put T = Ua Ta. 
Clearly T ~ P(X), T ;2 A. If F is provable from T, F is provable from a 
finite subset of T, and this subset is contained in some Ta, contrary to Ta E L. 
Hence F rj; Ded(T), and L is an inductively ordered set. By Zorn's Lemma, 
L has a maximal member say M. This M is the required maximal consistent 
sub set. D 

The next result is the key to the Adequacy Theorem. 

Theorem 2.12. (The Satisfiability Theorem) Let A be a consistent subset 
of P(X). Then there exists a valuation v:P(X) ---. Z2, such that v(A) ~ {t}. 
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Praaf: Let M be a maximal consistent subset containing A. For 
pE P(X), put v(p) = 1 if pE M and v(p) = ° if p ~ M. We now prove v is a 
valuation. 

Certainly v(F) = 0, because F ~ M. It remains to show v(p => q) = 
v(p) => v(q). If q E M, then p => q E M because {q} f-- p => q, and v(p => q) = 

1 = v(p) => v(q). If p fj M, then p => q E M because {~p} f-- p => q, and 
v(p => q) = 1 = v(p) => v(q). If pE M and q 1: M, then p => q fj M, and 
v(p => q) = ° = v(p) => v(q). 0 

Theorem 2.13. (The Adequacy Theorem) Let A s; P(X), pE P(X). 1f 
A f= p in Prop(X), then A f-- p in Prop(X). 

Praaf: Suppose A f= p, so that v(A) S; {1} implies v(p) = 1 for every 
valuation v. If A u { ~ p} is consistent, it follows from the Satisfiability 
Theorem that there is a valuation v such that v(A u { - p}) S; {l}, which is 
not possible. Hence F E Ded(A u { '" p}), i.e., A u { ~ p} f- F. By the Deduc­
tion Theorem, A f-- '" p => F. Since f-- '" ~ p => p, we have A f-- p. 0 

Exercise 2.14. Show that if A f= p, then Ao f= p for so me finite subset 
Ao of A. (This result is known as the Compactness Theorem.) 

§3 Truth Functions and Decidability for Prop(X) 
Each valuation v of P(X) determines a natural equivalence relation rv 

on P(X) given by prvq if v(p) = v(q), and which is in fact a congruence relation 
on P(X). That is, each rv satisfies the condition that if prvPl and qrvql> then 
(p => q)rv(Pl => ql)' The intersection of the relations rv for all valuations v 
of P(X) is therefore a congruence relation on P(X), which we call semantic 
equivalence and denote bYA. Since p A q if and only if v(p) = v(q) for every 
valuation v of P(X), we see that p ~ q if and only if {p} f= q and {q} f= p. 

Definition 3.1. The set of congruence dasses of P(X) with respect to A 
is an {F, =>} -algebra called the Lindenbaum algebra on X and denoted 
by L(X). 

Let X n = {Xl>' .. ,xn}. Clearly L(Xn) is a homomorphic image of P(Xn). 

If W = W(Xb ... ,xn) E P(Xn) is any word in Xb ... 'Xm then its image in 
L(Xn) is the congruence dass W = W(Xb ... ,xn) say, of all words congruent 
to wunder the relation A' Our aim is to show that W can be regarded as a 
function w:Z'2 -- Z2' 

For any W(Xb"" xn) E L(Xn), choose a representative W(Xb"" xn) E P(Xn). 

If (z b ... , zn) E Z '2, then there is a unique valuation v: P(X n) -- Z2 such that 
V(Xi) = Zi for i = 1, ... , n. We define W(Zb' .. , Zn) = V(W(Xb' .. ,Xn)), ob­
serving that this definition is independent of the choice of representative W 

of w, because if Wl is another representative, then WAWl and v(w) = V(Wl)' 

In this way we associate with each element W of L(Xn) a function Z'2 -- Z2, 
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but, before we identify w with this function, we must show that if wand W1 
have the same associated function, then w = W1' 

Suppose that wand W1 have the same associated function, so that 
W(Zh' .. , zn) = W1(Zh ... , Zn) for all (Zh ... , Zn) E Z2. Let w, W1 be represen­
tatives ofw, W1 respectively. Then W(Zh' .. ,zn) = v(w), where V is the valua­
tion for which v(xJ = Zi (i = 1, ... , n), and we have v(w) = v(wd. The last 
equation holds for every valuation V, hence WPW1 and W = W1' We may 
therefore identify the elements of L(Xn) with their associated functions. 

Definition 3.2. A function f:Z2 ---> Zz is ca lIed a truth function. 

Theorem 3.3. L(X n) is the set of all truth functions f: Z2 ---> Zz· 

Proof: The constant functions 0, 1 E L(X n} since 0 = Fand 1 = (F ~ F). 
Thus the result holds for n = O. 

If f, gare truth functions Z 2 ---> ZZ, we define the truth function f ~ g 
by (f ~ g)(z h ... , zn) = f(z h ... , Zn) ~ g(z h ... ,Zn)' For convenience of 
notation, we denote thc ith coordinate function by Ui' We have Ui = Xi E L(X n). 

We now suppose n > 0, and shall use induction over n to complete the 
proof. Let f = f(Uh ... , un} be a truth function of n variables. Put 

g(Uh' .. , Un- d = f(Uh ... , Un- h 0), h(Uh ... , Un-1) = f(Uh ... , Un- h I}. 

Then g, h E L(X n _ I} s; L(X n}. The function k: Z2 ---> Zz, defined by 

k(Ub ... , Un) = (~U" ~ g(uJ, ... , lIn - d) /\ (Un ~ h(Ub ... , Un - d) 

is in L(Xn), and 

k(Uh"" Un-h 0) = (1 ~ g(Uh"" Un-1)) /\ (0 ~ h(Uh"" Un-1)) 

= g(Ub"" Un-1) /\ 1 

= g(Ub"" un-d 

= f(Ub"" Un-b 0). 

Similarly, one obtains k(Ub ... , Un - b 1) = f(uj, . .. , Un - I. 1). Thus k = f 
andf E L(Xn)· 0 

We now apply truth functions to settle the question of decidability for 
Prop(X). 

Lemma 3.4. Let W = W(Xb' .. , xn) E P(X). Then f= W if and only if its 
associated truth function W: Z2 ---> Zz is the constant 1. 

Proof: Suppose W = 1. Let v:P(X) ---> Zz be any valuation of P(X). Put 
ai = v(x;). Then the restrietion of V to P(Xn) is a valuation of P(Xn), and 
v(w) = w(ab ... ,an) = 1. Thus v(w) = 1 for every valuation V of P(X), 
i.e., f= w. 

Suppose conversely that W is valid. Let (ab' .. , an) E Z2' There exists a 
valuation V of P(X) with v(x;) = ai' (We may assign arbitrarily values for 
elements of X - {XI. ... , x n }.) Then the restriction ofv to P(Xn} is a valuation 
of P(Xn), and w(ab ... , an) = v(w) = 1. Thus w = 1. 0 
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Theorem 3.5. Prop(X) is decidable for validity. 

Proof: We give an algorithm for deciding if W E P(X) is valid. The ele­
ment W is a word W(Xb ... , xn) in some finite set Xb ... , Xn of variables. Let 
W = W(Ub .•• , un) be the associated truth function. For each (ab . .. ,an) E Z~, 

we calculate w(ab ... , an). By Lemma 3.4, W is valid if and only if all these 
values are 1. D 

Corollary 3.6. Prop(X) is decidable for provability. 

Proof. An element p E P(X) is a theorem if and only if it is valid. D 

Exercises 

3.7. Show that every truth function Z~ ~ Z2 can be expressed in terms 
of the co ordinate functions and the one operation! defined by W1!W2 = 

~(W1 11 W2). 

3.8. A truth function f(Ub ..• , un) is said to be in disjunctive normal 
formifitisexpressedinoneoftheformsj = O,j = 1,orf = V1 v V2 v··· V Vk 

for 0 < k < 2n, where each Vj = U1j 11 U2j 11 ••. 11 Unjj, and Uij = Ur or ~ Ur 

for some r. 
Show that every truth function is expressible in disjunctive normal form, 

and specify a procedure for associating with each truth function Z~ ~ Z2 a 
unique disjunctive normal form. 

3.9. (a) Let pE P(X). Find a p' E P(X), expressible in a form involving 
no operations other than ~, 11 and v, such that 1= p <0> p'. 

(b) Let p, q E P(X). Find truth functions for ~(p v q) <0> (~p 11 ~q) and 
~ (p 11 q) <0> ( ~ P v ~ q). 

(6) p and p' are related as in (a). Let p* be the statement obtained from 
p' by replacing each v by 11, each 11 by v, and each x E X by ~ x. Prove that 
1= ~p <0> p*. 

3.10. A truth function f(Ub ... , un) is said to be in conjunctive normal 
formifitexpressedinoneoftheformsf = O,j = 1,orf = V1 11 V2 11···11 Vk 

for 0 < k < 2n, where each Vj = U1j V U2j V ••• V Unjj, and uij = Ur or ~ Ur 

for some r. Use Exercises 3.8 and 3.9 to specify a procedure for associating 
with each truth function Z~ ~ Z2 a unique conjunctive normal form. 

3.11. Let p, p' and q, q' be related as in Exercise 3.9(a). Let pd, qd be the 
statements obtained from p', q' by replacing each v by 11 and each 11 by v. 
Show that 1= p if and only if 1= ~ l. Deduce that if f-- p ~ q, then f-- qd ~ l. 
(This result expresses a duality principle for Prop(X).) 

3.12. Write a FORTRAN program to decide if w(x b X2, X3) E P(X 3) 

is valid. 
3.13. Show that Prop(X) is decidable für {Pb ... ,Pn} 1= q, where Pb ... , 

Pm q E P(X). 
3.14. Construct a propositional calculus ProP1 (X) with P 1 (X) the 

free {~, ~ }-algebra. Show that there is a {~, ~ }-homomorphism <p: 
P1(X) ~ P(X) which is the identity on X. Is <p a monomorphism? Is <p an 
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epimorphism? Does there exist a {=>, '" }-homomorphism t/J :P(X) ~ PI(X) 
which is the identity on X? (Hint: Consider the images of Fand of F => F 
(= '" F).) 

Show that there exists a {=>, F}-homomorphism 8: P(X) -+ PI(X) which 
is the identity on X, taking as element F of PI(X) the element "'(Xl => Xl)' 

Show that W E PI (X) is valid if and only if cp( w) is valid. Show that P E P(X) 
is valid if and only if 8(p) is valid. Establish the Consistency, Adequacy and 
Decidability theorems for ProPI(X), 

3.15. Using the method of 3.14 investigate the following propositional 
calculi: 

(a) Prop2(X) with P2(X) free oftype {"', v}, 
(b) Prop2(X), with P2(X) relatively free of type { "', v}, with the identical 

relation p v q = q v p, 
(c) Prop3(X) with P3(X) free of type {I} (see 3.7), 
(d) ProP3(X) with P3(X) relatively free of type {I}, with the identical 

relation plq = qlp· 



Chapter IV 

Predicate Calculus 

§1 Algebras of Predicates 

The initial step in our development of the Propositional Calculus was 
the construction of proposition algebras, which formalise the way in which 
a given collection of "primitive" statements is enlarged by combining state­
ments. The Propositional Calculus does not analyse the original primitive 
statements. Our aim now is to construct a more complicated model of 
mathematical reasoning, which incorporates more of the ordinary features 
of this reasoning. 

Mathematics is usually about something, that is, there is usually so me 
set 0/1 of objects under discussion and investigation. A typical statement in 
such a discussion would be "u has the property p", where u E 0/1 and p is 
so me property relevant to elements of 0/1. A convenient notation for this 
statement is p(u). Such a statement depends on the element u, and may be 
thought of as a function of u. The phrase "has the property p" is known as a 
predicate, and p (as used in the notation p(u)) is known as a predicate symbol. 
More generally, if r is an n-ary relation on 0/1, the statement "(ut. ... , un ) is 
in the relation r" is denoted by r(ul' ... , un ), and r is called an n-ary predicate. 
A O-ary predicate is a statement which does not depend on any elements of 
0/1, and so corresponds to an unanalysed statement. 

If p, q are properties, then p(u) 11 q(u) is true for just those elements u 
with both properties. Denoting by P the sub set of 0/1 consisting of those 
elements with property p, and by Q the subset of illt of elements with property 
q, we see that P (\ Q is the sub set of those elements u for which p(u) 11 q(u) 
is true. Similarly, P u Q is the subset of elements u for which p(u) v q(u) is 
true, while the set of elements u satisfying "" p(u) is the complement of P 
in illt. 

Another common form of statement in mathematical discussion is "For 
all u E illt, p(u)".lfo/1 were a finite set, say 0/1 = {ut, ... , un }, then this could 
be expressed as p(ud 11 P(U2) 11 ••• 11 p(un ), but it is not possible to do this 
if 0/1 is an infinite set. We thus introduce the notation (Vu)p(u) for the above 
statement. (Vu) is called the universal quantifier. Note that the u in (Vu) is 
only a dummy-(Vu)p(u) is in no way dependent on u, and is the same 
statement about illt as (Vv)p(v). We do not need additional notations to deal 
with a limited use of "for all" as in statements such as "For all u such that 
p(u), we have q(u)". This can be expressed as (Vu)(p(u) => q(u)). 

Statements of the form "There exists u E 0/1 with the property p" are also 
common in mathematics. We write this statement as (3u)p(u). The existential 

26 
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quantifier (3u) is, however, related to the universal quantifier ('lu), as folIows. 
When we say "There does not exist u with property p", we are in fact asserting 
(V'u)(,...., p(u)). Thus (3u)p(u) has the same meaningl as~( (V'u)( "" p(u)), and 
we have no need to include the existential quantifier in the construction of 
our model. We shall define (3u) to mean ,....,(V'u),....,. 

We now set up an appropriate analogue of a proposition algebra. Prop­
osition algebras are built upon underlying sets of propositional variables. 
We begin here with an infinite set V whose elements will be called individual 
variables, and with a set fYl (whose elements will be called relation or predicate 
symbols) together with an arity function ar: fYl ---+ N. The individual variables 
may be thought of as names to be given to mathematical objects, and the 
relation symbols as names to be given to relations between these objects. 
The set of generators we shall use to construct our set P of pro positions must 
clearly contain each element r(xb ... ,xn) for each rE fYl and (x b ... ,xn) E Vn, 
where n = ar(r). It is also clear that P must be an {F, = }-algebra, and 
that for each x E V, we shall need a function (V'x):P ---+ P. 

Let P(V, fYl) be the free algebra on the set {(r, Xl, ... ,xn)lr E fYl, Xi E V, 
n = ar(r)} offree generators, oftype {F, =, (V'x)lx E V}, where F is a O-ary 
operation, = binary, and each ('Ix) unary. We call P = P(V, ßl) the full 
first order algebra on (V, fYl). We use the more usual notation r(xl' ... ,xn) 
for the generator (r, Xl, ... , Xn ), and we put fYln = {r E fYllar(r) = n}. 

We could use this algebra P as our algebra of propositions, but it is 
more convenient to use a certain factor algebra. If W E P, then W is a word 
in the free generators of P, each of which has the form r(xl' ... ,xn). If 
Xl' ... ,Xm are the distinct individual variables occurring in w, then we can 
think of W as a function W(Xb ... , xm ) of these variables. Now we regard 
(V'Xl)W(Xb' .. , xm ) as being essentially the same as (V'y)w(y, X2, ... , xm ), 

provided only that y rt {X2' ... ,xm }. The reason for this has been pointed 
out before, and is that the Xl in (V'XdW(Xl' ... ,xm ) is a dummy, used as 
an aid in describing the construction of the statement. It serves the same 
purpose as the variable t does in the definition of the gamma function as 
l(x) = SO' e-ttx - l dt. 

We shall construct a factor algebra of P, in which these elements, 
considered above as being essentially the same, will be identified. Further 
identifications are possible. The question of which identifications are made 
is purely one of convenience. The congruence relation on P which we use 
needs some care in its construction, and we begin by defining two functions 
onP. 

Definition 1.1. Let W E P. The set of variables involved in w, denoted by 
V(w), is defined by 

V(W) = n {UIU ~ V, W E P(U, fYl)}. 

1 This is very different to the concepts of existence used in other contexts such as "Do flying 
saucers existT' or "Does God exist?" or "Do electrons exist?". 
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Exercise 1.2. Show that 
(i) V(F) = 0. 

IV Predicate Calculus 

(ii) If rE:1I, ar(r) = n, and Xl, ... , Xn E V, then V(r(Xl' ... ' Xn )) = 

{Xl' ... ,Xn }. 

(iii) If Wb W2 E P, then V(Wl = W2) = V(wd u V(W2). 
(iv) If X E V and w E P, then V( (Vx)w) = {x} u V(w). 

Show further that (i)-(iv) may be taken as the definition oft he function V(w). 

Definition 1.3. Let w E P. The depth of quantification of w, denoted by 
d(w), is defined by 

(i) d(F) = O,d(r(xl' ... 'Xn )) = OforeveryfreegeneratorofP. 
(ii) d(Wl = W2) = max(d(wd, d(W2)). 

(iii) d( (Vx)w) = 1 + d(w) (x E V). 

Our desired congruence relation on P may now be defined. 

Definition 1.4. Let Wb W2 E P. We define Wl ~ W2 if 
(a) d(wd = d(W2) = ° and Wl = W2, or 
(b) d(Wl) = d(W2) > 0, Wl = al = bl , W2 = a2 = b2, al ~ a2 and bl ~ b2,or 
(c) Wl = (Vx)a, W2 = (Vy)b and either 

(i) X = yanda ~ b,or 
(ii) there exists c = c(x) such that c(x) ~ a, c(y) ~ band y ~ V(c). 

We remark that in part (c) (ii), the notation c = c(x) indicates the way 
the element concerned is a function of x, and ignores its possible dependence 
on other variables. We use it so we can represent the effect of substituting 
y for X throughout. It is therefore unnecessary for us to impose the condition 
X fj V(c(y)). The notation does not imply V(c(x)) = {x}, hence we must 
impose the condition y fj V(c(x)). Thus the condition (c) (ii) is symmetrie, 
and ~ is trivially reflexive. The proof that it is transitive is left as an exercise. 

Exercise 1.5. 
(i) Given that z t/: V(wd u V(W2), show by induction over d(wd that 

the element c = c(x) in (c) (ii) can always be chosen such that z t/: V(c). 
(ii) If u(x) ~ v(x) and y t/: V(u(x)) u V(v(x)), show by induction over 

d(u(x)) that u(y) ~ v(y). 
(iii) Prove that ~ is transitive. 

Since the relation ~ is an equivalence which is clearly compatible with 
the operations of the algebra, it is a congruence relation on P(V, :11). 

Definition 1.6. The (reduced) first-order algebra P(V, :11) on (V, :11) is 
the factor algebra of P(V, :11) by the congruence relation ~. 

The elements of P = P(V, ~) are the congruence classes. If w E P and 
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[w] is the congruence dass of w, then 

('v'x)[w] = [('v'x)w], 
and 

Definition 1.7. Let W E P. We define the set var(w) of (free) variables 
of w by putting var(w) = var(w), where w E P is so me representative of the 
congruence dass w, and where var(w) is defined inductively by 

(i) var(F) = 0, 
(ii) var(r(xb ... ,xn)) = {Xl' ... ,Xn } for r E fll, Xb ... ,Xn E V, 

(iii) var(wl ~ W2) = var(wl) U var(w2), 
(iv) var( ('v'x)w) = var(w) - {x}. 

Definition 1.8. Let A <;; P. Put 

var(A) = U var(p). 
pEA 

Exercises 

1.9. Show that if Wl ;:::; W2, then var(wl) = var(w2), and conclude that 
var(w) is defined for w E P. 

1.10. Show that for any W E P, there is a representative w of W such 
that no variable X E Vappears in w more than once in a quantifier ('v'x), 
and no X E var( w) appears at all in a quantifier (i.e., w has no repeated dummy 
variables, and no free variables also appear as dummies). 

We assurne henceforth that any W E Pis represented by a W E P having 
the form described in Exercise 1.1 O. Weshall also usually abuse notation 
and not distinguish between PEP and [p] E P. 

§2 Interpretations 

We want to think of the elements of Vas names of objects, and the ele­
ments of fll as relations among those objects. If we take a non-empty set U, 
and a function «J: V -+ U, then we can think of x EVas a name for the element 
«J(x) E U. Of course, not every element U E U need have a name, while some 
elements U may weIl have more than one name. Next we take a function ljI, 
from fll into the set of all relations on U, such that if r E flln , then ljI(r) is an 
n-ary relation. It will be convenient to write simply «JX for «J(x), and ljIr for 
ljI(r). As for valuations, these again should be functions v: P -+ Z2 which 
will correspond to our intuitive notion of truth. Since our interpretation of 
the element r(xb . .. , xn ) E P in terms of U, «J, ljI must obviously be the 
statement that ((JXb ... , «Jxn ) E ljIr, we shall require of v that 
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(a) ifrE~nandxb ... ,XnEV,thenv(r(xb·.·,Xn) = lif(epxb ... ,epxn)E 
I/Ir, and is 0 otherwise, while we still require that 

(b) v is a homomorphism of {F, => }-algebras. 
It remains for us to define truth for a proposition of the form ('v'x)p(x) 

in terms of our understanding of it for p(x), and so we use an induction over 
the depth of quantification. Let Pk(V, fH) be the set of all elements p of 
P(V, fH) with d(p) ~ k. If we take some new variable t, then intuitively, we 
consider ('v'x)p(x) (= ('v't)p(t)) to be true if p(t) is true no matter how we 
choose to interpret t. This leads to a further requirement for v, namely: 

(cd Suppose p = ('v'x)q(x) has depth k. Put v' = V u {t} where trt V. If 
for every extension ep':V' -+ U ofep and for every V~-l:Pk-l(V', R) -+ Z2' 
such that (ep', 1/1, Vk- d satisfy (a), (b) and (c;) for all i < k, we have V~-l(q(t)) = 

1, then v(p) = 1, otherwise v(p) =0. 

Exercise 2.1. Given U, ep, 1/1, prove that there is one and only one 
function v:P -+ Z2 satisfying (a), (b) and (Ci) for all i. 

Briefly, the above exposition of the components of an interpretation of 
P(V, fH) can be expressed as follows. 

Definition 2.2. An interpretation of P = P( V, ~) in the domain U is a 
quadrupie (U, ep, 1/1, v) satisfying the conditions (a), (b) and (Ck) for all k. 

As before, we write A ~ p if A ~ P, PEP and v(p) = 1 for every inter­
pretation of P for which v(A) ~ {1}. We denote by Con(A) the set of all p 
such that A ~ p. We write ~ pfor 0 ~ p, and any p for which ~ p, is called 
valid or a tautology. 

Exercises 

2.3. Let W(Ub"" Un) be any tautology of Prop( {Ub ... ,un}). Let 
Pb' .. ,Pn E P(V, ~). Prove that ~ W(Pb ... ,Pn)' 

2.4. A ~ P(V, fH) and p(x) E A for all x E V. Does it follow that 
A ~ ('v'x)p(x)? 

§3 Proof in Pred( V, f!It} 

To complete the construction ofthe logic called the First-Order Predicate 
Calculus on (V, fH), and henceforth denoted by Pred(V, fH), we have to 
define a proof in Pred(V, fH). 

Definition 3.1. The set ofaxioms of Pred(V,~) is the set .91 = 

.911 U ... U .915 , where 

.91 1 = {p => (q => p)!p, q E P(V, ~)}, 

.91 2 = {(p => (q => r)) => ((p => q) => (p => r))!p, q, rE P(V, fH)}, 

.91 3 = {'" '" p => p!p E P(V, ~)}, 
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d 4 = {(Vx)(p => q) => (p => ((Vx)q))lp, q E P(V, ~), x ~ var(p)}, 
d 5 = {(Vx)p(x) => p(y)lp(x) E P(V, ßi»), y E V}. 

We remind the reader that these axioms are stated in terms of elements of 
the reduced predicate algebra. In d 5, for example, the substitution of y for 
x in p(x) implies that we have chosen a representative of [(Vx)p(x)] in which 
(Vy) does not appear. 

In addition to Modus Ponens, we shall use one further rule of inference, 
which will enable us to formalise the following commonly occurring argu­
ment: we have proved p(x), but x was any element, and therefore (Vx)p(x). 
The rule of inference called Generalisation allows us to deduce (Vx)p(x) 
from p(x) provided x is general. The restriction on the use of Generalisation 
needs to be stated carefully. 

Definition 3.2 Let A <:; P, pEP. A proo! o! length n of P from A is a 
sequence Pb' .. ,Pn of n elements of P such that Pn = p, the sequence 
Pb' .. , Pn-I is a proof of length n - 1 of Pn-I from A, and 

(a) Pn E d u A, or 
(b) Pi = Pj => Pn for some i,j < n,or 
(c) Pn = (Vx)w(x) and some subsequence Pkl' ... , Pkr of Pb' .. Pn-I is 

a proof (of length < n) of W(X) from a subset Ao of A such that x t. var(Ao). 

This is an inductive definition of a proof in Pred(V, ~). As for Prop(X), 
we require a proof to be a proof of finite length. The restriction x ~ var(Ao) 
in (c) means that no special assumptions about x are used in proving w(x), 
and is the formal analogue of the restriction on the use of Generalisation in 
our informallogic. 

As before, we write A f- P ifthere exists a proof of P from A. We denote by 
Ded(A) the set of all p such that A f- p. We write f-p for 0 f- p, and any p for 
which f-p is called a theorem of Pred(V, ßi»). 

Example3.3. We show {~(3x)(~p)} HVx)p for any elementpEP. 
(Recall that (3x) is an abbreviation for ~(Vx)~.) The following is a proof. 

PI = ~ ",(Vx)('" "'p)=>(Vx)(", "'p), (d 3 ) 

P2 = ~ ",(Vx)(~ "'p), 

P3 = (Vx)( '" '" p), 

P4 = (Vx)( '" '" p(x)) => '" '" p(y), 

(assumption) 

(PI = P2 => P3) 

(d s) 

Note that by (.W' 5), the y in P4 may be chosen to be any variable. To permit 
a subsequent use of Generalisation, y must not be in var( '" (3x)( '" p(x))). A 
possible choice for y is the variable x itself. 

Ps = ~ '" p(y), 

P6 = '" '" p(y) => p(y), 

P7 = p(y), 

Ps = (Vy)p(y). 

(P4 = P3 => Ps) 

(d 3 ) 

(P6 = Ps => P7) 

(Generalisation, y t. var( ~ (3x)( '" p(x)) ) 
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Exercises 

3.4. Show that every axiom of Pred(V, ~) is valid. 
3.5. Construct a proof in Pred(V, fA) of (V'x)(V'y)p(x, y) from 

{(V'y)(V'x)p(x, y)}. 

§4 Properties of Pred( V, ~) 

We have now constructed the logic Pred(V, ~). Hs algebra of proposi­
tions is the reduced first order algebra P(V, ~), its valuations are the valua­
tions associated with the interpretations of P(V, fA) defined in §2, and its 
proofs are as defined in §3. 

We can immediately inquire if there is a substitution theorem for this 
logic, corresponding to Theorem 4.11 of the Proposition al Calculus. There, 
substitution was defined in terms of a homomorphism cp: Pi ---+ P 2 of one 
algebra of propositions into another. If Pb P 2 are first order algebras, then 
as the concept of a homomorphism from Pi to P2 requires these algebras to 
have the same set of operations, it follows that they must have the same set 
of individual variables. Even in this case, a homomorphism would be too 
restrictive for our purposes, for we would naturally want to be able to inter­
change two variables x, y, so mapping elements p(x) of the algebra to 
cp(p(x)) = p(y), but unfortunately such a map is not a homo mo rphi sm. For 
if p(x) E P is such that x E var(p(x)), y fj var(p(x)), then 

cp( (V'x)p(x)) = (V' y)p(y) = (V'x)p(x), 

(V'x)cp(p(x)) = (V'x)p(y). 

Since y E var( (V'x)p(y)) but y rt var( (V'y)p(y)), these elements are distinct 
and cp is not a homomorphism. 

Definition 4.1. Let Pi = P(Vb ~(1») and P2 = P(V2 , ~(2»). A semi­
homomorphism (a, ß):(P b Vi) ---+ (P2 , V2 ) is a pair of maps a:Pi ---+ P2 , 

ß: Vi ---+ V2 such that 
(a) ß(Vd is infinite, 
(b) ais an {F, =? }-homomorphism, and 
(c) a( (V'x)p) = (V'x')a(p), where x' = ß(x). 

Lemma 4.2. Let (a, ß):(P b Vi) ---+ (Pb V2) be a semi-homomorphism. Let 
PEP 1 and suppose x E Vi - var(p). Then ß(x) ~ var(a(p)). 

Proof: We observe first that if x =F y, then (V'x)p = (V'y)p if and only 
if neither x nor y is in var(p). 

Since ß(Vi) is infinite, there is an element y' E ß(Vi) such that y' =F ß(x) 
and y' ~ ß(var(p)). Choosing y E Vi so that ß(y) = y', it follows that (V'x)p = 

(V'y)p. If x' = ß(x), then we have 

(V'x')a(p) = a( (V'x)p = a( (V'y)p) = (V'y')a(p), 

and it follows again that x' ~ var(a(p)). D 
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Theorem 4.3. (The Substitution Theorem). Let (a, ß):(Pb VI) ----> (Pz, Vz) 
be a semi-homomorphism. Let A ~ P, PEP l' 

(a) If A f- P, then a(A) f- a(p). 
(b) If A ~ P, then a(A) ~ a(p). 

Proof: (a) Let Pb' .. , Pn be a proof of P from A. We use induction over 
n to show that a(pd, ... , a(Pn) is a proof of a(p) from a(A). 

If a = ((Vx)(p = q)) = (p = (Vx)q) is an axiom of type A4 , then by 
Lemma 4.2, the condition x ~ var(p) is preserved by the semi-homomorphism 
(a, ß), and so a(a) is again an axiom. In all other cases, it is clear that the 
image of an axiom is an axiom. Thus if pE d(l) U A, then a(p) E d(Z) u a(A), 
where d(i) is the set ofaxioms of Pred(Vi, ~(i»). Hence our desired result 
holds for n = 1. 

For n > 1, we may suppose by induction that a(pd, ... , a(Pn-l) is a proof 
of a(Pn - 1) from a(A). If Pi = P j = Pn for some i,j < n, then a(pi) = a(p j) = a(Pn), 
and the result holds. It remains only to consider the case that Pn = (Vx)q, 
where some subsequence qb ... , qk of Pb' .. , Pn-l is a proof of q from some 
subset Ao ~ A with x ~ var(Ao). By induction, a(qd, ... , a(qk) is a proof of 
a(q) from a(Ao). For each W E Ao, x ~ var(w), and by Lemma 4.2, x' ~ var(a(w)), 
where x' = ß(x). Thus x' ~ var(a(Ao)), and a(Pl), ... , a(Pn- d, (Vx')a(q) is a 
proof. Since (Vx')a(q) = a( (Vx)q) = a(p), the result is completely proved. 

Part (b) is an easy consequence of (a) once we have proved the Adequacy 
Theorem, so we omit a proof. We leave as an exercise a direct proof of(b). 0 

Exercises 

(The following exercises lead to a direct proof of part (b) of the Substitu­
tion Theorem. Throughout, Pi = P(V;, ~(i») and (a, ß):(Pl , VI) ----> (P2, V2) is a 
semi-homomorphism.) 

4.4. Show that (Vx)p(x) = (Vx)q(x) if and only if p(x) = q(x). 
4.5. We put vt = Vi u {y} and Pt = P(vt, ~(i»), where Y is some new 

variable (y fj: VI U Vz). Show that for each p(y) E Pt - Pb there is a unique 
q(y) E P! such that a( (Vx)p(x)) = (Vx')q(x') for some x E Vb X fj: var(p(y)) 
and x' = ß(x). Hence show that there is a unique semi-homomorphism 
(a*, ß*):(Pt, Vt) ----> (PI, VI), extending (a, ß), such that ß*(y) = y. Generalise 
to the addition of n new variables Yl> ... , Yn-

4.6. Let (U, ep, l/I, v) be an interpretation of Pz. For each r E ~~l), we 
define an n-ary relation l/Ilr on U as follows. Take new variables Yb ... , Ym 
put vt = Vi u {Yb"" Yn}, and construct the extension (a*, ß*) of(a, ß) as 
in 4.5. Given (Ub' .. , Un) E un, the mapping of Yi to Ui defines a unique 
extension of (U, ep, l/I, v) to PI, and so assigns a value v*(q) to each q E PI. 
We define (Ul"'" Un) E l/Ilr if and only if v*(a*(r(Yb' .. , Yn)) = 1. 

Show that (U, epß, l/Ib va) is an interpretation of P1. Hence prove part (b) 
of the Substitution Theorem. 

Theorem 4.7. (The Soundness Theorem). Let A ~ P(V, ~), pE P(V, ~). 
If A f- P, then A ~ p. 
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Proof: Let Pb . .. ,Pn be a proof of P from A. Let (U, <p, 1/1, v) be an 
interpretationofP(V, gQ)suchthatv(A) S; {1}. Wehavetoshowthatv(p) = 1, 
and we shall use induction on n to prove it. If n = 1, pE si u A and then 
v(p) = 1. Suppose by induction that n > 1 and the result holds for proofs of 
length less than n. If Pi = Pj = Pn for some i, j < n, then V(Pi) = v(Pj) = 1, 
and it follows that v(p) = 1. 

Suppose finally that Pn = (Yx)q(x) and that ql(X), ... , qk(X) is a proof 
of q(x) from the subset Ao of A with x rJ var(Ao). We must use condition (cr ) 

in the definition of interpretation, where r is the depth of Pn- Thus we take 
a new variable t, we put V' = V u {t}, and we consider extensions <p': V' ~ U 
of<p and maps V~-l: Pr-l(V', gQ) ~ Z,2, as given in condition (cr). We have 
to prove that in every case, V;-l(qk(t)) = 1. But each V~-l extends uniquely 
to a valuation v': P(V', gQ) ~ Z,2 such that (U, <p', 1/1, v') is an interpretation of 
P(V', gQ). By the Substitution Theorem (Theorem 4.3 (a)), ql(t), ... , qk(t) is a 
proof of q(t) from Ao, and so by induction (since k < n), V'(qk(t)) = 1. Thus 
v( (Yx)q(x)) = 1 and the theorem is proved. 0 

Corollary 4.8. (The Consistency Theorem). F is not a theorem of 
Pred(V, ~). 

Proof: Let U be any non-empty set, <p: V ~ U any function, and 1/1 any 
function on gQ such that if r E ~m then I/I(r) is an n-ary relation on U. Then 
there exists v:P(V, ~) ~ Z,2 such that (U, <p, 1/1, v) is an interpretation. For 
every interpretation, and in particular for the one constructed above, v(F) = 

O. The existence of one interpretation for which v(F) = 0 shows that F is 
not valid. The Soundness Theorem now shows that F is not a theorem. 0 

Theorem 4.9. (The Deduction Theorem). Let A S; P = P(V, ~) and let 
P, q E P. Then A f- P = q if and only if A u {p} f- q. 

Proof: If A f- P = q, then it folIows, as in the case of the Propositional 
Calculus, that Au {p} f- q. Suppose Au {p} f- q. We shall again use induc­
tion over the length of the proof. The argument used for the case of the 
Propositional Calculus again applies except in the case where q is obtained by 
Generalisation. So we suppose q = (Yx)r(x) and Ao f- r(x), where Ao S; 

Au {p} and x ~ var(Ao). 
(i) P ~ Ao. Then Ao S; A and we have a proof of q from Ao. Follow this 

proof with the steps q = (p = q), P = q to obtain a proof of P = q from A. 
(ii) pE A o. We have a proof of r(x) from A o, and so by induction on the 

prooflength, we have Al f- P = r(x), where Al = Ao - {p}. By Generalisa­
tion, a proof of P = r(x) from Al may be followed with (Yx)(p = r(x)). As 
pE Ao and x ~ var(Ao), it follows that x ~ var(p). We continue the proofwith 

(Yx)(p = r(x)) => (p => (Yx)r(x)) 
and 

p = (Yx)r(x), 

completing the proof and establishing the theorem. 0 
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Example 4.10. As we did before, we use the techniques of thc proof of 
the Deduction Theorem to convert the proof ~ p, ('Ix) (~p), ~ ('Vx)( ~ p), F 
of F from {(3x)p, ~p} (x ~ var(p)), into a proof of ~ ~p from {(3x)p}, so 
proving p from {(3x)p}. 

Given 
proof Comment Corresponding Steps of Constructed Proof 

~p Assumption ~p=((~p= ~p)=~p), 
to be (~p=((~p= ~p)= ~p))=((~p=(~p= ~p))=(~p= ~p)), 

eliminated (~p=(~p= ~p))=(~p= ~p), ~p=(~p= ~p), ~p= ~p. 

(Yx)( ~ p) General- (Yx)( ~ p = ~p), ((Yx)( ~ p = ~ p)) =( ~ p = (Yx)( ~ p)), 
isation ~ p = (Yx)( ~ p). 

~(Yx)(~p) Retained ~(Yx)(~ p), (~(Yx)(~ p)) =( ~p = ~(Yx)(~ p)), 
assumption ~ p = (~(Yx)( ~ p)). 

F Modus (~p = ((Yx)( ~p) = F)) = ((~ P = (Yx)( ~p)) = (~p = F)), 
ponens (~p=(Yx)(~p))=(~p=F), ~ ~p. 

Extension ~ ~p=p,p. 

to prove p 

Exercises 

4.11. Convert the proof ('Vx)p(x), (('Vx)p(x)) => p(x), p(x), ('Vx)(p(x) => 

q(x)), ('Vx)(p(x) => q(x)) => (p(x) => q(x)), p(x) => q(x), q(x), ('Vx)q(x) of('V x)q(x) 
from {('Vx)(p(x) => q(x)), (Vx)p(x)} into a proof of ('Vx)p(x) => ('Vx)q(x) from 
{('Vx)(p(x) => q(x))}. 

4.12. Prove {('Vx)(p(x) => q(x)} f- (3x)p(x) => (3x)q(x). 

We now prove some lemmas wh ich we shall need in establishing the 
Satisfiability Theorem. As for Prop(X), a subset Ais consistent if F ~ Ded(A). 

Lemma 4.13. Let A be a consistent subset ofP(V, 9!!). Suppose (3x)p(x) E A, 
and ti Var(A). Then F i Ded(A u {pet)}). 

Proof: Suppose F E Ded(A u {pet)}). Then by the Deduction Theorem, 
~p(t) E Ded(A). Since ti Var(A), we may apply Generalisation and obtain 
(Vx)( ~ p(X))E Ded(A). But(3x)p(x) = ~(Vx)( ~ p(X))E A, and so F E Ded(A), 
contrary to assumption. 0 

Lemma 4.14. Let A be a consistent subset of P(V, 9!!). Then there exist 
V* ;:> V and A* ;:> A, where A* ~ P(V*, ~), such that 

(i) F ~ Ded(A *), and 
(ii) for all p E P(V*, ~), either P E A* or ~ pE A*, and 

(iii) if(3x)p(x) E A*, thenfor some tE V*, pet) E A *. 
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Proof: Put Vo = V, Ao = A, Po = P(V, ~). We construct inductively 
V;, Pi = P(V;, ~), Ai and Ai for i > 0. Taking a new variable t~) for each 
pE Ai of the form p = (3x)q(x), we put 

V;+1 = V; u {t~)lp E Ai' p = (3x)q(x) for some q(x)}, 

Ai+ 1 = Ai U {q(t~))lp E Ai' p = (3x)q(x), q(x) E PJ 
Suppose that F ~ Ded(AJ If FE Ded(Ai+1)' then FE Ded(A i U {q1(t~~), 

.. " qr(t~!)}) for some finite set {q1(t~~), ... ,qr(t~!)}, which is impossible by 
Lemma 4.13. Thus F €I Ded(Ai+ d, and by Lemma 2.11 of Chapter II, there 
exists Ai + 1 =2 Ai + 1 such that Ai + 1 satisfies (i) and (ii). F or each i > 0, choose2 

such an Ai' Put V* = Ui V;, A* = Ui Ai' 
Since any finite subset of A* is contained in some Ai> it follows that V* 

and A* satisfy (i), (ii) and (iii). 0 

Theorem 4.15. (The Satisfiability Theorem). Let A be a consistent subset 
of P(V, ~). Then there exists an interpretation (U, qJ, ljJ, v) of P(V, ~) such that 
v(A) s; {I}. 

Proof: If V* =2 V and P(V*,~) =2 A* =2 A, then any interpretation of 
P(V*,~) for which v(A *) S; {I} clearly restricts to an interpretation of 
P(V,~) with v(A) S; {I}. We may therefore suppose, without any loss of 
generality, that V, A satisfy the conditions (i), (ii) and (iii) of Lemma 4.14. 
To construct our interpretation, we take U = V, and qJ: V --+ U the identity 
map. For each r E ~m we put ljJr = {(Xl> ... ,xn) E vnlr(xl> ... ,xn) E A}. For 
each P E P(V, ~), we put v(p) = 1 if pE A and v(p) = ° otherwise. It is easily 
checked that (U, qJ, ljJ, v) satisfies the conditions (a), (b) ofthe definition ofan 
interpretation, and we are left with showing that the condition (cd is satisfied 
for all k. 

Let t be so me new variable, and let p = (Vx)q(x) have depth k + 1. 
Suppose first that p E A. Let qJ' be any extension of qJ to V' = V U {t}, and 
let vI.: Pk(V', ~) --+ Z2 be as required for condition (Ck+ 1)' Put y = qJ'(t). 
Since, by induction, v satisfies (cJ for i ~ k, it follows that for all w(x) E Pk> 
v'(w(t)) = v(w(y)). Now (Vx)q(x) E A, therefore q(y) E Ded(A) = A, since A 
is a maximal consi~tent sub set, and this holds for all y E V. Thus v' (q(t)) = 

v(q(y)) = 1 and condition (Ck+ 1) is satisfied in this case. 
Supposethatp = (Vx)q(x) ~ A.As {"'(3x)("'q(x))} ~ (Vx)q(x),itfollows 

that '" (3x)( '" q(x)) ~ A. Hence (3x)( '" q(x)) E A, and so for so me y E V, 
"'q(y) E A. Consider the extension qJ' of qJ to V' with qJ' (t) = y, and the 
corresponding vk:P(V',~) --+ Z2' Then v'(q(t)) = v(q(y)) = 0. As v(p) = 0, 
we see again that condition (Ck+ 1) is satisfied. 0 

Theorem 4.16. (The Adequacy Theorem). Let A s P(V, ~), pE P(V, ~). 
1f A ~ p, then A ~ p. 

2 The proof of Lemma 2.11 involved an application of Zorn's Lemma. We also use the 
(countable) axiom of choice here to select the Ai. 
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Proof: If F ~ Ded(A u { ~ p}), then by the Satisfiability Theorem, there 
exists an interpretation (U, q>, t/J, v) of P(V, ~) such that v(A u { ~ p}) ~ {1}, 
which contradicts the hypothesis A f= p. Therefore A u { ~ p} f-- F. Hence, 
by the Deduction Theorem, A f-- ~ ~ p, and the result follows. 0 

Corollary 4.17. (The Compactness Theorem). If A f= p, then Ao f= p for 
some finite subset Ao of A. 

The Soundness Theorem and the Adequacy Theorem together show that 
if A s;: P(V, ~) and p E P(V, ~), then A f= p if and only if A f-- p. This result 
is usually called Gödel's (or the Gödel-Henkin) Completeness Theorem. 
It was first proved by Gödel in 1930. The method of proof we have used, 
depending on the Satisfiability Theorem, is due to Henkin. 

We have now established for Pred(V,.~) aB the properties previously 
established for Prop(X), with the exception of decidability. We have good 
reason for not attempting to prove Pred(V, ~) is decidable. If ~ contains at 
least one relation symbol of arity greater than 1, then Pred(V,~) is un­
decidable. The precise meaning of this statement, and its proof (which is due 
to Church and Kalmar), are given in Chapter IX. 

Exercise 4.18. An element p E P(V, ~) is said to be expressed in prenex 
normal form when it is expressed in the form p = Q1Q2 ... Qkq, where Qi 
is either (VXi) or (3x;), Xl> ... , Xk are distinct, and q is a quantifier-free 
element of P(V, ~). Give an algorithm which constructs from any pE P(V, ~), 
an element pi in prenex normal form such that f-- (p => pi) 11 (pi => p). 



Chapter V 

First-Order Mathematics 

§1 Predicate Calculus with Identity 

In this chapter, we shall reconstruct some parts of ordinary mathematics 
within the logical system constructed in Chapter IV. A piece of mathematics 
constructed within the first-order predicate calculus will be called a first­
order theory. By comparing a first-order theory with the informal theory on 
which it is modelled, we may gain insight into the influence of our logical 
system on our mathematics. 

One feature common to all mathematical theories is the concept of 
equality or identity. A statement ofthe form a = b always means that a and 
b denote the same mathematical object. A consequence of a = bis that, in 
any statement involving a, we may replace any of the occurrences of a by b 
without altering the truth or falsity of the statement. We therefore begin by 
investigating how to formalise in Pred(V,~) the concept of identity. We 
clearly require a binary relation symbol ß E f71 2 • As the axioms of identity, 
we take the set I ~ P(V,~) consisting of (Vx)ß(x, x) and the elements 
(VX1)'" (Vxn)(Vy)(ß(Xj, y) =>(r(xb"" xn) => r(x!> ... , Xj_ b y, Xj+ b"" xn»), 
for all r E ~"' all n, and all j :( n. 

Exercises 

1.1. Prove I f- ß(x, y) => ß(y, x). 
1.2. Prove I f- ß(x, y) => (ß(y, z) => ß(x, z»). 
1.3. Let w(x, z) be any element of P, possibly involving other variables 

besides x, z. Show that I f- ß(x, y) => (w(x, x) => w(y, x»). (Hint: use in duc­
tion over the number of steps in the construction of w(x, y) from Vand f71.) 

1.4. Let (U, <p, 1jI, v) be an interpretation of P(V, f71) such that IjIß is 
the identity relation on U. Let U' be any set containing U, and let n: U' --+ U 
be any function such that neu) = u for all u E U. Let <p': V --+ U' be the com­
position of<p with the inclusion map U --+ U'. For each r E ~m define the 
n-ary relation ljI'r on U' by (u~, . .. , u~) E ljI'r if and only if (n(u~), ... , 
n(u~») E IjIr. Show that this defines an interpretation (U', <p', 1jI', v') of P(V, f71), 
and that for pE P(V, f71), we have v'(p) = v(p). Show that 1jI' ß is an equi­
valence relation on U', but that, no matter wh at the interpretation (U, <p, 
1/1, v), U' and n can be constructed such that 1jI' ß is not the relation of identity 
in U'. 

According to Exercise 1.4, no matter wh at subset l' ;2 I of P(V, ~) we 
choose as our axioms of identity, we cannot thereby force IjIß to be the 
relation of identity in every interpretation of P(V, f71) such that v(1') = {I}, 

38 
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unless of course we have FE Ded(I') and so exclude the existence of such 
interpretations. We overcome this by constructing a modified form of the 
first-order predicate calculus, in which the only interpretations allowed will 
be those for which 1jJ.f is the identity relation. 

Definition 1.5. Suppose.f E ~2. A proper interpretation of P(V, ~) is 
an interpretation (U, ep, 1jJ, v) such that 1jJ.f is the relation of identity on U. 

Definition 1.6. PredAV,~) is the logic with algebra of propositions 
P( V, ~ u {.f}), valuations those arising from proper interpretations, and 
with proof of p from A in Pred;(V,~) defined as a proof of p from 1 u A 
in Pred(V, ~ u {.f}). 

We shall always assurne .f E~, and so have P(V,~) as the algebra of 
propositions. We write A f-- IP and p E Ded,(A) to indicate that p is provable 
from A in Predl (V, ~), i.e., that A u 1 f-- p or equivalently pE Ded(A u 1). 
We say that p is a proper consequence of A, written A != ,p or pE Con,(A), 
if v(p) = 1 for every proper interpretation of P(V,~) with v(A) ~ {I}. 
Because of the restriction on the interpretations considered, A r= IP would 
appear to be weaker than A u 1 != p. We shall see shortly that they are in 
fact equivalent. 

Theorem 1.7. (The Satisfiability Theorem) Suppose F t/= Ded,(A). Then 
there exists a proper interpretation of P(V, ~) with v(A) ~ {I}. 

Proof: Since F 1 Ded(A u 1), there exists an interpretation (U, ep, 1jJ, v) 
of P = P(V,~) such that v(A u 1) = {I}. The relation 1jJ.f is an equivalence 
relatiQn on U. For UE U, denote byuthe equivalenceclass {u' E UI(u, u') E 1jJ.f}, 
and let 0 be the set of all these equivalence classes. Define iß: V -+ 0 by 
iß(x) = ep(x) for all x E V. For each r E ~m IjJr has the property that 
if (u;, uD E 1jJ.f, then (u!> ... , un) E IjJr if and only if (u~, ... , u~) E IjJr. Hence 
we can define a relation l{tr on 0 by putting (u!> ... , un) E l{tr if and only if 
(u!> ... , un) E IjJr. This defines a function l{t from ~ into the relations on 
0, and it is easily checked that (0, (p, l{t, v) is a proper interpretation of 
P(V, ~). The valuation v is unchanged, consequently we have a proper 
interpretation with v(A) ~ {I}. 0 

Corollary 1.8. 
(i) Con.,(A) = Con(A u 1) 
(ii) 1f A !=, p, then A r-5 p. 
The soundness and consistency of PredAV, ~) both follow immediately 

from the corresponding properties of Pred( V, ~). 

§2 First-Order Mathematical Theories 

A branch of mathematics is defined by listing the properties and relation­
ships to be studied and by listing the assumptions (usually known as the 
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axioms of the branch of mathematics) made about them. For example, in 
plane projective geometry, the only properties considered are those of being 
called a point or li ne (the actual nature of the objects is irrelevant, only the 
way they are divided into the two c1asses matters) and we are concerned with 
the one relations hip of a point lying on a line. (It is taken for gran ted that 
we also use the relationship of identity.) The axioms of plane projective 
geometry are that through any two distinct points there is one and only one 
line, that any two distinct lines have one and only one common point, and the 
non-triviality axiom that there exist four points such that no three of them 
are collinear. 

We shall define a mathematical theory in terms of lists of relations and 
axioms. It is convenient also to inc1ude a list of any special objects named in 
the axioms. 

Definition 2.1. A first-order mathematical theory is a tripie !/ = 
U~, A, C) where JE 1Yl, A 5; P(V, 1Yl) for so me V ~ C such that V - C is 
infinite, and var(A) = C. The set A is called the set of (mathematical) axioms 
of !/, the set C is called the set of (individual) constants of !/, while the 
language l of!/ is the subset 2"(!/) = {p E P(V, 9f!)lvar(p) 5; C} of P(V, 9f!). 
A theorem of !/ is an element pE 2"(!/) such that A f-- .Ip. 

We point out that the set V is not specified in !/, and that any suitable 
set V may be taken. The set 2"(!/) is independent of the choice of V. Later, 
we shall occasionally need a standardised set V of variables, such that 
V - Cis eountably infinite. We seleet as standard variable set the set Vo = 

Cu {xdi E N}, where the Xi are disjoint ftom C. 

Definition 2.2. The algebra of!/ is the set P(!/) = P(Vo, 1Yl), where Vo 
is the standard variable set. An element pE P(!/), such that var(p) 5; 

{x b ... , xn } u C, is called an n-variable formula of !/. 

The following notations will be used in discussing first-order theories !/. 
If U 5; P(V, 9f!) and pE P(V, 1Yl), then we write U f--5P for Au U f-- .Ip, 
!/ f-- p(or f-- ,rp) for A f-- .Ip, and U ~ ,rP, !/~ 5p(or ~ ,rp), for Au U f-- ,yP 
and A ~ .IP respectively. 

Examples 

2.3. (First-order plane projective geometry) We take two unary predi­
cate symbols p, f, interpreting p(x) as "x is a point", and f(x) as "x is a line". 
We take a binary predicate symbol E, and interpret E(X, y) as "x lies on y". 
These express the basic concepts of plane projective geometry, so we take 
lYl = {p, f, E, J}. Our axiom set is the set)4 = {al" .. ,a6}' where 

al = ('v' x)( (p(x) v f(x)) 11 '" (p(x) 11 f(x))), 

1 The reader is warned that most authors use this term for P(V, 9P). 
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a2 = (Vx)( (3y) E(X, y) => p(x)), 

a3 = (Vx)( (3y) E(Y, x) => f(x)), 

a4 = (Vx)(Vy)(p(x) 11 p(y) 11 ~§(x, y) => (3Z)(E(X, z) 11 E(Y, z) 

11 (Vt)( E(X, t) 11 E(Y, t) => §(z, t)))), 

as = (Vx)(Vy)(f(x) 11 f(y) 11 ~§(x, y) => (3Z)(E(Z, x) 11 E(Z, y) 

11 (Vt)( E(t, x) 11 E(t, y) => §(z, t)))), 
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a6 = (3XI)(3x2)(3x3)(3x4)(P(XI) 11 P(X2) 11 P(X3) 11 p(x4) 11 ~§(Xb X2) 11 

~ §(x b x 3) 11 ~ §(x b x4) 11 ~ §(xb x3) 11 ~ §(x2, x4) 11 ~ §(x3, X4) 

11 ~C(XI,X2,X3) 11 ~C(XI,X2,X4) 11 ~C(XbX3,X4) 11 ~C(X2,X3,X4)) 

where in the non-triviality axiom a6 , C(Xb x 2 , X3) denotes (3Z)(E(X b z) 
11 E(X2' z) 11 E(X3' z)). The axiom al says that each object is either a point or 
a line, but not both. Axioms a2 and a3 say that E is a relation between a point 
and a line, while axioms a4 and as are the usual incidence axioms. For this 
theory, the set C = fZf. 
. There is a very useful notation which abbreviates axioms such as a4 and 
as. We write (3!x)w(x) for (3x)(w(x) 11 (Vy)(w(y) => §(x, y))), where w(x) is 
any element of P(V, 91!). (3!x)w(x) may be read "There exists a unique x such 
that w(x)". In this notation, we have 

a4 = (Vx)(Vy)(p(x) 11 p(y) 11 ~ §(x, y) => (3!Z)(E(X, z) 11 E(Y, z))). 

2.4. (Elementary group theory) We take 91! = {§, m}, where m is a 
ternary relation symbol. We interpret m(x, y, z) as "xy = z". For axioms, 
we take A = {al' ... , a4}, where 

a l = (Vx)(Vy)(3!z)m(x, y, z), 

a2 = (Vx)(Vy)(Vz)(Va)(Vb)(Vc)(Vd)(m(x, y, a) 11 m(a, z, b) 

11 m(y, Z, c) 11 m(x, c, d) => §(b, d)), 

a3 = (Vx)m(e, x, x), 

a4 = (Vx)(3y)m(y, x, e). 

Axiom a l asserts that m defines a function, a2 is the associative law, a3 
asserts that e is a left identity and a4 asserts the existence ofleft inverses. We 
have C = {e}. We could reformulate the theory without individual constants 
by replacing a3 and a4 by (3e)(a3 11 a4)' 

This theory is too restrictive for the study of group theory. Within it, we 
can prove results such as that e is a right identity or that the identity is unique. 
But we have no way of expressing properties of subsets, so we cannot discuss 
subgroups. Nor can we discuss relationships between groups. We called this 
theory elementary group theory because it is restricted to the relationships 
between elements of a group (as distinct from the relationships between sub­
sets of a group). We shall use the word "elementary" with this meaning in 
relation to other theories. 
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Exercises 

2.5. Show that (Vx)m(x, e, x), (Ve')( (Vx)m(e', x, x) => §(e, e')), 
(Vx)(Vy)(m(y, x, e) => m(x, y, e)) are theorems of the elementary group 
theory of Example 2.4. 

2.6. Show that the formal analogue of the statement "There exist four 
distinct lines, no three of which are concurrent" is a theorem of the first­
order plane projective geometry of Example 2.3. 

2.7. 3"' = (~, A, C) is a first-order theory and (a, ß):(P(V, ~), V) ---+ 

(P(V, ~), V) is a semi-homomorphism such that a(A) ~ Ded,(A). If 3"' f- p, 
prove that 3"' f- a(p). 

2.8. 3"' is the first-order plane projective geometry of Example 2.3. The 
dual W of an element W E P(V, ~) is the element obtained from W by inter­
changing p and t and replacing E(X, y) by E(Y, x) (all x, y E V) throughout 
Show that if a is the map a(w) = w, and if ß is the identity map, then (a, ß) 
is a semi-homomorphism (in fact an automorphism) of P(V, ~), satisfying 
the condition of Exercise 2.7. Hence prove that the dual of a theorem of 3"' 
is a theorem of 3"'. 

The examples given above show how particular mathematical systems 
may be used to construct first-order theories. We regard the concept of a 
first-order theory as fundamental to our study of the relations hip between 
reasoning and mathematics, and our direction is set firmly by the next defini­
tion. We denote by rel(M) the set of all relations on a set M. 

Definition 2.9. A model of the first-order theory 3"' = (~, A, C) is a set 
M together with functions v: C ---+ M, ljJ: ~ ---+ rel(M), such that for some 
set V of variables (V ~ C, V - C infinite), there exists a proper interpreta­
tion (M, <p, ljJ, v) of P(V,~) for wh ich <Pie = v and v(A) ~ {l}. 

We think of a model (M, v, ljJ) of the theory 3"' as the essential part of a 
proper interpretation of 3"' for which the axioms of 3"' are true (i.e., for wh ich 
v(A) ~ {1}). Although the valuation v of P(V, ~) is determined by <p and ljJ, 
the restriction VI2'(Y) is completely determined by v and ljJ, and is independent 
of the choice of V and the interpretation. Hence there is a well-determined 
valuation v of 2(3"') corresponding to each model (M, v, ljJ) of !T, and we 
say that p E 2(3"') is truefor the model (M, v, ljJ) of!T if v(p) = 1. We shall 
refer to the model (M, v, ljJ) of 3"' as the model M of!T, whenever this abuse 
of notation does not lead to confusion. 

Example 2.10. Let G be a group with multiplication written as juxta­
position and with identity element 1. We put v(e) = 1, and we put ljJm = 

{(x, y, z) E G31xy = z}. ljJ§ will of course be the identity relation. Then 
G = (G, v, ljJ) is a model of the elementary group theory of Example 2.4. A 
model of the elementary group theory is essentially a group. 

Given a model (M, v, ljJ) ofthe theory /Y, some relations on the set Mare 
derived naturally from 3"', in the following manner. Let P(Xb ... , x n ) be an 
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n-variable formula of :!I. For any mb ... , mn E M, there is an interpretation 
(M, cp, tjJ, v) of p(.'1) such that cplc = v and cp(xJ = mi for i = 1, ... , n. These 
conditions on cp determine v(p), and if u(p) = 1, we say that (ml' ... , mn) 
satisfies p(Xl> ... ,xn), or (by abuse of language) that p(m 1 , .•. , mn) is true 
in M. Hence P(Xb ... , xn ) defines an n-ary relation on M, which (by abuse of 
notation) we denote by tjJ(p): 

tjJ(p) = {(mi> . .. ,mn) E Mnlp(ml, ... ,mn) is true in M}. 

This leads to the following definition. 

Definition 2.11. The n-ary relation p on the model M of:'1 is said to be 
definable in :'1 if p = tjJ(p) for some n-variable formula p of :'1. The function 
f:Mn -+ M is called a definable function ifthere is an (n + l)-variable formula 
p of :'1 such that 

(i) foraliab ... ,ambEM,f(al, ... ,an) = bifandonlyifp(ab ... ,amb) 
is true, and 

(ii) :'1 f- (Vxd ... (Vxn)(3!y)p(xb · .. , xm y). 

Example 2.12. Conjugacy is a definable relation in elementary group 
theory. It is defined by the formula 

p(xb X2) = (3X3)(3x4)(3xs)(m(x3' X4, e) 11 m(x3' Xl> xs) 11 m(xs, X4, X2»). 

Inverse is a definable function, defined by the formula 

q(xb X2) = m(x2' Xb e). 

§3 Properties of First-Order Theories 

Definition 3.1. The first-order theory .'1 is calied consistent if F is not 
a theorem of :'1. 

The Soundness and Satisfiability Theorems for PrediV, ~) immediately 
give the following result. 

Theorem 3.2. The theory :'1 is consistent if and only if there exists a 
model of :'1. 

Definition 3.3. The theory :'1 is calied complete if, for every p E 2'(:'1), 
either :'1 f- p or :'1 f- ~ p. 

Elementary group theory is not complete, for consider p = (Vx)ß"(x, e) E 
2'(:'1). If p were a theorem of the theory, it would be true for every model. 
But p 1S true for the group G if and only if the order of G is 1. As there are 
groups of order greater than 1, p cannot be a theorem. As there are groups of 
order 1, ~ p cannot be a theorem. 

Theorem 3.4. The first-order theory :'1 is complete if and only if euery 
pE 2'(:'1) which is true in one model of:'1 is true in euery model of:'1. 
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Proof: The result is trivial if:!7 is ineonsistent, so we suppose :!7 eon­
sistent. Suppose that :!7 is eomplete, and that p E 2(:!7) is true in the model 
M. Sinee ~ pis false for M, it is not a theorem of :!7, and, sinee :!7 is eomplete, 
it foBows that :!7 f- p. Therefore p is true in every model of :!7. 

Suppose eonversely that for aB p E 2(:!7), p true in one model imples p 
true in every model. Take some model M of :!7, and let pE 2(:!7). If pis true 
in M, then p is true in every model, i.e., :!7 f::: p, and henee by the Adequaey 
Theorem :!7 f- p. If p is false in M, then ~ p is true in M and so :!7 f- ~ p. 
Thus :!7 is eomplete. D 

Examples of eomplete theories are easily produeed, as we now show. 

Theorem 3.5. Let:!7 = (~, A, C) be a consistent theory. Then there 
exists A' ~ 2(:!7), with A' ~ A and such that (~, A', C) is consistent and 
complete. 

Proof: Sinee:!7 is eonsistent, it has a model M say. Put A' = {p E 2(:!7)lp 
true in M}. Then A' has the required properties. D 

Definition 3.6. Let (Mb Vb t/J 1) and (M 2, V2, t/J 2) be models of the the­
ory :!7. We say that M 1 is isomorphie to M 2 if there exists a bijeetive map 
r:x:M1 -+ M2 sueh that r:xV1 = V2 and (mb ... ' mn) E t/J1r if and only if 
(r:x(m1), ... , r:x(mn)) E t/J 2r for all r E ~n, all mb ... ,mn E Mb and aB nE N. 

Definition 3.7. The theory :!7 is ealled categorical if aB models of :!7 
are isomorphie. 

Examples 

3.8. Two models Gb G2 of elementary group theory are isomorphie 
as models if and only if they are isomorphie in the group theoretic sense. 
Sinee there exist groups Gb G2 whieh are not isomorphie, elementary group 
theory is not eategorieal. 

3.9. We form trivial group theory by adding the further axiom 
(Vx).J(x, e) to elementary group theory. A model oftrivial group theory is a 
group of order 1. Any two sueh groups are isomorphie, thus trivial group 
theory is eategorieal. 

Observe that if Mb M 2 are isomorphie models of the theory :!7 and if 
pE 2(:!7) is true for Mb then it is true for M 2. The definition of eategorieity, 
together with Theorem 3.4, immediately yields the next theorem. 

Theorem 3.10. 1f the theory :!7 is categorical, then :!7 is complete. 
We now generalise the eoneept of eategorieity. Weshall denote the 

eardinal of any set X by lXI. 

Definition 3.11. The cardinal of a model M = (M, V, t/J) is the eardinal 
IMI of the set M, and will be denoted by IMI. 

Note that isomorphie models have the same eardinal. 
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Definition 3.12. Let X be a cardinal number. The theory fI is called 
x-categorical or categorical in cardinal X if all models of fI which have 
cardinal X are isomorphic. 

Example 3.13. Elementary group theory is categorical in cardinal 1. 
It is not categorical in cardinal4, because there are two distinct isomorphism 
c1asses of groups of order 4. 

Provided that X is a finite cardinal, there is in the language 2(fI) of any 
theory fI an element which specifies X as the cardinal of a model of fI. 
For if we denote by al(n) the proposition 

(3ad ... (3an)( "-' J(ab a2) " "-' J(ab a3) " ... " "-' J(al' an) 

",,-,J(a2' a3)"'" " ,,-,J(an-b an)), 

then any model of fI in which al(n) is true has at least n elements. Any model 
in which al(n) " ,,-,al(n + 1) is true has exactly n elements. 

Theorem 3.14. Suppose the theory fI has models o! arbitrarily large 
finite cardinal. Then fI has an infinite model. 

Proo!: Let fI = (~, A, C), and put fI' = (~, A', C) where A' = 

Au {al(n)ln E N+}. We show that fI' is consistent. If A' f-.f F, then Au N f-.f F 
for some finite subset N of {al(n)ln E N+}. Let no = max{nlal(n) E N}. By 
hypothesis, there exists a model M of fI with IMI ~ no. This M is a model of 
(~, A u N, C), which contradicts the hypothesis A u N f-.f F. Hence fI' 
is consistent, and so it has a model. Any model M of fI' must satisfy IMI ~ n 
for all n E N+ , hence IMI is infinite. 0 

Exercises 

3.15. R is a ring with 1. Construct an elementary theory (i.e., one con­
cerned with elements and not with subsets or maps) ModR , of unital (left) 
R-modules, such that the models of the theory are precisely all unital R­
modules. (Hint: take each r E R as a binary relation symbol, interpreting 
r(mb m2) as rml = m2.) 

3.16. Construct an elementary theory of fields with constants 0, 1. In 
the language 2(.~) of this theory fF, construct a proposition char(n), which 
asserts that the characteristic divides n (n E N+). Hence construct a theory 
fF 0 offields of characteristic ° such that 2(fF 0) = 2(fF) and the set Ao ofax­
ioms of fF 0 inc1udes the set A ofaxioms of fF. Show that for each theorem p 
of fF 0' there is a number np E N such that p is true for all fields of characteristic 
greater than np • Show that no set Al ofaxioms, such that 2(fF) ;::> Al ;::> A 
and Al contains only finitely many elements of 2(fF) - A, can axiomatise 
fields of characteristic 0. 

Definition 3.17. The cardina1lfll oft he theory fI = (~, A, C) is I~ u AI­
fI is called finite if ~ u A is finite. fI is called finitely axiomatised if A is 
finite. 
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Since each element of C is a variable of some axiom, and since each 
axiom involves only finitely many variables, we have either that C and A 
are both finite, or that ICI ~ IA If ~ u Ais infinite, then 12 (3)1 = I~ u AI, 
while 2(3) is countable if ~ u Ais finite. We remark that a relation symbol 
not occurring in any axiom would be of little interest, as it could be inter­
preted as any relation and so could occur in a theorem of .OJ only in an 
essentially trivial way. It would not be a serious restriction to require every 
relation symbol to appear in some axiom, in which case we would have either 
rYl and A finite or I~I ~ lAI = IrYl u Ai- When A is finite, the actual value of 
lAI is of no real interest, because an axiom set A = {ab . .. , an} can always 
be replaced by A' = {al 11· •• 11 an} without making any essential change 
in the theory. 

The following theorem is the main result of the present chapter, and is in 
fact the fundamental theorem of model theory. 

Theorem 3.18. (Löwenheim-Skolem Theorem). Let 3 be a first-order 
theory of cardinal X, and let ~ be any infinite cardinal such that ~ ~ x. Suppose 
3has an infinite model. Then 3 has a model of cardinal ~. 

Proof: Suppose 3 = (~, A, C). Choose some set Vo => C such that 
Wo - Ci = K Then IP(Vo, ~)I = K Put 

Aü = IuAu {~5(x,y)lx,YEVo - C,x =1= y}. 

This gives a theory 3' = (rYl, Aü, Vo) which we prove consistent. If 3'is in­
consistent, then F is provable from A and so me finite subset of { ~5(x, y)1 
x, y E Vo - C, x =1= y}, which contradicts the hypo thesis that 3 has an infinite 
model. Therefore 3' is consistent. 

We follow the method used to prove the Satisfiability Theorem (cf Lemma 
4.14 of Chapter IV), and construct inductively sets Yn, A~ and An. We put 

Yn+l = Yn u {t~n)lq(x) E P(Yn, ~), (3x)q(x) E An}, 

A~+l = An U {q(t~n»)iq(x) E P(Y,., ~), (3x)q(x) E An}, 

and take for An + I a maximal consistent subset of P(y"+ 10 ~) containing 
A~+l· We put V* = Un Y,., A* = Un Am p* = P(V*,~) = Un P(Yn, ~). 

Since Ao 2 Aü is a maximal consistent sub set of P(Vo, ~), and since 
IP(Vo, ~)I = ~, we have IAol = K Then, from IP(Y,., ~)I = IAnl = ~, it 
follows that 1Y,.+11 =~, and so that IP(y"+1o ~)I = IAn+11 = ~. By induc­
tion, IP(Yn, ~)I = ~ for all n, and therefore IP*I = ~. 

As in the proof of the Satisfiability Theorem, we construct an interpre­
tation (P*, <p, ljJ, lJ) for which lJ(A *) = {1}. In this interpretation, ljJ5 is an 
equivalence relation, and by replacing elements of P* by their equivalence 
classes, we obtain a proper interpretation (p* Nß, ?p, tji, v). Restricting ?p to 
2(3') gives a model M of 3'. Since Ip*1 = ~, IMI = IP*N51 ~ K But the 
construction of Aü ensures that any model of 3' has cardinal at least K 
Therefore IMI = ~. Restricting to 2(3) converts M into a model of 3. 0 
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Corollary 3.19. 1! the first-order theory ff has an infinite model, then ff 
is not categorical. (Proof obvious.) 

Corollary 3.20. Suppose the theory ff has cardinal X, and has only infinite 
models. Suppose also that ff is categorical in so me infinite cardinal ~ ~ X. 
Then ff is complete. 

Praa!: Let p E 2'(ff), and suppose that neither p nor ~ pis a theorem 
of ff = (~, A, C). Since '" p is not a theorem, ff has a model (infinite) in 
which p is true, and so the theory ff' = (~, Au {p}, C) has an infinite 
model. Since Iff'l :( ~, ff' has a model M' of cardinal ~. Similarly ff" = 

(~, A u { '" p}, C) has a model M" of cardinal K But M' and M" are each 
models of ff of cardinal ~, and hence are isomorphie, contrary to p being 
true in M' and false in M". D 

Exercises 

3.21. A dense linearly ordered set is a non-empty set with a binary 
relation < such that 

(a) for all x, y, exact1y one of x < y, x = y, y < x holds, 
(b) if x < y and y < Z, then x < Z, 

(c) if x < y, then there exists Z such that x < Z < y, 
(d) for each x, there exist y, Z such that y < x < z. 

Using a binary relation symbol t, with t(x, y) to be thought of as x < y, 
and also f, construct a finite theory ~ whose models are precisely the dense 
linearly ordered sets. Show that every model of ~ is infinite. Prove that ~ is 
categorical in cardinal ~o. (Hint: given two countable models of~, enumer­
ate each domain, and then define inductively a mapping, preserving <. Show 
that this map is onto by proving that there can be no first element in any 
omitted subset of the range space.) Deduce that ~ is a complete theory. 

3.22. The theory ff = (~, A, C) has a finite model of cardinal X. Show 
that there exists pE 2'(ff) such that the models of ff' = (R, Au {p}, C) 
are precisely those models of ff wh ich have cardinal X. 

3.23. The theory ff = (~, A, C) has a model of infinite cardinal X. 
Show that there is no subset T of 2'(ff) such that ff' = (~, A u T, C) is a 
consistent theory, all of whose models have cardinal x. 

3.24. K is a field. Construct an elementary theory "f/ K of vector spaces 
over K, and, by adding extra axioms, an elementary theory "f/~ of infinite 
vector spaces over K. Show that "f/ K is categorical in any infinite cardinal 
greater than IKI. Hence show that "f/'; is complete. Show that "f/ K is not 
complete. 

3.25. ff = (~, A, C) is a complete theory, which has a finite model 
M = (M, ep, "') of cardinal n. 

(i) Prove that every model of ff has cardinal n. 
Let M' = (M', ep', 1/1') be another model of ff, and let rt.:M --+ M' be 

bijective. We say rt. preserves constants if rt.ep(c) = ep'(c) for all CE C. We say 
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that apreserves the relation rE f!Jlt if, for all (m l , ... , mt) E Mt, we have 
(mb' .. , mt) E ljIr if and only if (IXml , ... , amt) E ljI' r. We say that IX preserves 
the subset Y of f!Jl if it preserves every rE Y. 

(ii) Show that a bijective map a: M --4 M' is an isomorphism of models 
if and only if it preserves constants and preserves f!Jl. 

Letab"" an be the elements ofM, so numbered thatep(C) = {al"'" ak}, 
and let Cl' ... , Ck E C be such that ep( c;) = ai' 

(iii) Show that a bijective map IX preserves constants if and only if a(a;) = 
ep'(Ci) for i = 1, ... , k. 

For rE f!Jl t and (i b ... , it ) E Z~, we put 

. ') _ {r(Xi!, ... , Xi,) if (ai!' ... , ai,) E ljIr, 
q(/l' ... , It - . 

'" r(xi!, ... , Xi,) If (ai!' ... , ai,) r1lj1r, 

and r*(Xb' .. , Xn) = /\ q(ib ... , it)· 
(i!, ... , i,l 

Write dist(Xl""'Xn) for ",J(Xb X2) 11 ",J(Xb X3) 11'" 11 ",J(Xl> xn) 

11 ••. 11 '" J(xn - b xn)· 

(iv) Show that 

(3xk+ d ... (3xnHdist(Cb ... , Ck> Xk+ b ... , xn) 11 

is a theorem of f7, and hence show that there exists IX: M --4 M' which is 
bijective, preserves constants and preserves r. Extend this argument to show 
für any finite subset Y üf f!Jl, that there is a bijective map IX: M --4 M' pre­
serving constants and Y. 

(v) Using the fact that there are only finitely many bijective maps 
a:M --4 M', and observing that if some given IX preserving constants is not 
an isomorphism, then there is so me r E f!Jl not preserved by IX, prove that 
M and M' are isomorphie. Hence prove that f7 is categorical. 

§4 Reduction of Quantifiers 

In any study of the decidability properties of a theory f7 = (f!Jl, A, C), 
one expects those elements q E P(f7) which involve no quantifiers to pose 
the least difficulty. If q E P(f7) is quantifier-free, it is a propositional com­
bination of primitive propositions r(vl' ... , vn) (r E f!Jlm v E V), whose truth 
or falsity for any given interpretation of P is easily determined. Truth func­
tions then decide the truth or falsity of q. There are theories f7 having the 
property that, for any p E P(f7), a quantifier-free element q E P(f7) can be 
found such that f7 f- p <=> q and var(q) ~ var(p). Such a prücess of quantifier 
elimination could be useful in investigating the completeness or decidability 
of f7. In practice, it is rarely possible to eliminate quantifiers completely, 
and one must be content with a quantifier-reduction procedure. The resulting 
element q is then a propositional combination of relatively simple proposi-
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tions which possibly involve quantifiers. We shall call these "simple" elements 
of P(§") primary propositions. 

Definition 4.1. Let II S P(§"). We say that §" admits II-reduction of 
quantifiers if there is a process which assigns to each pE P(§") an element 
q E P(§") such that 

and 

(i) q is a propositional combination of elements ofII , 
(ii) var(q) S var(p), 

(iii) §" f- p ~ q. 
The utility of such a reduction procedure for any investigation depends 

on the relative simplicity of the elements of rr compared to the elements 
of P(§"). Every theory admits the useless reduction given by II = P(§") and 
q = p. We give a more helpful example. 

Example 4.2. Let fff = ({J}, 0, 0) be the theory of equality, with 
V = Vo = {xnln EN}. We write J(x, y) as x = y, and ~J(x, y) as x 'i' y. 
As the set of primary propositions, we take 

II = {al(n)lnEN} U {Xi = xjli,jEN}. 

We introduce an abbreviation which we shall use in describing the 
reduction process. For 1 ~ r ~ s, put 

distr(Xb' .. ,xs) = V (./\ (X~i 'i' x~) 11 . A (V (X~i = X~))), 
Cl l<)~r l=r+l ]'=1 

where r:t. ranges over the permutations (r:t.b ••• , r:t.s) of (1, ... , s). Observe that 
distr(Xb' .. , xs) is true in an interpretation if and only if the interpretation 
of Xb ... , Xs gives exactly r distinct elements of the model. Now put 

s 

only(x l ,···, xs) = V (distr(Xb"" xJ 11 ~al(r + 1)), 
r= I 

and observe that this is true for an interpretation if and only if the interpre­
tations of Xb ... , Xs are all the elements ofthe model. (Thus, only(xb ... , xs) 

is true if and only if (Vx)((x = Xl) v (X = X2) v··· v (X = x s)) is true.) 
It is clear that only(xb ... , xs) is a proposition al combination of elements 
of rr. 

The following set of instructions constitutes the reduction process: 

Step O. If p is quantifier-free, put q = p and stop. Otherwise, express p 
in prenex normal form (see Exercise 4.18 ofChapter IV) QI Q2 ... QrPb where 
the Qi are quantifiers and PI is quantifier-free (and hence a proposition al 
combination of elements of the form Xi = xJ 

Step 1. We have p = QIQ2 ... QrPb where the Qi are quantifiers and 
PI is a propositional combination of elements of rr. If r = 0, put q = p and 
stop. If Qr is a universal quantifier ('Ix), proceed to Step 2. If Qr is an existen­
tial quantifier (3x), then replace Qr by ~(Vx) ~. 



50 V First-Order Mathematics 

Step 2. We have P = Q('VX)Pb where Q consists of a (possibly empty) 
string of quantifiers and possibly a negation, and P1 is a propositional com­
bination of elements of I1. If x ~ var(P1), replace P by Qpl and begin again 
at Step 1. If x E var(Pl), express P1 in conjunctive normal form (see Exercise 
3.10 ofChapter III): 

where aj = d1j v d2j V ••• v dnü, with each dij either a primary proposition 
or the negation of a primary proposition. 

k nj 

Step 3. We have P = Q('VX)Pb with P1 = /\ V dij, where each dij is 
j=" 1 i= 1 

primary or the negation of a primary proposition. For eachj = 1,2, ... ,k, 
delete aj from P1 ifthere is an i such that du = (v = v) for some v E V, unless 
this holds for allj, in which case replace ('VX)Pl by F => Fand begin again 
at Step 1. 

k nj 

Step 4. We have P = Q('VX)Pb with P1 = /\ V dij, where du is pri-
j=1 i=l 

mary or the negation of a primary proposition. For each j = 1,2, ... , k, 
delete from aj every du ofthe form (v # v) with v E V, unless for some j every 
du has this form, in which case replace ('VX)P1 by Fand begin again at Step 1. 

k nj 

Step 5. We have P = Q('VX)Pb with P1 = /\ V du, where du is pri-
j= 1 i= 1 

mary or the negation of a primary proposition, and where no dij has the 
form (v = v) or the form (v # v). Put aj = V {du[x E var(dij )}, and aj = 

V{du[x rt var(du)}' so that aj = aj v aj. Since the only elements n of I1 for 
which XE var(n) are the elements x = v for v E V, it follows that each non­
empty aj has the form 

aj = (x = V1) v (x = V2) v ... v (x = vs) v (x # w1 ) v ... v (x # wt) 

for elements v1, • •• , Vso Wb' .. , W t of V - {x}. (Terms x = x or x # x are 
excluded by Steps 3,4.) For eachj such that aj is non-empty, then 

(a) if t = 0, replace aj by only (Vb' .. , vs)' 

(b) if t = 1 and s = 0, replace aj by F. 
(c) if t > ° and (s, t) # (0, 1), replace aj by 

(w 1 # w 2 ) V (w 1 # w 3 ) v ... V (w i # w t ) v (VI = wI ) v ... v (vs = w1). 

Finally, delete ("Ix). Now return to Step 1. 
In the above procedure, each step replaces the given proposition by 

one equivalent to it (i.e., true for precisely the same interpretations). In 
Step 5, for example, we note that ('Vx)(a1 11 ••• 11 ad is equivalent to 
('Vx)al 11 ('Vx)a2 11 •.. 11 ('Vx)ab and consider each ('Vx)aj separately. At 
each return to Step 1, the number of quantifiers in the prefix has been reduced, 
so the process must stop. 

We illustrate the use of quantifier reduction by proving that g is decidable. 
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Theorem 4.3. The theory tff = ({f}, 0,0) is decidable. 

Proof. Let pE 2(tff). The reduction process described above gives an 
element q, equivalent to p, which is a propositional combination of elements 
of II such that var(q) s; var(p). Since var(p) = 91, q is a propositional 
combination of elements of the form Pn = al(n + 1) (n )! 1). Hence q is a 
propositional combination of Pb Pz, ... , Pk for some k. Let f: Z~ --+ Z2 be 
the corresponding truth function. Then tff f-- q if and only if f(x l, ... , Xk) = 1 
for all (Xl>"" Xk) EZ~ such that, for some n (0 ~ n ~ k), Xl = X z = ... = 
Xn = 1 and Xn+l = xn+ Z = ... = Xk = O. This is so because these are the 
only possible combinations oftruth values for Pb' .. ,Pk in models of tff. D 

We note that there is no need for a formal definition of decidability of a 
first-order theory when one is proving constructively that a particular theory 
is decidable~the proof is self-sufficient. Formality is required if one is to 
show the nonexistence of adecision process, as we shall do in Chapter IX. 
We also remark that the above result, on the decidability of the theory of 
equality, is not in conflict with the theorem of Kalmar mentioned in Chapter 
IV and proved in Chapter IX. Although the theory of equality involves a 
binary predicate symbol, it also includes the axioms of identity. 

Exercise 4.4. Show that the theory q; (Exercise 3.21) of dense linear 
order admits ll-reduction of quantifiers with II = {(Xi = Xj), (Xi< Xj)1 

i, JEN}. Hence show that q; is decidable and complete. 
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Zermelo-Fraenkel Set Theory 

§1 Introduction 

All the ordinary mathematical systems are constructed in terms of sets. 
If we wish to study the reasoning used in mathematics, our model of mathe­
matics must inc1ude some form of set theory, for otherwise our study must 
be restrictive. For example, Elementary Group Theory formalises almost 
nothing of group theory. The pervasive role of set theory in mathematics 
implies that any reasonable model of set theory will in effect contain a 
model of all of mathematics (including the mathematics of this book). 

The informal way in which properties of sets are used in mathematics 
often means that one is aware of so me of the more useful axioms of set 
theory without necessarily having seen or studied sets as an axiomatic theory. 
In those parts of mathematics where a careful account of set theory is 
needed, the axiomatisation usually chosen is the one known as Zermelo­
Fraenkel Set Theory. We shall set out the axioms of this theory (which we 
denote by ZF) with some brief comments on the significance of the various 
axioms. We shall then see how this theory ZF may be formalised within 
PredAV, ~). Finally, we shall consider the significance of some of the results 
of Chapter V for our formalised set theory. The reader interested in a more 
detailed account of ZF is referred to [4]. 

§2 The Axioms of ZF 

ZF is the study of a single type of object. Objects of this type will be 
called sets. We shall admit another type of object, called a property of a set, 
but the objects which make up any set will themselves be sets. Since one 
customarily forms sets whose members are mathematical or physical objects 
of diverse types, the requirement that members of sets must themselves be 
sets may theretore seem restrictive. Experience has shown that with some 
exceptions (which can be accommodated by an extension of the theory), all 
the objects used in mathematics can be constructed as sets, while we can 
avoid the need to form sets of physical objects by assigning mathematical 
names to the objects and using the set of names. 

In ZF, we study a single relationshipl between sets. This relationship is 
called membership and will be denoted by E. Thus XE Y is read "(the set) x 

1 We cannot formalise this relationship as a set of pairs, for we are after all just beginning to 
define our set theory. Later, when we have constructed ZF, we shall see that the collection of 
pairs involved cannot be a set within ZF. 

52 
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is a member of (the set) y", or "x belongs to y". We also study property 
relationships, which are of the form "the set x has the property TC". 

In the list ofaxioms of ZF which folIows, some are described as axioms, 
others as axiom schemas. The distinction will be explained when we construct 
First-Order ZF. 

(ZFl) Axiom of Extension. 1f a and b are sets, and iffor all sets x we have 
XE a if and only if x E b, then a = b. 

Thus two sets are equal if and only if they have the same members. We 
shall write a c:; b if x E a implies x E b. 

(ZF2) Axiom Schema of Subsets. For any set a and any property TC, there 
is a set b such that XE b if and only if XE a and has the property TC. 

By (ZFl), this set is unique. We denote it by {x E alx has TC}. Assuming 
that at least one set a exists, we can form the set JZf = {x E a/x i= x}. Then for 
all x we have x ~ JZf. This set JZf, which is called the empty set, is independent 
of the choice of the set a used in its construction. By (ZFl), {x E allx i= x} = 

{x E a21x i= x}. It is clear that for all sets b, JZf c:; b. 
(ZF2) restricts the way in which a property may be used to form a set, 

and thereby, the Russell paradox is avoided. It used to be assumed that, for 
any property TC, one could form the set of all objects with that property. 
Russell considered the property of not being a member of itself. If b is the 
set of all sets which are not members of themselves, then consideration of 
whether or not b is a member of itself leads at once to a contradiction. Using 
(ZF2), one can only form b = {x E alx ~ x} starting from some given set a. 
We then find that bEb is impossible, hence b ~ band so b ~ a. The argument 
does not lead to a contradiction, but instead proves that for any a, there is 
absuch that b rt a. Thus there is no set of all sets. 

(ZF3) Axiom of Pairing. 1f a and b are sets, then there exists a set c such 
that a E C and b E c. 

Using (ZF2) with this set c, we can form the set {x E clx = a or x = b}. 
This is independent of the particular set c having a and b as members, and 
we call {x E clx = a or x = b} the unordered pair whose members are a and 
b, and denote it by {a, b}. In the special case where a = b, (ZF2) asserts the 
existence of a set having a as a member. The unordered pair {a, a} has only 
the one member a, and we denote it by {a}. The ordered pair (a, b) is now 
defined to be {{ a}, {a, b}}. 

Exercise 2.1. If (a, b) = (c, d), prove a = c and b = d. Make sure that 
your proof allows for the possibility that a = b. 

For any two sets a, b, we can form a n b = {x E alx E b}. For any non­
empty set c, we can form nc = {x E blx E a for all a E c}, where b is some 
member of c. nc is, of course, independent of the choice of b. 

Exercise 2.2. Prove that a n b = b n a = n{a, b}. 
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Although the axioms already given allow the formation of intersections, 
the formation of unions requires a further axiom. 

(ZF 4) Axiom of Union. F or every set c, there exists a set a such that, if 
x E band b E c, then x E a. 

We can now form uc = {x E alx E b for some b E c} where a is as in (ZF4). 
uc is again independent of the particular a used, so we write simply uc = 

{xix E b for some bE c}. For any sets a and b, we can form a u b = u{a, b}. 

Exercise 2.3. Show that the ordered pairs (a, b) for which a E b do not 
form a set. (Assurne that there is a set e = {(a, b)la E b} and show that u(ue) 
is the set of all sets.) 

The formation of ordered pairs is permitted by the axioms so far given, 
but not the formation of the set of all ordered pairs of members of given 
sets. The next axiom remedies this deficiency. 

(ZF5) Axiom of the Power Set. F or each set a, there exists a set b such 
that, if x <;; a, then x E b. 

Using (ZF2), we obtain the existence of the power set of a: Pow(a) = 

{x E blx <;; a} = {xix <;; a}, which is clearly independent of the choice of b. 
(ZFS) allows formation ofthe cartesian product a x b = {(x, y)lx E a and 

y E b}. To show this, we need only produce a set c whose members include 
all the required ordered pairs (x, y). But (x, y) = {{x}, {x, y}}, {x} <;; au b, 
{x, y} <;; a u b, and so both {x} and {x, y} are members of Pow(a u b). Thus 
{{x}, {x, y}} <;; Pow(a u b), and consequently (x, y) E Pow(Pow(a u b» for 
all x E a and y E b. 

With the cartesian product available, we can now define a relation be­
tween two sets a, b as a subset ofax b, and then a function f: a ~ b as a 
special type of relation. The set of all functions from a to b can be con­
structed as a subset of Pow(Pow(a x b». For a set c, we define the cartesian 
product (of the members) of c by Ilc = {f:c ~ uclf(x) E x for all XE c}. 

Exercises 

2.4. What is Il95? 
2.5. For any set a, prove that there is no surjective function f:a ~ 

Pow(a). (Consider b = {x E alx rj f(x)}.) 

Definition 2.6. The successor of the set x is the set x + = x U {x}. The 
set a is called a successor set if 95 E a and x + E a for all x E a. 

(ZF6) Axiom of Infinity. There exists a successor set. 
This is the first axiom asserting unconditionally that sets exist. In par­

ticular, it asserts the existence of 95 as this is used in the definition of a 
successor set. We can now define the set W of natural numbers: 

W = {xix E a for every successor set a}, 



§2 Axioms of ZF 55 

using (ZF2) and some successor set. We use the usual symbols 

° =)25, 
1 = 0+ = )25 u {)25} = {)25} = {O}, 
2 = 1 + = 1 u {1} = {O, 1}, 
3 = 2+ = {O,l} u {2} = {0,l,2}, 

and so on. The set w together with the usual operations of addition and 
multiplication will be denoted by N. 

Exercises 

2.7. The set n is called transitive if XE Y and YEn imply that XE n. 
Show that if n is transitive, then so is n +. 

2.8. If s is a successor set, show that {n E sln is transitive} is a successor 
set. For all nE W, prove that n is transitive. 

2.9. Given that n = {x E wlx c n} and that n E w, show that n + = 

{x E wlx c n+}. Hence prove for all nE w that 

(a) n = {xEwlx c n}, 
(b) n ~ n, 
(c) for all x E n, n ;t x. 

(a c b means a <:; band a =1= b.) 
2.10. Show that 0, 1, 2, ... are all different. 

(ZF7) Axiom of Choice. F or each set a, there '·x, sts a function f: {x E 

Pow(a)lx =1= )25} -> a, such that for every non-empty suDset x of a, f(x) E x. 
The function f, called a choice function, selects from each non-empty 

subset of a, a member of that subset. 

(ZF8) Axiom Schema of Replacement. 1f n is a property of pairs of sets 
such that for all x E a, (x, y) and (x, z) both having n implies that y = z, then 
there exists a set b such that y E b if and only if there is an x E a such that 
(x, y) has n. 

Intuitively, the property n defines a function on some subset of a, and b 
is the set of images under this function. ~·lt a function f: a -> b is a subset of 
a x b, and this requires b to be a set. The point ofthis axiom is that although 
we are not given a function in the formal sense, the type of correspondence 
it considers does in fact define a function. 

(ZF9) Axiom Schema of Restriction. 1f n is any property of sets and if 
there exists a set with n, then there exists a set a with n such that for all x E a, 
x does not have n. 

(ZF9) excludes the possibility of an infinite sequence ab a2,' .. of sets such 
that ai+ 1 E ai for all i. To see this, simply take n to be the property of being 
the first member of some such sequence. By (ZF9), if there exists a set with 
this property n, then there exists a set a with n such that no member of a 
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has n. But then ais the first member al of some such sequence al '3 az '3 ... , 

and clearly a2 E a and has n. Thus there can be no sets with this property. 

Exercises 

2.11. Show that (ZF9) implies the Axiom of Regularity: For any set 
a i= 0, there exists b E a such that b n a = 0. 

2.12. From the Axiom of Regularity, prove that for every set a, a r= a. 
2.13. Prove that if a S;;; a x a, then a = 0. 

§3 First-Order ZF 

We formalise ZF as a first-order theory, which we shall denote by /7. 
We take as relation symbolsjust.f, E, both binary. We shall use no individual 
constants in our construction. Where axioms are obvious formalisations of 
the corresponding informal axioms, we set them down without comment. For 
ease ofunderstanding, we shall write x E y and x = y rat her than the formally 
correct E(X, y) and .f(x, y), and the negations of these statements will be 
written x ~ y and x i= y. 

(ZF1) (Va)(Vb)( «Vx)(x E a ~ x E b)) => a = b). 

In the informal version of (ZF2), we used a property n of sets. The in­
formal statement "x has property n." becomes for us the predicate n(x), where 
n is an element of P(V, ~), the notation n(x) simply describing the depen­
dence ofn upon x. (The notation n(x) does not imply that var(n(x)) = {x}.) 
For given n(x), (ZF2) becomes 

(Va)(3b)(Vx)(x E b ~ (x E a " n(x))), 

but we must clearly restriet this by requiring that b (E.var(n(x)). Moreover, the 
theory /7 is to be without constants, and var(n(x») could have members 
other than a and x. Thus, if XI. ... , Xr are these other variables, we take as 
our aXIOm 

(Vxd· .. (Vxr )(Va)(3b)(Vx)(x E b ~ (x E a 11 n(x))). 

To simplify the notation, we introduce the convention that if pE P(V, ~) 
and var(p) = {Xl' ... ' xn}, then (V)p denotes ("lXI)··· (VXn)p. The order in 
which Xl. ... , Xn are taken will not matter in any use we make of this nota­
tion. Using this convention, the axiom schema becomes 

(ZF2) (V)(Va)(3b)(Vx)(x E b ~ (x E all n(x») for all n(x) E P(V, gf) 
such that b ri var(n(x)). 

Unlike (ZFl), which was a single element of P(V, gf), (ZF2) is an infinite 
collection ofaxioms, one for each n(x) E P(V,~) satisfying b ~ var(n(x). This 
is the reason for calling (ZF2) an axiom schema. 
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Exercise 3.1. Some later axioms of g will have the form (V)(3a)(Vx) 
(p(x) = XE a) for certain elements p(x) E P(V, ~). Show that {(V)(3a)(Vx) 
(p(x) = XE a)} f- g(V)(3a)(Vx)(p(x) ~ XE a). 

We introduce further useful abbreviations. We write a <;::; b for (Vx)(x E 

a = XE b), a = {xlp(x)} for (Vx)(x E a ~ p(x)), a = {ab" . , an} for (Vx)(x E 

a ~ (x = at V •.• V X = an)), and c = (a, b) for c = {fa}, {a, b}}, which itself 
is an abbreviation whose meaning has been explained. In particular, a = f2f 
is an abbreviation for (Vx)(x li a). We may now write down relatively con­
eise formal versions of four more axioms. 

(ZF3) (Va)(Vb)(3c)(a E c 11 bE c). 
(ZF4) (Vc)(3a)(Vx)(((3b)(x E b 11 bE c)) = XE a). 
(ZF5) (Va)(3b)(Vx)(x <;::; a = XE b). 
(ZF6) (3a)( ((3b)(b = 0 11 bE a)) 11 (Vx)(x E a = 

(3y)(y = x u {x} 11 Y E a))). 

Exercises 

3.2. Prove g f- (Va)(Vb)(3c)(c = {a, b}). 
3.3. Formalise and prove the formal result that if (a, b) = (c, d), then 

a = c and b = d. 
3.4. Prove g f- c #- 0 = (3d)(Vx)(x E d ~ (Vy)(y E C = XE y)). 

In (ZF6), y = x u {x} is of course an abbreviation for (Vz)(z E y ~ 
(z = x V Z E x)). We further preserve our informal notations for certain 
sets by writing b = Pow(a) for (Vx)(x E b ~ x <;::; a) and c = a x b for 
(Vx)(x E c ~ (3Y)(3z)(x = (y, z) 11 Y E a 11 Z E b)). 

To make possible a formal version of (ZF7) of reasonable length, we 
introduce three more abbreviations. We shall write (3!x)p(x) for(3x)(p(x) 11 

(Vy)(p(y) ~ Y = x)) (as in Chapter V),j:a -+ b for 

((3c)( (c = a x b) 11 (f <;::; c))) 

11 (Vx)(x E a = (3!y)( (y E b) 11 (3z)(z = (x, y) 11 Z E f))), 

and y = f(x) for (3z)(z = (x, y) 11 Z E f). 

(ZF7) (Va)(Vb)((b = {xl(x <;::; a) 11 (x #- 0)}) = (3f)((f:b -+ a) 11 

(Vy)(Vz)(z = f(y) = Z E y))). 
(ZF8) Far every p(x, y) E P(V, ~), ('1)( ((Vx)(Vy)(Vz)( (x E all p(x, y) 11 

p(x, z)) = y = z)) = (3b)(Vy)(y E b ~ (3x)(x E a 11 p(x, y)))). 
(ZF9) Far every p(x) E P(V, ~), 

('1)( (3x)p(x) = (3a)(p(a) 11 (Vx)(x E a = '" p(x)))). 

This completes the formalisation ofthe axioms of our informal set theory, 
and so completes the list of mathematical axioms of our first-order theory ,Cf'. 

By its construction, g is clearly a consistent theory if our informal set 
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theory is consistent, because any proof of F in g has an informal equivalent. 
Since this book (and also much of mathematics) is written in the context of 
the informal set theory of ordinary mathematics, and since aB of this is 
destroyed if that set theory is inconsistent, we ass urne the consistency of 
informal set theory. With this assumption, g is a consistent theory. 

We now observe that the language 2(g) is in fact independent of the 
choice of the infinite set V of variables used, for if Va is a countable subset of 
V, and if pE P(V,~) has var(p) = 0', then pE P(Va, ~), and the result fol­
lows on recalling that there are no individual constants in our construction 
of g. We may therefore suppose that V is countable. Since ~ = {ß", E}, it 
follows that P(V,~) is countable and hence that ,'/J is countable. By the 
Löwenheim-Skolem Theorem, g has a countable model. 

A theorem of ordinary set theory asserts the existence ofuncountable sets, 
and this theorem (with its proof) can be formalised in the theory g. Hence 
there exists a countable model of a theory which has as a theorem the exis­
tence of uncountable sets! The paradox is resolved when we realise that it 
arises by using the word "set" in two ways. Let us distinguish words used in 
their ordinary sense from the same words used in the sense of the model by 
using the adjectives real or model respectively. "g has a countable model" 
then becomes "g has areal countable model", i.e., there is areal function 
from the real set of natural numbers onto the underlying set of the model. 
For this model, every model set is at most real countable. But a model set is 
model countable only if there is a model function from the model set of 
natural numbers onto it, and the real function which counts it need not be 
a model function. 

§4 The Peano Axioms 

We have seen how the natural numbers may be constructed in terms of 
set theory. We now give an axiomisation of the natural numbers, and study 
the relationship between this axiomatic system and Zermelo-Fraenkel set 
theory. 

Since addition and multiplication can be defined in terms ofthe successor 
function 2 , it is sufficient to axiomatise this function. We denote the successor 
of x by sex). The Peano axioms for the natural number system N are: 

PI: 0 is a natural number. 
P 2 : If x is a natural number, then sex) is a uniquely determined natural 

number (i.e., s is a function s: N --+ N). 
P3 : Iix, yarenaturalnumbersandifs(x) = s(y),thenx = y. 
P4 : Far each natural number x, sex) -:f. o. 
Ps: Ti Ti is any praperty such that 0 has Ti, and such that if x has Ti then sex) 

has Ti, then every natural number has Ti. 

2 However, addition and multiplication are not definable within the theory .!I' we are about 
to construct. To be able to formalise their definitions, we have to add to :!i relation symbols for 
addition and multiplication. See Exercises 4.2-4.10. 
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It is a well-known theorem that these axioms determine the system N to 
isomorphism, i.e., if sets A, A', with functions s, s' respectively, each satisfy 
the axioms, then there exists a bijective functionf:A ---+ A' such thatf(O) = 0' 
and f(s(a)) = s'(f(a)) for all a E A. An informal proof of this runs as follows. 
We define f(O) = 0', and, if f(a) = a', define f{s(a) = s'(a'). Taking n(a) to 
be the property that f(a) is uniquely defined by this rule, Ps then gives the 
result that f is a function from A to A'. Similarly, we obtain a function 
g: A' ---+ A. Taking now n(a) to be g(f(a) = a, Ps gives the result that gf is 
the identity. Similarly fg is the identity, and so f is the required isomorphism. 

The Peano axioms are easily formalised as a first-order theory f1JJ. We 
take one unary relation symbol 8, with 8(x) to mean x = 0, and one binary 
relation symbol s, with s(x, y) to mean x is the successor of y. The axioms 
then become 

PI: (3!x)8(x). 
P2 : (Yx)(3! y)s(y, x). 
P3 : (Yx)(Yy)(Yz)((s(z, x) A s(z, y)) ~ x = y). 
P4 : (Yx)(Yy)(s(x, y) ~ ~8(x»). 
Ps: (Y)(((3x)(8(x) A n(x)) A (Yy)(Yz)(n(z) A s(y, z) ~ n(y»)) ~ (Yy)n(y), 
for all n(x) E P(V, 2f) such that y, z ~ var(n(x)). 

f1JJ is clearly a countable theory, and has N as a model. By the Löwenheim­
Skolem Theorem, f1JJ is not categorical. This result appears to contradict the 
theorem that the Peano axioms determine N to isomorphism. But in for­
malising Ps, we have restricted the application of the axiom to those prop­
erties n which are expressible in terms of sand 8, and the properties n used 
in the uniqueness proof are certainly not of this form. This argument is how­
ever only part of the whole story. 

Within f1JJ, we cannot hope to formalise a proof ofthe uniqueness theorem. 
We cannot even state the theorem in 2"(gJ). We need set theory for this, so 
let us reformulate the Peano axioms within our formal set theory f/', as a set 
of assumptions on a tripie (N, s, 0) of sets. We shall take fYJ(N, s, 0) to be the 
subset of the first -order algebra of f/' consisting of the elements 

PI: 0 E N, 
P2 : s:N ---+ N, 
P3 : (Yx)(Yy)(Yz)((z = s(x) A Z = s(y» ~ x = y), 
P4 : ('Ix) ~ (O = s(x», 
and all elements of the form 
Ps: (Y)((n(O) A (Yx)(Yy)((y = s(x) A n(x)) ~ n(y») ~ (Yz)n(z», 
where y, z ~ var{n(x». 

We write (N, s, 0) ~ (N', s', 0') as an abbreviation for 

(3f)((f:N ---+ N') A (Yx)(Yy)(Yz)((z = f(x) A Z = f(y» ~ x = y) 

A (Yx)(x E N' ~ (3y)(x = f(y») A (Yx)(Yy)(YzHYt)((y = s(x) 

"z = f(x) " t = f(y» ~ t = s(z»). 

It can be shown that fYJ(N, s, 0) u fYJ(N', s', 0') f-<{(N, s, 0) ~ (N', s', 0'). 
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Henee within !/', the Peano axioms as now formulated in faet determine 
N to isomorphism. The axioms of!/', together with the assumptions :!J>(N, s, 0), 
still do not determine N to isomorphism in the sense of our metalogie. There 
are non-isomorphie models of!/', and the systems ofnatural numbers within 
these models may weIl be non-isomorphie. Our theorem asserts that models 
of the natural numbers within a given model of !/' are isomorphie. Our 
informal proof worked beeause we were working within an assumed set 
theory. 

Exercises 

4.1. Rephrase our very informal proof of the uniqueness of the natural 
numbers more earefully in terms of informal axiomatie set theory. (This may 
be found in [12].) Note that the funetion f to be eonstrueted is a subset of 
N x N' and must be eonstrueted in a way permitted by the axioms. (The 
induetive eonstruetion of f needs justifieation.) Set out the steps of the argu­
ment in suffieient detail for it to beeome clear that it ean be formalised to give 
a proofthat :!J>(N, s, 0) u f!J(N', s', 0') f- y(N, s, 0) ::::: (N', s', 0'). 

4.2. Addition is usually defined in terms of the sueeessor funetion by 

(i) x + 0 = x, and 
(ii) x + s(Y) = s(x + Y). 

Assuming the informal Peano axioms, show that (i) and (ii) define a fune­
tion +: N x N ~ N, and that 

(a) 0 + x = x, 
(b) s(x) + y = s(x + y), 
(e) x + y = Y + x, 
(d) (x + Y) + z = x + (y + z), 
(e) x + y = x + z implies y = z. 

Give a similar definition of multiplication in terms of addition and the 
sueeessor funetion, and establish its basie properties. 

In the following exereises, Xi = n (where n EN) is used as an abbreviation 
for 

if n > 0, and means 8(xJ if n = O. The expression Xi = xj + n means Xi = xj 

if n = 0, S(Xio Xj) if n = 1, and 

(3Yl)(3yz) ... (3Yn-l)(S(Yb Xj) A S(Yz, Yd A ••• A S(Xi' Yn- d) 

ifn> 1. 

4.3. :!J>* is the theory formed from :!J> by replaeing the induetion axiom 
seheme P5 by 

p~. 0: ('v'x)( (('v'y) '" s(x, y)) => 8(x)), 

p~. n : ('v'x)(x =f. x + n) (n > 0). 
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MI = N u (Z x I), where I is some index set. For mE Mb B(m) is interpreted 
as true if and only if m = 0 E N, and s(mb mz) is true if and only if either 
mz E N and m l = mz + 1, or mz = (z, i), where Z E Z and i E I, and m l = 

(z + 1, i). Show that MI is a model of f1J!*, and that every model of f1J!* is 
isomorphie to MI for some I. 

4.4. Prove that every theorem of f1J!* is a theorem of f1J!. Henee show that 
every model of f1J! is isomorphie to MI for some I. 

4.5. Show that f1J!* admits n-reduetion of quantifiers, where 

Henee prove that f1J!* is deeidable and eomplete. 
4.6. Let n(xo, Xl' ... , xn) E P(f1J!) = P(f1J!*), and let ab ... , an E MI. Put 

X = {m E MIln(m, a l , ... , an) is true in MI}. 

Using the n-reduetion of quantifiers, show that X is either finite or has 
finite eomplement in MI. Henee prove that MI satisfies the induetion axiom 
seheme Ps, and so is a model of f1J!. 

4.7. From the eompleteness of f1J!* and the fact that every theorem of 
[1»* is a theorem of f1J!, deduee that every theorem of [1» is a theorem of f1J!*. 
Henee prove that every MI is a model of f1J!. 

4.8. (Proof that MI is a model of f1J! not using reduetion of quantifiers.) 
Show that f1J! and f1J!* are oc-eategorieal for every uneountable eardinal oc, 
and so are eomplete. As in 4.7, deduee that every MI is a model of f1J!. 

4.9. The theory d eonsists of f1J! together with a ternary relation symbol 
a and the additional axioms 

CV'x)('v'y)(3!z)a(x, y, z), 

('v'x)('v'y)(B(y) ~ a(x, y, x)), 

('v'x)('v'y)('v'z)('v't)('v'u)(s(z, y) !I a(x, y, t) !I a(x, z, u) ~ s(u, t)). 

Show that there is no relation on M{o) whieh, taken as ljIa, makes M{o} a model 
of d. Henee show that addition is not definable in f1J!. 

4.10. Show that not every model of f1J! is embeddable in a model of 
Y(ZF set theory). 

4.11. Taking x ~ y as an abbreviation for (3z)a(x, y, z), show that the 
axioms of a total order are theorems of d. 



Chapter VII 

Ultraproducts 

§1 Ultraproducts 

In many branches of mathematics, where one is studying a system of some 
particular type, it is of interest to find out ways offorming new systems of the 
given type from known ex am pies. One useful method that can often be 
applied is based on the cartesian product construction. In this section we 
investigate this construction in the case where the underlying system is a 
first-order theory 3 = U~, A, C), and (M;, Vi' t/Ji) for i E I is a family ofmodels 
of 3. We therefore investigate the possibility of making M = DiEl Mi into a 
model of 3, independently of the particular nature of 3. 

An element ofDiEI Mi is a function a:I ~ UiEl Mi such that a(i) E Mi. We 
shall when convenient denote a(i) by ai' and call it the i-component of a. There 
is now an obvious way to proceed. We define V: C ~ M by putting V(C)i = Vi(C), 
and we define t/Jr, for r E f1llm by putting (dl), ... , d n») E t/Jr if(a~l), ... ,a~n») E t/Jir 
for an i E I. 

This construction gives a model M of 3 in some cases. For example, 
since a cartesian product of groups is a group, the method works for the case 
of elementary group theory. However, the method does not work in the case 
of elementary field theory, because a cartesian product offields is a commuta­
tive ring with 1 having non-zero noninvertible elements. (This is easily seen, 
because an operations are defined componentwise, and hence a E M has an 
inverse if and only if each ai is invertible. Take an a in which some but not an 
ai are invertible.) Hence the above construction must be modified if it is to 
work for all theories 3. We shall have to define t/J: f1ll ~ rel(M) in such a way 
that for every P(Xb . .. , xn) E P(V, f1ll), the relation t/Jp given by P on M 
corresponds to the relations t/JiP given on the Mi in precisely the way that 
the t/Jr for rE f1ll correspond to the t/Jir. 

We simplify notation and work only with one variable formulae p(x). (The 
n-variable case is covered by regarding x as an n-tuple (Xl> ... , Xn).) We shall 
modify the definition of t/J by taking a E M to be in t/Jp(x) if ai E t/JiP(X) for all 
i in some "suitable" subset of I, where we have yet to decide which subsets 
of I are to be considered suitable. Since the definition is to apply to all PEP, 
it applies to ß(x, y). This means that if any sub set other than I itself is allowed, 
t/Jß will not be the identity relation on DiEI M;, but merely an equivalence 
relation. Therefore we must reduce modulo t/Jß in order to obtain a model 
of 3 -the equivalence classes will be the elements of the model. 

We now investigate the conditions a family of "suitable" subsets of I 
must satisfy. Denote such a family by :#'. Let p(x), q(x) E P, a E DiEI M;, and 
let A = {i E Ilai satisfies p(x)}, B = {i E Ilai satisfies q(x)}. Since a formula 
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should hold for some i if it is to hold at all, we have 
(i) 0 ~ $'. 

63 

If A E $', then a satisfies p(x) and so must satisfy p(x) v q(x), whatever q(x) 
may be. Thus for any B <;: I, A u BE$' if A E $'. Hence 

(ii) Every subset of I which contains a set of $' belongs to $'. 
If A E $' and BE$', then a satisfies p(x) and q(x) and so must satisfy p(x) 1\ q(x). 
Thus A (\ BE$' if A, BE$'. Generalising to finite subfamilies of $', we have 

(iii) Every finite interseetion of sets of $' belongs to $'. 
Finally, since a must satisfy exactly one of p(x) or ~ p(x), we have 

(iv) For each A <;: I, exactly one of A and I - A belongs to $'. 

Definition 1.1. A set $' of subsets of I satisfying the conditions (i), (ii) 
and (iii) above is called a filter on I. A filter wh ich satisfies (iv) is called an 
ultrafilter. 

The filters on I, being sub sets ofPow(I), are partially ordered by inclusion. 
The ultrafilters are the maximal elements of the set of filters. 

Examples 

1.2. If I i= 0, {I} is a filter on I. 
1.3. If k is a fixed element of I, F = {J <;: Ilk E J} is an ultrafilter on I. 

(Ultrafilters constructed in this way are called principal ultrafilters.) 
1.4. If I is infinite, the complements of the finite subsets of I form a 

filter. (When I = N, this filter is called the Frechet filter.) 

Exercise 1.5. $' is an ultrafilter on I and JE$'. Prove that $' J = 

{A (\ J IA E $'} is an ultrafilter on J, and that for A <;: I, A E $' if and only 
if A (\ JE$' J. ($' J is called the restrietion of $' to J.) 

Let a, bE fliEI Mi and let $' be an ultrafilter on I. We write a == b mod $' 
if {i E Ilai = bd E $', and denote the congruence class containing a by a$'. 
The set of all congruence classes is denoted by fliEI Mj$'. For each rE fll, 
we define the relation tj;r on fliE! Mj$' by a$' E tj;r if {i E Ilai E tj;ir} E $'. 
(Here, a is an n-tuple if r E ~n-) This definition is clearly independent of the 
choice of representative of the congruence class. To complete the construc­
tion, we define v(c) for CE C to be the congruence class of the function 
I ---> UiEI Mi whose i-component is Vi(C), 

Theorem 1.6. fliE! Mj$' is a model of.o7 = (fll, A, C). An element a$' 
of fliEI Mj$' satisfies p(x) E P (where a, x may be n-tuples) if and only if 
{i E Ilai satisfies p(x)} E $'. 

Proof: fliE! Mj$' is clearly a model of.o7' = U?f, 0, C). To show that 
it is a model of .07, we have to show that v(p) = 1 for all pE A. Since for 
pE A, {i E Ilv is true in Mi} = I E $', this will be an immediate consequence 
of the second assertion of the theorem. We shall prove this latter assertion 
by induction over the length of p. 
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If P = r(x), where rE &l, then the resuIt holds by the definition of ljJr. If 
P = q1 = q2, then v(p) = 0 if and only if we have v(qd = 1 and V(q2) = O. 
By induction, this holds precisely when J 1 = {i E Ilvi(q1) = I} and J2 = 

{i E Ilvi(q2) = O} are both in;;;. Put J 3 = J 1 n J2. If J 3 E;;;, then J 1 E;;; 

and J 2 E ;;; by condition (ii), while J 1 E;;; and J 2 E;;; imply J 3 E ;;; by 
condition (iii). Thus v(p) = 0 if and only if J 3 = {i E Ilvi(P) = O} E;;;. By 
condition (iv), v(p) = 1 if and only if I - J 3 = {i E IlvJp) = I} E ;;;. 

If p(x) = (Vy)q(x, y), then a;;; satisfies p(x) if and only if for every 
b;;; E niEI M;/;;;, (a;;;, b;;;) satisfies q(x, y). By induction, the latter holds if 
and only if for all b;;;, {i E II(ai, b;) satisfies q(x, y)} E;;;. Let J = {i E Ilai 
satisfies p(x)}. Suppose JE;;;. Then for all i E J and all b;;;, we have (ai' b;) 
satisfies q(x, y) since ai satisfies (Vy)q(x, y). Thus a;;; satisfies p(x). Suppose 
J ~ ;;;. Then for each i E K = I - J, there exists an element bi E Mi such 
that (ai' b;) does not satisfy q(x, y). Thus there exists bE niEI Mi such that, 
for all i E K, (ai' b;) does not satisfy q(x, y). Since K E ;;;, (a;;;, b;;;) does not 
satisfy q(x, y) and a;;; does not satisfy p(x). D 

Definition 1.7. The model niEI M;/;;; of :Y is called the ultraproduct of 
the models Mi with respect to the ultrafilter ;;;. 

Exercises 

1.8. Let Pi be the ith prime and let Fi be a field of characteristic Pi' 
Let;;; be an ultrafilter on the set I of positive integers, such that no member 
of;;; is a singleton. Prove that niEI F);;; is a field of characteristic zero. 

1.9. ;;; is an ultrafilter on I, Mi (i E 1) are models of the theory :Y, and 
JE;;;. Prove 

n M);;; ~ n M j /;;;] , 
iEI jE] 

where ;;;] is the restrietion of ;;; to J. 

§2 Non-Principal Ultrafilters 

Principal ultrafilters on I, as constructed in Exercise 1.3, are of no use 
for the construction of new models, because an ultraproduct with respect to 
a principal ultrafilter is always isomorphie to one of the factors. 

Exercises 

2.1. If k E land;;; = {J S; Ilk E J}, prove that 

n M;/;;; ~ M k • 
iE] 

2.2. ;;; is an ultrafilter on land A E;;; is a finite subset of I. Prove 
that ;;; is principal. 
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We now investigate conditions on a set S of subsets of / for the existence 
of an ultrafilter ff ;:> S. By an appropriate choice of S, we shall be able to 
ensure that every such ultrafilter is non-principal. 

Definition 2.3. The set S of subsets of / is said to have the finite inter­
section property if every finite subset of S has non-empty intersection. 

Lemma 2.4. Let S be a set of /. There exists a filter on / containing S 
if and only if S has the finite intersection property. 

Proof: The necessity of the condition is immediate, so we prove its 
sufficiency. Suppose S has the finite intersection property, and put 

T = {U ~ / I U = J 1 n ... n J n for some n and some J 1, ... , J n ES}. 

Let 
ff = {F ~ /IF ;:> U for some U E T}. 

We prove that ff, which clearly contains S, is a filter. By the finite intersection 
property of S, )25 ~ T and so )25 ~ ff. Also, condition (ii) for a filter is clearly 

mi 

satisfied by ff. FinalIy, if F 1, ... , Fn E ff, then for i = 1, ... , n, Fi ;:> n Jij 
j~ 1 

for some mi and J i1 , ... , J imi E S. Hence. 

n n mi 

n F i ;:> n n Jij' 
i~l i~l j~l 

and so belongs to ff. Thus condition (iii) is satisfied and ff is a filter. D 
Lemma 2.5. Let ff be a filter on /. Then there exists an ultrafilter 

ff* ;:> ff on /. 

Proof: The set of filters containing ff is an inductive set. By Zorn's 
Lemma, it has a maximal member ff*. D 

Exercises 

2.6. Let rt. = I/I and suppose rt. ~ ß ~ ~o· Put S = {J ~ /11/ - Jj <ß}· 
Prove that S is a filter and that if ff is an ultrafilter containing S, then no 
Olember of ff has cardinalless than ß. 

2.7. An ultrafilter ff on / is called uniform if IJI = I/I for all JE ff. 
If ff is a non-principal ultrafilter, show that there exists J E ff such that 
ff J is uniform. 

2.8. Let / be a countable set, and ff an untrafilter on /. If a: / ~ / is 
a permutation, show that aff is also an ultrafilter on /. The collection 
{affiG" apermutation of I} may be ca lIed the orbit of ff. Show that if ff 
is non-principal, its orbit contains exactly 2 ~o distinct ultrafilters. 

2.9. A family si of infinite subsets of an infinite set X is called almost 
disjoint (AD) if distinct members of si have finite intersection. d is called 
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maximal almost disjoint (MAD) if it is maximal among the AD families. 
Prove or disprove each of the following: 

(a) Given any MAD family d, there is a non-principal ultrafilter g; 
such that d and g; are disjoint. 

(b) Given any non-principal ultrafilter g; there is a MAD family d 
such that d and g; are disjoint. 

§3 The Existence of an Aigebraic Closure 

We can now apply the theory of ultraproducts to prove a theorem of 
considerable importance in algebra. 

Theorem 3.1. Let F be afield. Then there exists an algebraic closure of F. 

Proof: Let ff be elementary field theory augmented by the addition of 
the elements of F to the set of constants, and of all the relations al + a2 = a3' 
blb2 = b3 holding in F to the set ofaxioms. The models of ff are the ex­
tension fields of F. Put R = F [x], the ring of polynomials over F. F or each 
rE R, let Fr be a splitting field of r. Put 

Jr = {s E Rlr splits over Fs }. 

Since rlr2 ... rn E Jr• n J r2 n ... n J rn, the set ,/ = {Jrlr E R} has the 
finite interseetion property. By Lemmas 2.4 and 2.5, there exists an ultrafilter 
g; on R containing,/. Put F* = ITrER Fr/g;. Then F* is a model of ff and 
so is an extension field of g;. 

Let r = xn + rlxn- l + ... + rn be a monic polynomial over F. We 
prove that r splits over F*. We put 

p = (3al)'" (3an)((al + ... + an = -rd 1\ (ala2 + ala3 + ... + 
an-lan = r2) 1\ •.• 1\ (a la2 ... an = (-I)n rn )). 

Then p is true for precisely those models of ff over which r splits. But 
{s E Rlp is true in Fs } = Jr E g;. By Theorem 1.6, p is true in F* and so 
r splits over F*. 

The proof of Theorem 3.1 is completed by the following purely algebraic 
lemma. 

Lemma 3.2. Let F* be an extension of the field F such that every monie 
polynomial over F splits over F*. Let F be the set of all elements of F* which 
are algebraie over F. Then F is an algebraie closure of F. 

Proof: Let f(x) be a monic polynomial over F. Then f(x) = (x - al)" . 
(x - an) for some al , ... , an in the splitting field of f(x) considered as a 
polynomial over F*. But the ab being algebraic over P, are algebraic over 
F. Let mi(x) be the minimum polynomial of ai over F. Since mi(x) splits over 
F*, its roots lie in F* and, being algebraic over F, are therefore in F. Thus 
al , ... ,an E Fand f(x) splits over P. Hence P is algebraically closed. 0 



§4 Ultrapowers 67 

Exercises 

3.3. If F is not algebraically closed, prove that the ultrafilter used in the 
proof of Theorem 3.1 is not principal. 

3.4. In the notation ofthe proof ofTheorem 3.1, show that if Fis finite, 
then {s E RIFs = Fr} ~~. 

3.5. If Fis not algebraically closed, prove that F* (constructed as above) 
is not algebraic over F. (If F is infinite, show l'hat elements ar E Fr can be 
chosen such that ar and as have the same minimum polynomial only for r = s. 
If Fis finite, show that the elements ar E Fr can be chosen such that ar and as 

have the same minimum polynomial only for those r, s for which Fr = Fs.) 

3.6. F is a field. For all i E I, take F i = Fand form the ultraproduct 
K = fliEf Fd~ with respect to the ultrafilter ~. Prove that K is a pure tran­
scendental extension of F. 

§4 Non-trivial Ultrapowers 

An ultraproduct fliEf Md~ in which Mi = M for all i EI is called an 
ultrapower of M and denoted by MI /~. There is a natural embedding 8:M ~ 
MI /~ of M in MI /~ given by 8(m) = fm~, wherefm:I ~ M is the constant 
function fm(i) = m for all i E I. By identifying m with 8(m), we may regard M 
as a sub set of MI /~. (Alternatively, we may replace the theory :Y by the 
theory :Y' formed from :Y by replacing C by C u M. By Theorem 1.6, 
MI /~ is a model of :Y'. Since each element mE M is a constant of :Y', this 
also gives a map v':M ~ MI /~.) 

Exercise 4.1. Prove that the maps 8, v':M ~ MI/~ coincide. 

We shall always make this identification of M with 8(M), and we omit 
specific mention of the map 8. The ultrapower MI /~ is regarded as trivial if 
MI /~ = M, so we shalllook for conditions wh ich ensure non-triviality. 

Exercise 4.2. If M is finite, prove that MI /~ = M. 

Definition 4.3. Let CI. be a cardinal. The ultrafilter ~ on I is called CI.­
camplete if, for every subset rg ~ ~ of cardinal CI., we have nrg E ~. Other­
wise, ~ is called CI.-incomplete. (It is usual in this context to denote INI by w.) 

Lemma 4.4. Let CI. be an infinite cardinal and let ~ be an CI.-incomplete 
ultrafilter on I. Then there exists a partition of I into CI. disjoint subsets, none 
of which is in ~. 

Proof: The cardinal CI. is an ordinal, CI. = {ßI ß ordinal, ß < CI.}. Since ~ 
is CI.-incomplete, there exists rg ~ ~ such that Irgl = CI. and nrg ~~. We 
index the members ofrg with the ordinals less than CI., so that rg = {GpIß < CI.}. 
For each ordinal ß :( CI., put X p = n {Gyi')' < ß}(interpreting this for ß = 0 
to mean X o = 1), and put lß = X p - X ß+ 1 for ß < CI.. For ß = CI., put 
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Ya = X~. Then {Ypl ß ~ oe} is a partition of I into oe disjoint subsets. Since 
Ya = nl'§, we have Ya fj!F. Suppose lß E!F for some ß < oe. Then X p -
X p+ 1 E!F. Since also Gp E!F, we have (Xp - X p+ d n Gp E!F. But 
(Xp - Xp+d n Gp = 0 fj!F. D 

Lemma 4.5. Let!F be an oe-complete ultrafilter on I. Then for every par­
tition of I into a set I'§ of oe disjoint subsets, so me member ofl'§ is in !F. 

Exercise 4.6. Prove Lemma 4.5. 

Theorem 4.7. Let!F be an ultrafilter on I and let oe = IMI. Then M = 

MI/!F if and only if !F is oe-complete. 

Proof: Suppose!F is oe-complete. An element of MI /!F is f!F for some 
f:I -+ M. For each mE M, put Jm = {i E Ilf(i) = m}. Then Pmlm E M} is 
a partition of I into oe disjoint subsets. By Lemma 4.6, Jm E!F for some m E M. 
This implies f!F = m. 

Suppose now that !F is oe-incomplete. Then oe must be infinite, and so, 
by Lemma 4.4, there is a partition of I into oe disjoint subsets, none ofwhich 
is in !F. We may index these subsets with the elements of M. Let {J mim E M} 
be such a partition of I, and let f(i) be the unique mE M such that i E Jm• 

This defines a function f: I -+ M such that f!F 1= M. D 
Exercise 4.8. !F is a non-principal ultrafilter on I, and ß is the smallest 

cardinal for which!F is ß-incomplete.IMI = oe ~ ß. Prove that IMI /!FI ~ oep. 

It can be proved (cf [lJ, p. 112, Theorem 1.11) that if 111 is less than the 
first strongly inaccessible cardinal, then every non-principal ultrafilter on I 
is w-incomplete. This means that if !F is non-principal, then MI/!F "# M 
except when I is very large or when M is finite. 

Exercise 4.9. Let oe be an infinite cardinal and let A be a set of cardinal oe. 
Put M = Au Pow(A), and f7l = {.ß", E, e, s} where e, s are unary and .ß", E 

are binary. Interpreting e(x) as x is an element of A, s(x) as x is a subset of A, 
and E(X, y) as x is a member of y (for x in A, y in Pow(A)), form the theory 
3 = (ßtl, A, C) with f7l as above, C = M and A = {p E 2'(3)lp true in M}. 
For any model N of 3, put B = {n E Nle(n) is true} and D = {n E Nls(n) 
is true}. Show that each d E D is determined by the set {b E BIE(b, d) is true} 
and hence identify D with a subset of Pow(B). In the special case where !F is 
an oe-complete ultrafilter on a set I of cardinal 2~ and N = MI/!F, prove 
that B = A and N = M. Hence prove that an oe-complete ultrafilter on a set 
of cardinal 2~ is principal. 

§5 Ultrapowers of Number Systems 

We have seen that the theory of N (i.e., the theory 3 = (f7l, A, C) where 
f7l = {.ß", +, x, <}, C = N and A = {p E 2'(3)lp true in N} cannot be 
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categorical, and the same is true for the theories ofthe other standard systems 
Z, Q, Rand c. We use ultrapowers to produce models of these theories 
which are not isomorphie to their standard models. We take the set N as 
index set I. Let g; be a non-principal ultrafilter on I. Since g; contains no 
finite sets, every subset of I with finite complement is in g; (i.e., g; is an exten­
sion of the Frechet filter on /). Trivially, g; is w-incomplete. By Theorem 
4.7, if M is any ofN, Z, Q, R or C, then MIIg; 1= M. 

An element ofN I is just a sequenceof natural numbers. When we form 
NI I g;, we are, among other things, identifying sequences which are the same 
from some point onwards. Consider the element ug; of NIIg; given by the 
function u: N -> N defined by u(i) = i. This element ug; is infinite, in the 
sense that ug; > n for all n E N. To see this, let kn: N -> N be the constant 
function kn(i) = n for all i E N. Then n = kng; and {i E Nlu(i) > kn(i)} = 

{i E Nli > n} E g;. Hence by Theorem 1.6, ug; > kng;. Similarly, we can 
show that QI I g; has infinitesimal elements. F or if v: N -> Q is defined by 
v(i) = l/i for i > 0, v(O) = 1, then kog; < vg; < krg; for all r E Q such that 
r > 0. We clearly have natural inclusions NIIg; S; ZIIg; S; QIIg; S; 

RIIg; S; CIIg;. 

Exercise 5.1. Let N be a model of the theory of N which properly con­
tains N. Show that N has infinite elements. Show also that if Q is a model of 
the theory of Q which properly contains Q, then Q has non-zero infinitesimal 
elements. 

Let:F be the theory ofN. Form the theory:F' by adding a new constant 
u and the new axioms u > n for all n E N. This theory :F' is consistent, indeed 
NIlff, with u interpreted as ug;, is a model of :F'. As:F' is a countable theory, 
the Löwenheim-Skolem Theorem (Theorem 3.18 of Chapter V) shows that it 
has a countable model. The model NI I ff is uncountable, and it is natural to 
try to modify the ultrapower construction so as to obtain a countable model. 
We shall take a subset S of the set NI of all functions from I into N and 
reduce this set S modulo an ultrafilter g;. 

Let :F = U~, A, C) be any theory, {Mili EI} a family of models of :F, 
and ff an ultrafilter on I. If S is any non-empty subset of IliEI Mi' which 
includes all the functions kc:I -> IliE! Mi defined by kc(i) = Vi(C) for CE C, 
i E I, then Siff is a model of U~, 0, C). 

Definition 5.2. Siff is called a subultraproduct of {Mili E I} with respect 
to the ultrafilter g;. 

A subultraproduct SIg; of models Mi of :F = (Bf, A, C) is a model of 
(Bf, 0, C), but unless further conditions are imposed on S or on A, it need 
not be a model of :F. If we examine the proof of Theorem 1.6, we see that it 
applies unaltered, except for the section which shows that ag; satisfies 
p(x) = (Vy)q(x, y) only if the set J = {i E Ilai satisfies p(x)} is in ff. For 
each i E I - J, there exists an element bi E Mi such that (ai' bJ does not 
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satisfy q(x, y), but we can no longer conclude from this that there exists a 
function bE S such that for all i E I - J, (ai> bJ does not satisfy q(x, y). If 
S is chosen so that these functions always exist, then the asse!'tions ofTheorem 
1.6 will continue to hold for SI!#'. The next theorem shows how to achieve 
this. The reader is asked to recall Definition 2.11 of Chapter V. 

Theorem 5.3. Let.'Y be the theory of N. Let S be the set of all functions 
s: N --+ N which are definable in ff. Let!#' be an ultrafilter on N. Then the 
subultraproduct SI!#' is a countable model of ff. 1f !#' is not principal, then 
SI!#' #- N. 

Proof: To show that SI!#' is a model of ff, it remains for us to show that 
if a E Sand J = {i ENlai satisfies (Vy)q(x, y)} t/: .'F, then there exists bE S 
such that, for all i E N - J, we have that (ai' bd does not satisfy q(x, y). 
Weput 

bi = 0 if ai satisfies (Vy)q(x, y), 

bi = the least n for which (ai, n) does not satisfy q(x, y) 
if ai does not satisfy (Vy)q(x, y). 

Since a is a definable function, so is b, and the assertion follows. Since P is 
countable, so is Sand hence so is SI!#'. The function u: N --+ N given by 
u(i) = i is clearly definable, as are the constant functions kn- If !#' is non­
principal, then {i E Nlu(i) = kn(i)} = {n} ~!#' and so SI!#' #- N. 0 

§6 Direct Limits 

There is a connection between the idea of a subultraproduct, introduced 
in §5, and the idea of a direct limit, which arises in a number of algebraic 
contexts, and which we now explain. A directed set is a partially ordered 
set (1, :() such that for any i, jE I, there is a k E I such that i :( k and j :( k. 
A direct familyl in a category cg. is a set {A;ji E I} of objects Ai of 'iS' indexed 
by a directed set I, together with a morphism fj: Ai --+ Aj for each pair i :( j 
in I, such that 

(i) f: = lA; for all i E I, 
(ii) fU} = fL for all i :( j :( k in I. 

Definition 6.1. A direct limit in ce, or more precisely a limit of the direct 
family {Ai, fjli,j E I} in ~, is an object L of Cf; together with morphisms 
((Ji: Ai --+ L such that 

(i) ((J1j = ((Ji for all i :( j in I, and 
(ii) for any object M of C(j and family of morphisms ljJi: Ai --+ M satisfying 

1jJ1j = ljJi for all i :( j in I, there exists a unique morphism e:L--+ M 
such that e((Ji = ljJi for all i EI. 

1 More neatly but less intuitively defined as folIows: regard the directed set as a category 
with objects the elements of land morphisms from i to j the pairs (i, j) with i ~ j. A direct family 
in ce is then a functor from this category into ce. 
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Let f/ = (9l!, A, C) be a theory. We associate with f/ the category 
Mod(f/), whose objects are the models of f/ and whose morphisms are the 
maps f: M --+ M' between models (M, v, 1jI) and (M', Vi, 1jI'), such that fv(c) = 

v'(c) for all CE C, and such that (f(ml)" .. ,f(mn )) E ljI' r for all r E ~n and 
(mb' .. , mn ) E IjIr. As an aid to the study of Mod(f/), we use the theory 
f/0 = (9l!, 0, C) and its associated category Mod(f/j25). Every object of 
Mod(f/) is an object of Mod(f/0 ), and the morphisms in Mod(f/) between 
any two of its objects are precisely the morphisms between them in Mod(f/ 0 ). 

Exercise 6.2. R is a ring and f/ is the elementary theory of R-modules. 
Show that the category of R-modules is precisely the category Mod(f/). 

Lemma 6.3. For any theory f/, direct limits exist in Mod(f/0 ). 

Proof: Let {Mi,fj!i, jE I, i :::; j} be a direct family in Mod(f/)25)' We 
construct a limit as a subultraproduct. Put Fi = {j E I!j ~ i}, and let:F be 
any ultrafilter containing all the F i . (Actually, we do not need :F to be an 
ultrafilter-any filter containing the Fi will do.) Put 

S = {s:I --+ U Mdsi E Mi for all i E I; for some FE :F,fjSi = Sj 
iEI 

for all i,j E F with i :::; j}. 

Then put L = S/:F and define epi:Mi --+ L by epi(m) = s:F, where S is given 
by Sj = fjm for all jE Fi, and Sj is chosen arbitrarily for j ~ Fi. The element 
s:F of L is clearly independent of the choice of Sj for j $ Fi. L, being a sub­
ultraproduct of models Mi of f/, is a model of f/0 . The epi are clearly mor­
phisms of Mod(f/j25) satisfying (i) of Definition 6.l. 

Now let N be a model of f/)25' and let ljIi:Mi --+ N be morphisms in 
Mod(f/0 ) such that ljIiJj = ljIi for all i :::; j in I. Let SES satisfy fjsi = Sj 

for all i, j E F such that i :::; j, where F is a member of :F. If i E Fand if 
m = Si E Mi, then s:F = epi(m). The condition on the map e:L --+ N to be 
constructed requires that e(s:F) = ljIi(m). Hence e, if it exists, is unique. We 
define e by putting e(s:F) = ljIi(SJ for some i E F, and we must show that 
this definition is independent of the choice of i. 

Suppose that j E F. Then there exists k E I such that i :::; k and j :::; k. 
Since F (\ Fk E :F, F (\ Fk i'-.0 , and so there exists an r E F (\ Fk • We have 
Sr = f~Si = f~Sj' and so 

Thus eis well-defined. Clearly, e is a morphism satisfying the requirements 
of condition (ii) of the definition. 0 

We are interested in direct limits in Mod(f/). The next lemma reduces 
this problem to an investigation of the subultraproduct constructed above. 

Lemma 6.4. The direct family {Mi, fj!i, jE I, i :::; j} has a limit in 
Mod(f/) !f and only if the subultraproduct S/:F constructed above is a model 
of f/. 
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Proof: If SI:#' is a model of :Y, then it is c1early a limit in Mod(:Y) of 
the given family. If L is a limit in Mod(:Y) of the family, then L is also a 
limit in Mod(:Y0 )' and so is isomorphie to SI:#'. Thus SI:#' is a model 
of:Y. D 

We now investigate conditions on :Y for SI:#' to be a model of :Y. 

Definition 6.5. An element pE P(V, Yl) is called universal if it has the 
form ('v'yd ... ('v'ys)q(Xb ... , X" Yb ... , Ys), where q(Xb ... , X" Yb ... , Ys) 
contains no quantifiers. 

The argument used in proving Theorem 1.6 shows that the element s:#' 
will satisfy p(x) = ('v'y)q(x, y), where q(x, y) contains no quantifiers, if 
{i E Iisi satisfies p(x)} E:#'. (This inc1udes the case where x, y are n-tuples.) 
Thus every axiom of:Y which is universal is satisfied in SI:#'. 

Definition 6.6. A theory :Y is called algebraic if every axiom of :Y is 
either universal or has the form 

('v'xd'" ('v'x r )(3yd'" (3ys)p(x b ···, X" Yb"" Y., Cb ···, Ct), 

where Ci E C and p is constructed from primitive elements of P(V,~) by 
using v, /\ only. The category Mod(:Y) is called algebraic if:Y is algebraic. 

The reason for the name is that if the relation symbol rE Yln+ 1 is to 
correspond to an n-ary operation of an algebra, then we require the axioms 
('v'xd"·('v'xn)(3y)r(x1, ... ,xn , y) and ('v'xd' "('v'xn)('v'y)('v'z)(r(x1,,,· ,xn , y) /\ 
r(xb . .. ,xn , z) = Y = z). Note that the second of these axioms is universal, 
and the first is admissible for an algebraic theory. 

Theorem 6.7. Let:Y be an algebraic theory. Then direct limits exist in 
Mod(:Y). 

Proof: Let q = ('v'x)(3Y)p(x, y, c) be an axiom of :Y, where p(x, y, c) is 
constructed from primitive elements of P(V, Yl) using only v, /\. (x, y, c may 
denote n-tuples.) Let a:#' E SI:#' and let (Ji = Vi(C). We have, for some FE:#', 
fJai = aj for all i, jE F with i ~ j. Take an i E F, and put F' = F !l Fi. 
Since q is satisfied in Mi, there exists mi E Mi such that (ai' m;, (J;) satisfies 
p(x, y, c). For jE F', put mj = fJmi. Since a; = fJai and (Jj = fJ(Ji' it follows 
from the nature of p and the fact that fJ is a morphism that (aj' mj' (JJ satisfies 
p(x, y, c). Choose mj arbitrarily for j f F'. Then mE Sand (a:#', m:#', (J:#') 
satisfies p(x, y, c). Hence q is satisfied in SI:#'· D 

Corollary 6.8. Direct limits exist in any variety of universal algebras. 

Exercises 

6.9. Show that direct limits exist in the category whose objects are 
fields and whose morphisms are ring homomorphisms, but that not even 
finite direct sums exist in this category. Show that the algebraic c10sure of a 
field is obtainable as a direct limit. 
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6.10. Show that the conditions we have imposed on the existential 
axioms cannot be weakened either by (a) allowing the negation of a primitive 
relation, or (b) allowing an existential quantifier to precede a universal quan-
tifier. (Take the direct family, indexed by N, of the sets {O, 1, ... , n} and 
inclusion maps, (a) with property p(x) true in {O, 1, ... , n} for 0,1, ... , n - 1, 
(b) with relation ~ and axiom (3x)(Vy)(y ~ x).) 

6.11. Show that compact topological spaces and continuous maps do 
not form an algebraic category. 



Chapter VIII 

Non-Standard Models 

§1 Elementary Standard Systems 

Much of mathematies is concerned with the study of "standard" mathe­
matical systems such as the natural numbers, the rationals, the real numbers 
and the complex numbers, each of which is regarded as a unique system. 
When we attempt to study one of these systems by axiomatising it within 
the first-order predicate calculus, we find that our axiomatisation cannot 
be categorical, and that there exist models of our axiomatic theory not iso­
morphie to the system we wish to study. Such models have been constructed 
as ultrapowers in Chapter VII. In this chapter, we investigate ways of ex­
ploiting such models in the study of a standard system. We begin by con­
sidering elementary systems, i.e., systems in which relations between elements, 
but not properties of subsets, can be studied. 

Definition 1.1. An elementary standard system 8 is a set S together with 
a subset fll of the set of relations on S such that .9 E fll. 

fll is the set of relations on S considered to be of interest. It is usual to 
denote the underlying set S of 8 by the same symbol 8, and we shall do so. 

Example 1.2. The elementary real number system R consists of the set 
R of real numbers together with the set fll = {.9, +, x, <} of relations on 
R. Here, + is the ternary relation (a, b, c) E + if and only if a + b = C, and 
x is defined similarly. 

Let 8 = (8, fll) be an elementary standard system. We take a set V:::> 8, 
such that V - 8 is countably infinite, and form the first-order algebra 
P( 8) = P(V, fll). In this algebra, we think of elements of 8 and fll as names 
for themselves1• 

Definition 1.3. The language of 8 is the subset 2'(8) = {p E P(V, fll)1 
var(p) s; 8} of P(V, fll). 

Interpreting each element of Sand fll as itself assigns a truth value v(p) 
to each p E 2(8). 

Definition 1.4. The theory of 8 is the theory ff(S) = (fll, A, S) where 
A = {p E 2'(S)lv(p) = I}. 

1 If we wish to distinguish between the objects and their names, we take for each element 
a E Sand p E iJl elements a', p', and use these in the construction of P. 

74 
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ff(S) is a complete theory with S as a model. The theorems ofthis theory 
are its axioms, and consist of all elements of .P(S) which are true in S or in 
any other model of ff(S). If the axiom set A were fully known, then ff(S) 
could give us nonew information about 3. However, our knowledge of S is 
usually incomplete, and any method which extends our knowledge of A in 
fact extends our knowledge of S. If we can choose a model *S of ff(S) such 
that the truth or falsity of certain statements pE .P(S) is more easily deter­
mined (by argument in the meta-Ianguage) for *S than for 3, then we have 
a method ofutilising ff(S) to discover properties of 3. Our aim is to construct 
some useful models * S. 

Exercise 1.5. It is assumed above that the theory with relation symbols 
Ißl and axioms A has S as its set of constants. Prove this. 

Definition 1.6. Let *S be any model of ff(S). We say that *S is a standard 
model of ff(S) if *S is isomorphie to S, and otherwise *S is called a non­
standard model of ff(S). 

Let *3 = (*S, ep, 1jJ) be any model of ff(S). Then ep: S ~ *S embeds S in 
*S, since if a, bare distinct elements of S, then (a =1= b) E A and so is true in 
*S, i.e., ep(a) =1= ep(b). Similarly, for any n-ary relation p E Ißl, the restrietion to 
ep(S) of the relation ljJ(p) is precisely the relation on ep(S) which corresponds 
under ep to the relation p on S. We shall therefore always identify S with its 
image under ep in *S, and so regard the model *S as containing the standard 
model S. 

§2 Reduction of the Order 

First-order logic does not permit us to study properties of relations, or 
to discuss statements such as "For all n-ary relations, ... ". This restriction 
excludes from consideration most of the material in a subject such as real 
analysis, where functions of various types occupy a dominant place. The 
general consideration of properties of relations requires a higher-order logic. 
Fortunately, there is a trick wh ich enables us to bring within the scope of our 
first-order predicate calculus all these higher-order concepts for any one 
mathematical system. For any set S, let rel(S) denote the set of all relations 
on S. 

Definition 2.1. Let S be any set. We define the set (i7k(S), of kth-order 
objects on S, by (i70(S) = S, and (i7k+ 1(S) = (i7k(S) U rel((i7k(S)). Further, we 
put (i700(S) = Uk? 0 (i7k(S). 

For each n, we introduce an (n + l)-ary relation symbol En• If p is an 
n-ary relation on S, and if ab ... , an E S, we can now formalise the statement 
that (ab' .. , an) is in p as En(p, ab' .. , an), as weIl as by p(ab ... ,an)' We 
have made p into an individual constant of a larger theory, and we may if 
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we wish omit p from the set of relation symbols. Among the unary relations 
on S, there is S itself, and those elements ofthe extended system (9oo(S) wh ich 
belong to S are distinguished as those for which the formal statement El(S, a) 
is true. The statement that p E (9l(S) is an n-ary relation on S can be for­
malised as 

!ip) = (3xl) ... (3Xn)(E l(S, Xl) 1\ .•• 1\ El(S, Xn) 1\ En(p, Xb ... , Xn)), 

while the statement that p is an n-ary relation on the subsets Sb' .. , Sn of 
S can be formalised as 

!n(P, Sb" ., Sn) = !n(P) 1\ (Vxd' .. (VXn)(En(p, Xb' .. ,Xn) 

= El(Sb Xl) 1\ ..• 1\ El(S", X n)). 

We can now handle second-order concepts on a standard system S by 
forming ff((9l(S)), where the set of relation symbols includes the symbols 
En and those required for the properties of relations we wish to study. The 
statement that all n-ary relations have the property n can then be formalised 
as (Vx)(!n(x) = n(x)). 

This process may be applied to still higher-order concepts. (k + l)th-order 
objects can be studied in ff((9k(S)), which we call the (k + l)th-order theory 
of S. We call (Dk(S), together with an appropriate set of relation symbols, a 
(k + l)th-order standard (mathematica0 system, and (9oo(S) an infinite order 
standard system. We point out that ff((9k(S)) (including the case k = <Xl) is 
still a first-order theory of an elementary standard system, namely the system 
(Dk(S). Theorems proved about elementary standard systems thus become 
applicable to higher-order standard systems. 

§3 Enlargements 

We recall the definition of a definable n-ary relation p on a standard 
system S. We say that p is definable in ff(S) ifthere is an element P(Xb"" xn) E 
peS), where Xb' .. , Xn E V - Sand var(p(xb ... ,xn)) ~ {Xb' .. , xn} U S, 
such that 

p = {(ab' .. , an) E Snlp(ab ... , an) is true in S}. 

Any such P(Xb ... , xn) is called a description of p. In our work, it will 
not matter which description of a definable relation p we use. We write 
p(xb . .. ,xn) for some description of p. In the special case where p is a 
definable sub set of S, we use (x E p) to denote an arbitrary description of p. 

Let S be a standard system, and let p(x, y) define a binary relation in ff(S). 
We define the domain of p to be the set Dp, where 

Dp = {a E Slp(a, b) is true in S for some b ES}. 

Definition 3.1. A concurrent relation of S is a definable binary relation 
p = p(x,y)inff(S)suchthatDp =F )Zfand,foreveryfinitesubset{ab ... ,an} 
of Dp , there is a b E S such that p(ai, b) is true for i = 1, ... , n. 
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Example 3.2. We consider the (elementary) real number system R. In R, 
< is a concurrent relation with domain D< = R. F or any finite set {x 1, ... , x n } 

of real numbers, y = 1 + maxi(x;) satisfies Xi < Y for i = 1, ... , n. 
Now let (J be any set of concurrent relations of the standard system S. 

For each pE (J, we take a new variable cp rt V and form V" = V u {cplp E (J}, 

P" = P(V", ~). We put 

A" = {p(x, cp)lp E (J and x E Dp}. 

Definition 3.3. The enlargement of !T = (~, A, S) with respect to (J is 
the theory !T" = (~, A u A", S u {cplp E (J}). When (J is the set of all con­
current relations of S, we call !T" the Juli enlargement of !T, and denote it 
by *!T. 

Theorem 3.4. Let!T = !T(S) and let (J be any set oJ concurrent relations 
oJ S. Then !T" is consistent. 

ProoJ. Suppose !T" f-- F. Then A o f-- yF for some finite subset A o of A". 
Let Ao = {Pj(xij, cp)li = 1, ... , rj; j = 1, ... ,n}, where xij E Dpi" Since 
{x 1j, ... ,xrjJ is a finite subset of Dpj, there exists bj ES such that Pj(Xij, bj) 
is true in S for i = 1, ... , rj • Mapping cpj to bj for j = 1, ... , n makes S 
a model of the theory !T' = (~, A u Ao, S u {cpjJj = 1, ... , n}). Hence !T' 
is consistent, which contradicts the assumption that A u Ao f-- F. Thus !T" 
is consistent. 0 

Since !T" is consistent, it has a model. Let S" be any model of !T". As we 
have al ready indicated, S" has the standard model S of !T embedded in it. 
We call S" a (J-enlargement of S. A model *s of *!T is called a full enlarge­
ment of S. 

Suppose that S" = S. Then for each P E a, the constant cp of :.T" is 
interpreted as some bp E S which satisfies p(x, bp) for all x E Dp. Thus all we 
have achieved is the introduction of a new name cp for the element bp• The 
new axioms p(x, cp) reduce to axioms of!T if we replace cp by bp, and so if 
we add to !T" the further axioms cp = bp for all pE (J, the resulting theory 
is equivalent to !T in the sense that the two theories have the same models. 
Such an enlargement !T" is of little use in studying !T and is called a trivial 
enlargement. 

Exercise 3.5. Use the ultrapower construction studied in §5 of Chapter 
VII to give an alternative proof of Theorem 3.4. 

One standard system may be contained in another, as in the case of the 
integers Z and the reals R. We shall now obtain a useful result on enlarge­
ments of systems related in this way. 

Definition 3.6. Let S = (S, ~) and Sl = (Sl' ~ 1) be standard systems. 
We say that S is a subsystem of Sb and write S ~ Sb if ~ ~ ~1 and if S 
is a definable subset of Sl' 
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Examples 

3.7. For any S, S ~ (Ol(S) ~ (02(S) ~ ... ~ (Ooo(S). 
3.8. Take R = (R, {-ß, +, x, <, i}), where i(x) is interpreted as "x is an 

integer". Then Z = (Z, {-ß, +, x, <}) is a subsystem of R. 
3.9. (Ok(Z) ~ (Ok+ l(R) for an k ~ o. 
Let S ~ Sb and let p(x, y) be a concurrent relation of S. Since S is 

definable, the relation p on S can be defined in P( Sd by 

P1(X, y) = (x ES) !I (y ES) !I p(x, y). 

This P1 is a concurrent relation on Sb consisting of precisely those pairs of 
elements which are in p. In general, if (J, (J 1 are sets of concurrent relations 
of S, Sl respectively, we say (J ~ (J1 if, for every pE (J, we have that the 
corresponding p 1 E (J 1· 

Theorem 3.10. Let S ~ Sb and let (J, (J1 be sets oJ concurrent relations 
oJ S, Sl such that (J ~ (J 1. Let S'1' be an enlargement oJ Sl with respect to (J 1· 
Then S'1' contains an enlargement SO" oJ S with respect to (J. In particular, 
any Juli enlargement oJ Sl contains a Juli enlargement oJ S. 

ProoJ. Put SO" = {a E S'1'[p(a) is true in S'1'}, where p(x) E P(Sl) is such 
that S = {a E Sl[p(a) is true in Sd. sO" is clearly a model of .'1(S), and we 
must show that for each p E (J, there is a bp E SO such that p(a, bp ) is true in 
SO" for an a E Dp• Now P1 is a concurrent relation of Sb hence there is a 
bp ! E S'1' such that P1(a, bp ,) is true in S'1' for an a E Dp ,. But Dp , = Dp , and 
by the construction of Pb P1(a, bp ,) true implies that bp , E SO". Thus we can 
take bp = bp ,. 0 

§4 Standard Relations 

Definition 4.1. Let SO" be an enlargement of s. A standard n-ary relation 
on SO" is a relation 

pO" = {(ab . .. , an) E (SO"t[p(ab ... , an) is true in SO"} 

for so me definable n-ary relation p on S. 
We also define a standard element of SO" to be an element of S. 

Exercises 

4.2. Show that the standard relation pO" is independent of the choice of 
description of p. 

4.3. Show that the one-element sub set {a} of SO" is standard if and only 
if a is standard. 

Theorem 4.4. Let *S be a Juli enlargement oJ Sand let u be a definable 
subset oJ S. T hen *u = u if and only if u is finite. 



§5 Internal Relations 

Praof. Suppose that u = {u!> ... , un} is finite. Then 

u(x) = (x = u1) v (x = U2) v ... v (x = un) 

is a description of u, and 
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*u = {a E *Sl(a = ud v (a = u2) v··· v (a = un) is true in *S} = u. 

Suppose that u is infinite. Let p be the binary relation on S defined by 
p(x, y) = (x E u) 1\ (y E u) 1\ (x =I y). Then D p = u and, since u is infinite, for 
any U!> ... , Un E Dp, there exists y EU distinct from U!> ... , Un and thus 
satisfying p(u;, y) for all i. Therefore p is a concurrent relation, and so there 
is a bp E *§ such that p(x, bp) is true for all XE Dp• This says that bp E *u 
and bp ~ u. 0 

Corollary 4.5. Suppose the enlargement:Y" of :Y(S) is bothfull and trivial. 
Then S is finite. 

Proof. S is a definable subset with description p(x) = ,...., F. 0 
Corollary 4.6. Let p be a definable n-ary relation on S. Then * p = p if 

and only if p is finite. 

Proof. If p is finite, we can give adescription which lists its members 
and it follows that * p = p. If p is infinite, put 

uJx) = (3x 1)'" (3Xi -1)(3xi+ 1)'" (3xn)p(x!> ... ,Xi-!> x, Xi+!>' .. ,Xn), 

and let Ui be the sub set of S defined by Ui(X), Then for some i, Ui is infinite, 
and the theorem implies that *Ui =I Ui, i.e., that * p =I p. 0 

Theorem 4.7. Let p be a definable relation on S which defines a func­
tion f: D ~ S on so me definable2 subset D of S. Then p" defines a function 
f":D" ~ S" on the subset D" of S". 

Proof. We have:Y f- (V'x)( (x E D) => (3!y)p(x, y)). Interpreting this in 
S" gives the result. 0 

The same argument applies to show that if f: U ~ V is a definable 
function, where U is a definable sub set of sr and V is a definable subset of 
SS, thenf" is a function from U" to V". 

§5 Internal Relations 

Let S be any standard system. For each n, let ~~1) be the set of all first­
order n-ary relations on S. Then each element of ~~l), and also the set 3?~1) 
itself are all definable in :Y((D1(S)). If ((D1( S))" is an enlargement of (D1(S) with 
respect to some set (5 of concurrent binary relations of (D1(S), then every 
element of (~~l))" is an n-ary relation on §". 

2 Note that {a E S 1(3 !y)p(a, y) is true} is a possible choice for D, but it is not always the most 
convenient choice. 
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Definition 5.1. An internal first-order n-ary relation on S" is an element 
of (~~1»)". A relation on S" which is not internal is called external. 

Higher-order internal n-ary relations may be defined similarly, by using 
the set ~~k) of n-ary relations on (Ok-1(S). 

If p E ~~1) is in fact a definable relation on S, we have that 

3((Ol(S)) f- ('lXI)··· (VXn)(En(p, Xb···, Xn) = P(Xb···' Xn)), 

while each u E (~~l))a is the relation 

u = {(ab ... , an) E ((01(S) )aIEn(u, ab ... , an) is true in ((Ol(S))"). 

It follows that the definable relation p, considered as an element of (~~1»)", 
is the relation p" on S". Hence every standard relation is interna!. The con­
verse is not true, for if S is infinite; then ~~1) is infinite, and by Theorem 4.4, 
*(~~l)) #- ~~l). 

Lemma 5.2. Let u, v be interna I n-aryrelations on S". Then u (\ v, U u v, 
and the complement u-of u are also internal. 

Proof. We have that 

3((Ol(S)) f- (Vx)(Vy)( (x E ~~1») " (y E ~~1») = 
(3z)( (z E ~~1») " (Vt)(t E Z ~ (t E x) " (t E y)))). 

It follows that u (\ v E (~~l))" for all u, v E (~~l))". Similar proofs apply for 
u u v and for u-. 0 

§6 Non-Standard Analysis 

Let R be the set of real numbers, with relation symbols ~ = {-ß, x, +, <}. 
We form a full enlargement *((Ok(R)) for some k ~ 1. Within this, we have 
standard subsets *R > *Q > *z > *N, which are full enlargements of the 
reals, ration als, integers and natural numbers respectively. The relations on 
*R defined by x, +, < shall be denoted by the same symbols, instead of 
by the correct but more cumbersome * x , etc. The function 11: R -+ R, de­
fined by lxi = x if x ~ 0, lxi = - x if x < 0, yields the standard function 
*R -+ *R defined in the same way and which we shall denote by the same 
symbol 11. We shall call the elements of *R real numbers, distinguishing 
those in R by calling them standard real numbers. 

Theorem 6.1. *R is a non-archimedean ordered field. 

Proof. The axioms of ordered fields are theorems of 3(R) and so hold 
for *R, showing that *R is an ordered field. The relation x < y is a con­
current relation of R with domain R, and consequently there is an element 
a E *R such that r < a for all r E R. This implies that for any r E R, and for 

n 

all n E N, Ir< a. Hence the ordering on *R is non-archimedean. 0 
i= 1 
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The archimedean axiom can indeed be expressed in the language of 
(Dk(R) as 

(\t'x)(\t'y)( (x E R) /\ (y E R) /\ (x > 0) => (3n)( (n E N) /\ (nx > y))), 

where nx > y is an abbreviation for (\t'z)( x (n, x, z) => (z > y)). This is a 
theorem of g-((Dk(R)) and so holds in *R. It does not assert the archimedean 
property for *R, as it asserts that if x, y E *R and if x > 0, then there is 
nE *N such that nx > y. For *R to be archimedean, we need to have n E N. 

Definition 6.2. An element a E *R is called finite if there exists a stan­
dard real number b such that lai < b. Otherwise, a is called infinite. A (finite) 
element a is called infinitesimal if lai < b for all standard real numbers b > 0. 

° is infinitesimal, and since ° < a < b holds if and only if ° < 1/b < 1/a, 
it follows that if a #- 0, then a is infinitesimal if and only if 1/a is infinite. 

The proof of Theorem 6.1 contains a proof of the existence of infinite real 
numbers, and it follows that infinite natural numbers also exist. 

Lemma 6.3. There is no smallest infinite natural number. The set ofinfi­
nite natural numbers is an external set. 

Proof. If n is a natural number and n #- 0, then n = m + 1 for some 
natural number m, since this result is a theorem of g-(N). If n is the smallest 
infinite natural number, then m = n - 1 is also infinite, and m < n, giving a 
contradiction. 

It is a theorem of g-((Dl(N)) that every non-empty subset of N has a 
least member. Hence every non-empty internal subset of *N has aleast 
member, and the set of infinite natural numbers cannot be interna!. 0 

Lemma 6.4. Suppose n E *N. Then n is finite if and only if n E N. 

Proof. If n E N, n is clearly finite. Suppose that n is finite. Then n < b 
for some standard real number b, and b < m for so me standard natural 
number m. Put u = {x ENlx < m}. Then nE *u = {x E *Nlx < m}, and 
*u = u since u is finite. Thus n E N. 0 

Theorem 6.5. Each of N, R, the set of infinite real numbers, and the set 
of infinitesimal real numbers is an external set. 

Proof· 
(a) By Lemma 6.3, the set of infinite natural numbers is an external set, 

and by Lemma 6.4, N is its complement in the internal set *N. Hence N is 
external by Lemma 5.2. 

(b) If R is internal, then so is N = R (\ *N, contradicting (a). Similarly, 
Z and Q are also external. 

(c) Let R oo be the set of infinite real numbers. If it is internal, then so is 
Roo (\ *N, contradicting Lemma 6.3. 

(d) If R 1 is the set ofinfinitesimal real numbers, then R 1 is bounded above 
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and has no greatest member. It is a theorem of §"((91(R)) that if u is a non­
empty subset of R which is bounded above and has no greatest element, then 
{x E Rlx > y for all y EU} has a least element. If R1 is internal, then v = 

{x E *Rlx > r for all rE Rd has a least element. But if x E v, then !x E v 
and !x < x. Hence v has no least element, and so R1 is external. 0 

Let a, bE *R. We write a =:= b if a - b is infinitesimal. =:= is c1early an 
equivalence relation on *R. 

Exercise 6.6. Show that if rE *R, then there exists q E *Q such that 
q =:= r. 

Definition 6.7. The monad of the finite real number a is the set /1(a) = 

{r E *Rlr =:= a}. 

Theorem 6.8. 1J a is a finite real number, then /1(a) eontains exaetly one 
standard real number. 1J Ro is the set oJ finite real numbers and R1 the set of 
infinitesimal real numbers, then Ro is a ring, R1 is an ideal oJ Ro and Ro/R 1 is 
isomorphie to R. 

Proof. If r, s E /1(a) and r, s are standard, then Ir - si is an infinitesimal 
standard real number. Thus Ir - si = ° and r = s. We have to show that 
there is a standard real number in /1(a). This is so if ais standard, so we suppose 
ais not standard. Put L = {x E Rlx < a} and U = {x E Rlx > a}. Since a 
is finite, there exists b ERsuch that lai < b, i.e., - b < a < b, showing that 
Land U are both non-empty. L is bounded above by band so has aleast 
upper bound rx say, which is also the greatest lower bound of U. If rx E L, 
then U = {x E Rlx > rx}, and rx ~ a < rx + r for all standard real numbers 
r > 0. Thus la - rxl = a - rx < r for all standard r > 0, and so a - rx is 
infinitesimal. Similarly, if rx E U, we obtain la - rxl = rx - a is infinitesimal. 
Hence rx E /1(a). 

Trivially, Ro is a ring and R1 is an ideal of Ro. The map sending a to /1(a) 
is the natural homomorphism Ro -t Ro/R1. Mapping /1(a) to the standard 
real number in /1(a) is an isomorphism. 0 

Finally, as an introduction to the use of enlargements in the study of 
analysis, we shall show how a few of the familiar results on limits can be 
proved with the aid of infinitesimal and infinite elements in an enlargement. 
We begin with the concept of a limit of a sequence. A sequence is a function 
s: N -t R, and corresponding to any sequence, we have the standard function 
*s:*N -t *R. 

Theorem 6.9. Let r E Rand let s: N -t R be a sequenee. Then 
Limn _ 00 s(n) = r if and only if * s(n) E /1(r) Jor alt infinite natural numbers n. 

ProoJ. Suppose that Limn _ oo s(n) = r. Then for every standard real 
number e > 0, there exists no E N such that Is(n) - rl < e for all n > no. 
For this e and no, (Vn)( (n E N) A (n > no) => Is(n) - rl < e) is a theorem of 
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.r((Dl(R)). Therefore ('v'n)( (n E *N) ,,(n > no) = I*s(n) - rl < 8) holds in 
*((Dl(R)). If n is an infinite natural number, then I*s(n) - rl < 8, and this is 
true for an standard real numbers 8 > 0. Hence *s(n) E }1(r) for an infinite 
numbers n. 

Suppose conversely that *s(n) E }1(r) for an infinite natural numbers n. 
If no is an infinite natural number, then for every standard real number 8 > 0, 
we have I*s(n) - rl < 8 for an n > no. Thus (3noH (no E *N) " ('v'n)( (n E *N) " 
(n > no) = I*s(n) - rl < 8)), being true in *(Dl(R), is a theorem of .r((Dl(R)). 
Hence there exists no E N such that Is(n) - rl < 8 for an n > no· D 

By a similar argument, one obtains the following result. 

Theorem 6.10. Let V be a subset of R, and suppose U contains a neigh­
bourhood of a E R. Let f: V -> R be a function defined on U. 1f f, ER, then 
Limx _ a f(x) = f, if and only if *f(x) E }1(C) for all x #- a in }1(a). 

Corollary 6.11. Thefunction f is continuous at a if and only if*f(x) ="= *f(a) 
for all x ="= a. 

Exercise 6.12. Prove Theorem 6.10. 

For areal functionf defined on an arbitrary subset V ofR, the necessary 
and sufficient condition that f be continuous on V is that for each a E V, 
if x E *U and x ="= a, then *f(x) ="= *f(a). The meaning of this condition is 
altered if we write it formally using ('v'a), as we now show. For then the 
statement becomes the following: for all a, XE * V, if x ="= athen *f(x) ="= *f(a). 
If this new statement holds, then for an infinitesimal positive real number 6, 
and for any standard real number 8 > 0, 

('v' a)('v'x)( (a E * V) " (x E * V) " (Ix - al < 6) = I*f(x) - *f(a) I < 8) 

is true in *((91(R)), and so 

(36)( (6 > 0) " ('v'a)('v'x)( (a E V) " (x E V) 

" (Ix - al < 6) = If(x) - f(a) I < 8)) 

holds in (Dl(R). But this is precisely the condition that the function f be 
uniformly continuous on U. We have proved the following theorem. 

Theorem 6.13. Let f be a real-valued function defined on the subset V 
ofR. Then fis uniformly continuous on Vif and only iffor all x, y E * V, X ="= Y 
implies that *f(x) === *f(y). 

It is now a simple matter to prove the following well-known result. 

Theorem 6.14. Let V be a closed bounded interval [p, qJ. 1f the real­
valued function f is continuous on V, then it is uniformly continuous on U. 

Proof. Take any x E * U. x is a finite real number, hence there is a unique 
rE R such that r ="= x. If r < p, then x = r + (x - r) < r + (p - r) = p, 
since x - r is infinitesimal and p - r is a standard positive real number. 
As x ~ p, we have a contradiction, and so p ~ r. Similarly, r ~ q, and r E U. 
If y E * V and y ="= x, then y ="= rand *f(y) ="= *f(r). In particular, *f(x) ="= *f(r). 
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Consequently *f(x) ~ *f(r) ~ *f(y), and we have the condition for uniform 
continuity on U. 0 

Exercise 6.15. Where does the above method of proof fail if U is taken 
as the open interval {x:p < x < q}? 

Our final application is to the study of sequences of real-valued functions 
sn(x) defined on a subset U of R. The usual necessary and sufficient condition 
that six) -+ r(x) on U as n -+ 00, when expressed in terms of our non­
standard analysis, is that for each x E U and for all infinite n, *sn(x) ~ *r(x). 
Again, the meaning of the condition is altered if we express it in terms of 
('Ix), as the next result indicates. 

Theorem 6.16. The sequence offunctions six) converges uniformlyon U 
to r(x) if and only if for all XE * U and for all infinite n, *sn(x) ~ *r(x). 

Exercise 6.17. Prove Theorem 6.16 by suitably modifying the argument 
leading to Theorem 6.13. 

Theorem 6.18. Suppose the functions sn(x) are continuous on U, and 
converge uniformlyon U to r(x). Then 'r(x) is continuous on U. 

Proof. Let a E U. If XE *U and x ~ a, and if n is infinite, then by 
Corollary 6.11 and Theorem 6.14, 

*r(s) ~ *sn(x) ~ *sn(a) ~ *r(a), 

showing that r is continuous at a. 0 

Exercises 

6.19. Given that f(x) -+ rand g(x) -+ s Ci'O) as x -+ a, prove that 
f(x)/g(x) -+ rls as x -+ a. 

6.20. f(x) is defined in a neighbourhood of a. Show thatf'(a) = c if and 
. *f(x) - *f(a) 

only If ~ c for all x ~ a, x i= a. 
x-a 

6.21. Prove that iff(x) is differentiable at x = a, thenf(x) is continuous 
at x = a. 

6.22. R is complete, i.e., every Cauchy sequence in R has a limit in R. 
Formalise this and interpret it for *R. Is *R complete? 

We refer the reader to [8J for further reading and references on the subject 
of non-standard analysis. 



Chapter IX 

Turing Machines and Gödel Numbers 

§1 Decision Processes 

In §3 of Chapter III, we gave a procedure for determining whether or 
not an element p of P(X) is a theorem of Prop(X). In §4 of Chapter IV, we 
asserted that no such procedure exists for Pred(V, ~). Before attempting to 
prove this non-existence theorem, we must say more precisely what we mean 
by "procedure". The procedures we shall discuss are called decision processes, 
and informally we think of adecision process as a list of instructions which 
can be applied in a routine fashion to give one of a finite number of specified 
answers. Adecision process for Pred(V, ~) is then a finite list of instructions 
such that for any element p E P(V, g;j», there corresponds a unique finite se­
quence ofinstructions from the list. The sequence terminates with an instruc­
tion to announce adecision of some prescribed kind (e.g., "p is a theorem 
of Pred(V, g;j»."). Thus at each step of the process, exactly one instruction of 
the list is applicable, producing a result to which exact1y one instruction is 
applicable, until after a finite (but not necessarily bounded) number of steps, 
the process stops and adecision is announced. 

The mechanical nature of the process just described suggests that we 
could think of it as a computer program, carried out on a suitable computer. 
We shall formalise our ideas by considering processes wh ich could be per­
formed by an idealised computer known as a Turing machine. 

§2 Turing Machines 

A Turing machine is imagined as consisting of two parts-the machine 
proper, being a device with a finite set ,Q = {qo, qb" . ,qm} of possible 
internal states, and a tape (at least potentially infinite) on wh ich suitably 
coded instructions to the machine may be printed, and on wh ich the machine 
can print its response. The tape is divided lengthwise into squares which can 
be indexed by the integers Z. On each square of the tape is printed one 
symbol selected from a fixed finite set 12> = {so, Sb' .. , sd, called the alphabet 
of the machine. Since we think in terms of finite lists of instructions, we must 
allow squares to be blank, and hence the alphabet 12> must contain a symbol 
corresponding to 'blank'. This symbol will always be denoted by So. Only 
finitely many squares of the tape have printed on them a symbol other than 
So. The tape is fed into the machine so that at any time, the machine is 
scanning exactly one square of the tape. 
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IX Turing Machines 

Tape 

We assume that the machine must be in internal state qo to commence 
operating. The machine operates in discrete steps, its action at any stage 
being determined by its internal state qi together with the symbol Sj printed 
on the square being scanned. The possible actions of the machine are of the 
following kinds: 

(i) The machine replaces the symbol Sj by a symbol Sc and changes its 
internal state to qr' 

(ii) The machine moves the tape so as to scan the square immediately 
on the right of the one being scanned, and changes its internal state to qr' 

(iii) The machine moves the tape so as to scan the square immediately 
on the left of the one being scanned, and changes its internal state to qr' 

(iv) The machine stops. 
Since the machine must have no choice of action, exactly one of the 

above actions will occur at each step. 
A Turing machine is specified by giving its set Cl of internal states, its 

alphabet 6, and its response to each pair (qb Sj) consisting of an internal state 
and a scanned symbol. Since there are only finitely many pairs (qi' s), the 
machine response is specified by a finite list. A response of the type (i) can 
be indicated by quadruples (qi' Sj' Sf, qr)' Responses (ii) and (iii) can be in­
dicated by the quadruples (qi> Sj' R, qr) and (qi' Sj, L, qr) respectively, where 
we have assumed that neither R nor L is in 6. Response (iv) can be specified 
by having no quadrupie beginning with the pair qi> Sj' Our requirement that 
the machine be deterministic means that the list of responses has at most 
one quadrupie beginning with each pair qi' Sj' 

We can now expect the following formal definition of a Turing machine 
to make sense. 

Definition 2.1. A Turing machine with (finite) alphabet 6 and (finite) set 
Cl ofinternal states is a sub set M of Q x 6 x (6 u {L, fY4}) x Q (L, R ~ 6), 
such that if (a, b, c, d) and (a, b, c', d' ) E M, then c = c' and d = d'. 

To discuss the operation of a Turing machine M, we need a convenient 
way of describing its state at each stage of a computation. The state of M at 
ariy stage is determined by the contents of the tape, the number of the tape 
square being scanned, and the internal state of the machine 1. Denote the 

1 Thus the state of M is adescription of the total machine configuration, including the 
internal state of M. 
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Blank Blank 

symbol printed on square number n by Sjn' Since there are always only 
finitely many non-blank squares, there exist integers a, b (not unique) such 
that jn = 0 for all n < a and all n > b. a and b can always be selected so that 
the square currently being scanned, say square number n, lies between square 
number a and square number b, so that a ~ n ~ b. (We note that only the 
ordering of the tape squares is important-it is customary to shift the origin 
each time the machine shifts the tape, so that the square being scanned 
becomes the origin.) The contents ofthe tape are completely specified by the 
finite string Si" Si" + , ••• Si" ... Si,' and we shall indicate that the machine is in 
internal state qi, scanning square n of a tape with these symbols on it, by 
writing the string 

Definition 2.2. An instantaneous descriptionof a Turing machine M with 
alphabet 6 and set ,0 of internal states is a finite string sa, sa2 ... sarqsp, SP2 ... sp" 
where sa" SPj E 6 and q E ,0. 

The strings sa, ... sar and sp, ... sp, are often denoted by single symbols 
such as (J, T. An instantaneous description d = sa,sa2 ... sarqsp,sp2 ... sp, is then 
written simply as d = (JqT. Each of (J, T may be the empty string. 

Since we are interested in the state of M, rather than in descriptions of 
the state of M, we need to know when two descriptions determine the same 
state. The previous discussion shows that the only freedom in the definition 
of description is in the choice of a and b. Thus two descriptions d = (JqT 
and d' = (J' q'T' describe the same state if and only if q = q', (J' is obtainable 
from (J by adding or deleting a number of symbols So on the left, and T' is 
obtainable from T by adding or deleting a number of symbols So on the 
right. Descriptions related in this way are called equivalent, and the equiva­
lence dass containing the description d is denoted by [d] and called the state 
described by d. For each state Cd], there is a unique description d = (JqT 
such that the first symbol (if any) of (J, and the last symbol (if any) of T are 
distinct from So. This description is called the shortest description of [dJ. 

Definition 2.3. The Turing machine M takes the state [d] into the state 
[d'], written [d] ~ Cd'], iffor some representatives d = (JqT and d' = (J'q'T', 
where T = Sa Tl' either 

(i) (q, Sa' Sa', q') E M and (J' = (J, T' = Sa'Tb or 
(ii) (q, SC/., R, q') E M and (J' = (JSa' T' = Tb or 

(iii) (q, Sa' L, q') E M and (J = (J'Sp, T' = SpT for some sp E S. 

Exercise 2.4. Prove that there is at most one state [d'] such that 
[d] ~ [d']. When [d'] exists, show that to each d E [d], there corresponds a 
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d' E Cd'] so that d and d' are related as in (i), (ii) or (iii) of the definition 
(appropriately modified if a or 1: is empty). 

Definition 2.5. Astate [aq1:] is called initial if q = qo. Astate [aqs~ 1: 1] 
is called terminal if there is no quadruple (q, s~, c, d) in M. 

Exercise 2.6. Show that [~ is terminal if and only if there does not 
exist astate [d'] such that [d] -t [d']. 

Definition 2.7. A computation by the machine M is a finite sequence 
[do], [d1], ... , [dp] of states such that [do] is initial, [dp] is terminal and 
[di ] ~ [di+ 1] for i = 0, 1, ... , p - 1. 

Computations are by definition finite. Given M and [d], there is no 
guarantee that M, started in state [d] and allowed to operate, will ever stop 
(i.e., will execute a computation). 

Definition 2.8. We say that M faUs for the input [do] ifthere is no com­
putation by M beginning with the state [do]. 

For each state [di ], there is a unique [di+l] such that [dJ ~ [di + 1]. 

Hence failure of M for the input [do] means that the sequence of states taken 
by M and beginning with [do] is infinite-i.e., the machine never stops. 

Henceforth, the state [d] will be denoted simply by some description d. 
The context will make clear the sense in which symbols such as d, di are 
being used. 

Exercises 

2.9. A stereo-Turing machine M has its tape divided into two parallel 
tracks. The symbols on a pair ofsquares (one above the other) are read simul­
taneously. Show that there is a (mono-)Turing machine M' which will perform 
essentially the same computations as M. 

2.10. The operator of the Turing machine M has been asked to record 
the output of M (i.e., the symbols printed on the tape) at the end of each 
computation by M. Does the operator have any problems? Show that a 
machine M' can be designed so as to perform essentially the same computa­
tions as M, and which in addition will place marker symbols (not in the 
alphabet of M) either at the furthest out points of the tape used in each 
computation, or alternatively at the nearest points such that the stopping 
position of M', and all non-blank symbols, lie between them. 

2.11. A dual-Turing machine M with alphabet 6 has two tapes wh ich 
can move independently. Show that there is a Turing machine with alphabet 
6 x '2) which will, when given an initial state corresponding to the pair of 
initial states of a computation by M, perform a computation whose terminal 
state corresponds to the pair of terminal states of M. 

2.12. MI and M 2 are Turing machines with the same alphabet 6. A 
computation by MI and M 2 consists of a computation by each of MI and 
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M 2 such that, if aq(r: is the output of Mb then aqor is the input for M 2' Show 
that there is a Turing machine M, whose alphabet contains 6, such that if 
M is started in an initial state of a computation by MI and M 2 with terminal 
state aqjr, then M executes a computation with terminal state aqkr for some 
qb while M fails if started in any other initial state. 

2.13. Mb"" Mn are Turing machines with the same alphabet. An 
algorithm requires that at each step, exactly one of Mb' .. , Mn be applied 
to the result of the previous step. The Turing machine M, applied to the out­
put of any step, determines which of Mb' .. , Mn is to be applied for the 
next step. Show that there is a single Turing machine which can execute the 
algorithm and give the same ultimate output. 

2.14. Most digital computers can read and write on magnetic tape. The 
tapes are finite, but the operator can replace them if they run out. Show that 
such computers can be regarded as Turing machines. In fact, the most sophis­
ticated computers can be regarded as Turing machines. (This is not a mathe­
matical exercise. The reader is asked to review his experience of computers 
and to see that the definitions given so far are broad enough to embrace the 
computational features of the computers he has used.) 

§3 Recursive Functions 

Let M be a Turing machine with alphabet 6. We show how to use M to 
associate with each pair (k,O of natural numbers a subset U<fi t) of N k and 
a function 1J'<fit}: u<fit) ~ N l . For (nb' .. ,nk) E N\ put 

where the notation sn denotes astring of n consecutive symbols s. There may 
or may not be a computation by M whose initial state is the state do = 

qo code (nb . .. , nd. Ifthere is, let dt = aqr be its (uniquely determined) ter­
minal state. Choose adescription dt of this terminal state which has at least e 
occurrences of So in r, and determine (ab' .. , a() E N l by defining a1 to be 
the number of times SI occurs in r befare the first occurrence of So, and 
ai (for 2 ~ i ~ e) to be the number of times SI occurs in r between the 
(i - l)th and the ith occurrences of So. Let U<fil) be the sub set of N k con­
sisting of all (nb' .. , nk) E N k far which there exists a computation by M with 
initial state qo code(nb ... , nk), and so for which an element (ab' .. , at ) E Nt 
is defined. The function lJ'<fin, with domain u<fil), is,defined by the rule 

m(k, t)( ) _ ( ) 
TM nb"" nk - ab"" a( . 

Definition 3.1. A function 1J'<fi l) defined as above in terms of a Turing 
machine M is called a partial recursivefunction2. The function lJ'<fil) is called 
a (total) recursive function if u<fi t) = N k. 

2 These functions are usually called Turing computable functions, with a different definition 
being given for recursive functions. The equivalence of the two definitions is a significant result, 
but the proof is tedious. The reader is referred to §1 of Chapter X for further information, and 
to [10], pp. 120-121,207 -237 for fuH details. 
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Exercises 

3.2. f: U ---+ Nt is a partial recursive function with domain U <;; N k • 

Show that there is a Turing machine M such that 'l'lfit) = fand such that, 
for each (nb' .. , nd E U, the computation do, db ... , dt by M which begins 
with do = qo code(n b ... , nd ends with dt = q code f(nb ... , nk) for some 
internal state q of M. 

3.3. Prove that the composition of (partial) recursive functions is 
(partial) recursi ve. 

3.4. The real number r has decimal expansion t = ro' r1r2r3 .. '. Given 
that the function f: N ---+ N defined by f(n) = rn is not recursive, prove that 
r is transcendental. 

3.5. A subset U of N is called recursively enumerable int is the range 
of a recursive function f: N ---+ N, or else is empty. Show that U <;; N is 
recursively enumerable if and only if it is the domain of a partial recursive 
function. 

3.6. A subset U of N is called recursive if its characteristic function is 
recursive. Prove that U <;; N is recursive if and only if both U and N - U 
are recursively enumerable. 

3.7. Write a FORTRAN pro gram for calculating the greatest common 
divisor oftwo integers ofunlimited size (possibly beyond the storage capacity 
of the machine), assuming the availability of unlimited magnetic tape. 

§4 Gödel Numbers 

We are interested in delimiting the scope of computations performable 
by Turing machines, and we are also interested in using Turing machines to 
formalise the notion of decidability for a logical or mathematical system. To 
do these things, we need some way of listing all the essentially different 
Turing machines. From the definition of a Turing machine, it is clear that 
if two machines M, M' differ only in the labels given their internal states and 
their alphabets (i.e., if there are bijective maps ,0 ---+ ,0', 6 ---+ 6 ' wh ich ex­
tend naturally to a bijection M ---+ M'), then M and M' perform essentially 
the same computations (i.e., the bijection M ---+ M' extends to a bijection 
between the sets of computations of M and M'). We may therefore suppose 
that all Turing machines have alphabets chosen from the universal alphabet 
6* = {sdi E N} (with So corresponding to "blank"), and also that they have 
lists of internal states chosen from the universal list ,0* = {qdi E N} (with 
qo corresponding to "initial internal state"). Each machine uses a finite sub­
set of ,0*, containing qo, and a finite subset of 6*, containing So. Hence 
we may think of a Turing machine M as a finite subset of ,0* x 6* x 
(6* u {L, R}) x ,0*. Further, any tape written in the alphabet 6* may be 
used on an arbitrary Turing machine, for a machine will stop if it scans 
some symbol not in its alphabet. 

We now attach to each Turing machine Manumber, called the Gödel 
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number of M. Denote an element (a, b, c, d) E M by the string abcd. The 
strings of M have a naturallexicographic order, and by taking all the strings 
of M in this order we associate with M a unique finite sequence of strings of 
symbols. We shall define the Gödel number G(M) of M by defining in turn 
Gödel numbers for every symbol, for every string of symbols and lastly for 
every finite sequence of strings of symbols. 

Define a function G: {L, R} u 6* u n* -> N by 

G(L) = 1, G(R) = 3, G(s;) = 4i + 5, G(qj) = 4j + 7(i, JEN). 

If now the symbols ai have Gödel numbers G(a;) = ni (i = 1, ... , r), then 
we define the Gödel number of the string a 1 ... a, by 

G(a 1 ••• a,) = p~l ... p~r, 

where Pk denotes the kth prime (so that Pl = 2, pz = 3, ... ). The empty 
string has no Gödel number attached to it. 

If Cf b ... , Cfsare strings of symbols, then we define the Gödel number of 
the seq uence Cf b ... , Cf s by 

G(Cf Cf ) = p G(<T!lpG(<T 2 ) ••• pG(<T.1l 
b"" s 1 Z s' 

Finally, the Gödel number of the Turing machine M is defined to be the 
Gödel number of the unique finite sequence of strings associated with M in 
the way described before. 

Exercises 

(In many subsequent exercises, the reader is required to construct a 
Turing machine. The reader is asked to interpret this as follows: he should 
convince hirnself that the required machine can be constructed (perhaps by 
using previously constructed machines or the results of previous exercises), 
rat her than formally construct the machine as a set of quadrupies.) 

4.1. Show that, provided each symbol aj is distinguished from the one 
element string aj' and each string Cf is distinguished from the sequence Cf of 
length one, then G as defined above is an injective function whose range is 
a proper subset of N. 

4.2. Given a non-empty string Cf not containing the symbol So, construct 
a Turing machine which computes G(Cf) from the initial state do = qoCf. 

4.3. f: N -> N is defined by 
f(n) = 0 if n is not a Gödel number, 
f(n) = 1 if n is the Gödel number of a symbol, 
f(n) = 2 if n is the Gödel number of astring, 
f(n) = 3 if n is the Gödel number of a finite sequence of strings. 

Show that f is recursive. 
4.4. The function f: N -> N is defined by 

f(n) = 0 if n is not the Gödel number of a Turing machine, 
f(n) = 1 if n is the Gödel number of a Turing machine. 

Show that f is recursive. 
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4.5. Turing machines can be ordered by the size oftheir Gödel numbers. 
Let f(n) be the Gödel number of the (n + l)-th Turing machine. Show that 
f: N -+ N is recursive. 

4.6. Use cardinality considerations to prove that there exists a non­
recursive function f: N -+ N. 

4.7. Show that there is a Turing machine U with the property that, for 
each Turing machine M and shortest description d of an initial state, U 
started in the state q code(G(M), G(d)) 

(i) fails if M fails in the state d, 
(ii) computes G(dt ) if dt is the shortest description of the terminal state 

reached by M starting from d. 
A machine such as U is called a universal Turing machine. 

In order to apply Turing machines to questions of decidability of mathe­
matical theories, we must be able to encode elements of the appropriate 
algebras of propositions. We do this by again constructing a universal 
alphabet and then defining more Gödel numbers. As we can only hope to 
code countable theories, we confine our attention to them. For each i E N, 
the sub set f!ß i of the set f!Jl of relations of any countable theory is at most 
eountable, so we take a universal set f!ß* = {rijli, JEN} of relation symbols, 
where, for eaeh j, rij E f!ßt. Likewise, we take a set C* = {cjjj E N} of eon­
stants, and a set X* = {xjjj EN} ofvariables, and put V* = C* u X*. For 
operation symbols we take F, => and {(V'Xj)lj E N}. We now have a universal 
alphabet in whieh every eountable theory ean be written. Eaeh element of 
the algebra P(V*, f!ß*) of such a theory has a representative which can be 
written as a finite string of symbols of this alphabet, for We ean replace any 
(V'cj) whieh occurs, and braekets are unneeessary-we write a => b as =>ab, 
rZ/xb X2) as r2jx1x2, ete. Eaeh string of symbols then has at most one 
meaning as an element of P(V*, f!ß*). 

Exercise 4.8. Prove that eaeh string of symbols has at most one meaning 
as an element of P(V*, f!ß*). 

Gödel numbers are now assigned to our universal alphabet as folIows: 

G(F) = 2, G(=» = 3, G(riJ = Si+ 17j+1, G(Cj) = llj+l, 

G(Xj) = 13j+1, G«V'Xj)) = 17j+1. 

For astring al a2 ... an of symbols, we put G(al a2 ... an) = py(a,)p~(a2) .•• 
p~(an), with Pi denoting the ith prime, as before. For sequenees of strings, we 
also use the method given before. Finally, we define the Gödel number of 
an element PE P(V*, f!ß*) to be the least number which is the Gödel number 
of an element W E P( V*, f!ß*) which represents p. 

Exercises 

4.9. OUf definitions of Gödel numbers make it possible for an integer to 
be a Gödel number in the Turing maehine sense and also in the propositional 
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algebra sense---e.g., 11 = G(ql) = G(co). Modify our definitions of Gödel 
numbers so that each n E N is a Gödel number in at most one way. 

4.10. Show that the function f: N x N -> N defined by f(m, n) = 1 if 
m, n are Gödel numbers of elements of P( V*, ~*) which represent the same 
element of P(V*, ~*), f(m, n) = 0 if m, n are Gödel numbers of elements of 
P(V*, ~*) which represent different elements of P(V*, ~*), f(m, n) = 2 if 
either of m, n is not the Gödel number of an element of P(V*, ~*), is a 
recursive function. 

§5 Insoluble Problems in Mathematics 

We consider various ways in which a mathematical problem can be in­
soluble, and we beg in with two well-known examples-the classical problem 
of trisecting an angle, and the problem of solving quintic equations. The 
trisection problem is insoluble by Euclidean construction, but admits a 
simple solution if a quite minor extension of method is permitted (see [14]). 
Although there is no formula for the solution of quintic equations by radicals, 
there is one in terms of elliptic functions (see [5]). Clearly, insolubility of a 
particular problem depends on a precise statement as to wh at constitutes 
a solution. 

Each of the above problems is in fact a family of problems. Since a right 
angle can be trisected, not every angle is impossible to trisect. There exist 
quintic equations whose solutions are expressible in terms of radicals. The 
trisection problem asks for a construction which works for every angle, and 
the non-existence of such a construction follows from the proof that an 
angle of n/3 cannot be trisected. Likewise, the existence of a single quintic 
equation that is insoluble by radicals suffices to demonstrate the non­
existence of a general solution by radicals of quintic equations. 

Our concem is with the problem of determining for a mathematical 
theory:Y whether or not elements Pn E 2(:Y) are theorems of :Y. In the case 
of a single element P E 2(:Y), let us consider what would constitute a solu­
tion to our problem. If P actually is a theorem of :Y, then we must show that 
there is a proof of P within :Y. A proof of P would clearly suffice, provided 
we can check that it really is a proof. An alleged proof involves only finitely 
many symbols of our universal alphabet. We can test if a particular step is 
obtained from earlier steps by modus ponens, or if it is a logical axiom. 
(We can devise a Turing machine for the purpose.) We could also test the 
use of Generalisation if we could identify the mathematical axioms of :Y. 
In short, proof checking can be performed by a Turing machine provided 
it can test for mathematical axioms. 

Definition 5.1. Let:Y be a countable theory expressed in the universal 
alphabet. We say that:Y is effectively axiomatised ifthe characteristic function 
of the set of Gödel numbers of mathematical axioms of :Y is recursive. 
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This means that if Y is effectively axiomatised, then there is a Turing 
machine which, when given the Gödel number of an element q E P(V*, ~*), 
teils us whether or not q is an axiom of Y. From the discussion above, it 
follows that for an effectively axiomatised theory Y = (~, A, C), there is a 
Turing machine which, when given the Gödel numbers of pE 2(Y) and of 
the sequence Pi' P2, ... , Pn of elements of P(V, ~), teils us if Pi' P2, ... , Pn 
is a proof of P in Y. Furthermore, there is a Turing machine which, when 
given the Gödel number of a theorem P of Y, computes the smallest number 
which is the Gödel number of a proof of p. 

Suppose now that P is not a theorem of Y. If it is the case that '" P is a 
theorem of Y, then finding a proof of ~ P will not by itself solve our problem, 
because we would also have to show that Y is consistent, i.e., that F is not 
a theorem of Y. However, if P is not a theorem of Y, then the theory 
Y' = (~, A u { ~ p}, C) is consistent, and hence has a model. The con­
struction of a model of Y' would clearly show that P is not a theorem of 
Y. Thus, for any effectively axiomatised theory Y and any P, the problem 
of deciding whether or not P is a theorem Y is soluble: find a proof of P 
if P is a theorem, or a model of Y in which P is false if P is not a theorem. 
Of course, we have not given a general procedure for finding the solution­
that is a different problem. 

We now consider the ca se of a family {Pnlp E N} of propositions of Y. 
The minimal requirement of a solution to the decision problem for the family 
is clearly that we should know for each n whether or not Pn is a theorem of 
Y. This requirement can be met by simply requiring the solution to be the 
determination of the function f: N --> {O, I} such that f(Pn) = 1 if and only 
if Pn is a theorem. For the determination to be satisfactory, the function f 
must be capable of calculation in some routine mann er, which means that 
f must be a recursive function. For this to be so, the family {Pnln E N} must 
be able to be systematically computed, i.e., there is a condition on the family 
in order that our decision problem be weil posed. With these considerations 
in mind, we make the following definitions. 

Definition 5.2. The family {Pnln E N} is called recursively enumerable if 
{G(Pn)ln E N} is a recursively enumerable subset of N, and it is recursive if 
{G(Pn)ln E N} is a recursive subset of N. If G(Pn) is a recursive function of n, 
the family is called recursively enumerated. 

Definition 5.3. Let.? = {Pnln E N} be a recursively enumerated family 
of propositions of the theory Y. We say the decision problem for .? is 
recursively soluble if the characteristic function of {n E N IY ~ Pn} is recursive. 

If Y is a countable theory (written in the universal alphabet), then the 
Gödel numbering of elements of 2(Y) orders 2(Y) and so provides a 
recursive enumeration of 2(Y). The theory Y is then called decidable if the 
family 2(Y) has recursively soluble decision problem. 

Our decidability criterion is based on the minimum answer we could 
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expect-a "yes/no" ans wer. We do not require the Turing machine which 
provides this answer also to prove it by giving either a proof or a counter­
model for each Pn. If the present formulation of a solution produces un­
decidable theories, then any more rigorous requirement must be expected 
to render even more problems insoluble. 

Exercise 5.4. The consistent theory :T is effectively axiomatised and 
complete. Show that :T is decidable. Show further that there is a Turing 
machine wh ich, given the Gödel number of an element pE 2(:T), answers 
the question of whether or not P is a theorem, and also provides a proof of 
its answer. 

The notion that a family of objects can have a recursively insoluble 
decision problem of some kind can be applied to situations in our informal 
mathematics, as the following example shows. Later, we shall find examples 
within formal mathematical structures. 

Example 5.5. Let Mn denote the nth Turing machine. The problem is to 
determine for all integers n, r, whether or not there is a computation of Mn 
beginning with the state qo code(r). Le., the problem is to determine whether 
or not an arbitrary Turing machine Mn, fed with an arbitrary integer r, 
stops. We show that this stopping problem is recursively insoluble. Put 
fn = \f'A}'; 1). The problem is to determine those (n, r) for which J,,(r) exists, 
and we show that there is no Turing machine which computes for each n 
whether or not J,,(n) exists. Suppose the function f: N --> N defined by 

f(n) = 1 if J,,(n) exists, 

f(n) = Ootherwise, 

is recursive. Then the function g: N --> N defined by 

g(n) = J,,(n) + 1 if J,,(n) exists, 

g(n) = 0 otherwise, 

is also recursive, since J,,(n) can be computed when it exists. We now have a 
contradiction, for since {f"ln E N} contains the set of recursive functions, 
9 = fm for some integer m, and then 

fm(m) = g(m) = fm(m) + 1. 

Hence f is not recursive, and so there is no Turing machine which deter­
mines for all n, whether or not J,,(n) exists. In fact, since h(n) = J,,(n) is partial 
recursive, there is a Turing machine M which computes it, and we have proved 
that M has a recursively insoluble stopping problem. 

Exercises 

5.6. Use h(n) = J,,(n) to construct a recursively enumerable set E which 
is not recursive. 
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5.7. Let A = {n ENIJn is recursive}. Prove that A is not recursively 
enumerable. 

5.8. Let E be a recursively enumerable subset of N. Show that there 
exists a Turing machine which, started in the state qos~, stops with blank 
tape if n E E, and fails to stop if n r/: E. (Hint: if J: N ---+ N is a recursive function 
with J(N) = E, then, for given n, compute in turn J(O), J(1), ... until the first 
r (if any) for which J(r) = n is found.) 

§6 Insoluble Problems in Arithmetic 

In §5 we gave an example of a family of objects in informal mathematics 
for which adecision problem is recursively insoluble. We now wish to convert 
this example into an example within formal arithmetic. We do this in a way 
wh ich will allow us to apply some of our ideas and results to other interesting 
systems. For that reason, we shall be concerned with theories which for­
malise so me aspects of the theory of N (which is our underlying object of 
study) and it is convenient to set down first some notational conventions and 
so me definitions. Throughout this section, (), s, a, m respectively denote the 
property of being 0, the successor relation, the addition relation and the 
multiplication relation. Whenever N is given as a model of a theory ff, it is 
understood that any of (), s, a, m which are relation symbols of ff have their 
standard interpretations. Axioms which we will use in our constructions are 

1) the Peano axioms Pb Pb P 3 , P4 , Ps of the first-order theory :?J of 
§4 of Chapter VI. (Recall that the scope of the axiom scheme of induction 
(P 5) depends on the theory under consideration.) 

2) the addition axioms 

add l = (Vx)(Vy)(3!z)a(x, y, z), 

add2 = (Vx)(Vy)(()(y) = a(x, y, x)), 

add3 = (Vx)(Vy)(Vz)(Vt)(Vu)(s(z, y) A a(x, z, t) 

A a(x, y, u) = s(t, u)). 

3} the multiplication axioms 

multI = (Vx)(Vy)(3!z)m(x, y, z), 

mult2 = (Vx)(Vy)(()(y) = m(x, y, y)) 

mult3 = (Vx)(Vy)(Vz)(Vt)(Vu)(s(z, y) A m(x, z, t) 

A m(x, y, u) = a(u, x, t)). 

4) for theories with N contained in the set of constants, the identification 
axioms 

en = (3xo)(3xl) ... (3xn - d(()(xo) A sext. xo) A ••• A 

S(Xn-b Xn -2) A Sen, xn - I )). 

We shall deal mainly with the theory JiI with relation symbols ~(JiI) = 

{ =, (), s, a, m}, constants N, and axioms A(JiI) being all those listed above. 
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We call JV recursive arithmetic. To assist us, we shall also use the theory JV 0, 

which differs from JV only in that the axiom scheme of induction is excluded 
from the axioms. Both JV and JV 0 are effectively axiomatised. As we need to 
compare theories, we make the following definitions. 

Definition 6.1. Let 5 = (~, A, C) and 5' = (~', A', C) be first-order 
theories. We say 5' extends 5, and write 5' 2 5, if &l' 2 ~,A' 2 A and 
C2C. 

.. Definition 6.2. Let 5' 2 5, and let M = (M, v, 1/1) be a model of 
5. We say that M extends to a model of 5' if there exist v': C ~ M and 
I/I':~' ~ rel(M), extending v, 1/1 respectively, such that (M, v', 1/1') is a model 
of5'. 

Definition 6.3. Let 5 = (~, A, C) 2 JV 0 and have N as model. Let 
f: V ~ N be a function defined on some subset V of N. We say that fis 
strongly definable in 5 if there is an element p(x, y) E P(V, &l) such that, for 
all m, n E N, 5 t- p(m, n) if and only if mEV and f(m) = n. The definition 
is extended in the obvious way for functions of several variables. 

The key result we intend to prove is that if 5 2 JV 0 and has N as model, 
then every partial recursive function is strongly definable in 5. The proof is 
tedious, although the idea is simple-we build up descriptions of the state of 
a given Turing machine as a function of the input and the number of steps 
performed. 

Definition 6.4. The state function corresponding to the state [sp ( ... 
sPlqisal ... saJ is the function f: N ~ N given by 

f(O) = G(qJ, 

f(2i + 1) = G(sai+J,O ~ i ~ k - 1, 

f(2i + 1) = G(so), i ~ k, 

f(2i + 2) = G(SPi+ J, ° ~ i ~ C - 1, 

f(2i + 2) = G(so), i ~ C. 

State functions are always strongly definable, as they take the value G(so) 
except on a finite set. For a given Turing machine, it is easy to construct a 
description of the state function f1 produced from an initial state f after one 
step ofthe computation. Continuing, one can produce, for any n, a description 
of the state function fn after n steps. The difficulty in this approach is that the 
complexity of the description so obtained increases with n, whereas we need 
a single description ofJx(y) as a function ofthe two variables x, y. Fortunately, 
there is a trick which allows us to give bounded definitions of arbitrary 
finite sequences. 

Lemma 6.5. (The Sequence Number Lemma). There exists a strongly de­
finablefunction seq: N+ x N ~ N such that,jor any n and ao, a1 , .• • ,an E N, 
there exists b E N+ with the property that seq(b, r) = ar for r = 0, ... , n. 
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Proof. Let T(n) denote the nth tri angular number: 

T(n) = 1 + 2 + ... + n = !n(n + 1). 

For each z > 0, there is a unique n such that 

T(n) < z :::; T(n + 1) = T(n) + n + 1. 

Thus z is uniquely expressible as z = T(n) + y with 0 < y :::; n + 1. (We 
choose this range for y because later we shall need y =1= 0.) Put x = n + 2 - y. 
Then x, y are uniquely determined functions of z, which we denote by L(zJ, 
R(z) respectively. Put P(x, y) = T(x + y - 2). P, L, Rare strongly definable 
functions, for we may regard z = P(x, y) as an abbreviation for 

(x > 0) 1\ (y > 0) 1\ (2z = (x + y - 2)(x + y - 1) + 2y), 

x = L(z) as one for 

(x > 0) 1\ (z > 0) 1\ (3y)( (y > 0) 1\ (2z = (x + y - 2)(x + y - 1) + 2y)), 

and y = R(z) as one for 

(y > 0) 1\ (z > 0) 1\ (3x)( (x > 0) 1\ (2z = (x + y - 2)(x + y - 1) + 2y)). 

The function seq(b, r) is defined to be the remainder on division of L(b) 
by 1 + (r + 1)R(b). This is strongly definable, the relation z = seq(x, y) being 
given by 

(x > 0) 1\ (z < 1 + (y + 1)R(x)) 1\ (3t)(L(x) = t(1 + (y + 1)R(x)) + z). 

Finally, given ao, ab ... , an E N, we have to find b E N+ such that 
seq(b, r) = ar for 0 :::; r :::; n. Pick CE N such that C > ar for 0 :::; r :::; n and 
such that C is divisible by each of 1, 2, ... , n. Put mr = 1 + (r + 1 )c, r = 0, ... , n. 
mr and ms are relatively prime for every pair r, s such that 0 :::; r < s :::; n, for 
if dis a common divisor ofmr and m., d also divides (s + 1)mr - (r + 1)ms = 

s - r. Hence d divides c, and the definition of mr shows now that d = 1. We 
may therefore apply the Chinese Remainder Theorem (see [10], p 135) to 
the system of congruences 

x == ar mod mr (r = 0, ... , n). 

Let e be a positive solution to this system, and put b = P(e, c). Then e = L(b), 
c = R(b), L(b) == ar mod(1 + (r + 1)R(b)), and ar < c < 1 + (r + 1)R(b), 
showing that ar = seq(b, r) for r = 0, ... ,n. 0 

Exercises 

6.6. Given m, n, rEN such that m + n = r, prove that JV 0 f- a(m, n, r). 
Hence show that if :!T ::::2 JV 0 and has N as a model, then :!T f- a(m, n, r) 
implies JV 0 f- a(m, n, r) for m, n, rEN. Do the same thing for multiplication. 

6.7. For m, n, rEN and :!T ::::2 JVo with N as model, show that 
:!T f- seq(m, n) = r if and only if seq(m, n) = r. (This shows that the formula 
given above as a definition in :!T of seq indeed strongly defines seq.) 
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The sequence number function defined in Lemma 6.5 enables us to give 
definitions in 3 of various functions describing a computation by a Turing 
machine M. We give the definitions and leave the reader to verify them. 
If M has a quadruple (qa, sp, a, b), we define M a, ß(x, y, z) E P(V, 9!,l) as folIows. 
We have b = qy for some y, a = sß' (for some ß') or a = L or a = R. 
Put 

M a• ß(x, y, z) = (seq(x,O) = G(qa)) 11 (seq(x, 1) = G(sß)) 

11 (y = 0 = z = G(qy)) 11 K(x, y, z), 
where 

K(x, y, z) = (y = 1 = z = G(sß')) 11 (y > 1 = z = seq(x, y)) if a = sß', 

K(x,y,z) = [((3k)(y = 2k + l))=z = seq(x,y + 2)J 11 (y = 2=z = seq(x, 1)) 

11 [((3k)(y = 2k + 4))=z = seq(x,y - 2)J if a = R, 

K(x, y, z) = (y = 1 = z = seq(x,2) 11 [( (3k)(y = 2k + 3)) = z = seq(x, y - 2)J 

11 [((3k)(y=2k+ 2))=z = seq(x, i + 2)J if a=L. 

Now put 

M(x, y, z) = V M a , ß(x, y, z), 
a,ß 

where the disjunction is taken over the finite1y many pairs IY., ß for wh ich 
there is a quadrupie (qa, sß' a, b) E M. If there are no such quadrupies, put 
M(x, y, z) = F. 

Suppose that f, gare state functions such that [f] ~ [g]. For rEN, let 
u E N be such that seq(u, i) = f(i) for i = 0, ... ,r + 2. If k E N, we claim that 
k = ger) if and only if 3 f- M(u, r, k). We can now prove some results. 

Lemma 6.8. Let f be an initial state function (i.e., f(O) = G(qo)) and let 
gen, r) be the value at r of the state function after n steps of the computation by 
M starting at [J]. Then g is strongly definable in 3. 

Proof. f is strongly definable, and so we give adefinition of g in terms 
of the definition of f. 
Put 

cp(x, y, z) = (3u)[(Vv)(v ~ y + 2x = seq(seq(u,O), v) = f(v)) 

11 (seq(seq(u, x), y) = z) 11 (Vw)(Vt)( ((1 ~ w ~ x) 

11 (t ~ Y + 2(x - w))) = M(seq(u, w - 1), t, seq(seq(u, w), t)))]. . 
Then gen, r) = kif and only if 3 f- cp(n, r, k), whence the result. 0 

Any initial state function f can be expressed in terms of two integers u, v, 
since we can a~ways find u, v such that fex) = seq(u, x) if x ~ v, and fex) = 

G(so) if x > v. (If so desired, we can replace u, v by the single integer w = 

P(u, v), using u = L(w), v = R(w).) If this definition of fis substituted into 
the element cp given above, we obtain a 5-variable formula, t/!(u, v; x, y, z) say, 
which describes the behavior of M for any input. We can express the state­
ment that M, started in the state given by (u, v), stops in the state of the 
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function whose value at y is z, by 

(3x)(t/!(u, v; x, )" .:) /\ (Vx')(x' > x = (V t)( ~ t/!(u, L'; x', y, t)))). 

Theorem 6.9. Let!T;2 JV 0 be a theary with N as model. Then every par­
tial recursive funetian is strangly definable in !T. 

Praaf. The formulae given above, together with adescription of the 
input function in terms of the arguments of 'I'~ f), can be adapted to give a 
definition of 'I'~, n. The reader is asked to supply the details. D 

We are now able to provide an example of an insoluble decision problem 
within the formal theory JV. From Theorem 6.9, it follows that any relation 
on N whose characteristic function is recursive is also strongly definable in 
any theory !T of the type considered above. In particular, there is a formula, 
comp(xb X2' x 3) say, defining the relation that the machine of Gödel number 
Xl> applied to the number X2, computes X3' Reference to Example 5.5 shows 
that the family {(3x)comp(n, n, x)ln E N} has an insoluble decision problem. 

Theorem 6.10. Let!T;2 JV 0 be a theary whieh has N as model. Then !T 
is undeeidable. In partieular, JV is undecidable. 

Praaf. Adecision process for !T would provide adecision process for 
thefamily {(3x)comp(n, n, x)ln E N}. D 

Theorem 6.11. Let!T;2 JV 0 be an effeetively axiamatised theary with N 
as model. Then!T is ineamplete. 

Praaf. By Exercise 5.4 and Theorem 6.10. However, it is of interest to 
construct an element q E 2(!T) such that neither q nor ~q is a theorem of 
!T. Let !T = (~, A, C), and write P for P(V, ~). Let G:P ~ N denote the 
Gödel number function, and let F: G(P) ~ P denote its inverse (G is injec­
tive). Since proofs in !T can be checked by Turing machine, the relation "X2 

is the Gödel number of a proof in !T of F(x 1)" is recursive. Let proofT(x b X2) 

be adefinition of this relation in !T, and put 

theoremT(xd = (3x2)proofy(x 1, x 2)· 

Then theorem y(XI) defines in !T the property "Xl is the Gödel number of a 
theorem of !T". 

For any element w E P, write w(xo) to denote its (possible) dependence 
on xo. If n E N, then nE C and so w(n) E P. We consider w(n) as a function 
ofboth n and w, and denote it by sub(n, w). Defille ({J(m, n) = G(sub(m, F(n))), 
for m E N and n E G(P). ({J is then a partial recursive function, hence there is 
an element P(Xb X2' X3) E P defining the relation ({J(x I , X2) = X3' 

We now put 

n(x b x 2) = (3X3)(P(Xb X 2 , x 3) /\ theoremy(x3)), 

and consider the meaning of n(xb X2) in certain cases. If w satisfies var(w) s;; 
{xo} u C, then w(m) E 2(!T)for allm E N. Choose such a w, andlet n = G(w). 
Then n(m, n) is true in N if and only if, far some a E N, we have both ({J(m, n) = a 



§7 Undecidability of Pred(V, ß!!) 101 

and a is the Gödel number of a theorem of :T. Since <p(m, n) = G(w(m)), we 
see that a must be both the Gödel number of w(m) and the Gödel number 
of a theorem. Hence n(m, n) is true in N if and only if:T I-- w(m). We now 
choose w(xo) = ~n(xo, xo), so that n = G( ~n(xo, xo)), and put q = w(n). 
Then n(n, n) is true in N if and only if:T I-- q. But q = ~ n(n, n), hence :T I-- q 
if and only if q is false in N. Since N is a model of :T, :T I-- q implies q is 
true in N. Hence q cannot be a theorem of :T, which from the condition 
above implies q is true in N, which then implies that ~ q cannot be a theorem 
of :T. Thus q = '" n(n, n) has the property required to demonstrate the 
incompleteness of:T. 0 

We note that this incompleteness cannot be cured by adding q as an 
axiom to form a new theory :T' ;::> :T, because replacing theorem~(x3) by 
theorem,,-,(x3) in our construction provides another element q' with the 
requisite properties. The proof shows that no effective axiomatisation of N 
can lead to a complete theory. 

The result ofTheorem 6,1 1 is known as Gödel's Incompleteness Theorem. 

Exercises 

6.12. Show that {n E Nln = G(p) for so me p E 2( %) true in N} is not 
recursively enumerable. 

6.13. Show that {n E Nln = G(p) for some p E 2(%) such that % I-- p} 
is recursively enumerable but not recursive. 

§7 Undecidability of the Predicate Calculus 

We investigate the decidability of the predicate calculus by taking a 
known undecidable theory:T = (~, A, C), and trying to show that the theory 
(8?, .0,.0) is also undecidable. The method is to suppose the existence of a 
decision process for (8?, .0,.0) and to construct from it adecision process 
for ([11, A, Cl. The following simple result will be used. 

Lemma 7.1. Let:T, /T I be theories, and let <p: 2(:T) --> 2(:T ') be a 
recursive function such that for all pE 2(:T), we have :T I-- p if and only 
if :T' I-- <p(p). Suppose !T' is decidable. Then /!7 is decidable. 

Proof: Clearly, to determine if p is a theorem, it suffices to calculate 
<p(p) and to apply the decision process for :T'. 0 

Lemma 7.2. Let ",11 1 be the theory formed from the theory AI' 0 by omitting 
the constants and the axioms en which identify the constants. Then %1 is 
undecidable, 

Proof: Put, for each nE N, 

enCx) = (3xo)(3xd ... (3xn - 1)(8(xo) A s(x 1 , x o) A ••• A s(x, xn - 1 )). 

Now for any P E 2(,Xo), var(p) ~ N. Hence there is an element 
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P(Xb ... , x,) E P(V - N, ~), such that there exist integers nb' .. ,n, for 
which p = p(nb' .. , n,). We define cp:2(%0) - 2(%d by 

cp(p) = ('v'x 1) ..• ('v'x,)(en,(x1) A ••• A en.(x,) = p(x b ... , x,». 

In order to complete the proof by an appeal to the previous lemma, we have 
to show that %0 f- p if and only if %1 f- cp(p). Snppose that %1 f- cp(p). 
Since %0 :2 % b %0 f- cp(p). Since en.(ni) is an axiom of %0 for all i, it 
follows immediately that %0 f- p(n1 , ••• , n,), i.e., that %0 f- p. Now suppose 
% 0 f- p. Since %1 f- (3!x)en(x) for each nE N, then for each nE N there is 
in any model M of %1 a unique element mn E M such that M f= en(mn). By 
mapping n to mn we make M a model of %0' so p(mnl , ... , mnJ is true in M. 
The uniqueness of the mn now implies that cp(p) is true in M. Thus cp(p) is 
true in every model of %1> and so %1 f- cp(p). 0 

Lemma 7.3. Let V = {xo, Xb' .. }, and fJi = {p}, where p is a 4-ary 
relation symbol. Then Pred(V, fJi) is undecidable. 

Proof: Since Pred(V, fJi) does not involve either the identity relation 
symbol or the axioms of identity, we first consider these axioms. The theory 
% 1 has only finitely many relation symbols, hence the axiom scheme of 
substitution of identical elements is finite. Thus % 1 has only finitely many 
axioms of identity. Denote the conjunction of all of these axioms by a. 

The relation symbols of % 1 will be replaced by p, which intuitively is 
regarded as follows: p(x, y, z, t) means xy + z = t. Define a homomorphism 
f:P{V, fJi(l» - P(V, fJi), where fJi(1) = {=, ß, s, a, m}, by 

f(ß(x» = p(x;x, x, x), 

f(x = y) = ('v' z)('v't)(p(z, z, z, z) = p(z, t, x, y», 

f(s(x, y» = ('v'z)('v't)( (p(z, z, z, z) A ('v'u)p(t, u, z, u» = p(t, y, t, x», 

f(a(x, y, z» = ('v't)('v'u)('v'v)(p(u, u, u, u) = p(t, v, u, v» = p(t, x, y, z»), 

f(m(x, y, z» = ('v't)(p(t, t, t, t) = p(x, y, t, z», 

for all x, y, z E V. Then define g :P(V, fJi(1» - P(V,~) by g(p) = f(a) = f(p). 
We show that Lemma 7.1 applies, for then the undecidability of %1 suffices 
to complete the proof. 

Suppose % 1 f- p. A proof of p from a maps under f into a proof of f(p) 
from f(a). By the Deduction Theorem, f(a) = f(p) is a theorem. Conversely, 
suppose f(z) = f(p) is a theorem. If M is any model of % 1, then interpreting 
p(x, y, z, t) as xy + z = t gives an interpretation of P(V, fJi) in which f(a) 
is true. Since f(a) = f(p) is a theorem, we conclude that f(p) is true. By 
the way the interpretation of p is defined, p is also true in M. Hence p is a 
theorem of % l' 0 

Corollary 7.4. (Church's Theorem) Let fJi* = {rij/i, JEN}, with rij an 
i-ary relation symbol, be the universal relation alphabet. Then Pred(V, fJi*) 
is undecidable. 
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Proof: The inclusion P(V, ßl) ~ P(V, ~*) satisfies the conditions of 
Lemma 7.1. 0 

We end the chapter with the proof of a stronger result due to Kalmar. 

Theorem 7.5. Let r be a binary predicate symbol. Then Pred(V, {r}) is 
undecidable. 

Before giving the formal proof, we note that the result implies that if ßl 
contains at least one n-ary relation symbol with n ~ 2, then Pred(V, ~) 
is undecidable. The theorem will be proved by constructing a function 
f:P(V, {p}) ~ P(V, {r}), where p is a 4-ary relation symbol, such that 
f(p) is a theorem if and only if p is a theorem, and in addition such that 
if var(p) = 0, then var(f(p)) = O. The construction uses the following 
idea, wh ich shows how to express a 4-ary relation p on a given set S in 
terms of a binary relation r on a related set S'. (For convenience we shall 
use p, r also to denote interpretations of the relation symbols p, r.) 

Lemma 7.6. Let p be a 4-ary relation on the non-empty set S. Put 
S' = {K} U S2 u S4. For x ES, define L1(x) = (x, x) E S'. Let r be the binary 
relation on S' consisting of those pairs (a, b) for which at least one of the 
following holds: 

(i) a = (x, y), b = (z, t), where x, y, z, tE Sand x = y = Z or y = Z = t, 
(ii) a = (x, y), b = (x, y, z, t) where x, y, z, t E S, 

(iii) a = (x, y, z, t), b = (z, t) where x, y, z, tE S, 
(iv) a = K, b = (x, y, z, t) where (x, y, z, t) E p. 

Then the elements of L1(S), and of p, can be characterised in terms of r. 

Proof: An element a E S' is in L1(S) if and only if (a, a) Er. We claim 
that a quadrupIe (x, y, z, t) of elements of S is in p if and only if their images 
X, Y, Z, Tunder L1 satisfy the condition that there are elements A, B, C, D E S' 
such that all the pairs (X, A), (A, Y), (Z, B), (B, T), (A, C), (C, B) and (D, C) 
are in r, but (E, D) is not in r for any E. To show this, observe that (E, D) 
not in r for any E implies that D = K. Then (D, C) is in r if and only if C 
is a quadrupIe in p. (C, B) in r requires B to be the final pair of C. (A, C) 
in r shows that A is either K or the initial pair of C, and the former is ex­
cluded if (X, A) is in r. Hence if the condition is satisfied by X, Y, Z, T, then 
C = (x, y, z, t) and is in p. 0 

Proof of Theorem 7.5. Put 

R(x, y, Z, t) = (3a)(3b)(3c)(3d)(r(x, a) " r(a, y) 

" r(z, b)" r(b, t) " r(a, c) " r{c, b) " r(d, c) " ('te) '" r(e, d)). 

We define f:P(V, {p}) ~ P(V, {r}) in terms of aprefix 17: and a kernel k. If 
var(p) 1= 0, we define 17:p to be the conjunction of the rex, x) for which 
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X E var(p), while if var(p) = 0, np is not defined. The kernel k(p) is defined 
inductively by 

We now put 

k(F) = F, 

k(p(x, y, z, t)) = R(x, y, z, t) for all x, y, z, t E V, 

k(p = q) = k(p) = k(q), 

k( (V'x)p) = (V'x)(r(x, x) = k(p)). 

f(p) = np = k(p) if var(p) i= 0, 
f(p) = k(p) if var(p) = 0, 

and show f satisfies the conditions of Lemma 7.1. Suppose that var(p) = 0 
and f(p) is a theorem. The truth or falsity of p in any interpretation depends 
only on the choice of the set Sand of the 4-ary relation p on S. We construct 
S', and r on S', as in Lemma 7.6. Since the definition of f effectively limits 
consideration to elements of J(S), we find that p is true in S if and only if 
f(p) is true in S'. Since f(p) is a theorem, we conclude that p is true in every 
interpretation and so is also a theorem. 

Conversely, suppose p is a theorem, and let Pl' ... ,Pn be a proof of 
p. We use induction over n to show that f(p) is a theorem. (We do not 
assume var(p) = 0, as this would upset the induction.) Suppose then that 
f(Pl)' ... ,f(Pn-l) are theorems. There are three possibilities for Pn: it is an 
axiom, it is obtained by modus ponens, or it is obtained by Generalisation. 

If p is an axiom, then f(p), although not an axiom, is easily seen to be 
provable. Similarly, if p follows from Pi and Pj by modus ponens, then (by 
use of truth functions or the Deduction Theorem) f(p) is deducible from 
f(p;) and f(pJ Suppose finally that p = (V'x)q is obtained by Generalisation. 
Then Pn-l = q, and f(q) = nq = k(q) is a theorem (in the other case, 
var(q) = 0 and f(p) is trivially a theorem). Since nq is either np or np 1\ r(x, x), 
it follows that np = (r(x, x) = k(q)) is a theorem, and Generalisation yields 
(V'x)(np = (r(x, x) = k(q)). Since x ~ var(p), this implies np = (V'x)(r(x, x) = 
k(q)). But this is f(p), and the proof is complete. 0 

Exercise 7.7. Suppose ~ contains only unary relation symbols. Prove 
that Pred(V,~) is decidable. (If pE P(V,~) involves n distinct relation 
symbols, show that f= p if and only if p is true in every interpretation in a set 
of at most 2n elements. This can be done by taking any interpretation M, 
putting ml == m2 if v(p(ml)) = v(p(m2)) for all relevant p, and working with 
the equivalence classes.) 



Chapter X 

Hilbert's Tenth Problem, Word Problems 

§1 Hilbert's Tenth Problem 

A recursive function f: N n --+ N has been defined as one for which there is a 
Turing machine, TI say, wh ich computes f(Xb ... ,xn) for all (Xb ... ,xn) E N n• 

Accordingly, in order to show that a particular function g :Nn --+ N is recur­
sive, we must construct a Turing machine which computes g. This is a tiresome 
process, even for functions of relatively simple form, and consequently it is 
natural to seek an alternative characterisation of recursive functions that will 
facilitate their recognition. 

We are accustomed to constructing or decomposing complicated func­
tions in terms of simple functions in other branches of mathematics-for 
ex am pIe, use of the chain rule in the differential calculus depends upon the 
possibility of expressing a function as a composition of simpler functions. 
We therefore ask if it is possible to build up the set of recursive functions by 
starting with a set of simple functions and applying certain permissible oper­
ations to them. The fact that this can be done is remarkable, for not only does 
it provide an algebraic characterisation of recursive functions, but it also 
offers strong support for a belief (known as "Church's Thesis") that all formu­
lations of the concept of an "effectively computable" function must be 
equivalent (i.e., must produce the same set offunctions). For a detailed proof 
ofthe characterisation given in Theorem 1.2 below, we refer the reader to [3]. 
Other accounts ofthe subject may be found, for ex am pIe, in [6J, [10J or [13]. 

As initial functions, we take the set I consisting of 
(i) the zero function c: N --+ N given by c(x) = 0, 
(ii) the successor function s: N --+ N given by s(x) = x + 1, 

(iii) the projection functions Ui:Nn --+ N (n E N+, i = 1, ... , n) given 
by Ui(Xb ... , x n) = Xi· 

Exercise 1.1. Show that every initial function is a recursive function. 

The permitted operations are the following: 
(i) composition: givenjj:Nm --+ N andg:Nn --+N (m,nEN+,j = 1, ... ,n), 

composition yields the function h: Nm --+ N defined by 

h(Xb· .. ,Xm) = g(fl(Xb ... ,Xm), ••• ,f,,(Xb ... , Xm))· 

(ii) primitive recursion: givenf:Nn --+ N andg:Nn+ Z --+ N (n EN), primi­
tive recursion yields the function h:Nn+ 1 --+ N given by 

h(Xb . .. , X"' 0) = f(x 1 , ••• , xn), 

h(x1 , ... , x"' t + 1) = g(t, h(x1 , •.• , X m t), XI> •.. , xn) (t E N). 

105 
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(iii) minimalisation: given f, g:Nn + I -+ N (n E N+) satisfying the condi-
tion that for each (Xl' ... , X n) E N n there exists at least one y such that 
f(Xb" ., Xm y) = g(XI, ... , Xm y), minimalisation yields thefunction h: Nn -+ N 
given by 

h(xb ... , x n) = minif(xb ... , Xm y) = g(Xb ... , X m y)) 

= the least YEN such that f(Xb ... , xm y) 

= g(Xb ... , x m y). 

Theorem 1.2. The set of recursive functions coincides with the set of func­
tions obtainable from the set I of initial functions by finite interations of the 
above operations. 

Exercises 

1.3. Prove that the functions + (x, y) = x + y, x (x, y) = xy and 
Ck(X) = k (k E N) are recursive, by using Theorem 1.2. Deduce that every 
polynomial P:Nn -+ N with coefficients in N isa recursive function. 

1.4. (Cf Lemma 6.5 or'Chapter IX.) Define the pairing function p:N2 -+ N 
x+y 

by p(x, y) = L r + y. Prove that p is bijective, and hence show that the 
r=O 

functions t, r: N -+ N given by p(t(z), r(z)) = z are well-defined. Show that 
p, t and rare recursive. 

Write z = p(x, y), and define the sequence number function S:N2 -+ N 
by the rule that S(z, i) is the least remainder on division of x by 1 + (i + l)y. 
Prove that S is recursive. 

Hilbert's tenth problem seeks an algorithm which will determine whether 
or not an arbitrary polynomial equation with integral coefficients and in any 
number ofvariables has a solution in integers. In 1970, Matiyasevich provided 
the last step in an argument wh ich proves that no such algorithm exists. We 
shall outline a method of proof given in full detail in arecent expository 
article [2] by Davis, wh ich also contains abrief historical account and 
references. 

By a polynomial P = P(Xb ... ,xn) we shall mean a polynomial with in­
tegral coefficients. Bya solution to the diophantine equation P(x I, ... ,Xn) = 0 
we mean a solution in integers Xl' ... , xn- Since every XE N is expressible 
as a sum of four squares of elements ofN, the existence of an algorithm to 
test for solutions implies the existence of an algorithm to test for non-negative 
solutions, for by testing p(si + ti + ui + vi, ... , s; + t; + u; + v;) = 0 
for solutions, we have tested P(XI' ... , xn) = 0 for non-negative solutions. 
Therefore we may restrict all variables to the set N, and prove there does not 
exist an algorithm to test for solutions in N. We interpret "algorithm" as 
meaning "Tu ring algorithm", i.e., a procedure that can be carried out by a 
suitably designed Turing machine. Since we have information about the set 
of Turing computable (i.e., recursive) functions, we shall try to relate this set 
to sets defined in terms of solubility criteria for polynomial equations. 
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Given a polynomial P(xb ... , xn), an obvious subset of Nn related to it 
is its solution set S = {(x b ... , xn)lp(xb ... ,xn) = O}. For k = 1, ... , n - 1, 
the projection Sk of S onto the first k coordinates is given by the set of 
(Xl' ... , xd such that there exist Xk + b ... , Xn for which P(x l , .•• , xn) = O. 
Thus membership of the set Sk is related directly to the existence of a solution 
to P. The following definition generalises this relation. 

Definition 1.5. (i) S ~ Nn is diophantine if there is a polynomial 
P(x b · .. , Xm Yb ... , Ym) in m + n ~ n variables such that (xb ... , xn) E S 
ifandonlyifthereexistvalues YI"'" YmforwhichP(Xb'" 'Xm Yb"" Ym) = O. 

(ii) A relation P onNn is diophantine ifthe set {(x b ... , xn)lp(Xb"" xn) 
is true} is diophantine. In particular, a function f :Nn ~ N is diophantine 
if {(Xb" ., xm y)ly = f(x b · .. ,xn)} is diophantine. 

For brevity, we shall write the condition that S is diophantine informally 
as 

(Xb' .. , xn) ES iff (3Yb ... , Ym)(P(Xb ... , Xm Yb ... , Ym) = 0). 

Example 1.6. The subset S of N, consisting of integers which are not 
powers of 2, is diophantine, because 

XE S iff (3y, z)(x - y(2z + 1) = 0). 

Exercises 

1.7. Show that the composite elements ofN form a diophantine set. 
1.8. Prove that the ordering relations {(x, y)lx < y} and {(x, y)lx ~ y} 

are diophantine relations on N2 . 

1.9. Prove that the divisibility relation {(x, y) Ix divides y} is diophantine. 
1.10. Showthatthefunctionsc(x) = O,s(x) = x + 1,and U?(Xb""Xn) = 

Xi (i = 1, ... , n), are all diophantine. 
1.11. P, Q :Nn ~ N are polynomials, with solution sets S, Trespectively. 

Show that S n T, S u T are the solution sets of p 2 + Q2 = 0, PQ = 0 
respectively. Deduce that diophantine sets are closed under finite unions 
and interseetions. 

1.12. Show that the functions p, t, r, defined in Exercise 1.4, are dio­
phantine, and then use Exercise 1.11 to show that the sequence number 
function S(z, i) is also diophantine. 

We have found (Exercise 1.3) that every polynomial function with coef­
ficients in N is recursive. This result extends to diophantine functions. 

Lemma 1.13. Every diophantine function f is recursive. 

Proof. Write 

y = f(Xb ... , xn) iff (3tt, ... , tm)(P(XI, ... , X m y, t1> ... , tm) 

= Q(xb ... , X m Y, t b ..• , tm )), 
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where P, Q are polynomials with coefficients in N. Denoting the sequence 
number function by S(z, i), then Lemma 6.5 of Chapter IX shows that there 
exists,for every choice of y, tb ... , tm, a value u such that S(u, 0) = y, S(u, 1) = 

t1> ... , S(u, m) = tm. Since I is a function, there is exactly one y for which 
P = Q, hence 

I(xb· .. , xn) = y = S(minjP(x b ... , Xm S(u, 0), ... , S(u, m)) 

= Q(Xb . .. ,Xm S(u, 0), ... , S(u, m) )),0), 

which, by Exercise 1.4 and Theorem 1.2, shows that I is recursive. 0 
The essential difficulties arise in attempting to prove the converse to the 

above result. Using Theorem 1.2, it suffices to prove that every initial function 
is diophantine, and that the diophantine functions are closed with respect 
to the operations of composition, primitive recursion and minimalisation. 
Some of this is easy. Exercise 1.10 has dealt with the initial functions, while 
if 11, ... ,f" and gare diophantine, and if h(x1,···, xm) = g(f1(X 1,.··, 
xm), ... ,f,,(x1, ... , xm)), then so is h, because 

y = h(Xb·.·' xm) iff(3t b · .. , tn)(t1 = 11(xb ... , xm) and ... and 

tn = f,,(x b ... , xm) and y = I(t b ... , tn)), 

wh ich, by Exercise 1.11, is sufficient to establish the result. So it remains to 
deal with the operations of primitive recursion and minimalisation, neither 
of which has yet been shown to be expressible in terms of operations which 
trivially preserve the property ofbeing diophantine. Each ofthese operations 
is expressible in terms of the operation of bounded universal quantification, 
which is now known to preserve this property. A bounded universal quan­
tifier is one wh ich applies for those values of the quantified variable wh ich 
are less than a given bound. We use the notation (Vy ~ x)( . .. ) to mean 
"for all YEN, either y > x or ( ... )". The next theorem is proved in full in [2]. 

Theorem 1.14. Let p:Nm+ n + 2 --> N be a polynomial. Then 

S = {(y, Xl> ... , xn)I(Vz ~ y)( (3YI. ... , Ym) 

(P(y, z, XI. ... Xm YI. ... , Ym) = O))} 

is diophantine. 

Corollary 1.15. The set 01 diophantinelunctions is closed under primitive 
recursion and minimalisation. 

Proolol the Corollary. Suppose I, gare diophantine, and 

h(XI.· .. , Xm 0) = I(xb ... , xn), 

h(Xb ... , xm t + 1) = g(t, h(XI. ... , xm t), xI. ... , xn). 

Using the sequence number function to represent the numbers h(x1> ... ' xm 0), 
... , h(XI. ... , xm z), we have y = h(x I. . .. , xm z) if and only if 
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(3u)((3v)(v = S(u, 0) /\ V = f(Xb"" xn)) /\ (Vt ~ z)(t = z v 

(3w)(w = S(u, t + 1) /\ W = g(t, S(u, t), Xl, ... , Xn))) /\ Y = S(u, z)) 

wh ich, by Exercises 1.11 and 1.12, shows that h is diophantine. 
Finally, if j, gare diophantine and 

h(xJ, ... , xn) = minij(xJ, ... , X., y) = g(xJ, ... , Xm Y)), 

then y = h(Xb ... , xn) if and only if 

(3z)(z = j(Xb ... , Xm y) /\ Z = g(Xb ... , X m y)) /\ (Vt ~ y)(t = y v 

(3u)(3v)(u = f(Xb ... , Xm t) /\ V = g(Xb ... , Xm t) /\ (u < V V V < u))) 

showing that h is diophantine. 0 
We may therefore state the following fundamental result. 

Theorem 1.16. A junction is recursive if and only if it is diophantine. 
In chapter IX, we showed the existence of a subset E of N which is recur-

sively enumerable but not recursive. That is, E is the range of some recursive 
function, but the characteristic function of E is not a recursive function. 
Theorem 1.16 implies that a sub set of N is recursively enumerable if and only 
if it is diophantine. Hence E is diophantine, and so there is a polynomial P 
such that 

XE E iff(3t lo .•• , tm)(P(x, tb ... , tm) = 0). 

Suppose that there exists a Turing machine M which can test every 
polynomial equation for the existence of solutions. M, when applied to the 
sequence ofpolynomials P(O, t1, • •• , tm), P(l, t1, • •• , tm), . .. , will then co m­
pute the characteristic function of E. Thus E has a recursive characteristic 
function and hence is a recursive set, which contradicts its definition. There­
fore, no such Turing machine M can exist. This statement is to be considered 
as an explicit denial of the existence of any algorithm to test all polynomial 
diophantine equations for solutions, which therefore implies that Hilbert's 
tenth problem is insoluble. 

Exercises 

1.17. Prove that a sub set of N is recursively enumerable if and only 
if it is diophantine. 

1.18. Give an enumeration of the set of polynomials with integral 
coefficients and in an arbitrary finite number of variables chosen from 
X, Yl' Y2, .... Hence obtain a sequence {Dn } which contains all diophantine 
subsets ofN. Define a function g:N2 ---> N by 

g(x, n) = 0 if X 1= Dm 

g(x, n) = 1 if XE Dn• 

Use Theorem 1.16 to prove that g is not recursive. Obtain an alternative 
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proof that Hilbert's tenth problem is insoluble by showing that the existence 
of a "Hilbert algorithm" would imply that 9 is recursive. 

§2 Word Problems 

A group G is often specified by giving a set X of generators of G together 
with a set R of relations satisfied by these generators. The set R is required to 
be such that every relation on the elements of X which holds in G is a con­
sequence of those in R. Here, a relation is an equation wl(al' . .. , an) = 

w2(ab ... , an) which holds in G, where ab ... , an are particular elements of 
X and w1, W2 are group theoretical words. We can express such an equation 
in the form w1(a 1, ••• , an)(W2(ab ... , an))-l = 1, so wemay always suppose 
that each relation is given in the form w(ab ... , an) = 1, and identify the 
relation with the word w(ab ... , an). 

Definition 2.1. A group presentation is a set X together with a set R of 
group theoretical words on the elements of X. The presentation (X, R) is 
called finite if both X and R are finite. 

Every group presentation (X, R) does determine a group: take the free 
group F on X and the smallest normal subgroup K of F which contains R, 
and then the group determined by (X, R) is the factor group F/K. We shall 
write G = <X IR) to indicate that Gis the group determined by the presen­
tation (X, R). (The group G has of course many different presentations.) 
Henceforth, in order to avoid confusion between an element of G and a 
particular construction ofthe element, a word w shall mean an element ofthe 
free group F. The corresponding element of G = F / K will be called the group 
element represented by w. Two words Wb W2 will be called equivalent, written 
W 1 ~ w2 , if they represent the same group element. 

The properties of the group G = <XIR) may not be apparent from the 
presentation. From the information in a given presentation of a group, we 
may be able to obtain answers to various questions about the group, and we 
are interested in finding procedures for doing this. M. Dehn in 1911 formu­
lated three basic decision problems for a given presentation of a group 
G = <X IR). These three problems are known as the Word Problem, the 
Conjugacy Problem and the Isomorphism Problem. 

Problem 2.2. (The W ord Problem) Find an algorithm whieh, for eaeh 
word w in the elements of X, determines whether or not w represents the identity 
element of G. 

Problem 2.3. (The Conjugacy Problem) Find an algorithm whieh, for 
any two words Wb W2, determines whether or not Wl and W2 represent eonjugate 
elements of G. 

Problem 2.4. (The Isomorphism Problem) Find an algorithm whieh,for 
any group presentation (X', R'), determines wh ether or not <X'IR') is isomorphie 
to G. 
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These problems have been solved for certain suitably restricted classes 
of presentations. (The reader is referred to [9], Seetion 6.1, for details.) In 
general, however, these problems are insoluble, and we shall try to show in 
this section how the theory of Turing machines can be used to establish the 
insolubility. In order that the underlying ideas will not be obscured by details, 
we shall restrict ourselves to a demonstration that there is a finitely-presented 
semigroup S whose word problem is insoluble. The interested reader will 
find in Chapter 12 of [11] an account of the construction from S of a finitely 
presented group G with insoluble word problem. (This construction is purely 
algebraic, and makes no further use of the theory of Turing machines.) 

Exercises 

2.5. A presentation (X, R) is called abelian if, for every x, Y E X, we 
have X-I Y - 1 xy E R. Show that the word problem for a finite abelian pre­
sentation is soluble. Show also that the isomorphism problem is soluble 
for pairs of finite abelian presentations. 

2.6. Given that the finitely presented group G = <X!R> is finite, prove 
that it has soluble word problem and soluble conjugacy problem. 

We now show how to associate a finite semigroup presentation with a 
Turing machine M. The idea behind the construction is to regard instanta­
neous descriptions as words, and to introduce relations which will make an 
instantaneous description represent the same semigroup element as does the 
instantaneous description obtained from the former one by one operation 
of the machine. 

We shall always work with the shortest description, thereby avoiding 
difficulties arising from different descriptions of the same state of M. Thus an 
instantaneous description shall neither begin nor end with so. However, this 
intro duces some difficulty into the construction of the set of relations, which 
we resolve by use of an end symbol e. With the description aq(r, we shall 
associate the semigroup word eaq(re. It is also convenient to introduce a new 
internal state symbol qrm meaning that the machine has stopped. 

As we are dealing with semigroups and not groups, a relation necessarily 
involves two words, and has the form W1 ~ Wz. For our purposes, it is 
convenient to regard this as an ordered pair ofwords, and so to treat W1 ~ Wz 

and W z ~ W1 as different relations. Each relation then has a first word. 
Let M be a Turing machine with alphabet 6 = {so, Sb ... ,sm} and set 

ofinternal states,Q = {qo, ql' ... ,qn}. The semigroup presentation associated 
with M is the presentation with generator set X = 6 u ,Q u {e, qoo} and 
with relation set R consisting of 

(a) for each quadrupie qiSjSkqt E M, the relation 

qiSj ~ q'Sk' 

(b) for each quadruple qisjLqt E M withj "# 0, the relations 

skqiSj ~ qtSkSj (all k), 

eqisj ~ eqtSOsj, 
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(bo) for each quadrupie qisOLq( E M, the relations 

Skqiso ~ qt SkSO 
eqiso ~ eq( SOSo, 

Skqie ~ qt Ske 

SOqie ~ q(e, 

eqie ~ eq(e, 

(all k), 

(all k -# 0) 

(c) for each quadrupie qiSßq{ E M withj -# 0, the relation 

(co) for each quadrupie qisORq( E M, the relations 

SkqiSO ~ SkSOqt 

eqiso ~ eqt, 

(all k), 

Skqie ~ sksoq(e (all k), 

(d) for each pair qiSj for which there is no quadruple in M beginning 
with qiSj, the relation 

and, if j = 0, the relation 

Let w1 = (JaT be a word and let a ~ b be a relation in the above list. 
Substitution of b for a in W1 gives the equivalent word W2 = (JbT. Such a 
substitution, where the second member of a relation is substituted for the 
first, will be called a forward step. We write Wl ~ W2 to denote that W2 is 
obtainable from W1 by a forward step. The reverse substitution is called a 
backward step, and we write W2 ~ W1 to denote that W1 is obtainable from 
W2 by a backward step. We write w - w' to denote that w' is obtainable 
from w by a step which may be either forward or backward. A path from 
w to w' is a finite sequence of steps w - W1 - W2 - .•• - Wn-l - w' 
beginning with wand ending with w'. Clearly, two words w, w' are equivalent 
if and only if there exists a path from w to w'. 

We now concentrate our attention on the words which correspond to an 
instantaneous description of the Turing machine. 

Definition 2.7. A special word on X is a word ofthe form eaqi'Ce, where 
(J, T are words (possibly empty) on 6, such that (J does not begin with So 
and T does not end with So. The special word e(Jqi'Ce is called terminal if i = 00. 

Any word obtained from a special word by a step is again a special word. 
Forward steps on special words correspond to steps in the operation of 
the machine M. 
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Lemma 2.8. Let w, w' be special words. Suppose w' is terminal. Then w, 
w' are equivalent if and only if there is a path from w to w' consisting only 
of forward steps. 

Proof. Trivially, ifsuch a path exists, then w - w'. Suppose that w - w'. 
Then there exists a path 

w = Wo - w1 - ... - wn = W' 

from w to w'. We may suppose the path is chosen so that the number n of 
steps is the least possible. (If n = 0, then the path consists only of forward 
steps.) If the path has any backward steps, then there is a last such, say 
W k f- Wk+ l' This cannot be the last step of the path, because there is no 
forward step away from a terminal word. Thus k + 1 < n and Wk + 1 ---+ wk + 2 

is a forward step. But there is at most one forward step away from any 
special word, since the machine operation is determined. This im pli es that 
Wk+2 = Wb and so 

w = Wo - W 1 - ... - W k - Wk+3 - ... - W n = W' 

is a shorter path from w to w', contrary to the original choice of path. Hence 
the shortest path consists only of forward steps. D 

We are now able to produce a Turing machine whose associated semi­
group presentation has insoluble word problem. 

Theorem 2.9. Let E be a recursively enumerable but non-recursive subset 
ofN, and let M be a Turing machine which, when star ted in the state qos'J., 
stops with blank tape if nE E, and does not stop if n ~ E. Then the semigroup 
presentation associated with M has insoluble word problem. 

Remark. The existence of such a set E and Turing machine M was 
established in Exercises 5.6 and 5.8 of Chapter IX. 

Proof. By Lemma 2.8, the special word eqos~e is equivalent to eq"ß 
if and only if there exists a forward path from eqos~e to eqa,c. Such a path 
exists if and only if M, started in the state qos~, stops with blank tape-i.e., 
if and only if nE E. Since E is non-recursive, the word problem (even for 
this restricted set of words) is recursively insoluble. D 
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Index of Notations 

The following notations are used at points remote from their explanations, 
which are given on the pages indicated. 

A ~ p pis a consequence of the assumptions A 13 
Af-p P is provable from the assumptions A 15 
al(n) formula expressing "at least n elements" 45 
ar(t) arity of t 2 
Con(A) set of consequences of A 13 
d(p) depth of quantification of p 28 
Dp domain of the relation p 76 
Ded(A) set of all deductions from A 15 
dist(Xb' .. , xn ) formula expressing "Xl> ... , Xn are distinct" 48 
G(p) Gödel number of p 91,92 
§ identity relation symbol 38 
I (when unexplained) set of axioms of identity 38 
2'(ff) language of the theory ff 40 
% recursive arithmetic 96 
A/'o recursive arithmetic without induction aXIOm 

scheme 97 
(Dk(S) set of kth order objects on S 75 
f1} Peano arithmetic 59 
P(ff) algebra of the theory ff 40 
P(X) free proposition algebra on X 12 
P(V, ~) fuH first -order algebra on (V, ~) 27 
P(V, ~) reduced first-order algebra on (V, ~) 28 
Pow(M) power set of M 54 
Pred(V, ~) first-order predicate calculus on (V, ~) 30 
Predy(V, ~) first-order predicate calculus with identity, on 

(V, ~) 39 
Prop(X) propositional calculus on X 18 
lJI!ft. t) partial recursive function N k ---> Nt defined by 

Turing machine M 89 
~ set of relation symbols 27 
~n subset of n-ary relation symbols 27 
rel(M) set of all relations of all arities on M 42 
§eT enlargement of § with respect to (J 77 
*§ full enlargement of § 77 
ff(§) theory of the system § 74 
v(p) truth value of p 13 
var(p) set of (free) variables of p 29 
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Subject Index 

Addition, theory of 61 
Adequacy 18 
Adequacy Theorem 22, 36 
Algebra, free 4 

fuH first-order 27 
Lindenbaum 22 
proposition 12 
reduced first-order 28 
relatively free 8 
universal 2 

Algebraic theory 72 
Alphabet of Turing machine 85 

universal 90 
Arity 1 
Axiom of Choice 55, 57 

of Extension 53, 56 
of Infinity 54, 57 
of Pairing 53, 57 
of Power Set 54, 57 
of Regularity 56 
of Union 54, 57 

Axiom Schema of Replacement 55, 57 
of Restriction 55, 57 
of Subsets 53, 56 

Axioms of Pred(V, 9l) 30 
of Prop(X) 15 
of a theory 40 

Bounded universal quantifier 108 

Cardinal of model 44 
oftheory 45 

Categorical 44, 47 
in cardinal X 45, 47 

Church's Theorem 102 
Church's Thesis 105 
Compactness Theorem 22, 37 
Completeness 43,44,47,51 
Computation by Turing machine 88 
Concurrent relation 76 
Conjugacy Problem 110 
Consequence 13,30 

proper 39 
Consistency 18 

of first-order theory 43 
Consistency Theorem 19,34 
Consistent subset 40 

maximal 40 
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Constant 40 
Continuity 83 

uniform 83 

Decidability 19,94 
of Prop(X) 24 
of Theory of Equality 51 

Deduction 15,31 
Deduction Theorem 19,34 
Definable 43 

strongly 97 
Dense Linear Order 47 
Depth of quantification 28 
Description, of relation 76 

instantaneous, of Turing machine 87 
shortest 87 

Diophantine set 107 
Domain of relation 76 
Dual 42 

Effectively axiomatised theory 93 
Elementary 41 
Elementary Group Theory 41 
Elementary Theory of Fields 45 
Enlargement of theory 77 

of standard object 77 
fuH 77 

Extension of model 77 
oftheory 77 

Failure of Turing machine 88 
Field, algebraic closure of 66 
Fields, Elementary Theory of 45 
Filter 63 

existence of 65 
Frechet 63 

Finite intersection property 6.5 

Generalisation 31 
Gödel number 91,92 
Gödel's Completeness Theorem 37 

see Adequacy Theorem 36 
Gödel's Incompleteness Theorem 100 

Hilbert's Tenth Problem 105 
Homomorphism 13 
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Identical relation 7 
Identity, axioms of 38 

Predicate Calculus with 39 
Incompleteness of 

recursive arithmetic 100 
Infinite real numbers 81 
Infinitesimal real numbers 81 
Initial state 88 
Internal relation 80 
Interpretation 30 

proper 39 
Isomorphism of models 44 

of T-algebras 4 
Isomorphism Problem 110 

Kalmar's Theorem 103 
kth-order objects 75 

Language of theory 40 
Law of an algebra 7 

of a variety 7 
Logic 18 
Limit, direct 70 

existence of 72 
of function 83 
of sequence 82 

Löwenheim-Skolem Theorem 46 

Minimalisation 106 
Model of first-order theory 42 

of Peano arithmetic 61 
non-standard 75 
standard 75 

Modus ponens 15 
Monad 82 

Natural numbers in ZF 54 
Non-standard model 75 
Normal form, conjunctive 24 

disjunctive 24 
prenex 37 

Operation 1,2 

PJ1 (Peano arithmetic) 59 
completeness of 61 
models of 61 

Pair 53 
Pairing function 106 
Path 112 

Peano axioms 58, 59 
Predicate 26 
Presentation 110, 111 
Primary proposition 49 
Primitive recursion 105 
Projective geometry 40 
Problem, Conjugacy 110 

Decision 94 
Hilbert's Tenth 105 
Isomorphism 110 
Stopping 95 
Word 110 

Proof 15,31 
Proper consequence 39 

interpretation 39 

Subject Index 

Quantifier, bounded universal 108 
elimination 48 
existential 26 
reduction 48 
universal 26 

Recursive arithmetic 97 
function 89, 106 
subset 90 

Recursively enumerable 90, 94 
but non-recursive 95 

Recursively soluble 94 
Relation, concun:ent 76 

definable 43 
external 80 
identical 7 
internal 80 

Russell Paradox 53 

Satisfiability Theorem 21, 36, 39 
Semantic implication 13, 30 
Semigroup of Turing machine III 
Semi-homomorphism 32, 33 
Sequence number function 97 
Soundness 18 
Soundness Theorem 19,33 
Special word 112 
Standard model 75 
Standard relation 78 
Standard system 74 

higher-order 76 
language of 74 
theory of 74 

State of Turing machine 87 
initial 88 
terminal 88 



Subject Index 

State function 97 
Step 112 
Stopping Problem 95 
Strongly definable 97 
Substitution Theorem 17, 33 
Subsystem of standard system 77 
Subultraproduct 69 
Successor 54 
Syntactic implication 15,31 

T-algebra 2 
T-subalgebra 3 
Tautology 14, 30 
Terminal state 88 

word 112 
Theorem 15,31,40, 100 
Theory 40 
Transitive set 55 
Truth 13,29 

function 23 
Turing machine 85 

universal 92 
Type 2 

Ultrafilter 63 
IX-complete 67 

existence of 65 
principal 63 
restriction of 63 
uniform 65 

Ultrapowers 67 
Ultraproducts 64 
Undecidability of 

recursive arithmetic 100 
of Predicate Calculus 101 

Uniform convergence 84 
Uniform ultrafilter 65 
Universal algebra 1 

alphabet 90 
proposition 72 
Turing machine 92 

Valid 14,30 
Valuation 13 
Variable 6 
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Variables involved in element of P 27 
of element of P 29 

Variety of T-algebras 7 

Word 6 
special 112 

Word Problem 110 
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