


List of symbols 

R 
R+ 
z 
z+ 
0 
N(P,e) 
N(M,e) 

M,CIM 
j:A--.B 
j:A-B 
j:A-B 
G<.H 
L<K 
IKI 
aK 
Stv 
L(v) 
Hn(K) 

G* 
C(M,P) 
Bn 
sn 
13M 
J(A,v) 
J(A,B) 
bK 
</>»0 
cii(K) 
lXI 
liP II 
II Gil 
StP=St(G,P) 
CP(X,P0) 

'1T(X,P0) 

F(A) 
N([R]), N(R) 
N(L) 

The set of all real numbers 
The set of all nonnegative real numbers 
The set of all integers 
The set of all nonnegative integers 
The empty set 
The open e-neighborhood of P, in a metric space 
The open e-neighborhood of the set M, 
in a metric space 
The closure of the set M 
The functionj, of A into B 
The surjective function!, of A onto B 
The bijection j, between A and B 
The collection G is a refinement of the collection H 
The complex L is a subdivision of the complex K 
The polyhedron determined by the complex K 
The combinatorial boundary of the complex K 
The star of the vertex v, in the complex K 
The link of the vertex v, in the complex K 
The n-dimensional homology group of the complex 
K, with coefficients in Z 
The union of the elements of the collection G 
The component of M that contains P 
The unit ball in Rn 
The "standard n-sphere" in Rn+ 1 

The diameter of the set M, in a metric space 
The join of the set A and the point v 
The join of the sets A and B 
The (first) barycentric subdivision of the complex K 
The function </> is strongly positive 
The diagram of the Euclidean complex K 
The polyhedron determined by the PL complex % 
The norm of the point P of Rn 
The mesh of the collection G of sets 
The union of the elements of G that contain P 
The set of all closed paths in the space X, 
with base point P0 
The fundamental group of the space X, 
with base point P 0 
The free group with alphabet A 
The smallest normal subgroup that contains [R] 
The regular neighborhood of a subcomplex L, 
in a complex K 

I 
2 
3 
3 
3 
3 
3 
3 
5 
5 
5 

6 
12 
12 
16 
16 
34 
44 
44 
45 
46 
52 
56 
58 
59 
89 

97 

98 
108 
108 

155 



Edwin E. Moise 

Geometric Topology 
in Dimensions 2 and 3 

Springer Science+ 
Business Media, LLC 



Graduate Texts in Mathematics 

47 
Editorial Board 

F. W. Gehring 

P.R. Halmos 
Managing Editor 

C. C. Moore 



Edwin E. Moise 
Department of Mathematics 
Queens College, CUNY 
Flushing, N.Y. 11367 

Editorial Board 

P.R. Halmos 
Managing Editor 
Department of Mathematics 
University of California 
Santa Barbara, California 93106 

F. W. Gehring 
Department of Mathematics 
University of Michigan 
Ann Arbor, Michigan 48104 

C. C. Moore 
Department of Mathematics 
University of California at Berkeley 
Berkeley, California 94720 

AMS Subject Classifications 55A20, 55A35, 55A40, 57A05, 57AIO, 57A50, 57A60, 57Cl5, 
57C25, 57C35 

Library of Congress Cataloging in Publication Data 

Moise, Edwin E. 1918-
Geometric topology in dimensions 2 and 3 

(Graduate texts in mathematics ; 47) 
1. Topology. I. Title. II. Series. 

QA6ll.M63 514'.3 76-49829 

All rights reserved. 

No part of this book may be translated or reproduced in any form 
without written permission from Springer-Verlag. 

© 1977 by Springer Science+Business Media New York 
Originally published by Springer-Verlag, New York Inc. 
Softcover reprint of the hardcover 1st edition 1977 

ISBN 978-1-4612-9908-0 ISBN 978-1-4612-9906-6 (eBook) 
DOI 10.1007/978-1-4612-9906-6 



Preface 

Geometric topology may roughly be described as the branch of the 
topology of manifolds which deals with questions of the existence of 
homeomorphisms. Only in fairly recent years has this sort of topology 
achieved a sufficiently high development to be given a name, but its 
beginnings are easy to identify. The first classic result was the SchOnflies 
theorem (1910), which asserts that every 1-sphere in the plane is the 
boundary of a 2-cell. 

In the next few decades, the most notable affirmative results were the 
"Schonflies theorem" for polyhedral 2-spheres in space, proved by J. W. 
Alexander [Ad, and the triangulation theorem for 2-manifolds, proved by 
T. Rad6 [Rd. But the most striking results of the 1920s were negative. In 
1921 Louis Antoine [A4] published an extraordinary paper in which he 
showed that a variety of plausible conjectures in the topology of 3-space 
were false. Thus, a (topological) Cantor set in 3-space need not have a 
simply connected complement; therefore a Cantor set can be imbedded in 
3-space in at least two essentially different ways; a topological 2-sphere in 
3-space need not be the boundary of a 3-cell; given two disjoint 2-spheres 
in 3-space, there is not necessarily any third 2-sphere which separates them 
from one another in 3-space; and so on and on. The well-known "horned 
sphere" of Alexander [A2] appeared soon thereafter. Much later, in 1948, 
these results were extended and refined (and in some cases redone) by 
Ralph H. Fox and Emil Artin [FA]. 

The affirmative theory was resumed with the author's proof [Md-[M5] 

that every 3-manifold can be triangulated, and that every two triangula­
tions of the same 3-manifold are combinatorially equivalent. The second of 
these statements is the Hauptvermutung of Steinitz. Then, in 1957, C. D. 
Papakyriakopoulos revolutionized the field by proving the Loop theorem. 
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Preface 

A loop is a mapping of a !-sphere into a space. The Loop theorem is as 
follows. Let M be a polyhedral 3-manifold with boundary, and let B be its 
boundary. Let L be a loop in B, and suppose that L is contractible in M 
but not in B. Then there is a polyhedral2-cell Din M, with its boundary in 
B, such that the boundary of D is not contractible in B. 

In 1971 Peter B. Shalen [ Sd found a new proof of the triangulation 
theorem and Hauptvermutung. His proof is "almost PL," in the sense that 
the set-theoretic part of the argument is elementary, almost to the point of 
triviality, and the main substance of the proof belongs to piecewise linear 
topology, with heavy use of the Loop theorem. Following Shalen's exam­
ple, and using some of his methods, especially at the beginning, the author 
developed the proofs presented below, in Sections 30-36. 

The historical account just given will also serve as a summary of the 
contents of this book. The treatment of plane topology is rudimentary. 
Here traditional material has been reformulated, in "almost PL" terms, in 
the hope that this will help, as an introduction to the methods to be used in 
three dimensions, and that it will bring three-dimensional ideas into 
sharper focus. The proofs of the triangulation theorem and Haupvermutung 
are largely new, as explained above. So also is our proof of the Schonflies 
theorem. But most of the time, we have followed the historical order. This 
is not because we were trying to write a history; far from it. The point, 
rather, is that the historical order was the natural order of intellectual 
motivation. 

Recently, A. J. S. Hamilton [H3] has published yet another proof of the 
triangulation theorem, based on methods which had been developed by 
Kirby and Siebenmann for use in higher dimensions. His proof and 
presentation are shorter and more learned than ours, by a very wide 
margin in each respect. 

This is a textbook and not a treatise, and the difference is important. A 
presentation which looks elegant to a professional expert may not seem 
elegant, or even intelligible, to a student who is encountering certain ideas 
for the first time. We have furnished a very large number of problems. One 
way to teach a course based on this book is to spend most of the classroom 
time on discussion of problems, treating much of the text as outside 
reading. A warning is needed about the style in which the problems are 
written. This warning is given at the end of the preface, in the hope of 
minimizing the chance that it will be overlooked. 

References to the literature, in this book, are meager by normal stan­
dards. Whenever I was indebted to a particular author, and knew it, I have 
given a reference. But I have made no systematic effort to search the 
literature thoroughly enough to find out who deserves credit for what. 
Many of the proofs below are new, and many others must be adaptations 
(conscious or not) of folklore. Here again I have made no attempt to find 
out which is which. I believe, however, that all papers published since 1945 
have been cited when they should have been. 
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Preface 

In 1975-76 at the University of Texas, and earlier at the University of 
Wisconsin, the manuscript of this book was used in seminars conducted by 
Prof. R. H. Bing. The faculty members participating included Profs. Bing, 
Bruce Palka, Carl Pixley, Michael Starbird, and Gerard Venema. The 
students included Ms. Mary Parker, Ms. Fay Shaparenko, and Messrs. 
William E. Bell, Joseph M. Carter, Lee Leonard, Wayne Lewis, Gary 
Richter, and Frank Shirley. I received long critical reports prepared by 
Messrs. Bell, Henderson, and Richter. If I had not had the benefit of these 
reports, then the text below would include more errors and obscurities than 
it does now. Finally, thanks are due to Mr. Michael Weinstein, who edited 
the manuscript for Springer-Verlag. In the course of dealing with matters 
of form, Mr. Weinstein detected a dismaying number of minor lapses 
which the rest of us had missed. The responsibility for the remaining 
defects is of course my own. 

Finally, a word of warning about the problems in this book. These are 
composed in a way which may not be familiar. Most of them state true 
theorems, extending or elucidating the preceding section of the text. But in 
a very large number of them, false propositions are stated as if they were 
true. Here it is the student's job to discover that they are false, and find 
counter-examples. Problems cannot be relied on to appear in the ap­
proximate order of their difficulty. Some of them turn out, on examination, 
to be trivial, but some are very difficult. Thus the problems are intended to 
furnish the student with an opportunity to work on mathematics under 
conditions which are not hopelessly remote from real life. 

New York City 
January, 1977 

Edwin E. Moise 
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Introduction 0 

We shall use the following definitions, notations, and conventions, most of 
them standard, but a few not. 

R is the set of all real numbers. R + is the set of all nonnegative real 
numbers. Z is the set of all integers. Z + is the set of all nonnegative 
integers. Rn is Cartesian n-space, with the usual linear structure, the usual 
distance function, and the usual topology. (We shall always be dealing 
with cases in which n < 3.) The empty set is denoted by 0. 

A metric space is a pair [X, d], where X is a nonempty set and dis a 
function X X X ~R. subject to the usual conditions: 

(0.1) d(P, Q) > 0 always. 
(0.2) d(P, Q) = 0 if and only if P = Q. 
(0.3) d(P, Q) = d(Q, P) always. · 
(0.4) (the triangular property) d(P, Q) + d(Q, R);;;. d(P, R) always. 

Under these conditions, dis called a distance function for X. By abuse of 
language, we may refer to the set X as a metric space, if it is clear what 
distance function is meant. 

In a metric space [X, d], for each Pin X and each e > 0, we define the 
(open) e-neighborhood of P as the set 

N ( P, e) = { Q I Q E X and d ( P, Q ) < e}. 

More generally, for each M c X, and each e > 0, the e-neighborhood of M 
is 

N(M,e)={QIQEX and d(P,Q)<eforsomePEM}. 

We define 

'VL = 'VL(d) = { N(P, e)IP EX and e > 0}. 
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'!Yt(d) is called the neighborhood system induced by d. A set U c X is open if 
it is the union of a collection of elements of '!Jt. The set of all open sets is 
(9 = (9 ('!Yt) = (9 ('!Yt(d)). (9 is called the topology induced by 9t (or by d). 
Under these conditions, the pair [X, (9] is a topological space, in the usual 
sense; that is: 

(0.1) 0 E (9. 
(0.2) X E <9. 
(0.3) (9 contains every union of elements of (9 . 
(0.4) (9 contains every finite intersection of elements of (9. 

Closed sets, limit points, and the closure M of a set M c X are defined 
as usual. The closure may also be denoted by Cl M. 

In a topological space, let M and N be sets such that N contains an 
open set which contains M. Then N is a neighborhood of M. (Note that this 
is not a new definition of the term neighborhood; rather, it is a definition of 
the relation is a neighborhood of.) 

Let [X, (9] be a topological space. For each nonempty set M c X, let 

<91M={Mn UIUE<9}. 

Then <91M is called the subspace topology forM, and the pair [M, <91Ml is 
called a subspace of [X, (9 ]. In this book, when subsets of topological 
spaces are regarded as spaces in themselves, the subspace topology will 
always be intended. 

Let V be a subset of Rm, such that V forms a vector space relative to the 
operations already defined in Rm. Let v0 E Rm, and let 

H = V + v0 = { wlw = v + v0 for some v E V}. 

Then H is a hyperplane. If dim V = k, then H is a k-dimensional hyper­
plane. If V c Rm, and no k-dimensional hyperplane, with k < m, contains 
more than k + 1 of the points of V, then Vis in general position in Rm. 

A set W c Rm is convex if for each v, wE W, W contains the segment 

vw = { av + ,Bwla, ,8 ;;;. 0, a+ ,8 = l }. 

The convex hull of a set X c Rm is the smallest convex subset of Rm that 
contains X (that is, the intersection of all convex subsets of Rm that 
contain X). 

Let V = { v0, v 1, ••• , vn} be a set of n + I points, in general position in 
Rm, with n.;:;; m. Then then-dimensional simplex (or n-simplex) 

is the convex hull of V. The points of V are vertices of an. The convex hull 
r of a nonempty subset W of Vis called a face of an. If r is a k-simplex, 
then r is called a k-face of an. (A !-simplex is called an edge.) Under these 
conditions, we write r < an. (This allows the case r = an.) A (Euclidean) 
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complex is a collection K of simplexes in a space Rm, such that 

(K.l) K contains all faces of all elements of K. 
(K.2) If o, -r E K, and on -r =I= 0, then on -r is a face both of o and of -r. 

(K.3) Every o in K lies in an open set U which intersects only a finite 
number of elements of K. 

The vertices of the elements of K will be called vertices of K. For each 
i ;;;. 0, K; is the i-skeleton of K, that is, the set of all simplexes of K that 
have dimension < i. 

These definitions will of course be generalized later, but for quite a 
while we shall be concerned only with finite complexes in R2• 

If K is a complex, then IKI denotes the union of the elements of K, with 
the subspace topology induced by the topology of Rm. (Thus we shall think 
of IKI ambiguously, as either a set or a space.) Such a set is called a 
polyhedron. If K is a finite complex, then IKI is a finite polyhedron. 

The word function will be used in its most general sense. Thus a function 

f:A~B 

is a triplet [J, A, B ], where A and B are non empty sets, and f is a collection 
of ordered pairs (a, b), with a E A, such that (1) each a E A is the first 
term of exactly one pair in f, and (2) the second term of a pair in f is 
always an element of B. We define f(a) (a E A) and f(A') (A' c A) as 
usual; and we define 

f- 1 (b)={alf(a)=b} (bEB), 

f- 1 (B') = { alf(a) E B'} (B' c B). 

If f(a) = f(a')~ a= a', then f is injective. If f(A) = B, then f is surjective, 
and we write 

j:A-B. 

If both these conditions hold, then f is bijective, and we write 

f:A~B. 

A is called the domain, and B the codomain. (Note that the term surjective 
would have no meaning if the codomain were not regarded as part of the 
definition of the function.) 

Barycentric coordinates, for a (Euclidean) simplex on, are defined as 
usual. (See Problems 0.10--0.15.) The barycentric coordinates of the points 
P of an are linear functions of the Cartesian coordinates, and vice versa. A 
function f: a~ -r is linear if the coordinates of a point f(P) are linear 
functions of those of P (in either sense of the word coordinate). If also 
vertices are mapped onto vertices, then f is simplicial. 

Let G and H be collections of sets. If every element of G is a subset of 
some element of H, then G is a refinement of H, and we write G < H. 

Let K and L be complexes, in the same space Rn. If L < K, and 
ILl= IKI, then L is a subdivision of K, and we write L < K. 

3 
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Theorem 1. Every two subdivisions of the same complex have a common 
subdivision. 

Let [X, (9] and [ Y, (9 '] be topological spaces, and let f: X~ Y be a 
function. If for each open set U in Y, f- 1( U) is open in X, then f is a 
continuous function, or a mapping. If such an f is bijective, and both f and 
f- 1 are mappings, then f is a homeomorphism. If there is a homeomorphism 
f: X~ Y, then the spaces are homeomorphic. 

Let K and L be complexes, and let f be a mapping IKI ~ILl. If each 
mapping fl a (a E K) is simplicial, then f is simplicial. If there is a 
subdivision K' of K such that each mappingfla (a E K') maps a linearly 
into a simplex of L, then f is piecewise linear. Hereafter, PL stands for 
piecewise linear, and a PLH is a piecewise linear homeomorphism. 

Let K and L be complexes, let cp be a bijection K 0 ~ L 0, and for each 
v E K 0, let v' = cp( v ). Suppose that if v0v 1 ••• vn E K, then v0v; ... v~ E L, 
and conversely. Then cp is an isomorphism between K and L. If there is 
such a cp, then K and L are isomorphic. If K and L are complexes, and have 
subdivisions K', L' which are isomorphic, then K and L are combinatorially 
equivalent, and we write 

K-CL. 

Theorem 2. K-c L if and only if IKI is the image of ILl under a PLH. 

Theorem 3. Combinatorial equivalence is an equivalence relation. 

PROOF (SKETCH). By Theorem 1, the composition of two piecewise linear 
homeomorphisms is a PLH. Now use Theorem 2. D 

An n-ee!! is a space homeomorphic to an n-simplex. A !-cell is ordin­
arily called an arc, and a 2-cell is often called a disk. A combinatorial n-ee!/ 
is a complex which is combinatorially equivalent to ann-simplex (or, more 
precisely, to a complex consisting of ann-simplex and its faces). 

In a topological space, a set A is dense in a set B if A c B c A. A 
topological space [X, (9] (or a metric space [X, d]) is separable if some 
countable set is dense in X. 

Ann-manifold is a separable metric space Mn in which every point has a 
neighborhood homeomorphic to Rn. If every point lies in an open set 
whose closure is an n-cell, then Mn is an n-manifold with boundary. The 
interior Int Mn of Mn is the set of all points of Mn that ,have open 
Euclidean neighborhoods in Mn (that is, neighborhoods homeomorphic to 
Rn); and the boundary Bd Mn is the set of all points of Mn that do not. 
Thus an n-manifold with boundary is an n-manifold if and only if 
BdMn=0. 

The manifold-theoretic boundary, as just defined, is in general different 
from the topological frontier of a set U in a space X. This is 

- ---
Fr U=FrxU= Un X-U. 

4 
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Only in very special cases are these the same. For example, if M 2 is closed 
in R2, then it turns out that Bd M 2 = Fr M 2; but if we regard M 2 as a 
subspace of R3, then Bd M 2 is the same as before, while Fr M 2 becomes 
all of M 2• (The proofs are far from trivial.) Similarly, except in very special 
cases, Int M n is different from the topological interior of a set M in a 
space X; the latter is the union of all open sets that lie in M. 

Let K be a complex, such that the space M = IKI is an n-manifold (or 
an n-manifold with boundary). Then K is a triangulated n-manifold (or a 
triangulated n-manifold with boundary). Sometimes, by abuse of language, 
we may apply the latter terms to the space M = IKI, if it is clear what 
triangulation is intended. 

In addition to Bd and Fr, we now have yet a third kind of "boundary." 
Let K be a triangulated n-manifold with boundary.· Then the combinatorial 
boundary aK of K is the set of all (n- I)-simplexes of K that lie in only 
one n-simplex of K (together with all faces of such (n- I)-simplexes). Note 
that a is an operation on complexes to complexes, and not on spaces to 
spaces. It is easy to show that I aKI is invariant under subdivision of K, and 
hence that J(l aKI) = aj(IKI) whenever j is a PLH. Thus a is adequate for 
the purposes of strictly PL topology, in which combinatorial structures are 
the sole objects of investigation. But a is not adequate for our present 
purposes, because we propose to investigate the relation between combina­
torial structures and purely topological structures. We shall show (Theo­
rem 4.9) that if K is a triangulated 2-manifold with boundary, then 
Bd IKI = 1aK1. The proof uses the Jordan curve theorem (Theorem 4.3). 
The corresponding theorem for 3-manifolds with boundary is of a higher 
order of difficulty. In Section 23, we shall deduce it from the following 
classical result of L. E. J. Brouwer. 

Theorem 4 (Invariance of domain). Let U be a subset of Rn, such that U is 
homeomorphic to Rn. Then U is open. 

See W. Hurewicz and H. Wallman [HW], p. 95. 
It may be possible to avoid the use of Brouwer's theorem (or some 

equally deep result in a continuous homology theory) by a long series of ad 
hoc devices; but this hardly seems worth the trouble, even if it can be 
done, and the author does not propose to find out whether it can be done. 

In a complex K, for each vertex v, St v is the complex consisting of all 
simplexes of K that contain v, together with all their faces. This is the star 
of v inK. The link L(v) of v inK is the set of all simplexes of St v that do 
not contain v. If IKI is an n-manifold, and each complex St v is a 
combinatorial n-cell, then K is a combinatorial n-manifold. Similarly for 
manifolds with boundary. 

The above definitions are based, at this stage, on the definition of a 
(Euclidean) complex. A later generalization of the idea of a complex will 
give a more general definition of a combinatorial manifold. 

5 
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We shall assume that the reader knows the bare rudiments of the 
homology theory of complexes. We shall always use integers as 
coefficients; thus the n-dimensional homology group Hn(K) will always be 
the group Hn(K, Z). We shall never use relative homology, singular homol­
ogy, or cohomology. 

PROBLEM SET 0 

See the remarks on problems, at the end of the preface. Prove or disprove 
the following propositions. 

1. Let [X, d] be a metric space, let 'X = 'X(d), and let (9 = (9 ('X). Then (9 

satisfies Conditions 0.1-0.4 of the definition of a topological space. 

Definition. Let d and d' be two distance functions for the same nonempty 
set X. If (9 (0L(d)) = (9 (0L(d')), then d and d' are equivalent. 

2. Let [X, d] be a metric space. Then there is a bounded distance function d' for 
X such that d and d' are equivalent. 

Definition. A Hausdorff space is a topological space in which every two 
points lie in disjoint open sets. 

3. Let [X, (9] be a topological space in which every point has an open neighbor­
hood homeomorphic to R2. Then [X, 0] is Hausdorff. 

4. Let [X, (9] be a topological space; and suppose that for every topological space 
[ Y, (9 '], every function f: X~ Y is continuous. What can we conclude about 
(9? In particular, does it follow that [X, 0] is metrizable, in the sense that 
(9 = (9 ('X( d)) for some distance function d? 

S. Let C be a circle in R2. Then C is in general position in R2 . 

6. Let C be a circle in R3. Then C is in general position in R3. 

7. R3 contains an infinite set which is in general position in R3. 

8. Let K and L be collections of simplexes in Rn, satisfying K.l and K.2 in the 
definition of a complex, but not necessarily K.3. The relation of isomorphism 
between K and L is defined in exactly the same way as for complexes. If there 
is an isomorphism between K and L, then there is a homeomorphism between 
/K/ and /L/. (Here, as for complexes, /K/ is the union of the elements of K; 
similarly for L. /K/ and /L/ are being regarded as spaces, with the subspace 
topology.) 

9. For each W c Rm, the convex hull of W is convex. 

10. Let V = { v0, v1, ••• , vn} be in general position in Rm, with n .;; m. Let 

Tn = { v/v = .i: a;V;, a; ;;. 0, LCX; = I}. 
•=0 

Then Tn is convex. 

6 
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11. Let 'Tn be as in Problem 10, and let v Eon, with v =1= v0. Let 

'Tn-l = { w\w = _f /3;V;, /3; ;;. 0, ~ /3; = 1}. 
•=I 

Then there is point w of -rn-l such that v E v0w. 

12. Let V and -rn be as in Problem 10. Then every convex set that contains V 
contains -rn. 

13. on= 'Tn. That is, 

v0v1 ••• vn = {v\v = La;V;, a;;;. 0, La;= I}. 

14. Given V = { v0, v 1, • •• , vn} c Rm (n ...; m). For l ...; i...; n, let v; = V;- v0; and 
let V' = { v;}. If Vis in general position in Rm, then V' is linearly independent, 
and conversely. 

as in the definition of -rn =on in Problems 10--13. If v = w, then a;= /3; for 
each i. (Thus it makes sense to define the barycentric coordinates of v as 
(all> a 1, ••• , an).) 

16. For l ...; j ...; m let f'i be the point of Rm with l as its jth coordinate, and with 
all other coordinates = 0. Thus 

m 

(x1, x2, ••• , xm) = L x1f'i. 
j=l 

Given on= v0v1 ... Vm there are numbers aiJ (0...; i...; n, I ...; j...; m) and 
numbers b1 (1 ...; j...; m) such that if v Eon, and 

V = ~a;V; = ~x1f'i, 

then 

for each). (It is in this sense that the Cartesian coordinates of v are linear 
functions of the barycentric coordinates of v.) 

17. Let v Eon, v = La;v; = }:x1E1, as in Problem 16. Then the numbers a:; are 
linear functions of the numbers x1. 

18. Let K be a finite complex in R2, and let { L;} be a finite collection of lines. 
Then K has a subdivision K1 in which each set L; n \K\ forms a subcomplex. 

19. Every two subdivisions K1, K2 of a 2-simplex o2 c R2 have a common subdivi­
sion. 

20. Let K be a 2-dimensional complex (that is, a complex in which every simplex 
has dimension ...; 2). Then every two subdivisions of K have a common 
subdivision. 

21. Let K and L be complexes. If K and L are isomorphic, then there is a 
simplicial homeomorphism between \K\ and \L\. 
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22. For 2-dimensional complexes, the composition of two piecewise linear homeo­
morphisms is a PLH. 

23. Let CI and ,. be (Euclidean) simplexes, and let f be a piecewise linear homeo­
morphism CI-H. Then j(CI) is a simplex. 

24. Let K and L be complexes. If there is a PLH between IKI and ILl, then 
K- c L; and conversely. 

25. For 2-dimensional complexes, combinatorial equivalence is an equivalence 
relation. 

26. Let K be a finite complex in R3, and let {£;} be a finite collection of planes. 
Then K has a subdivision in which each intersection E; n IKI forms a subcom­
plex. 

27. Every two subdivisions of a 3-simplex have a common subdivision. 

28. Let K be a 3-dimensional complex. Then every two subdivisions of K have a 
common subdivision. 

29. In a topological space, if U is open, then Fr U = U- U. 

30. Let [X, (9] be a Hausdorff space in which every point has an open neighbor­
hood which is homeomorphic to R. Then [X, (9] is separable and metrizable, 
and thus is a !-manifold. 

31. Let [X, (9] and [ Y, (9 '] be topological spaces, and let f be a function X -4 Y. Iff 
is bijective and continuous, then f is a homeomorphism. 

32. Every two combinatorial 2-cells are combinatorially equivalent. Similarly for 
combinatorial 3-cells. 

33. Let v0v1 ••• vn be an n-simplex in Rn. Then every point v of Rn can be 
represented in the form 

where a; E R for each i. 

34. Let K be a complex. If IKI is compact, then K is finite. (Of course the converse 
is trivial.) 

8 



Connectivity 1 

A path, in a space [X, (9] (or [X, d]) is a mapping 

p: [a, b] -c) X, 

where [a, b] is a closed interval in R. If p(a) = P andp(b) = Q, thenp is a 
path from P to Q. A set M c X is pathwise connected if for each two points 
P, Q of M there is a pathp: [a, b]--,)M from P to Q (or from Q toP). If 
M c X, and IPI = p([a, b]) c M, thenp is a path in M. 

Theorem 1. In a topological space [X, (9], let G be a collection of pathwise 
connected sets, with a point P in common. Then the union G* of the 
elements of G is pathwise connected. 

PROOF. Given Q E gQ E G, R E gREG, letp be a path in gQ, from Q toP, 
and let q be a path in gR, from P to R. Then p and q fit together to give a 
path r, in gQ U gR C G*, from Q toR. D 

Let M and N be sets, in topological spaces [X, (9] and [ Y, (9 ']. A 
function j: M---,) N is a mapping iff is a mapping relative to the subs paces 
[M, (.L)IMJ and [N, (9 'IN]. 

Theorem 2. Pathwise connectivity is preserved by swjective mappings. That 

is, iff: M- N is a mapping, and M is pathwise connected, then so also is 
N. 

PROOF. Given P, Q EN, take P', Q' EM such that f(P') = P and f(Q') 
= Q; and let p be a path in M from P' to Q'. Then f(p) is a path in N 

from P to Q. D 
A complex K is connected if it is not the union of two disjoint nonempty 

complexes. 
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Geometric topology in dimensions 2 and 3 

Theorem 3. Every simplex is pathwise connected. 

PROOF. Because it is convex. 0 

Theorem 4. Let K be a complex. If K is connected, then IKI is pathwise 
connected. 

PROOF. Let v0 E K 0• We shall show that for each v E K 0 there is a path in 
I K 11 from v0 to v. Let V be the set of all vertices v of K that have this 
property, and let K1 be the set of all simplexes of K all of whose vertices lie 
in V. Then K1 is a subcomplex of K, and no edge of K intersects IK11 and 
K 0 - V. Therefore no simplex of K intersects IK11 and K 0 - V. Let 
K2 = K- K1• Then K2 is a subcomplex of K, and K1 n K2 = 0. Since K is 
connected, K2 = 0. Therefore K1 = K, and Vis all of K 0, which was to be 
proved. 

Now take v E <J E K, wET E K. Take a path in <J from v to a vertex v0 

of <J, then a path in IK 11 from v0 to a vertex v1 ofT, and finally a path in T 
from v1 tow. These fit together to give a path from v tow. 0 

For the reasons suggested by Theorems 3 and 4, the idea of pathwise 
connectivity is adequate in the study of polyhedra. The following idea, 
however, is more broadly applicable, and in some ways it is conceptually 
more natural. 

A topological space [X, (9] is connected if X is not the union of two 
disjoint nonempty open sets. A set M c X is connected if the subspace 
[M, 01M] is connected. 

Two sets H, K are separated if 

HnK=HnK=0. 

(Thus neither of the sets H and K contains a point or a limit point of the 
other.) 

Theorem 5. Given M c X, M = H UK. Then (I) Hand K are separated if 
and only if (2) H, K E 01M and H n K = 0. 

PROOF. Suppose that (I) holds. Let U be the union of all open sets that 
intersect H but not K. Then H c U and U n K = 0, so that H = M n U 
E 01M. Similarly, K E 01M. Therefore (2) holds. 

Suppose, conversely, that (2) holds. Take U E (9, such that H = M n U. 
Then H contains no point or limit point of K. By logical symmetry, K 
contains no point or limit point of H. Thus (I) holds. 0 

Theorem 6. A set M C X is connected if and only if M is not the union of two 
nonempty separated sets. 

PROOF. By Theorem 5. 0 
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1 Connectivity 

Theorem 7. For spaces, connectivity is preserved by swjective mappings. That 
is, if [X, (9] is connected, and f: X"""""* Y is a mapping, then [ Y, (9'] is 
connected. 

PROOF. Suppose not. Then Y = U u V, where U and V are disjoint, open, 
and nonempty. Therefore X= f- 1( U) u f- 1( V), and the latter sets are 
disjoint, open, and nonempty, which is impossible. D 

Theorem 8. For sets, connectivity is preserved by surjective mappings. 

PROOF. By the preceding two theorems. 

Theorem 9. Every closed interval in R is connected. 

D 

PROOF. This turns out to be the nth formulation of the continuity of R. 
Suppose that [a, b] = H u K (separated), with a E H. Let 

M = { xlx =a or [a, x J c H }. 

Then M is bounded above. Let c be the least upper bound of M. Then 
c E [a, b], cis a limit point of H, c ft K, and soc E H. If c < b, then cis a 
limit point of K, which contradicts the hypothesis for H and K. Therefore 
c = b, H =[a, b], and K = 0. Thus [a, b] is not the union of any two 
nonempty separated sets. D 

Theorem 10. If H and K are separated, then every connected subset M of 
H U K lies either in H or in K. 

PROOF. If not, M = (M n H) u (M n K), where the two sets on the right 
are separated and nonempty. (Evidently, if H and K are separated, and 
H' c Hand K' c K, then H' and K' are separated.) D 

Theorem 11. Every pathwise connected set is connected. 

PROOF. Suppose that M is pathwise connected but not connected, so that 
M = H u K (separated and nonempty). Take P E H, Q E K; and let p be 
a path from P to Q in M. By Theorems 8 and 9, the image IPI = p([a, b]) 
c M is connected. By Theorem 10, IPilies either in H or in K, which is 
false. D 

Theorem 12. Let K be a complex. Then the following conditions are equiv­

alent: 

(1) K is connected. 
(2) IKI is pathwise connected. 
(3) IKI is connected. 

PROOF. (1)~(2), by Theorem 4. (2)~(3), by Theorem 11. Suppose, finally, 
that (I) is false, so that K = K1 U K2, where K1 and K2 are disjoint 
nonempty complexes. From Condition K.3 of the definition of a complex, 
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it follows that no point v of IKI is a limit point of the union of the 
simplexes of K that do not contain v. Therefore IKd and IK21 are sep­
arated, and IKI is not connected. Thus (3)~(1). D 

An arc is a 1-cell, that is, a set homeomorphic to a closed linear interval. 
A broken line is a polyhedral arc. 

Theorem 13. In Rn, every connected open set U is broken-line-wise con­
nected. 

PROOF. Let P E U, and let V the union of { P} and the set of all points of 
U that can be joined to P by broken lines lying in U. It is then easy to 
show that both U and U - V are open. If U - V =I= 0, then U is the union 
of two disjoint nonempty open sets, which is false. D 

We now resume the discussion of connectivity in topological spaces. 

Theorem 14. Let G be a collection of connected sets, with a point P in 
common. Then the union G* of the elements of G is connected. 

PROOF. Suppose that G* = H U K (separated and nonempty), with P E H. 
Since each g E G is connected, each g lies in H or in K. Therefore g c H, 
G* c H, and K = 0, which contradicts the hypothesis forK. D 

Theorem 15. If M is connected, and M c L c M, then L is connected. 

PROOF. Suppose that L = H u K (separated and nonempty). Let H' = M 
n H and K' = M n K, so that M = H' u K'. Then H' and K' are sep­
arated. Now H contains a point P of L, and Pis a point or a limit point of 
M. Therefore P is a point or a limit point either of H' or of K'. But P is 
neither a point nor a limit point of K' c K. Therefore P is a point or a 
limit point of H'. Therefore H' =I= 0. Similarly, K' =I= 0. Therefore M is not 
connected, which is false. D 

Let M be a set, and let P EM. The component C(M, P) of M that 
contains P is the union of all connected subsets of M that contain P. (By 
Theorem 14, every set C(M, P) is connected.) 

Theorem 16. Every two (different) components of the same set are disjoint. 

Theorem 17. If M C N, then every component of M lies in a component of N. 

There is a gross difference between connectivity and pathwise connec­
tivity. We have shown (Theorem 11) that the latter implies the former, but 
the converse is false. For example, let M be the graph of f(x) =sin (1/ x) 
(0 < x < 1/ w ), in R2, together with the points (0, 1) and (0, - 1 ). It can be 
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1 Connectivity 

shown, with the aid of Theorems 9, 14, 8, and 15, that M is connected. But 
it can also be shown that there is no path in M from (0, I) (or (0, - I)) to 
any other point of M. There are worse examples. E.g., there is a compact 
connected set in R2 in which all paths are constant. See B. Knaster [K] or 
the author [M]. From the viewpoint of pathwise connectivity, such a set is 
indistinguishable from a Cantor set. 

PROBLEM SET 1 

Prove or disprove: 

1. A closed set is connected if and only if it is not the union of any two disjoint 
nonempty closed sets. 

2. An open set is connected if and only if it is not the union of any two disjoint 
nonempty open sets. 

3. Every open interval (a, b)= {xia < x < b} in R is connected. Similarly for 
half-open intervals (a, b] = {xia < x.;; b}. 

4. Letjbe a continuous function (a, b]~R. Then the graph ofjis connected. 

5. The set M described at the end of Section I is connected. 

6. No nonconstant path in M contains the point (0, 1). 

7. Let M be a pathwise connected set in R2, let P EM, and suppose that M- P 
is connected. Then M - P is pathwise connected. 

8. Let U be a connected open set in R2 . Then ff is pathwise connected. 

9. Let U be as in Problem 8. Then there is at least one point P of Fr U such that 
U U { P} is path wise connected. In fact, the set of all such points P is dense in 
Fr U. 

10. Let {P1, P2, ••• } be a countable set which is dense in the unit circle C in R2. 

For each i, let the polar coordinates of P; be (1, 0;); and let I; be the linear 
interval from P; to ( 1 / i, 0;). Let 

M= {(0, 0)} U U 1;. 
i=l 

Then the components of M are { (0, 0)} and the sets 1;. 

11. In a metric space [X, d], for every two separated sets H, K there is an e > 0 
such that if P E Hand Q E K, then d(P, Q);;. e. 

12. Reconsider Problem 11, for the case in which H is compact. 

13. In a metric space, every two separated sets lie in disjoint open sets. (Note that 
this is not a corollary of Theorem 5.) 

14. In a metric space, let M 1, M 2, ••• be a sequence of nonempty connected sets; 
and suppose that the sequence is nested, in the sense that M;+t c M; for each i. 
Then n ;:_ 1M; is connected. 
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15. Let M be a compact set, in a metric space. Let P and Q be points of M. 
Suppose that M is not the union of any two disjoint closed sets H and K, 
containing P and Q respectively. Then M contains a compact connected set 
which contains P and Q. 

16. In a metric space, let P and Q be points, and let M 1, M 2, ••• be a nested 
sequence of compact sets, such that (1) P, Q EM; for each i, and (2) no set M; 
is the union of two disjoint closed sets H and K, containing P and Q 
respectively. Then n M; has Properties (1) and (2). 

17. Let K be a complex, such that IKI is an n-manifold. Then K is called a 
triangulation of IKI, and is called a triangulated n-manifold. Show that if K is a 
triangulated n-manifold, and v E K 0, then L(v) is connected. 

18. Let K be a connected 2-dimensional complex in which each vertex lies in 
exactly three edges and exactly three 2-simplexes. What can you conclude? 

19. If Condition K.3 is omitted from the definition of a complex, then Theorem 12 
becomes false. 

20. In any topological space, every two separated sets lie in disjoint open sets. 

A linear ordering of a set R is a relation <, defined on R, such that 

(0.1) a < a never holds. 
(0.2) a< b < c => a< c. 
(0.3) For each a, b E R, one and only one of the following conditions 

holds: 

a < b, a = b, b < a. 

The pair [ R, <] is then called a linearly ordered set. Open intervals in R are 
defined as in the real number system: 

(a, b)= { xlx E Rand a< x < b }, 

(a,oo)={xla<x}, 

(- oo, a)= { xlx <a}. 

A subset U of R is open if it is the union of a collection of open intervals; 
and (9 ( <) is the set of all open sets. [ R, <] is complete (in the sense of 
Dedekind) if every nonempty subset of R which has an upper bound has a 
least upper bound. 

21. (a) (9( <)is a topology for R. 
(b) If [ R, (9 ( < )] is connected, then [ R, <] is complete. 

22. If [ R, <] is complete, then [ R, (9 ( < )] is connected. 

23. If [R, <] is complete, then every nonempty subset of R which has a lower 
bound has a greatest lower bound. 

24. Given [R, <],and M c R, there are two natural ways to define a topology for 
M. 
(a) Use (9( <)IM. 
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1 Connectivity 

(b) Let < IM be the restriction of < toM, so that < IM is a linear ordering of 
M. Then use (C)(< !M). 

Is it true in general that (C)( <)!M =(C)(< iM)? 

25. Let [X, (C)] and [ Y, W] be topological spaces, and suppose that [X, (C)] is 
compact. If 1 is a bijective mapping X- Y, then 1 is a homeomorphism. 

26. Let A be a connected set, and let G be a collection of connected sets each of 
which intersects A. Then the union G* of the elements of G is connected. 

15 



2 Separation properties 
of polygons in R2 

We recall that a set N is a neighborhood of a set M if N contains an open 
set which contains M. The standard n-ball is 

Bn = {PIP E Rn and d ( P0 , P) < 1 } , 

where P 0 is the origin in Rn. The standard n-sphere is 

sn = {PIPE Rn and d(Po, P) = q. 
A space (or set) sn is ann-sphere if sn is homeomorphic to sn. A polygon 
is a polyhedral 1-sphere. For each complex K, K is called a triangulation of 
IKI. 

Theorem 1. Let J be a polygon in R2• Then R2 - J has exactly two 
components. 

PROOF. Let N be a "strip neighborhood" of J, formed by small convex 
polyhedral neighborhoods of the edges and vertices of J. (More precisely, 
we mean the edges and vertices of a triangulation of J.) Below and 
hereafter, pictures of polyhedra will not necessarily look like polyhedra. 
Only a sample of N is indicated in Figure 2.1. 
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2 Separation properties of polygons in R2 

Lemma 1. R2 - J has at most two components. 

PROOF. Starting at any point P of N- J, we can work our way around the 
polygon, along a path inN- J, until we get to either P 1 or P 2. (See Figure 
2.2.) From this the lemma follows, because every point Q of R2 - J can be 
joined to some point P of N- J by a linear segment in R2 - J. D 

(a) (b) 

Figure 2.2 

It is possible a priori that N - J has only one component. If so, N 
would be a Mobius band. (See Section 2I below.) But this is ruled out by 
the next lemma. 

Lemma 2. R2 - J has at least two components. 

PROOF. We choose the axes in general position, in the sense that no 
horizontal line contains more than one of the vertices of J. (This can be 
done, because there are only a finite number of directions that we need to 
avoid. Hereafter, the phrase "in general position" will be defined in a 
variety of ways, in a variety of cases. In each case, the intuitive meaning 
will be the same: general position is a situation which occurs with probabil­
ity I when certain choices are made at random.) 

For each point P of R2, let Lp be the horizontal line through P. The 
index Ind P of a point P of R2 - J is defined as follows. (I) If Lp contains 
no vertex of J, then Ind P is the number of points of Lp n J that lie to the 
left of P, reduced modulo 2. Thus lnd P is 0 or I. (2) If Lp contains a 
vertex of J, then Ind P is the number of points of L' n J, lying to the left 
of P, reduced modulo 2, where L' is a horizontal line lying "slightly above" 
or "slightly below" Lp. Here the phrases in quotation marks mean that no 
vertex of J lies on L', or between Lp and L'. It makes no difference 
whether L' lies above or below. The three possibilities for J, relative to L, 
are shown in Figure 2.3. In each case, the two possible positions for L' give 
the same index for P. 

Evidently the function 

j: R2 - J ~ { 0, 1 } , 

j: P~ IndP 
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J 

(a) 

L' -------------

(b) 

Figure 2.3 

L'-------------
p 

L'F-
~ " ~ " 

J 

(c) 

is a mapping; if Ind P = i, then Ind P' = i when P' is sufficiently close to 
P. The setf- 1(0) is nonempty; every point above all of J belongs to f- 1(0). 
To show that f- 1(1)-=/= 0, let Q be a point of J, such that LQ contains no 
vertex of J. Let P 1 be the leftmost point of J on LQ. Let P be a point of 
LQ, slightly to the right of P 1, in the sense that P t1. J, and no point 
between P 1 and P belongs to J. Then Ind P = l. 

Therefore R2 - J is not connected; it is the union of the disjoint 
nonempty open setsf- 1(0) andf- 1(1). D 

The bounded component I of R2 - J is called the interior of J, and the 
unbounded component E is called the exterior. 

Theorem 2. Let I be the interior of the polygon J in R2. Then i is a finite 
polyhedron. That is, there is a finite complex Kin R2 such that IKI = i. 

PROOF. Let L 1, L 2 , ••• , Ln be the lines that contain edges of J. These lines 
are finite in number, and each intersects the union of the others in a finite 
number of points. Note that some sets L; n I may not be connected; this 
does not matter. Each line L; decomposes R2 into two closed half-planes 
H;. H;'; and any finite intersection of closed half-planes is closed and 
convex. Therefore U ;= 1L; decomposes R2 into a finite collection of closed 
convex regions R1, R2, ••. , Rm, such that for each j we have Fr R1 c 
U ;= 1L;. N~w R1 n J c F!:_ R1 for ~achj. It follows that for eachj we hav~ 
either R1 n I c J or R1 c I. Thus I is the union of the sets R1 that lie in /, 
and so it is merely a matter of notation to suppose that 

k 

I= U R1. 
j=l 

For eachj ~ k, Fr R1 is the union of a finite number of 1-simplexes. We 
choose the triangulations of the sets Fr R1 to be minimal, in the sense that 
if two edges of R1 have an end-point in common, then they are not 
collinear. For each j, we choose a point w1 of R1 - Fr Ri' and for each 
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Figure 2.4 

1-simplex vv' of Fr Rj we form the 2-simplex wjvv'. (See Figure 2j.) This 
gives a triangulation of Rj. The union of these is a triangulation of I. D 

We recall that an arc A is a 1-cell, that is, the image of a 1-simplex, say, 
[0, I] c R, under a homeomorphism f. Obviously [0, I] is a }-manifold with 
boundary; the entire space [0, I] is a 1-cell neighborhood of each of its 
points. And Int [0, I] and Bd [0, I] are identifiable. Evidently the open 
interval (0, I) lies in Int [0, I]; it is a Euclidean neighborhood of each of its 
points. And {0, I} c Bd [0, I]. The reason is that for each x E R, R- { x} 
is not connected, while if U is a connected open set in [0, 1 ], containing 0, 
then U- {0} is connected. Similarly for 1. Therefore Int [0, I]= (0, 1) and 
Bd [0, I]= {0, 1}. It follows immediately that if A= j([O, I]) is an arc, with 
P = j(O) and Q = j(I), then Bd A= {P, Q} and Int A= A- {P, Q}. P 
and Q are called the end-points of A, and A is called an arc between P and 
Q. 

We recall that a broken line B is a polyhedral arc. 

Theorem 3. No broken line separates R2• That is, if B is a broken line in R2, 

then R2 - B is connected. 

PROOF. Form a strip-neighborhood N of B. As in the proof of Lemma I in 
the proof of Theorem I, each point P of N- B can be joined to either P 1 

or P2 by a path in N- B. (See Figure 2.5.) But if P 1 and P2 are near an 

Figure 2.5 
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end-point, as in the figure, then P1 can be joined to P2 by a path inN- B. 
Therefore N- B is connected. Therefore, as in the proof of Theorem 1, 
R2 - B is connected. D 

Theorem 4._ Let X be a topological space and let U be an open set. Then 
Fr U= U- U. 

PROOF. By definition, Fr U = U n X- U. Therefore Fr U e U. Since U is 
open, we have U n X- U = 0. Since Fr U eX- U, it follows that Fr U 

- - -
e U- U. Next observe that if P E U- U, then P E U and 

P EX- U eX- U. Therefore U- U e Fr U. The theorem follows. 0 

Theorem 5. Let J be a polygon in R2, with interior I and exterior E. Then 
every point of J is a limit point both of I and of E. 

PROOF. Let F = Fr I= j- I. Then F separates R2 : 

R2 - F = I U (R2 - i ), 
and the sets on the right are disjoint, open, and nonempty; R2 - i contains 
E; F e J, and F is closed. If F =I= J, then F lies in a broken line B e J. 
Now 

R2 - B = I U ( R2 - (I U B ) J. 
The sets on the right are disjoint, open, and nonempty; the second set 
contains E. Therefore R2 - B is not connected, which is impossible. D 

Theorem 6. Let J, I, and E be as in Theorem 5. Then 

J = Fr I= Fr E. 
- - -

PROOF. J e I, and J n I= 0. Therefore J e I- I= Fr I. And I- I e J, 
because E is open. Therefore J =FrI. Similarly, J = Fr E. D 

Let M be a set which is the union of three arcs B 1, B2, B3, with the same 
end-points P and Q, but with disjoint interiors. Then Miscalled a 0-graph. 
It is not hard to see that if M is known, then { B 1, B2, B3} and { P, Q} are 
determined. 

Theorem 7. Let M = B 1 U B2 U B3 be a polyhedral 0-graph in R2, with 
Bd B; = {P, Q}. Then 

(I) Every component of R2 - M has a polygon B; U B1 as its frontier, and 
(2) Exactly one of the sets B; lies, except for its end-points, in the interior 

of the polygon formed by the other two. 

PROOF. 

(I) Let U be a component of R2 - M. It is easy to see geometrically that 
if Fr U contains a point of a set Int B;, then Fr U contains all of Int B;, 
and therefore all of B;. Consider a small circular neighborhood of P (or 
Q). Suppose that Fr U ::J B; U Bk, as in Figure 2.6. Then Fr U n Int B1 = 
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Figure 2.6 

,; 8; 
/ 

0, because U and Int B1 lie in different components of R2 - (B; u Bk). 
Since Fr U c M = U ,B,, it follows that Fr U = B; U Bk. 

(2) Since M is bounded, its complement has only one unbounded 
component E. Suppose that Fr E = B 1 U B3• Again consider a small circu­
lar neighborhood N of P (or Q). (See Figure 2.7.) Here En N and 

Figure 2.7 

Int B2 n N are in different components of R2 - (B 1 u B3). Since Int B2 is 
connected, it follows that Int B2 lies in the interior of B 1 u B3• 

Finally, if also Int B 1 lies in the interior of B2 u B3, then Int B2 is 
"accessible from infinity" by broken lines disjoint from B 1 u B3, which is 
impossible, because Int B2 lies in the bounded component of R2 - (B 1 u 
B3). Thus B2 is unique. D 

Theorem 8. Let B 1, B2, B3 be as in Theorem 7, with Int B2 in the interior / 13 

of B 1 U B 3• Then 

(I) The components of / 13 - Int B2 are the interiors / 12 and 123 of B 1 U B2 

and B2 U B3. 
- - -

(2) /13 = /12 u /23• 

(3) / 13 - B2 = (/12 U Int B 1) U (/23 U lnt B3), where the sets on the right 
are connected and separated. 
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PROOF. Let £ 13 be the exterior of B 1 U B3• Then the bounded components 
of R2 - M = R2 - U rBr lie in / 13, and each of them has a polygon in 
U B as its frontier. Again consider a small circular neighborhood of P. r r 
(See Figure 2.8.) The circular sectors A 1 and A 2 lie in different components 

Figure 2.8 

of R2 - U rBr, because they lie in different components of the larger set 
R2 - (B1 U B2). Therefore no bounded component U of R2 - U rBr has 
B1 u B3 as its frontier. Thus the remaining possibilities are Fr U = B1 U B2 

and Fr U = B2 U B 3• These give the bounded components / 12 and / 13, so 
- - -

that (l) holds. We now have / 13 = / 12 u Int B2 U / 23 and / 13 = / 12 u / 23, so 
that (2) holds. From this we easily get (3). (See Theorem l.l5.) D 

The following definitions will be needed in Problem set 2, and also later. 
Let C be a connected set, let D be a subset of C, and let P and Q be 

points of C. If C- D is the union of two separated sets containing P and 
Q respectively, then we say that D separates P from Q in C. If H 1, H 2 are 
disjoint sets in C- D, and C- D is the union of two separated sets 
containing H 1 and H 2 respectively, then D separates H 1 from H 2 in C. 

Let K be a !-dimensional complex (comi.ected or not, finite or not). 
Then both K and /K/ are called linear graphs. A set homeomorphic to such 
a /K/ is called a topological linear graph. 

Let A be an arc, with end-points P and Q, and let M be a set. If 
A n M = P (or = { P, Q }), then we say that A touches Mat P (or at P and 
Q). Let A and B be arcs in R2, and suppose that (I) A n B is a point P 
belonging to lnt A n Int B and (2) there is a neighborhood N of P such 
that N - A is the union of two separated sets H and K, such that P is a 
limit point of each of the sets B n Hand B n K. Then B crosses A at Pin 
N. If such anN exists, then B crosses A at P. (For the present, we shall be 
concerned only with the case in which A and B are polyhedral.) Similarly, 
if each of the sets A and B is either an arc or a 1-sphere, then B crosses A 
at P if there are arcs A 1 c A and B1 c B such that B1 crosses A 1 at P. 
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PROBLEM SET 2 

Prove or disprove: 

1. Every open interval (a, b) c R is homeomorphic toR. (This was stated but not 
verified, in the proof that Int [a, b] =(a, b).) 

2. More generally, for each e > 0, let N (P0, e) be thee-neighborhood of the origin 
P 0 in Rn. Then N ( P 0, e) and Rn are homeomorphic. 

3. Let A and B be broken lines in R2. If B crosses A at P, then B crosses A at Pin 
every sufficiently small neighborhood N' of P. 

4. Let A and B be broken lines in R2. If A crosses B at P, then B crosses A at P. 

5. Let J 1 and J2 be polygons in R2. If J 1 crosses J2 at P, then J2 crosses J 1 at P. 

6. Let J 1 and 12 be as in Problem 5. If J 1 crosses J2 at P, then J 1 crosses J2 at 
some other point Q. 

7. Let A and B be broken lines in R2, with A n B = Int A n Int B = { P }. 
Suppose that there is a connected neighborhood N of P such that N n A 
separates two points of N n B from one another in N. Then B crosses A at P. 

8. The condition "D separates P from Q in C" is preserved by homeomorphisms. 

9. Let J be a !-sphere, and let P, Q, R, S be four (different) points of J. If { P, R} 
separates Q from S in J, then { Q, S} separates P from R in J. 

A topological space [X, l0] is linearly ordered if there is a linear ordering < 
of X such that (9 = (9 ( < ). (See the definitions preceding Problem 1.21.) 

10. Every arc is a linearly ordered space. 

11. No !-sphere is a linearly ordered space. 

12. Let J be a polygon in R2, and let P, Q, R, and S be four points of J, appearing 
in the stated cyclic order on J (by which we mean that { P, R} separates Q 
from Sin J). Let B1 and B2 be disjoint broken lines in R2, such that B1 touches 
J at P and R, and B2 touches J at Q and S. Then Int B1 and Int B2 lie in 
different components of R2 - J. 

13. Let J be a !-sphere, and let P E J. Then J- Pis homeomorphic toR. 

14. Let J 1 and J2 be polygons in R2, such that (I) J 1 crosses J 2 at a point P and (2) 
J 1 n J2 is finite. Then J 1 crosses J2 at some other point Q. 

15. Let M 1 be a space formed as follows. For i = I, 2, 3, P; and Q; are points of 
M 1; these are six (different) points. M 1 is the union of a collection { Bii} of arcs 
(i,j = I, 2, 3) such that for each i,j, Bii is an arc between P; and Q1, and such 
that the sets Int Bii are disjoint. Any set homeomorphic to such an M 1 is called 
a skew graph of type 1. Show that R2 contains no polyhedral skew graph of type 
1. 

16. Let M2 be a space formed as follows. Let P 1, P2, ••• , P5 be five points. For 
each i =F), let Bu be an arc between P1 and IJ. (Here Bu = BJi; we are using 
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unordered pairs of integers.) We choose the sets BiJ so that their interiors are 
disjoint. Let M2 be their union. Any set homeomorphic to such an M 2 is called 
a skew graph of type 2. R2 contains no polyhedral skew graph of type 2. 

17. Let M = /K/ be a connected linear graph. If M contains no polygon, then M is 
a tree. A set homeomorphic to such a /MI is called a topological tne. If 
M = /K/ is a finite tree (that is, if M is compact and K is finite), then there is a 
polyhedron N in R2 such that M and N are homeomorphic. 

18. Let K be a !-dimensional complex, and let v be a vertex of K. If v lies in 
exactly n edges of K, then vis a vertex of order n inK. If /K'I = /K/, and vis a 
vertex of order n in K, then v is a vertex of K', and is of order n in K'. 

19. Let M = /Kd = /K2/ be a finite linear graph. Then K1 and K2 are combinatori­
ally equivalent. 

20. Let M = /K/ be a finite tree. (See Problem 17.) Then at least two vertices of K 
are of order I in K. 

21. Let M = /K/ be a connected finite linear graph, let P and Q be vertices of K, 
and suppose that no point of M separates P from Q in M. Then M contains a 
polygon which contains P and Q. (The converse is trivial.) 

22. Let M 1 = /Kd and M2 = /K2/ be connected finite linear graphs in R2. If M 1 and 
M 2 are homeomorphic, then there is a homeomorphism f: R2-R2 such that 
f(MI)= M2. 

23. The proposition stated in Problem 20 is true for all infinite trees. 

24. The proposition stated in Problem 22 holds for infinite connected linear 
graphs. 

25. The proposition stated in Problem 19 holds for infinite connected linear 
graphs. 

26. Let a 2 be a 2-simplex in R2. Then U = a2 - Fr a 2 is a polyhedron. (Obviously 
any triangulation of U must be infinite, since U is not compact.) 

27. Every open set U in R2 is a polyhedron. 

28. Let M = /K/ be a connected finite linear graph in R2, and let P E R2 - M. 
Then every neighborhood N of M contains a polygon J which separates M 
from Pin R2. 

29. Let M = /K/ be a finite linear graph in R2, and let C1 and C2 be components of 
M. Then every neighborhood of C1 contains a polygon J such that (l) 
J n M = 0 and (2) J separates C1 from C2 in R2. 

30. Let M be a finite linear graph in R2, let P and Q be points of R2 - M, and 
suppose that M separates P from Q in R2. Then some component of M has the 
same property. 

31. Let M, P, and Q be as in Problem 30. Then M contains a polygon J which 
separates P from Q in R2. 
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2 Separation properties of polygons in R2 

32. Let M be a compact set in R2, and let U be an open set containing M. Then 
there is a finite polyhedral 2-manifold N with boundary such that (I) N is a 
neighborhood of M and (2) N c U. 

33. For each M and U as in Problem 32, N can be chosen so that also (3) every 
two different components of R2 - N lie in different components of R2 - M. 
(Thus N "has no more holes in it than M.") 
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3 
The Schonflies theorem 
for polygons in R2 

We now want to show that all polygons are situated in the plane in exactly 
the same way, topologically. That is, if J and J' are polygons in R2, then 
there is a homeomorphism j: R2~R2 such that j(J) = J'. For this, we 
need some preliminary results. 

Theorem 1. Let crn = v0v 1 ••• vn and ,.n = w0w1 ••• wn be simplexes in Rm. 
Then there is a simplicial homeomorphism 

j: (Jn~'Tn, 

j: vi~ wi. 

PROOF. For each v = ~aivi (ai > 0, ~ai = 1), definef(v) = ~aiwi. Thenjis 
bijective, and f and j- 1 are continuous. (For details, see Problems 
0.10-0.17. Since f and j- 1 are linear relative to barycentric coordinates, 
they are linear relative to Cartesian coordinates, and so both are continu­
ous relative to the subspace topology, which we are using, as always.) D 

Theorem 2. In Theorem I, if m = n, then there is a homeomorphism 
g: Rn~Rn such that glcrn is a simplicial homeomorphism crn~rn. 

PROOF. The mapping v ~ v - v0 is a homeomorphism Rn ~ Rn, and maps 
every simplex simplicially onto a simplex. The composition of two such 
mappings has the same properties. Therefore we may assume, with no loss 
of generality, that v0 is the origin in Rn. Similarly for w0. It follows that 
{v 1, v2, ••• , vn} and {w1, w2, ••• , wn} are linearly independent. Now for 
every 
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3 The Schonflies theorem for polygons in R2 

we define 
n 

g(v)= ~ IX;W;. 

i= I 

Now glan is the f of Theorem I. D 

Let I be the interior of the polygon J in R2. By Theorem 2.2, i is a finite 
polyhedron IKI. If a2 E K, and a2 n J consists of one or two edges of a2, 

then a2 is free (in K). Thus, in Figure 3.1, I, 3, 4, and 7 are free, but 2, 5, 
and 6 are not. 

Figure 3.1 

Theorem 3. Let J be a polygon in R2, let I be the interior of J, and let K be a 
triangulation of f. If K has more than one 2-simplex, then K has a free 
2-simplex. 

PROOF. The theorem in this weak form is hard to prove. But we can prove, 
by induction, the stronger assertion that K has at least two free 2-sim­
plexes. If K has exactly two 2-simplexes, then this is clear. We may assume, 
then, that K has more than two 2-simplexes; and we may assume, as an 
induction hypothesis, that our conclusion holds for every complex L which 
is a triangulation of a region of the type i and has fewer 2-simplexes than 
K. There are at least two 2-simplexes a, T of K which have an edge in 
Fr IKI. If both of them are free, then there is nothing to prove. Suppose, 
then, that 

and a is not free. Then neither v0v2 nor v 1v2 lies in Fr IKI, and the picture 
must look like Figure 3.2. The points v0 and v2 decompose the polygon 

Figure 3.2 
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J = Fr /K/ into two broken lines C1 and C2; and /Ki = i 1 U i2, where / 1 

and / 2 are the interiors of C1 U v 0v 2 and C2 u v 0v 2 respectively. Let L 1 be 
the complex consisting of the simplexes of K that lie in i 1, together with 
v 0v 1v 2 and its faces. Let L2 be the set of all simplexes of K that lie in i 2• By 
the induction hypothesis, each of the complexes L; has two free 2-sim­
plexes. Therefore each of them has a free 2-simplex a;, different from 
v 0v 1v 2. It follows that each a; is free not only in L; but also inK, which was 
to be proved. D 

Theorem 4. Let J be a polygon in R2. Then there is a homeomorphism 
h: R2~R2, such that h(J) is the frontier of a 2-simp/ex. 

PROOF. Let I be the interior of J, and let K be a triangulation of i. Any 
free 2-simplex of K can be removed by a homeomorphism h: R2~R2. 

CASE 1. Suppose that VoVIV2 is free, with VoVIV2 n Fr /K/ = VoVz. We take 
v 3, v 4, and v 5 as in the figure, so that they and v1 are collinear, with v 3 and 
v4 "very close" to v1 and v5 respectively, so that the entire figure intersects 
Fr /K/ only in v0v2• We then define has the identity in the complement of 
Figure 3.3, so that v 0, v 2, v3, and v 4 are left fixed. Now define h( v 5) = vp 

VJ 
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and extend h simplicially (Theorem I) to each of the simplexes v 0v 4v 5, 

v 2v 4v 5, v 0v 5v 3, and v 2v 5v 3. The effect of h is to reduce by 1 the number of 
2-simplexes of K. 

CASE 2. Suppose that VoVIV2 is free in K, with VoVIV2 n Fr /K/ = VoVI u 
v 1v2• Use the inverse of the mapping h that we defined in Case 1. 

By induction, the theorem follows. D 

Theorem 5. Let J and J' be polygons in R2. Then there is a homeomorphism 
h: R2~R2, J~J'. 
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PROOF. By Theorem 4 there are homeomorphisms 

f 1: R2~R2, J~Fr cr2, 

f 2: R2~R2, J' ~Fr T2. 

By Theorem 2 there is a homeomorphism 

Theorem 6. Every polygon in R2 is the frontier of a 2-ce/1 in R2. 

PROOF. By Theorem 4. 

D 

D 

Theorem 7. Let J be a polygon in R2, with interior I, and let U be an open set 
containing i. Then there is a homeomorphism h: R2~R2, such that (1) 
h(J) is the frontier of a 2-simplex and (2) hi(R2 - U) is the identity. 

PROOF. In the proof of Theorem 4, we choose our homeomorphisms so 
that each of them satisfies (2). D 

PROBLEM SET 3 

Prove or disprove: 

1. Let o2 be a 2-simplex in R2, and let J = Fr o2• Let f be a homeomorphism 
J -1. Then f can be extended to give a homeomorphism f': o2 - o2• 

2. Let o2 and J be as in Problem I. Then there is a homeomorphism g: 8 2-o2. 

(For the definition of 8 2, see the beginning of Section 2.) 

3. In Problem I. f can be extended to give a homeomorphism f": R 2 - R 2• 

4. Let o2 be a 2-simplex in R2, let J = Fr o2, let f be a homeomorphism of o2 onto 
a 2-cell C 2, and let J' = f(J). Let g be a homeomorphism J' -1'. Then g can 
be extended to give a homeomorphism g': c 2 - C 2. 

5. Let J be a polygon in R2. Then every homeomorphism f: J -1 can be 
extended to give a homeomorphism f': R2 - R2. 

6. Let J be a !-sphere (not necessarily a polygon) in R2, let U be a component of 
R2 - J, and let F = Fr U. (It is a fact that F must be all of J, but we have not 
yet proved this.) Let v E F. Suppose that there is a !-simplex vw such that 
vw - { v} c U. Then we say that v is linearly accessible from U. Some point of F 
is linearly accessible from U. 

7. Let U and F be as in Problem 6. Then the set of all points of F that are linearly 
accessible from U is dense in F. (For the definition of is dense in, see Section 0, 
just after Theorem 0.3.) 

8. Let U and F be as in Problem 6. Then every point of F is linearly accessible 
from U. 
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9. Let J be a polygon in R2, let I be its interior, and let U be an open set 
containing f. Then there is a homeomorphism f: R2-R2, i-a2, such that 
f/(R2 - U) is the identity. 

10. Let J 1 and J2 be disjoint polygons in R2. Then R2 - (J 1 U J 2) has exactly three 
components. 

11. Let J 1 and J2 be polygons in R2, with interiors I 1 and I 2 ; and suppose that 
i2 c I 1• Then i 1 - I 2 is homeomorphic to a closed plane region bounded by 
two concentric circles. 

12. Let 1; and I; (i = 1, 2) be as in Problem 11, and let f be a homeomorphism 
J2-J2• Thenfcan be extended to give a homeomorphism!': i 1 - I 2-i1 - 12• 

Let J = IKI be a polygon in R2. Let B1 be a broken line in J, and let 
B2 = Cl (J- B1). L~t I be the interior of J. Suppose that for every 
neighborhood U of I - Bd B 1 there is a homeomorphism 

f: R2~R2, B~~B2 

such thatfi(R2 - U) is the identity. Then J has the push property at B 1• If J 
has the push property at every broken line B 1 c J, then J has the push 
property. If J has the push property at every broken line B 1 which forms a 
subcomplex of K, then K has the push property. 

13. Let a2 be a 2-simplex in R2, and let K be the set of all edges and vertices of a2• 

Then K has the push property. 

14. Let J = /K/ as in Problem 13. Then there is a !-simplex vw such that (I) v and 
w are vertices of K and (2) vw n J = { v, w }. 

15. Let J = /K/ as in Problems 13 and 14. Then K has the push property. 

16. Use the results of Problems 13-15 to get a new proof of Theorem 4. 

17. Every polygon in R2 has the push property. 

18. Theorem 2 can be generalized, so as to apply to the case an, -rn c Rm (m ;;. n). 
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The Jordan curve theorem 4 

The purpose of this section is to prove the following. 

Theorem (The Jordan curve theorem). Let J be a topological 1-sphere in 
R2. Then R2 - J is the union of two disjoint connected sets I and E, such 
that J = Fr I = Fr E. 

Theorem 1. Let U be an open set in Rn, and let P, Q E U. If P and Q are in 
different components of U, then U is the union of two disjoint open sets 
containing P and Q respectively. 

PROOF. Every component of U is open, because every set N (P, e) is 
connected. Therefore every union of components of U is open. Let Cp be 
the component of U that contains P. Then U = CpU ( U- Cp), where 
U- Cp is open and contains Q. D 

Theorem 2. Let I be the interior of a polygon in R2, and let P, Q, R, and S 
be points of Fr I, appearing in the stated cyclic order on Fr I. Let A be an 
arc from P to R, lying in i, such that A n Fr I= { P, R }. Then I- A is 
the union of two disjoint open sets U Q• U5 , containing Q and S in their 
frontiers. 

(Note that by Theorem 3.5 there is no loss of generality in supposing 
that i is a rectangular region. Similarly, by the result of Problem 3.5, we 
can put P, Q, R, and S into the positions shown in Figure 4.1.) 

PROOF. Let Q' and S' be points of I, near Q and S, as in the figure. If Q' 
and S' are in the same component of I- A, then there is a broken line 
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p 

Q 

.... ______ _ 
S' 

s 
Figure 4.1 

R 

from Q' to S' in I- A. Therefore there is a broken line B, from Q to S, 
lying in i- A and intersecting Fr I only at Q and S. 

But P and R lie in the same component of i- B, because A c i- B 
and A is connected. This contradicts Theorem 2.8. 0 

Theorem 3. Let J be a topological !-sphere in R2. Then R2 - J is not 
connected. 

PROOF. Let i be a polyhedral 2-cell containing J, such that J n Fr I 
contains exactly two points P and R. (Fill in the details for the construc­
tion of such ani.) Then J is the union of two arcs A 1 and A 2, from P toR. 
Take a broken line B, from S to Q, in i, and intersecting Fr I only at S 
and Q. Let T be the first point of B (in the order from S to Q) which lies 
in J; let A 1 be the arc from P to R in J that contains T; and let A 2 be the 
other arc from P to R in J. Let X be the last point of B that lies in A 1• (See 
Figure 4.2.) 

Q 

s 
Figure 4.2 

Lemma 1. A 2 contains a point of B, following X in the order from S to Q on 
B. 
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4 The Jordan curve theorem 

PROOF. Suppose not. Let B1 be the arc ST in B; let B2 be the arc TX in A 1; 

and let B3 be the arc XQ in B. Then B1 U B2 U B3 is an arc SQ, in i- A 2• 

Therefor·~ S and Q lie in the frontier of the same component of I- A 2 ; 

and this contradicts the preceding theorem. 
Now let Y be the first point of B that lies in A 2 and follows X in B (in 

the order from S to Q). Let Z be any point between X and Yin B. 

Lemma 2. Z lies in a bounded component of R2 - J. 

PROOF. Suppose not. Then there is a broken line B 1, from Z to a point W 
of Fr I, with B1 c R2 - J. We may suppose that B1 n Fr I= W, since 
otherwise a shorter broken line would have the same properties. Consider 
first the case in which W and S lie in the same component of Fr I­
{ P, R }. (See Figure 4.3.) 

Q 

s 
Figure 4.3 

B contains an arc B2, from Z to Q, not intersecting A 1• It follows that W 
and Q are in the frontier of the same component of I - A" and this 
contradicts the preceding theorem. 

Suppose, second, that W and Q lie in the same component of Fr I -
{ P, R }. (See Figure 4.4.) As before, let T be the lowest point of B = SQ 

Q 

s 
Figure 4.4 
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that lies on A 1• Form the union of the arcs B1, ZX c QS, XT cA 1, and 
TS c SQ. It follows that W and S lie in the frontier of the same 
component of I- A2, and this contradicts the preceding theorem, as 
before. 

Evidently Lemma 2 proves Theorem 3. D 

Theorem 4. Let I, P, Q, R, an~ S be as in the preceding theorems, and let A 1 

and A2 be disjoint arcs in I, such that A 1 n Fr I= { P} and A 2 n Fr I= 
{ R }. Then S and Q are in the frontier of the same component of 
I- (A 1 U A2). 

p 

Q 

s 
Figure 4.5 

PROOF. In Figure 4.5, we have shown i as a rectangular region, with P and 
R as the midpoints of a pair of opposite sides. See Theorem 3.5 and 
Problem 3.5. 

By a brick-decomposition of the plane we mean a collection G = { g;} of 
polyhedral disks ( = 2-cells) such that (1) U;: 1 g; = R2, (2) if two sets g; 
and ~ intersect, then their intersection is a broken line lying in the frontier 
of each of them, and (3) every point has a neighborhood which intersects 
at most three of the sets g;. One way to get such a collection is to cut up 
the plane by horizontal lines and vertical segments so as to get a sort of 
"infinite brick wall," as shown in Figure 4.6. 

T-- --,,.--""T"'--.-----,---r----.---~­
.1_ _J._ 

T~~~~~--~-r~--~~~--~,_~-~-

.1_ _J._ 

~-r-~--.-~~~~~-~~~~-L-.-

--~-~--~-~--~-~----l.-
Figure 4.6 

In general, given a set Min a metric space [X, d], the diameter 8M of M 
is the least upper bound of the numbers d(P, Q) (P, Q EM). (Thus 8M 
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may be oo .) If G is a collection of subsets of X, then the mesh of G is the 
least upper bound of the numbers ()g (g E G). 

Evidently we can construct a brick-decomposition G of R2 with mesh as 
small as we please. In any case, the union of any subcollection of G is a 
2-manifold with boundary. In the present case, we use bricks which are 
rectangular regions, with sides parallel to the edges of Fr I, such that I is 
the union of a subcollection of them. And we use bricks of sufficiently 
small diameter so that no one of them intersects both A 1 and A 2• (See 
Problem 1.12.) 

Let N be the union of all bricks in the decomposition that intersect A 1• 

Then N is a 2-manifold with boundary, and so also is the set 
-

N'=Nni. 

Let J be the component of Fr N' that contains P. Then J is a 1-sphere. 
Let B1 be the component of J n Fr I that contains P. Then B1 is a broken 
line between two points T and U, where T, U E Fr I, T lies below P and 
R, and U lies above P and R. Let B2 be the other broken line between T 
and U in J. Let V be the last point of B2 (in the order from T) that lies in 
Fr I and lies below P and R; and let W be the first point of B2 that follows 
V and lies in FrI. Then W lies above P and R in FrI. 

u._ .......... ~T-....._-. 
v = ~ ;::::::::::t::::.....___J 

Q 

s 
Figure 4.7 

R 

Let B be the broken line between V and W in B2• Then B n Fr I = 

{ V, W}. Thus V and W lie in the boundary of the same component of 
I- (A 1 U A 2). Therefore Q and Shave the same property. D 

Theorem 5. No arc separates R2. 

PROOF. Let A be an arc in R2. Since A is bounded, R2 - A has exactly one 
unbounded component. Thus we need to show that R2 - A has no 
bounded component. 

If U is a bounded component of R2 - A, then Fr U c A, and Fr U is 
closed. On an interval [a, b], every closed set M lies on a minimal interval 
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[a', b'], with a', b' EM. (The reason is that the least upper bound and the 
greatest lower bound of M must belong to M; these are b' and a'.) It 
follows that every homeomorphic image of [a, b] has the same property; A 
has a subarc A' which contains Fr U and has its end-points in Fr U. We 
may therefore assume, with no loss of generality, that the end-points T, T' 
of A lie in Fr U. 

We now enclose A, as usual, in a 2-celll, such that A intersects Fr I in 
exactly two points P, R. As in Figure 4.8, these may not be the end-points 

Q 

R 

s 
Figure 4.8 

T, T' of A. By the preceding theorem, there is a broken line B, from S to 
Q, such that B n Fr I= { Q, S }, Int B c I, B n A 1 = 0, and B n A 3 = 0. 

Let V be the first point of B (in the order from S) that lies in A 2; let W 
be the last point of B that lies in A 2; let B 1 be the arc from S to V in B; let 
B2 be the arc from V to Win A 2; let B3 be the arc from W to Q in B; and 
let B' = B 1 U B2 U B3• By Theorem 2, P and R lie in the boundaries of 
different components of I- B'. Therefore T and T' lie in different 
components of I- B'. But this is impossible, because U is connected, 
U n B' = 0, and T and T' are limit points of U. This contradiction 
completes the proof of the theorem. 0 

Theorem 6. Let J be a !-sphere in R2, and let U be a component of R2 - J. 
Then J = Fr U. 

PROOF. Obviously Fr U c J. If Fr U is not all of J, then Fr U lies in an arc 
A in J. Since R2 - J has another component V, it follows that A separates 
R2, which contradicts Theorem 5. 0 

Thus, to complete the proof of the Jordan curve theorem, it will be 
sufficient to prove the following. 

Theorem 7. Let J be a 1-sphere in R2. Then R2 - J has only one bounded 
component. 
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4 The Jordan curve theorem 

PROOF. Let X, Y, and Z be as in Figure 4.2. Here, as usual, J =A 1 U A 2; T 
is the first point of B (in the order from S) that lies in J, T E A 1; X is the 
last point of B in A 1; Y is the first point after X in B that lies in A 2; Z is 
between X and Yin B; and W is the last point of B that lies in A 2• (See 
Figure 4.9.) 

Q 

s 
Figure .4.9 

We know that Z lies in a bounded component of R2 - J. We need to 
show that R2 - J has no other bounded component. 

Let B1 be the arc from S to Tin B; let B2 be the arc from T to X in A 1 

(if T and X are really different; if not, let B2 = T = X); let B3 be the arc 
from X to Yin B; let B4 be the arc from Y to Win A 2 (if Y =!= W); and let 
B5 be the arc from W to Q in B. Let B' = U ~= 1Bi. Then P and Rare limit 
points of different components of I- B'. Therefore, if U is a bounded 
component of R 2 - J, different from the component which contains Z, it 
follows that U n B' = 0, so that Fr U cannot contain both P and R. 
Therefore Fr U lies in an arc in J; and this is impossible, by Theorem 5. 0 

The theory developed in this section gives us information on triangu­
lated 2-manifolds. 

Theorem 8. Let K be a complex, such that M = IKI is a 2-manifold. Then K 
is a combinatorial 2-manifold. That is, every subcomplex St v is a combi­
natorial 2-cel/. 

PROOF as follows. 

Lemma 1. Every vertex of K lies in an edge of K. 

PROOF. Because R2 has no isolated points. 

Lemma 2. Every edge v0v 1 of K lies in at least one 2-simplex of K. 

0 
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PROOF. Let v be an interior point of v0v 1, and suppose that v0v 1 lies in no 
2-simplex of K. Then v has a neighborhood U in IKI, lying in Int v0v 1 and 
homeomorphic to the plane. This is impossible, because no point separates 
the plane. 0 

Lemma 3. Every edge of K lies in at least two 2-simplexes of K. 

PROOF. Suppose that e lies in only one a2 E K; and let v and U be as in the 
proof of Lemma 2. Then a2 contains a semicircle which lies in U and 
separates U, and this is impossible, because no arc separates R2. 0 

Lemma 4. Every edge of K lies in at most two 2-simplexes of K. 

PROOF. Suppose that e is the intersection of three distinct simplexes, 
e = a~ n ai n ai, and let v be an interior point of e. Let U be a neighbor­
hood of v in K, homeomorphic to R2, and let e > 0 be sufficiently small so 
that N(v, e) n IKI cU. Let C1 and C2 be semicircles in a~ and ai, with v 
as center, and the same radius, sufficiently small so as to lie in N ( v, e). 
Then J = C1 u C2 is a 1-sphere in U, not separating U; and this con­
tradicts the Jordan curve theorem. 0 

We recall, from Section 0, that the link L(v) is the set of all simplexes of 
St v that do not contain v. 

Lemma 5. Each set jL(v)l is connected. 

PROOF. If not, v separates jSt vi; and this is impossible, because no point 
separates any open set in R2. 0 

From Lemma l it follows that no set IL(v)l is empty. By Lemmas 2, 3, 
and 4, every component of jL(v)l is a polygon; and by Lemma 5 it then 
follows that jL(v)l is a polygon. Now take any a2, and subdivide the edges 
so as to get a 1-dimensional complex with the same number of edges as 
L(v). Form a subdivision of a2, using the vertices of the subdivision of 
Fr a2, and using one new vertex which lies in no edge of a2. There is now a 
simplicial homeomorphism between the complexes shown in Figures 4.1 O(a) 
and 4.1 0( b). 

(a) (b) 

Figure 4.10 
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4 The Jordan curve theorem 

Theorem 9. Let K be a complex, such that M = IKI is a 2-manifold with 
boundary. Then K is a combinatoria/2-manifold with boundary, and Bd M 
is the union of the edges of K that lie in only one 2-simplex of K. 

PROOF. Let e be an edge of K. As in the proof of the preceding theorem, 
we show that the number of 2-simplexes of K that contain e is either 1 or 2. 
It follows that every component of every set IL(v)l is either a broken line 
or a 1-sphere. As before, IL(v)l is connected, because v does not separate 
1St vi. Therefore IL(v)l is a broken line or a 1-sphere, and St v is a 
combinatorial 2-cell, by much the same proof as before. 0 

Let aK be the set of all edges of K that lie in only one 2-simplex of K. 
Thus Theorem 9 asserts that BdiKI = 1aK1. 

Theorem 10. Let M be a 2-manifold with boundary, lying in R2. If M is 
closed, then Bd M = Fr M. (In the case M = IKI, it then follows that 
Fr M= laKI.) 

PROOF. 
(1) Since Fr M is closed, every point of M- Fr M has a locally 

Euclidean open neighborhood in M. Thus M- Fr M c Int M = M­
Bd M, and Bd M c Fr M. 

(2) Since M is closed, Fr M c M. If P E Fr M, then P does not have a 
locally Euclidean open neighborhood in M, since this would contradict 
Invariance of domain (Theorem 0.4). Therefore Fr M c Bd M, and the 
theorem follows. 0 

PROBLEM SET 4 

Prove or disprove: 

1. Let D be a disk, let J = Bd D, and let P, Q, R, and S be points of J, appearing 
in the stated cyclic order on J. Let M and N be disjoint compact subsets of D, 
such that MnJ={P} and NnJ={R}. Then Q and S lie in the same 
component of D - (M u N). 

Let A and B be sets in a topological space, with B c A. A retraction of A 
onto B is a mapping r: A~ B, such that riB is the identity. If such an r 
exists, then B is a retract of A. 

2. Let D be a 2-cell. Then Bd D is not a retract o(D. 

3. Let M = IKI be a tree. (See Problems 2.17-2.18.) For each vertex v of K, the 
number of components of M - v is the order of v in K. (Thus M - v is 
connected if and only if v is of order 1.) 

4. Let M = IKI, as in Problem 3. If v EM, and vis not a vertex of K, then M- v 
has exactly two components. 
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5. Let M = IKI, as in Problems 3 and 4, and suppose that M is compact. (It 
follows that K is finite; see Problem 0.34.) Let N be a compact subset of M. 
Then there is a subset M' of M such that (I) M' is a tree, (2) N c M', and (3) 
no proper subset of M' has properties (I) and (2). 

6. Let M be a topological tree in R2. Then R2 - M is connected. 

7. Let D be a polyhedral disk in R2, let P, Q E Bd D, and let B1 and B2 be 
broken lines PQ such that Bd D = B1 U B2• Let M be a set which is the union 
of a finite collection of disjoint broken lines, each of which joins two points of 
Int B1 or two points of Int B2• Then P and Q lie in the same component of 
D-M. 

8. Let D, P, Q, B1, and B2 be as in Problem 7. Let M 1 and M2 be disjoint 
compact subsets of D, such that M; n Bd D c Int B; (i = I, 2). Then P and Q 
lie in the same component of D- (M1 u M 2). 

9-12. Decide whether or not the theorems stated in Problems 2.7, 2.12, 2.15, and 
2.16 are true in the topological case (that is, when the sets mentioned are not 
required to be polyhedral). 

13. Let B2 be the unit ball in R2, and let S 1 = Bd B2 be the unit circle. Every 
mappingf: S 1 ~Rn can be extended to give a mappingf': B2 ~Rn. 

14. Let M 1 and M2 be disjoint compact sets in Rn, and let P, Q ERn- (M1 U M2). 

If P and Q lie in the same component of Rn- M; (i = I, 2), then P and Q lie in 
the same component of Rn- (M1 U M0. 

15. Let D1 and D2 be disks such that D 1 n D2 is an arc A lying in Bd D 1 n Bd D2 • 

Then D 1 U D 2 is a disk. 

16. Let D1, D2, and A be as in Problem 15. Then there is a homeomorphism 
h: D 1 U D2-D2, such that hi(Bd D2 - A) is the identity. 

17. Let M 1, M 2 , ••• be a nested sequence of compact sets in Rn, and let P, Q ERn 
- M I· If each M; separates p from Q in Rn, then the set M co = n ;: I M; has 
the same property. 

18. Let M be a compact set in Rn, let P, Q ERn- M, and suppose that M 
separates P from Q in Rn. Then there is a compact subset N of M such that (I) 
N separates P from Q in Rn and (2) no compact proper subset N' of N 
separates P from Q in Rn. 

19. Let M, P, and Q be as in Problem 18. Then M contains a compact connected 
set which separates P from Q in Rn. 

20. Letf be a mapping B2~B2. Thenf(P) = P for some P. 

In Problems 21-27 below, K is a triangulated 3-manifold. In these prob­
lems, regard the following as known. (They are true, but their proofs would 
take us very far afield indeed.) 

Theorem A. No l-ee!!, 2-cell, or !-sphere separates R3. 
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4 The Jordan curve theorem 

Theorem B. Every 2-sphere (polyhedral or not) separates R3. 

21. Every vertex of K lies in an edge of K. 

22. Every edge of K lies in a 2-simplex of K. 

23. Every 2-simplex of K lies in at least one 3-simplex of K. 

24. Every 2-simplex of K lies in at least two 3-simplexes of K. 

25. Every 2-simplex of K lies in at most two 3-simplexes of K. 

26. Every component of every set I L( v )I is a 2-manifold. 

27. Every complex L(v) (and hence every set IL(v)i) is connected. 

28. Let K be a complex in which every set IL(v)l is a connected 2-manifold. Then 
each set IL(v)l is a 2-sphere, and K is a triangulated 3-manifold. 
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5 
Piecewise linear homeomorphisms 

Let K and L be complexes. We recall, from Section 0, that a homeomor­
phism 

j: IKI~ILI 

is piecewise linear (relative to K and L) if there is a subdivision K 1 of K 
such that for each a E K 1, fia maps a linearly into a simplex of L. "PL" 
stands for piecewise linear, and "PLH" stands for PL homeomorphism, or 
PL homeomorphic. If K 1 is a subdivision of K, then we write K 1 < K. 

Theorem 1. Given K 1 < K. Then (1) f is PL relative to K and L if and only if 
(2) f is PL relative to K1 and L. 

PROOF. The implication (2)~(1) is trivial, since any subdivision of K 1 is a 
subdivision of K. It remains to show that (1)~(2). 

Given K2 < K, such that for each a E K2,fia is linear. Let K 12 be a 
common subdivision of K 1 and K2• Then for each a E K 12,Jia is linear. D 

Theorem 2. Let L 1 be a subdivision of L. A homeomorphism j: IKI~ILI is 
PL relative to K and L if and only iff is PL relative to K and L 1• 

PROOF. Here "if" is trivial. To prove "only if," let K 1 be such that K 1 < K, 
and such that for each a E K 1, fia maps a linearly into a simplex of L. Let 
f(K1) be the set of all imagesj(a) (a E K 1). Thenj(K1) is a subdivision of 
L. Let L2 be a common subdivision of f(K1) and L 1, and let K2 = f- \L~; 
that is, 

K2 = {f- 1 (T)IT E L2}· 

Then K2 < K, and for each a E K2,Jia maps a linearly into a simplex of 
L 1, which was to be proved. D 
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5 Piecewise linear homeomorphisms 

We have shown (Theorem 2.2) that if J is a polygon in R2, with interior 
I, then i is a finite polyhedron, = IKI for some finite complex K. Later we 
showed (Theorem 3.4) that for each such i = IKI there is a homeomor­
phism f: R2 ~ R2, I~ a2, where a2 is a 2-simplex. In the proof we used the 
fact (Theorem 3.3) that K always has a free 2-simplex. We showed that a 
free 2-simplex r 2 could always be deleted from K by a homeomorphism 
R2~R2. The homeomorphism that we used was PL, relative to a triangula­
tion L 1 of R2• In Figure 5.1, r 2 = v0v1v2, v0, v2, v3, and v4 are vertices of L; 

VJ 

Figure 5.1 

and v1, v5, and v6 are vertices in a subdivision. We have v 1 ~v5, 

v5 ~ v6 , and all other vertices are left fixed. Evidently the figure forms a 
subcomplex of a triangulation of R2• So also does K. By repeated applica­
tions of the preceding two theorems, the homeomorphism that deletes a2 

from K is PL relative to the triangulation of R2 in which K forms a 
subcomplex. And the same holds when the operation f is iterated. Thus we 
have: 

Theorem 3. Let J be a polygon in R2, let I be its interior, and let K be a 
subcomplex of a triangulation of R2 such that IKI =I. Then there is a 
PLH 

Thus K is a combinatorial 2-ce/1. 

Theorem 4. Let K1 and K2 be combinatorial 2-ce//s and let f be a PLH 
Bd JK1 I~Bd IK2 j. Thenf has a PLH extension!': 1Kd~IK2 J. 
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PROOF. Fori= l, 2, let g; be a PLH a2 ~IKJ 

<12 

~~ 
IKII IK21 

Then g2-1g1 is a PLH Bd a2~Bd a2• This has a PLH extension g': a2~a2. 
Letj' = g2 g'g1- 1• Thenf' is a PLH 1Kd~IK2 1, and 

f'IBd Ki = g2g2-1gl gi-l = f, 
which is what we wanted. D 

We know (Theorem 4.8) that every triangulated 2-manifold is a combi­
natorial 2-manifold. Obviously, in such a space, a polygon need not be the 
boundary of a 2-cell. But all "small" polygons have the property, in the 
following sense. 

Theorem 5. Let K be a complex, such that M 2 = IKI is a 2-manifold with 
boundary. Let J be a polygon in IKI, that is, a 1-sphere which forms a 
subcomplex of a subdivision. If J lies in a set 1St vi, then J is the boundary 
of a combinatorial 2-cell in K. 

PROOF. Letfbe a PLH: 1St vi~R2. Thenf(J) is a polygon in R2, and the 
interior of f(J) in R2 lies in f(ISt vi). Let I be the interior. Then i forms a 
combinatorial 2-cell in R2• Therefore f- 1(i) forms a combinatorial 2-cell 
iniKI. D 

Theorem 6. Let C1 and C2 be 2-cells, and let f be a homeomorphism 
Bd C1 ~Bd C2 • Then f has a homeomorphic extension f': C1 ~ C2 • 

PROOF. For i = 1, 2, let g; be a homeomorphism a2~ C;. Now proceed 
exactly as in the proof of Theorem 4. D 

PROBLEM SET 5 

Throughout the following problems, an is an n-simplex in Rm. We recall 
that the diameter c5A of a set A is the least upper bound of the distances 
d(P, Q) (P, Q E A), and the mesh II G II of a collection G of sets is the least 
upper bound of the numbers c5g ( g E G). The reader may prefer to 
consider only the case n ,;;;; 3. 

Prove or disprove: 

1. 8an is the length of the longest edge of on. 

Let A be a subset of Rm, and let v E Rm. Thejoin J(A, v) of A and vis the 
union of all segments vP (PEA). MoFe generally, if A, B c Rm, then 
J (A, B) is the union of all segments PQ (P E A, Q E B). 
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3. We recall that aan is the set of all i-faces of an for which i < n. For each 
v E an -laanl, we have an= J(laanl, v). 

4. Given a3 = v0v 1v2v3, we have a3 = J (v0v 1, v2v3). 

The barycenter v of an is the point of (Jn all of whose barycentric 
coordinates are equal ( = I/ ( n + I)). The (first) barycentric subdivision bK 
of a complex K is defined inductively, as follows. (I) bK0 = K 0• (2) Given 
bK;, bKi+ 1 is the union of bK; and the set of all joins V(J;, where v is the 
barycenter of a simplex (Ji+l of K and (J; E bK;, (J; c (Ji+t. In a Euclidean 
complex, the dimensions of the simplexes always form a bounded set, and 
so this process terminates, giving bK. 

5. For each K, bK is a complex. 

6. bK is a subdivision of K. 

7. llbanll< !llanll, for each an. 

8. Let K be a finite complex, let j: I Kl ~ Rm be a mapping, and let e be a positive 
number. Then there is a subdivision K' of K, and a mappingj': IKI~Rm, such 
that (1) for each <1 E K', f'la is linear and (2) for each P E IKI, d(j(P),j'(P)) 
< e. (Under these conditions, we say that f' is an e-approximation of f.) 

9. In Problem 8, what happens if K is not required to be finite? 

10. Under the conditions of Problem 8, let L be a subcomplex of K, and suppose 
that each mappingfla (a E L) is linear. Then K' andj' can be chosen so that 
f'IILI =!I ILl. 

11. Letjbe a mapping 1aan1~1aan1. Thenjhas an extensionj': <1n~<1n. 

12. In Problem 11, iff is a PLH, then f' can be chosen so as to be a PLH. 

13. In the proof of Theorem 5.3, we discussed one of the two cases in the proof of 
Theorem 3.4. Verify that the homeomorphism used to delete r 2 from K is also 
PL in Case 2. 
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6 PL approximations 
of homeomorphisms 

Let [X, d] and [ Y, d'] be metric spaces, and let f: X~ Y and g: X~ Y be 
mappings. Let e be a positive number. If for each P EX, d'(j(P), g(P)) < 
e, then g is an e-approximation of f. 

For noncompact spaces, we need the following more refined idea. Let cp 
be a function (not necessarily continuous) X ~R+. Suppose that </> is 
bounded away from 0 on every compact set, i.e., for every compact set M 
there is an eM > 0 such that cp(P) ;;;. eM for each P EM. Then cp is called 
strongly positive, and we write 

cp»O on X. 

(Note that every pos1t1ve mapping is automatically a strongly positive 
function. We use the former because they serve the same purpose and are 
easier to construct.) Let cp be » 0 on X, and let f and g be mappings 
X~ Y. Suppose that for each P EX, d'(f(P), g(P)) < cp(P). Then g is a 
cp-approximation of f. 

Theorem 1. Let vv' be a I-simplex, let h be a homeomorphism vv' ~A c R2, 

with v ~ P, v' ~ Q, and let e be a positive number. Then there is a broken 
line B, from P to Q, lying in N(A, e). 

PROOF. We recall that N(A, e)= {Qid(P, Q) < e for some PEA}. Obvi­
ously N (A, e) is open, and it is easy to show that N (A, e) is connected. 
(Theorems 1.3 and 1.7, and Problem 1.26.) Therefore N(A, e) is broken­
line-wise connected. (Theorem 1.13.) D 

Theorem 2. Let K 1 be a }-dimensional complex, not necessarily finite, let h 
be a homeomorphism I K 11 ~ R2, and let cp be » 0 on K 1• Then there is a 

46 



6 PL approximations of homeomorphisms 

PLHf: JK 1 J~R2, such that (I) f is a </>-approximation of hand (2) for 
each vertex v of K 1, h(v) = f(v). 

PROOF. For each edge e of K 1, let ee be the greatest lower bound inf (cpJe) 
of <PJe. Then ee > 0 for each e. For each e E K 1, hJe is uniformly continu­
ous. It follows that there is a subdivision L of K 1, sufficiently fine so that 
for each edge v;v1 of L, 

ee 
~h(v;vJ < 3, 

where e is the edge of K 1 that contains V;Vp Let the vertices of L be 
Vo, VI, ..• ; 

for each i, let 

W; = h(v;); 

and for each i,j, let 

Thus we have 

so that 
(I) For each P, Q E N(Au, eu), d(P, Q) < 3eu = ee. 
For each i, let 

where the numbers e; are positive and sufficiently small so that 
(2) The sets N; are disjoint, 
(3) eL < eu whenever v;v1 E L, and 
(4) N; intersects A1k only if i = j or i = k. 
Now each set Au= h(v;v) is a topological arc from w; to wJ" Let xu be 

the last point of Au (in the order from w;) that lies in C;. Let xij be the first 
point of Au that follows xu and lies in CJ. Let Aij be the arc from xu to xij in 
Au· Then different arcs Aij are disjoint. (See Figure 6.1.) By the preceding 
theorem, every neighborhood of Aij contains a broken line Bu from xu to 
xij. If these neighborhoods of the. sets Aij are sufficiently small, then 
different sets Bu will be disjoint, and we will have 

In the formulas in Figures 6.1 and 6.2, the notation A = vw means 
merely that A is an arc with end points v and w. Only in two cases does the 
notation indicate a simplex with vertices v and w. 

We are now almost done. Let Yu be the last point of Bu (in the order 
from xu) that lies in C;, and let Yij be the first point of Bu that follows Yu 
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Wk.----------------

Figure 6.1 

Wk.----------------

B;j = X;('IC;j 

Bjj = Bji U W;Y;i U wiyji 

Figure 6.2 

and lies in c;. Let Bij be the broken line from yiJ to yij in BiJ. Let 

Bij' = BiJ U W;YiJ U w1yij. 

Then Bij' is a broken line from w; to w1 ; different sets Bij' intersect only at 
the end-points where they must intersect; and 

We now define 

f: IK'I~R2 

by defining each mapping !I v; v1 as a PLH V; v1 ~ B:;, v; ~ W;, v1 ~ w1. Then 
f is a PLH. To show that f is a !/>-approximation of h, we note that if 
P E v;v1 E L, where v;v1 c e E K 1, then h(P) and f(P) both lie in 
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N (Aii, eii). By (1) it follows that 

d(h(P),f(P)) < ee < cp(P), 

which was to be proved. D 

Theorem 3. Let K be a combinatorial 2-manifold with boundary (not neces­
sarily finite), let h be a homeomorphism IKI~M cR2, and let cp be a 
strongly positive function IKI~R. Then there is a PLHf: IKI~R2 such 
that f is a cp-approximation of h. 

PROOF. If Lis a subdivision of K, and 1/; » 0 on the 1-skeleton IL 11, then we 
can apply the preceding theorem to the restriction h II L 11, getting a PL 
approximation filL 11. By the combinatorial Schonflies theorem (Theorem 
5.3), together with Theorem 5.4, each PLH fiBd a2 (a2 E L) can be 
extended to give a PLH fla2• Thus we need to choose L and 1/; in such a 
way that (1) the PL homeomorphisms fla 2 fit together so as to give a 
PLH j: ILl~ R2 and (2) f is a cp-approximation of h. 

For each 2-simplex a of a subdivision L of K, let -r be the 2-simplex of K 
that contains a; let e7 = inf (cf>l-r), and let 

I 
ea =JeT. 

We choose L as a sufficiently fine subdivision so that for each a E L, 

~h(a) <ea. 

Let A and B be sets of points in a metric space. We define 

d (A, B) = inf { d ( P, Q )I P E A, Q E B } . 

If A is compact, B is closed, and A and B are disjoint, then d(A, B)> 0. 
(Problem 1.12.) 

For each 2-simplex a of L, let 

Then ()a> 0. We define 1/;: ILI~R by the condition 

1/;(P) = inf {OaiP E a}. 

(Note that to define a positive mapping which is everywhere less than 1/; 
would be a digressive nuisance.) Let JIIL 11 be a PLH which is a ~/;-ap­
proximation of h II L 11, preserving images of vertices, as in the preceding 
theorem. We then extend j, as indicated at the beginning of the present 
proof, to the interiors of the 2-simplexes a of L. We know that 

(aC-rE K). 

Since 1/;(P) < cp(P)/3 for every P, it follows that 

f( a) C N ( h( a), ea), 
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and 
lJN(h(a), e,) < 3e, = E7 • 

If PEa c T, then h(P) and f(P) both lie in N(h(a), e,); and we know 
that cp( P) ;;;. e7 • It follows that f is a cp-approximation of h. 

It remains to show that f is a homeomorphism; and for this purpose it 
will be sufficient to show that different sets Intf(a), where a is a 2-simplex 
of L, are disjoint. If a 1 =I= a2, then a2 has a vertex w which does not lie in a 1• 

By the definition of 1/J, we have 

f(a 1) C N(h(a 1), 0,, ), 

and 
0,, < d(h(a 1), h(K0 - a 1)). 

It follows that w flf(a 1), and so Intf(a1) and Intf(a2) are disjoint. This 
completes the proof. D 

The following is a fairly immediate generalization of Theorem 3. 

Theorem 4. Let K 1 be a combinatorial2-manifold with boundary, let K2 be a 
combinatorial2-manifold, let h be a homeomorphism IK11 ~ IK21, and let cp 
be »0 on K 1• Then there is a PLH f: IK1 I~IK2 1, such that f is a 
cp-approximation of h. 

PROOF. First we observe that Theorem 2 still holds when R2 is replaced by 
an arbitrary combinatorial 2-manifold K2• The reason is that in K2, each 
complex St v is a combinatorial 2-cell, and so there is a PLH g: 1St vi~ C, 
where C is a convex polyhedron in R2• Thus a homeomorphism j: IKil ~ 
IK21 is PL if and only if every mapping 

g(f): IK11I nf- 1 (1St vi)~R2 

is PL. In constructing j, in the proof of Theorem 2, we worked in small 
neighborhoods of small sets h(viv), where vivJ was an edge of a subdivision 
L of the given K 1• The construction therefore works just as before in the 
general case, except that we should use small convex 2-cells rather than 
small circular regions, about each vertex of the subdivision. 

The proof of Theorem 3 generalizes in the same way. Here we impose 
an additional condition on the subdivision L: we make it sufficiently fine 
so that for each 2-simplex a 2 of L, h(ISt a21) lies in a set IntiSt wl, where w 
is a vertex of K2• (Here St a2 is the set of all simplexes of L that intersect 
a 2, together with all their faces.) When we define ill L 11 as before, the 
polygon gf(Bd a2) lies in R2, and is the boundary of a combinatorial2-cell 
i in R2• Therefore j(Bd a2) is the boundary of a combinatorial 2-cell 
g- 1(f) in K2• If the approximation ill L 11 is sufficiently close, then the set I 
will contain no edge of gf(IL 11), and so different sets g- 1(1) will be 
disjoint. This is what we need, to ensure that the extension of f to the 
2-simplexes of L is a homeomorphism. D 
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PROBLEM SET 6 

Prove or disprove: 

1. Let K be a combinatorial 2-manifold with boundary, such that there is a 
homeomorphism f: IKI~R2• Then there is a subdivision L of K, and a PL 
homeomorphism g: IL 'I ~R2, such that g cannot be extended to give a PL 
homeomorphism g': ILI~R2• 

2. Let K be a 2-dimensional complex, and let cp be a strongly positive function on 
IKI. Then there is a mapping o/: IKI~R such that for each P, 0 < o/(P)...; 
cp(P). 

An imbedding of one space in another is a homeomorphism between the 
first space and a subspace of the second. If such a homeomorphism exists, 
then the first space is imbeddable in the second. 

3. No 2-sphere is imbeddable in R2• 
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7 Abstract complexes and 
PL complexes 

In the following section we shall show that every 2-manifold is triangula­
ble. That is, for every 2-manifold M there is a Euclidean complex K such 
that M and IKI are homeomorphic. While the concept of a Euclidean 
complex is adequate for the statement of this theorem, it is not adequate 
for the proof. Hence the concept of a PL complex, to be defined presently. 
The reasons why we need PL complexes (or something equivalent to them) 
are not easy to explain in advance. But it ought to be clear a priori that the 
requirement that a complex be imbedded in a space Rm, with barycentric 
coordinates defined in terms of the linear structure of Rm, is artificially 
special, except in cases where the imbedding is itself an object of study; 
and this artificiality sometimes becomes a technical handicap, as in the 
following section. 

The concept of a Euclidean complex is, however, more adaptable than it 
might seem. In particular, the condition that IKilie in Rm for some m is 
not as restrictive as it appears to be; under very general conditions, any 
given "combinatorial pattern" can be copied by a complex K in a Carte­
sian space. To make this statement precise, we need to explain what we 
mean by a combinatorial pattern, and what we mean by copying. 

Consider a Euclidean complex K in Rm. The diagram ci> = ci>( K) of K is 
the set of all sets of the type { v0, v 1, ••• , vd, where v0v1 ••• vk E K. Then 
ci> has the following properties. 

(I) ci> is a collection of nonempty finite sets. 
(2) If cp E ci>, and cp' is a nonempty subset of cp, then cp' E ci>. 
(3) Every element of ci> intersects only a finite number of elements of ci>. 
(4) The union of the elements of ci> is countable. 
(5) There is an integer n such that every element of ci> has at most n + 1 

elements. 
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To verify (4), observe that the set K 0 of all vertices of K is covered by a 
collection { Uv} of disjoint open sets. Let Qm be the set of all points of Rm 
all of whose coordinates are rational. Then Qm intersects every set Uv. If 
K 0 were uncountable, then { UJ would be uncountable. It would follow 
that Qm is uncountable, which is false. Verification of (5) is easy: given K 
in Rm, we take n = m. 

More generally, any collection <I> which satisfies (1)-(4) is called an 
abstract complex. If <I> also satisfies (5), then <I> is finite-dimensional, and the 
least integer n which satisfies (5) is called the dimension dim <I> of <I>. If 
cf> E <I>, and cf> has k + 1 elements, then cf> is an (abstract) k-simplex, and we 
write dim cf> = k. If cf>, cf>' E <I>, and cf>' c cf>, then cf>' is a face of cf>. The 
i-skeleton <I>; of <I> is the set of all i-simplexes of <I>, together with all their 
faces. (This is always a subcomplex, unless it is empty.) Thus <!>0 is the set 
of all vertices of <I>, and is the union of the elements of <I>. 

An isomorphism between two abstract complexes <I> and i' is a bijection 

f: <I>o~i'o, 
such that cf> E <I> if and only if f(cf>) E i'. 

Theorem 1. Let <I> be a finite-dimensional abstract complex. If dim <I> < n, 
then there is a Euclidean complex Kin R2n+ 1 such that <P(K) is isomor­
phic to <I>. 

Lemma 1. In R2n + 1, let H be a- hyperplane of dimension < 2n. Then H 
contains no open set. 

PROOF. Because no subspace of dimension < 2n contains an open set. D 

Lemma 2. In R2n+l, let V= {v0 , v 1, ••• , vd be a set of k + 1 points, in 
general position. Then V lies in exactly one k-dimensional hyperplane. 

PROOF. Because the points v; = v;- v0 (1 < i < k), being linearly indepen­
dent, lie in exactly one k-dimensiona1 subspace. D 

Lemma 3. There is a countable set 

V = { v 1, v2, ••• } 

of points of R2n + 1, with V; =I= vj for i =I= j, such that ( 1) V is in general 
position and (2) V has no limit point. 

PROOF. For each v E R2n+ 1, let x 1(v) be the first coordinate of v. Let v 1 be 
any point such that x 1(v 1) > 1. 

Suppose now that we have given v 1, v2, ••• , vm, in general position, 
such that x 1(v;) > i for i < m. Let G be the set of all k-dimensional 
hyperplanes Hk in R2n+l, with 0 < k < 2n, which contain k + 1 of the 
points v;. By Lemma 2 it follows that G is a finite collection, and by 
Lemma 1, no Hk E G contains an open set. Therefore the union G* of the 
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elements of G contains no open set. Let vm+ 1 be any point of R2n+ 1 - G* 
such that x 1(vm+l) ~ m +I. Then {v1, v2, ••• , vm, vm+l} is in general 
position. Thus, recursively, we get { v1, v2, ... }. Evidently this set is in 
general position, and it has no limit point, because x 1(v;) ~ i for each i. 
Thus the conditions of Lemma 3 are satisfied. 0 

PROOF OF THEOREM I. Theorem 1 follows easily from Lemma 3. Given <P, 
let 

j: <P0~ W c V 

be any bijection between <P0 and a subset W of V. Then for each cp E <P, 
f(cp) is the set of vertices of a Euclidean simplex a <I>, and given cp, 1/J E <P, the 
set cpu 1/J has at most 2n + 2 points. Therefore j(cp u 1/J) is the set of 
vertices of a Euclidean simplex T. Thus the set a<l> n a>/1 is both a face of a<l> 

and a face of a>/1 (unless it is empty). It is easy to check that the collection 
K = {a <I> let> E <P} satisfies the other conditions for a Euclidean complex; and 
obviously <P and <P(K) are isomorphic; the desired isomorphism is f. 0 

If <P is an abstract complex, and K is a Euclidean complex such that <P 
and <P(K) are isomorphic, then K is called a Euclidean realization of <P. 
Thus every abstract complex of dimension < n has a Euclidean realization 
in R2n+l. 

Let [X, (9] be a topological space, and let h be a homeomorphism of a 
Euclidean simplex into X. Let the domain of h be ah = v0v 1 ••• vk, and let 
h(ah) = lhl. Thus we have 

h: ah~lhl c X. 

Such an h is called a coordinate mapping. This term is reasonable, because h 
can be used to define a "barycentric coordinate system" in lhl. Given 

v = LIX;V; E v0v 1 .•• vk = ah, 

the image w = h(v) can be regarded as a "formal sum" 

(w; = h(v;)). 

More precisely, for each w = h(v) E lhl, h defines a function 

bw: {w0,w 1, ••• ,wk}~R, 

bw: W;~IX;. 

Whichever way we think of this, if IX; is the v;-coordinate of v in ah, then IX; 

is the w;-coordinate of h(v) in lhl. We shall call the function w~bw the 
barycentric coordinate system in lhl induced by h. 

Let g and h be coordinate mappings into X. Suppose that (1) I gl =I hi 
and (2) 

h-l(g): (Jg~(Jh 

is a simplicial homeomorphism. Then g and h are called equivalent, and we 
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write 

g-h. 

Let C (X) be the set of all coordinate mappings into X. Then we have: 

Theorem 2. For each [X, l'J],- is an equivalence relation on C(X). 

Given h E C (X), for each face T of ah, the coordinate mapping hl-r is 
called a face of h. If S c I hi, and S = h( -r) for some face T of ah, then S 
forms a face of h. 

Theorem 3. Given g- h, SCI gl =I hi. If S forms a face of g, then S forms a 
face of h. 

PROOF. GivenS= g( -r) ( -r a face of a g), let p = h -t( g( -r)) = h - 1(S). Then p 

is a face of ah. D 

Theorem 4. Equivalent coordinate mappings induce the same barycentric 
coordinate systems in their common image. 

PROOF. Given g- h, ag = v0v 1 ••• vk, let 

W; = g(v;), X;= h- 1(w;). 

Since h- 1(g) is simplicial, we have ah = x 0x 1 ••• xk. Thus if w = g(~a;v;), 
then 

so that w = h(~a;x;). In each case, the w;-coordinate of w is a;. D 

For each hE C(X), let 

[ h J = { gl g E C (X) and g- h}. 

The equivalence classes [h] will be called PL simplexes or merely simplexes. 
The following definitions are now valid, because they are stated in such a 
way that they depend only on the equivalence classes [h], [g], and are 
independent of the choice of h and g in [ h] and [ g]. 

(1) The support l[hJI of [h] is lhl. 
(2) If Tis a face of ah, then [hl-rJ is a face of [h], and h(-r)forms a face of 

[h]. 
(3) The dimension dim [h] of [h] is dim ah. 

(4) In each set l[hJI, the barycentric coordinates of a point v are those 
induced by h. 

(5) Given a Euclidean simplex ak, a PL simplex [h], and a mapping 
j: a k ~I[ h Jl, if the barycentric coordinates of j( v) are linear functions 
of those of v, then! is linear. If also vertices are mapped onto vertices, 
thenjis simplicial. Similarly for mappings l[hJI~ak and l[gJI~I[hJI. 
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A PL complex, in a space [X, l91, is a countable collection :X of PL 
simplexes in [X, (9] satisfying the following conditions. 

(K.l) If [ h 1 E :X, then every face of [ h 1 belongs to :X. 
(K.2) Let [g1, [h1 E :X, and suppose that l[g1l n l[h11 = S =I= 0. Then there 

are faces rg, rh, of ag and ah respectively, such that g( rg) = h( rh) = S 
and [glrg1 = [hlrh]. 

(K.3) Every set l[hJI ([h] E :X) has a neighborhood which intersects only a 
finite number of sets l[gJI ([g] E :X). 

Note that in (K.2) we require not merely that S form a face both of [ g] 
and of [h], but also that [g] and [h] induce the same barycentric coordinate 
system in S. For Euclidean simplexes, the latter condition is redundant, 
but for PL simplexes it is not. 

The union of the sets l[h11 ([h1 E :X) is denoted by I :XI. The i-skeleton :JCi 
of :X is the set of all elements of :X that have dimension < i. If the 
dimensions of the elements of :X form a bounded set, then :X is finite­
dimensional, and dim :X is the largest of the numbers dim [h1. 

Let K be a Euclidean complex, let :X be a PL complex, and let f be a 
mapping IKI ~I :XI. Iff maps each a E K linearly into a set llhll ([h] E :X), 
then f is linear (relative to K and :X). If also vertices are mapped onto 
vertices, thenjis simplicial. (Similarly for mappings I:XI~IKI and I:X1 1~ 
I:X2I·) 

It is clear that a finite-dimensional PL complex has the same sort of 
structure, both combinatorially and geometrically, as a Euclidean complex. 
To be precise, we have the following. 

Theorem 5. Let :X be a finite-dimensional PL complex. Then there is a 
Euclidean complex K such that there is a simplicial homeomorphism 

f: IKI~ISCI. 

And for each such K and f we have 

:X = { [!I a] I a E K}. 

PROOF. For each [h] E :X, let cph be the set of all vertices of [h], and let 
<P(:JC) = { cph}. Then <P(:JC) is a finite-dimensional abstract complex. By 
Theorem I there is a Euclidean complex K such that <P(K) and <P(:JC) are 
isomorphic. Let f: K 0 ~ :X0 be an isomorphism between them. Now extend 
f simplicially to each simplex of K. 

Given such a simplicial homeomorphism!, it follows that :X= {[!lalla 
E K}, the point being that iff maps a simplicially onto l[hJI, then fla ~ h, 
and [flaJ = [h]. D 

Let :X, K, and f be as in Theorem 5, let K' be a subdivision of K, and 
let 

:X'= { [fla ]Ia E K'}. 

Then :X' is a subdivision of :X, and we say that :X' is induced by K' and f. 
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Theorem 6. Let %1 and % 2 be PL complexes, in the same space [X, (9 ]. 

Suppose that if [g] E %1, [h] E %2, and S = l[g]l n l[h]l =I= 0, then there 
are faces rg, rh, of ag and ah respectively, such that g( rg) = h( rh) = Sand 
[glrg] = [hlrh]. Then %1 U % 2 is a PL complex. 

PROOF. Conditions (K.l) and (K.2) hold by hypothesis, and the verification 
of Condition (K.3) is trivial. D 

In a PL complex %, for each vertex v, St v is the set of all elements [h] 
of % such that l[h]l contains v, together with all faces of such elements. 
For PL complexes, the concepts of isomorphism, diagram, combinatorial 
equivalence, combinatorial n-manifold, combinatorial n-manifold with 
boundary, and so on, are obtained by following the obvious analogies with 
the elementary theory. Finally, polyhedra in a PL complex are defined as 
follows. Let M be a subset of 1%1. Suppose that there is a PL complex %' 
such that (1) M = 1%'1 and (2) every element of %' is a rectilinear 
subsimplex of some simplex of%. If M is compact (which implies that%' 
is finite), this means that M forms a subcomplex of a subdivision of %. 

The present section is a modification of the treatment given by Hudson 
[H2], starting on p. 76. In various later sections, the reader who feels the 
need of a more formal treatment is referred to Hudson's book. 

PROBLEM SET 7 

Prove or disprove: 

1. Every two subdivisions of a PL complex have a common subdivision. 

2. %1 and % 2 are combinatorially equivalent if and only if there is a PLH I %11-
1%21· 

3. For PL complexes, the composition of two PL homeomorphisms is a PLH. 

4. Let% be a PL complex in [X, 0]. Regardless of the topology of [X, 0], the 
subspace [ 1%1, 011%1] is separable and metrizable. 

5. Let %1 and % 2 be PL complexes, in the same space [X, 0]. Suppose that 
l%11 n I~ I forms a subcomplex both of %1 and of % 2 • Then %1 u % 2 is a PL 
complex. 

6. Let <1> 1 and <1>2 be abstract complexes. Then <1> 1 U <1>2 is an abstract complex. 
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8 The triangulation theorem 
for 2-manifolds 

In an' II p II denotes the norm of P, that is, the distance between p and the 
origin. Let 

D = {PIPE an and liP II< 1), 

D' = {PIP ERn and IIPII <~ }. 

Theorem 1. Let M be an n-manifold. Then there is a sequence 

(N1, N{), (N2, N2), ... 

of ordered pairs of open sets in M, such that (I) for each i there is a 
homeomorphism 

ii'~i5' I 

and (2) { N/} covers M. 

PROOF. Since M is locally Euclidean, for each point P there are open sets 
Np, N;, with PEN;, and a homeomorphism hp: Np~l5, fi;~i5'. Thus 
the collection { N;} covers M. 

Since M forms a separable metric space, there is a countable neighbor­
hood system 'JL = { U1, U2, ••• } such that (9 ('JL) is the given topology of 
M. Thus for each point Q of M there is a U; such that Q E U; and U; lies 
in some set N;. Therefore some countable subset {N/} of {N;} covers M, 
which was to be proved. D 

Theorem 2. Let K be a finite complex, and let U be an open set in IKI 
(relative to the subspace topology for IKI). Then there is a complex Ku 
such that (I) IKul = U and (2) every simplex a of Ku is a (rectilinear) 
subsimplex of some simplex of K. 
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PROOF. We recall that 6A is the diameter of the set A; if G is a collection of 
sets, then the mesh II G II of G is the supremum of the numbers ~g ( g E G); 
and if K and K' are complexes, then K' < K means that K is a subdivision 
of K. (See Section 0, just before Theorem 0.1.) 

Let K1, K2, • •• be a sequence of finite complexes, such that (1) K1 = K, 
(2) for each i, Ki+l < K;, and (3) lim;___.ooiiK;II = 0. Let n1 = 1, and let 

L 1 = { aja E K1 = Kn 1 and a C U }· 

Suppose (recursively) that we have given n1, n2, ••• , n, and L" L2, ••• , L, 
such that 

(1) For each i, L; is a subcomplex of K,.,. 
(2) The numbers n; form an increasing sequence. 
(3) U ;= 1\L;\ cU. 
(4) U ;= 1\L;\ forms a neighborhood of U ;::\L;\ in jKj. 
(5) If a E Kn,' then either a c U ;= 1\L;\ or a intersects K- U. 

Since Fr U ;= 1\L;\ and K- U are disjoint compact sets, there is a 
minimum distance e > 0 between them. Let n,+ 1 be an integer greater than 
n, and sufficiently large so that II Kn,)l < e. Let L,+ 1 be the set of all 
simplexes of Kn,+l that lie in U but not in U ;= 1\L;\, together with their 
faces. The step from r to r + 1 preserves Conditions (1)-(5), and thus we 
get {n;}, {L;}, {K,.,} satisfying (1)-(5). Since lim IIK;II =lim IIK,.,II = 0, it 
follows from (3) and (5) that 

00 

U= U jLJ 
i= I 

The remaining trouble is that the collection 
00 

i= I 

is not a complex, except under very special conditions, because 
Fr U ;= 1\L;\ is likely to be more finely subdivided in L,+ 1 than in L,. But 
we can get a complex L'oo = Ku by subdividing each L, in the following 
way. 

(1) Given a E L,, a c Fr U ;= 1\L;\, we subdivide a, using all simplexes 
of Kn that lie in a. r+l 

(2) Consider the simplexes a of L, that have at least an edge in common 
with Fr U ;= 1\L;\ but do not lie in Fr U ;= 1\LJ In each such a we 
introduce the barycenter ba (Problem 5.5) as a new vertex, and then form 
the join (Problem 5.2) of ba with the subdivision of aa that we already 
have. Proceed similarly with the 3-simplexes a, the 4-simplexes a, and so 
on. 

Thus we get subdivisions L;, L;, ... ; and these are formed indepen­
dently of one another; no simplex gets subdivided twice. This gives the 
desired Ku. 0 
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Theorem 3 (T. Rad6). Every 2-manifold is triangulable. 

PROOF. Let M be the given 2-manifold. The theorem can be interpreted to 
mean either of the following. 

(1) There is a (Euclidean) complex K such that M and IKI are homeomor­
phic. 

(2) There is a PL complex :X in M such that I:XI = M. 

By Theorem 7.5, (2)~(1), and the converse is obvious: givenj: IKI~ 
M, define :X as in Theorem 7.5. We shall prove (2). 

Let {N;}. {N/} and h;: N;~i5, N/ ~D' be as in Theorem I. 
Throughout the proof, all PL complexes mentioned will be in M. Evidently 
there is a PL complex :X1 such that (1) I :X11 is a 2-manifold with boundary 
and (2) N{ c I:X[I, where :X{ is the set of all simplexes [g] of :X1 such that 
l[gJI n Bd I:X1I = 0. 

Now suppose (recursively) that we have given a PL complex :Xn, such 
that (3) I :Xn I is a 2-manifold with boundary and ( 4) 

n 

U if;' c I :X~ I. 
i=l 

where :X~ is the set of all simplexes of :Xn whose image-sets are disjoint 
from Bd I:Xnl· We shall show that there is a PL complex :Xn+I such that 
when n is replaced by n + I, Conditions (3) and (4) still hold, and such that 
(5) :X~ c :X~+ 1. This will give an ascending sequence :X[, ~, . . . of PL 
complexes, such that for each n, :X~ c :X~+I and 

n 

U if;' c I:X~I-
i= I 

From this the theorem will follow, since U := 1 'JC~ is a PL complex 'JC00 , 

and 
00 00 

i=l i=l 

The construction of the desired :Xn+ 1 is as follows. We have given 
:Xn, :X~, satisfying (3) and (4). By Theorem 7.5 there is a Euclidean 
complex Kn such that there is a simplicial homeomorphism 

fn: IKni~I:JCnl• 

with 

Consider the sets 

and the homeomorphism 
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Let V be an open neighborhood of Nn+l n Bd I:Xnl in I:Xnl, lying in 
I:Xnl n Nn+l and not intersecting I:X~I, and let 

U=fn- 1 (V). 

Then U is open in I Kn I· By Theorem 2 there is a complex Ku such that 
IKul = U and every simplex of Ku is a subsimplex of a simplex of Kn. Then 
Ku is a combinatorial 2-manifold with boundary (not necessarily con­
nected, and not compact except in trivially special cases). 

To avoid burdening the notation, we observe that hn-+' 1 induces a 
Cartesian distance function in Nn + 1, and also a linear structure, relative to 
which the terms complex, polyhedron, PLH, and so on have meanings. All 
these terms will be meant in this sense in the following discussion; for 
practical purposes, we shall consider that Nn+ 1 is the unit ball (=unit disk) 
B2 in R2• 

We have a homeomorphism 

g = fnJIKul: IKui--'?Nn+l· 

Let <1> be a strongly positive function on IKul• such that for each P E IKul, 
<j>(P) is less than the distance between g(P) and the set 

Bd Nn+l u [fn(IKni-IKul) n Nn+l]. 

By Theorem 6.3 there is a PLH 

g': 1Kui--'?R2, 

such that g' is a <j>-approximation of g. (Recall that Nn+ 1 is being regarded 
as D.) Under the above conditions for <j>, we have 

g'(IKul) c D, 

g'(IKul) nfn<IKni-IKul) = 0. 

Also, since <j>(P)---'?0 as P approaches the frontier of IKul in IKnl• the 
homeomorphisms g' and fni(IKni-IKui) fit together to give a homeomor­
phism 

Let L be a finite complex in D, such that 

(a) Both ILl and the set W =ILl U f~(IKnl) are 2-manifolds with boundary. 

(b) U ;:1
1N; c lnt W. 

(c) ILl n f~(IKnD = Bd ILl n Bdf~(IKnD· 

We may suppose that L is sufficiently finely subdivided so that 

(d) No simplex of L intersects both U ;:i ii; and Bd W. 
(e) Each nonempty intersection (J n f~(T) ((J E L, T E Kn) is an edge or a 

vertex of L. 
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There is then a subdivision K~ of Kn such that 

(f) If e is an edge of K~, andf~(e) c ILl, thenf~le is linear, andf~(e) is an 
edge of L. 

(g) No setj~(a) (a E K~) intersects both Bd Wand N~+ 1 • 

Note that to get (f) and (g) we need to subdivide only those simplexes of 
Kn that intersect Bd IKnl· (Compare with the proof of Theorem 2.) Thus we 
may assume, finally, that 

(h) If a E Kn, and an Bd IKnl = 0, then a E K~. 

We now define the desired %n+ 1 as follows. For each a E L, let h" be 
the identity mapping a~a, P~ P; and let 

Let 

~ = { [J~Ir ]lr E K~ }. 

and let 

%n+l = el U ~· 

By Theorem 7.6, together with (f), %n+ 1 is a PL complex. Since 

l%n+ll =Jell u 1~1 =ILl uJ~ (IKnl) = w, 
it follows from (a) that (3) l%n+ 11 is a 2-manifold with boundary; and we 
also have 

n+l 

U N( C 1%n+ll· 
i= I 

From (d) and (g) it follows that 
n+l 

(4) u N;' c 1%~+11· 
i= I 

From (h) it follows that (5) %~ c %~+ 1• This completes the proof. D 

Much of the theory developed in the present and the preceding section 
applies in all dimensions. The restriction to dimension 2 is used only in the 
application of Theorem 6.3. Thus, when we prove an approximation 
theorem in dimension 3, analogous to Theorem 6.3, it will follow that every 
3-manifold is triangulable. 

Ordinarily, the triangulation theorem for 2-manifolds is deduced from 
the Schonflies theorem (Theorem 9.6). This method may be simpler, once 
the Schonflies theorem is known, but it is in a way misleading. In 
dimtnsion 3, the Schonflies theorem fails, but the triangulation theorem 
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still holds. Thus we should avoid creating the impression that the latter 
depends on the former. 

For Rad6's proof of Theorem 3, see [R 1]. 

We shall now show that every 2-manifold can be triangulated in 
essentially only one way; that is, every two triangulations of the same 
2-manifold are combinatorially equivalent. For this, we need the following. 

Theorem 4. Let K1 and K2 be triangulated 2-manifolds, let U be an open set 
in I K 11, let h be a homeomorphism U ~I K21, and let cp be a strongly 
positive function on U. Then there is a PLH f: U ~I K21 such that (1) f is a 
cp-approximation of h and (2) f( U) = h( U). 

PROOF. By Theorem 2, U is a polyhedron, = IKul, where every a E Ku is a 
rectilinear subsimplex of a simplex of K 1• Thus, in Theorem 6.4, we may 
take K1 = Ku. By Theorem 6.4 it follows that there is a PLH f: U ~I K21, 
satisfying (1). It remains to show thatf can be chosen so as to satisfy (2). If 
for each component C of U we have f(C) = h(C), then (2) follows. We 
may therefore assume hereafter that U is connected. 

Now U is the union of a sequence N 1, N 2, ••• of compact connected 
2-manifolds with boundary, such that for each i, N; c Int Ni+t· For each i, 
let N( = h(N;). Using the Invariance of domain (Theorem 0.4), we can 
easily show that h( U) is open, and Int N( ( = h(Int N;)) is open for each i. 
Thus the complements of these sets are closed in IKJ As usual, if A and B 
are disjoint closed sets and one of them is compact, then d(A, B) is the 
minimum distance between points of A and points of B. Given cp » 0 on U, 
we define a new cp' » 0 on U such that 

(a) For each P E U, cp'(P) .;;; cp(P). 
(b) For each P, cf>'(P) < d(h(P), /K2/- h( U)). 
(c) For each P E Nu cp'(P) < d(h(P), /K2/- Int ND. 
(d) For each P E Bd Ni+t' cp'(P) < d(h(P), N;'). 

These conditions merely require that cp' be "sufficiently small," and so 
there is a cp' satisfying all of them. By Theorem 6.4, there is a PLH f: U ~ 
IK2/ such that (l')f is a cp'-approximation of h. From (a) it follows that (1) 
holds. From (b) it follows that f(U) c h(U). It remains to show that 
h(U) cf(U). 

From (c) it follows thatf(N1) c N2 = h(N2). By (d),f(Bd N;+ 1) n N( = 

0. Since N( is connected, it follows that either N( cf(N;+ 1) or N( n 
f(N;+ 1) = 0. For i ~ 2, f(N 1) lies in both N( and f(N;+ 1). Therefore 
N( cf(N;+ 1) for every i ~ 2, U ;N( c UJ(N;), and h(U) cf(U), as 
desired. D 

Obviously, in Theorem 4, we may take U = /K11, h( U) = /K2/, and 
cp(P) = oo for every P. Thus we get: 
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Theorem 5 (The Hauptvermutung for 2-manifolds). Let K1 and K2 be 
triangulated 2-manifolds. If there is a homeomorphism IK1 I~IK2 1, then 
there is a PLH IK1 I~IK2 1. Thus, for triangulated 2-manifolds, homeomor­
phism implies combinatorial equivalence. 

Note that in the proof of Theorem 4 we made no use of the fact that our 
manifolds were 2-dimensional. Thus, when we get a 3-dimensional version 
of Theorem 6.4, this will give us 3-dimensional versions of Theorems 4 and 
5. 
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We recall the following definition from Section 2. Let C be a connected 
set, let D be a subset of C, and let P and Q be points of C-D. If C-D is 
the union of two separated sets, containing P and Q respectively, then we 
say that D separates P from Q in C. 

Theorem 1. Let J be a 1-sphere in R2 which is the union of an arc A and a 
broken line B, intersecting in their end-points P and Q. Let I be the 
interior of J. Let R and S be points of Int A and Int B respectively. Let M 
be the union of a finite collection of disjoint broken lines 
M 1, M2, ••• , Mn, lying in I except for their end-points, which lie in 
lnt B- S. Suppose that M separates R from S in f. Then some M; has 
end-points which separate R from Sin J. 

PROOF. Since I is connected, there is a broken line SR ', lying in I except 
for its end-points S E lnt Band R' E Int A. (See Figure 9.1.) We take SR' 
in general position relative to M, in the sense that no vertex of either set 

p 

s 
Figure 9.1 

65 



Geometric topology in dimensions 2 and 3 

lies in the other. If SR 1 n M = 0, this contradicts the hypothesis that M 
separates R from S in i. We shall show that if no set M; is as in the 
conclusion of the theorem, then the number of points in SR 1 n M can be 
reduced. 

Suppose that the end-points T, U of M; lie in PS c B or in SQ c B; 
and suppose that M; n SR 1 =fo 0. Let TU be the broken line in B between 
T and U, and let J' = (J - TU) u M;. Since Int M; c I, the interior of J, it 
follows that the interior I 1 of J 1 lies in I. Let V be the first point of SR 1 

that lies in M;, and let W be the last (in the order from S to R 1). Consider 
the broken lines SV c SR 1

, VW c M;, WRI c SR 1 • These form a broken 
line from S to R 1

• Now V and W lie in Fr /'.Therefore there is a broken 
line (SR ')', "lying close to SV U VW u WR 1," with its interior in I' c I. 
When we pass from SRI to (SR')', the number of points in SR 1 n M is 
reduced by at least two. D 

Theorem 2. Let J be a 1-sphere in R2, with interior I, and let A be an arc in 
J. Then there is a linear interval VV 1

, with v E Int A and VV 1 - v c I. 

Under these conditions, we say that v is linearly accessible from I. Thus 
the theorem states that the points of J which are linearly accessible from I 
form a set which is dense in J. 

PROOF. Take wE Int A, and take e > 0 such that J n N (w, e) c Int A. 
Since wE Fr I, N(w, e) contains a point V 1 of I, and v'w n J c Int A. Let 
v be the first point of v'w (in the order from V 1

) that lies in J. Then 
v E Int A and VV 1 - v C I. D 

Theorem 3. Let J be a 1-sphere in R2, with interior I. Then there is a 
sequence G1, G2, ••• such that (I) for each i, G; is a finite decomposition 
of J into arcs intersecting only in their end-points, (2) for each i, Gi+l < 
G;, (3) if g E G;, then the end-points of g are linearly accessible from I, 
and (4) if PEg E G;, then g c N(P, 1/i). 

(We recall that G;+ 1 < G; means that G;+ 1 is a refinement of G;.) 

PROOF. By definition of a 1-sphere, J is the image of a circle C under a 
homeomorphism f. Let E be the set of all points of J that are linearly 
accessible from I. By Theorem 2, E is dense in J. Therefore f- 1(E) is 
dense in C. For every e > 0, C has a finite decomposition G{ into arcs with 
their end-points in f- 1(£), such that these intersect only in their end­
points, and such that II G{ll < e. Since f is uniformly continuous, it follows 
that there is a G1 satisfying (1), (3), and (4). Similarly, there is a G2 < G1 

such that G2 satisfies (1), (3), and (4), so that (2) is also satisfied for i = I. 
Proceed recursively to get the rest of the sequence G1, G2, • • • D 
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9 The Schonflies theorem 

Theorem 4. Let J, I, and G1, G2, ••• be as in Theorem 3. Then there is a 
sequence H 1, H 2, • •• of collections of linear intervals vv' (v E J), such 
that (1) if vv' E H;, then vv'- v c I, and v is an end-point of some 
g E G;, (2) each end-point of each g E G; lies in one and only one interval 
vv' E H;, (3) for each i, the elements of H; are disjoint, and ( 4) if vv' E H;, 
and ww' E H.i (i <}),and vv' intersects ww', then v =wand ww' c vv'. 

Thus, when the intervals vv' are added to J, the inside of J becomes like 
the outside of an infinitely furry animal. 

PROOF. Every G; is a finite collection. Under the conditions for G1, there is 
an H 1 satisfying (1) and (2). If the elements of H 1 are sufficiently short, 
then H 1 will also satisfy (3). Now proceed recursively to define 
H2, H3, •••• (At each stage, in forming H;+ 1, we retain the intervals 
which already appear in H;, and then make the new intervals sufficiently 
short so that (3) and (4) are satisfied.) 0 

Theorem 5. Let J be a 1-sphere in R2, let I be its interior, and let A be an arc 
in J, with end-points v0 and v 1• Let v0v~ and v 1v; be linear intervals such 
that v;v;- v; c I. Let e be a positive number. Then there is a broken line 
bA,joining a point w0 of v0v~ to a point w1 of v 1v;, such that bAn v;v; = W; 

and 
bAcinN(A,e). 

PROOF. Let b be a broken line from v~ to v), lying in I. We may assume 
that b n v;v; = v;, since if this condition does not hold, we can replace b, 
v0v~, and v 1v; by smaller sets, preserving their stated properties. We may 
assume further that e is small enough so that b lies in the unbounded 
component of R2 - N(A, e). 

Now take a "brick decomposition" of R2, as in the proof of Theorem 
4.4, with the mesh of the decomposition less than e. We choose the 
decomposition in such a way that no brick has a vertex in v0v~ or v 1v). Let 
M be the union of the elements of the decomposition that intersect A. 
Then M is a compact polyhedral 2-manifold with boundary, and M is 
connected because A is connected. (Problem 1.26.) Thus Bd M is the union 
of a finite collection J 1, J2, ••• , Jn of disjoint polygons. Since M c 
N(A, e), it follows that b is in the unbounded component U of R2 - M. 
Now [J is a polyhedral 2-manifold with boundary, and Bd [J is the union 
of a subcollection of the polygons l;. In fact, Bd [J = l; for some i, because 
M is connected. Thus b and A are in different components of R2 - 1;: A is 
in the interior of l;, and b is in the exterior. 

Consider the 1-sphere J' =A u v0v~ u v 1v; U b, with interior I'. Since l; 
separates A from b in R2, it follows that l; n i' separates Int A from Int b 
in i'. By hypothesis for the brick decomposition, l; n i' is a finite union of 
disjoint broken lines, as in Theorem 1. By Theorem 1, l; contains a broken 
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line b A which lies in i' and whose end-points separate Int A from Int b in 
J'. The end-points of bA lie in v0v~ and v 1 v~. Since 1; C N(A, e) and 
b A c 1;, the theorem follows. 0 

Theorem 6 (The Schonflies theorem, first form). Let J be a !-sphere in R2, 

with interior I. Then i is a 2-ce/1. 

PROOF. Let Gp G2, ••• be as in Theorem 3, and let H 1, H 2, ••• be as in 
Theorem 4. For each g E G1, with Bd g = { v0, vt}, let v;v; (i = 0, 1) be the 
element of H 1 that contains v;, and let bg be a broken line, as in Theorem 
5, joining two points w0, w1 of v0v~ and v 1v;. We take the sets bg in 
sufficiently small neighborhoods of the arcs g so that (1) different sets bg 
intersect only in common end-points and (2) 

bgu v0w0 UgU v1w1 cN(v0, 1). 

By making slight changes in the sets bg we can ensure that (3) consecutive 
sets bg have the same end-points. (That is, we use the same point w0 on 
each interval v0v~.) It follows that the union of the sets bg is a polygon 10, 

with J in its exterior. Let C0 be the closure of the interior of J 0. Then C0 is 
a 2-cell, by the polygonal form of the Schonflies theorem (Theorem 3.6). 

For each g E G1, consider the elements h of G2 that lie in g. For each 
such h, we take a broken line bh as in Theorem 5. We take these in 
sufficiently small neighborhoods of the arcs h so that (1) different sets bh 

intersect only at end-points, (2) no set bh intersects any set of the type 
bg' (g' E G1), and (3) 

bh u v0w0 U h u v1w1 c N(v0, -i) 

(where v0 and v1 are the end-points of h and w0 and w1 are the end-points 
of bh). As before, we make adjustments so that (3) consecutive sets bh have 
an end-point in common. For each g E G1, form the union of (1) the 
broken lines bh such that h c g, (2) the broken line bg, and (3) the intervals 
attached to the end-points of g. This union contains one and only one 
polygon. Let Cg be the closure of the interior of this polygon. 

Proceeding in this way, recursively, we get a sequence C1, C2, • • • of 
finite collections of 2-cells; for each i > 0, C; is the set of all 2-cells Cg 
associated with elements g of G;. For each i > 0, each element of C; lies in 
the (1 I i)-neighborhood of a point of J, because its frontier lies in such a 
neighborhood. (Cartesian neighborhoods are convex.) 

As usual, let Cj be the union of the elements of C;. Then 
00 

I= C0 U U Cj; 
i= I 

obviously the set on the right lies in I; and if P E I and the minimum 
distance from P to J is greater than 1 I i, then P E C0 u U ~= 1Cr 
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We now copy this total configuration in the unit disk B2 c R2. Let J' be 
the unit circle Fr B2, and let cp be a homeomorphism J ~J'. For each i, let 
G/ be the set of all arcs of the type g' = cp(g) (g E G;). For each i, let A; be 
the annular region 

{PI i11 < IIPII <!:~I}· 
For each arc g' in J', let B; be the join of g' with the origin, that is, the 
union of all linear intervals joining the origin to a point of g'. For each g' 
in each G(, let 

This gives a collection c; of 2-cells. Let L; be the union of the boundaries 
of the elements of C;. Similarly L; for c;. It is now a straightforward 
matter to define a homeomorphism 

such that for each g, cp(Bd C8 ) = Bd C8 ,, where g' = cp(g). Let J~ = cp(J0), 

and let C~ be the closure of the interior of J~. Since all of the sets 
C0, C~, C8 , C8 , are 2-cells, the homeomorphism cp can be extended so that 
cp( C0) = C~ and cp( C8 ) = C8 , for each g. (Theorem 5.6.) Finally we assert 
that this cp fits together with the given cp: J ~J' to give a homeomorphism 
cp: i ~ i', where I' is the interior of J'. Obviously the total function cp is 
bijective, and is continuous at every point of I. It remains only to verify 
that cp is continuous at each point of J. Throughout the following discus­
sion, i and i' are regarded as spaces. 

Let P E J, and let P' = cp(P). For each i, let N; be the union of the arcs 
in G; that contain P and the sets Ch such that h E G1 for some j ;;;. i and h 
lies in an arc in G; that contains P. (There are either one or two of the lat­
ter.) Let N/ = cp(N;). It is then geometrically clear that N/ is a neighbor­
hood of P'; in fact, N;' is the intersection of a circular sector in i' and 
an annular region whose boundary contains J'. And every open set that 
contains P' contains N/ when i is sufficiently large. Thus it remains only 
to show that each set N; = cp(N/) is a neighborhood of Pin i. 

Let A be the closure of J - N;. If j is large, then the union U of the sets 
C8 ( g E Gn, n :;;. j, g c A) lies in a small neighborhood of A. Therefore P is 
not a limit point of U. And P is not a limit point of the union V of the sets 
C8 (g E Gk, k < j), because Vis closed and does not contain P. Obviously 
P is not a limit point of C0• Since 

-
I - N; c A U U U V U C0, 

it follows that N; is a neighborhood of P. This completes the proof of 
Theorem 6. 0 
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PROBLEM SET 9 

Let U be a set, in a topological space, and let P be a point. If there is an 
arc A such that P E A and A - { P} c U, then P is arcwise accessible from 
U. Prove or disprove: 

1. Let J be a !-sphere in R2. Then every point of J is arcwise accessible from 
each component of R2 - J. 

2. Let M be a closed set in R2, let P E M, let h be a homeomorphism 
M- M' c R2, and let P' = h(P). If Pis arcwise accessible from R2 - M, then 
P' is arcwise accessible from R2 - M'. 

3. Let 8 2 be the unit disk in R2, let J = Bd 82, and let A be an arc such that 
Bd A c J and Int A c Int 8 2. Then 8 2 - A has exactly two components, and 
each of these contains a component of J - Bd A. 

4. Let 8 2 and J be as in Problem 3, and let M be a set which is the union of 
three arcs A;= P0P; (I .;;;; i.;;;; 3), where P0 E Int 8 2, P; E J for i =I= 0, lnt A; c 
Int 8 2, and A; n A1 = { P0} for i =1= }. Then 8 2 - M has exactly three compo­
nents, and each of these contains a component of J- {P0, P 1, P2}. 

5. Let M be as in Problem 4. Then P0 has arbitrarily small neighborhoods C 
such that (1) C is a 2-cell and (2) Bd C intersects each A; in a single point. 

6. Let J and J' be distinct !-spheres in R2. Then J n J' is countable. 

7. Let M and J be as in Problem 4. Then there is a homeomorphism h: R2-R2 

such that (I) hi(R2 - 8 2) is the identity and (2) for 1 .;;;; i.;;;; 3, h(A;) is the 
linear interval between the origin and P;. 

8. Let M1, M 2, ... be a descending sequence of compact sets in R2. If each M; 
is arcwise connected, then n M; is arcwise connected. 

9. Let M be a compact connected set in R2, such that (1) R2 - M has exactly 
two components E and I and (2) every point of M is arcwise accessible both 
from E and from I. Let P, Q E M, with P =1= Q. Then M- { P, Q} is not 
connected. 

10. Let A be an arc in R2, and let P E Int A. Then there is an arc B c A such that 
P E Int B and B lies in a !-sphere in R2. 

11. Let A and P be as in Problem 10. Then there is an open set U, containing P, 
such that if V is open, and P E V c U, then V- A is not connected. (If this 
conclusion holds, then we say that A separates R2 locally at P.) Is this problem 
related to the SchOnflies Theorem? 

*12. Let M be as in Problem 9. Then M is a !-sphere. 
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10 

Let S 2 be a 2-sphere, that is, a space homeomorphic to the "standard 
2-sphere" 

S2 = { (x,y, z)lx2 + y 2 + z2 = 1} = Bd B3 c R3. 

For each point P0 of S 2, the space S 2 - P0 is homeomorphic to R2. (For 
S 2 = S2, this can be shown by a simple geometric construction; and being 
a topological property, it follows for 2-spheres in general.) This gives an 
extension of the Jordan curve theorem: 

Theorem 1. Let J be a I-sphere in a 2-sphere S 2• Then S 2 - J is the union of 
two disjoint connected open sets U and V, such that J = Fr U = Fr V. 

PROOF. Delete any point of S 2 - J, apply the Jordan curve theorem, and 
then reinstate the deleted point. D 

Similarly, we get an extension of the Schonflies theorem. 

Theorem 2. Let J be a I-sphere in a 2-sphere S 2• Thus S 2 is the union of two 
2-cel/s with J as their common frontier. 

Theorem 3. Let J be a I-sphere in a 2-sphere S 2, and let h be a homeomor­
phism J ~J' c S 2• Then h can be extended to give a homeomorphism 
sz~sz. 

PROOF. Let cl and c2 be the 2-cells whose common boundary is J; and 
similarly c;, C~ for J'. By Theorem 5.6, h can be extended to give C;~ C/. 

D 

In R2 a similar result holds. 
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Theorem 4 (The Schonflies theorem, second form). Let J be a I-sphere in 
R2. Then every homeomorphism of J into R2 can be extended to give a 
homeomorphism of R2 onto R2. 

PROOF. This is deducible from the preceding theorem. D 

Definition. Let M be a set in Rn, and suppose that M, regarded as a space, 
is triangulable. If there is a homeomorphism h: Rn~Rn, such that h(M) 
is a polyhedron, then M is tamely imbedded (or simply tame.) If M is 
triangulable, but is not tame, then M is wild. (These terms are due to E. 
Artin and R. H. Fox [FA).) 

HereM is not necessarily compact, and h(M) is not necessarily a finite 
polyhedron. Thus the x-axis in R2 is tame, because it has a rectilinear 
triangulation. Similarly, a linear open interval is tame. The definition of 
tameness generalizes straightforwardly to sets Min any set IKI, where K is 
a complex. Note that in the general case, tameness for M is a property of 
M relative to K, not just relative to IKI; we need barycentric coordinates to 
identify polyhedra. 

Later we shall see that arcs, 1-spheres, and 2-spheres in R3 may be wild. 
But in R2, the theory of tame imbedding does not amount to much. See 
Theorem 13 below, which exhausts the subject. 

Theorem 4 gives immediately: 

Theorem 5. In R2, every !-sphere is tame. 

To extend this result, we need some preliminaries. 

Theorem 6 (The frame theorem). Let M be a compact set in R2, and let U be 
an open set containing M. Then there is a compact polyhedral 2-manifo/d 
N with boundary such that (I) N is a neighborhood of M, (2) N c U, (3) 
every component of N intersects M, and (4) different components of 
R2 - N lie in different components of R2 - M. 

Such a neighborhood of M will be called a U-frame of M. If N is a 
U-frame of M for some U, then N is a frame of M. 

PROOF. Evidently we can get an N satisfying (I) and (2) by using a 
sufficiently fine brick-decomposition of R2, as in Section 4. To get (3) is 
trivial: we delete useless components. 

To ensure that (4) holds, it is sufficient to choose N in such a way as to 
minimize the number of components of Bd N. Suppose that N is minimal 
in this sense, and suppose that (4) fails. Then there is a broken line B, lying 
in R2 - M and joining two points P and Q which lie in different compo­
nents of R2 - N. We may assume that B is in general position relative to 
Bd N, in the sense that no vertex of either set lies in the other; and we may 
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suppose that B is chosen so as to minimize the number of components of 
B- N. Under these conditions, B- N has exactly two components, 
namely, the ones that contain P and Q. (If there were a third component 
of B- N, containing a point R, then one of the broken lines PR c Band 
RQ c B would satisfy the conditions for B, because one of the points P 
and Q would lie in a component of R2 - N that does not contain R.) Let 
PP' and QQ' be minimal subarcs of B, from P and Q to points of 
components 11 and 12 of Bd N. Then 1 1 =I= 12, since otherwise P and Q 
would lie in the same component of R2 - N. Let B' be the broken line 
P'Q' c B. Then Int B' c Int N. Now "split N apart along B'." This 
reduces by 1 the number of components of Bd N, which is impossible. D 

The full generality of this theorem will be useful much later. At the 
moment, the case of interest is the one in which M is an arc. Since no arc 
separates R2 (Theorem 4.5), it follows that if M is an arc, then N is a 2-cell. 

An end-point of a linear graph K is a vertex which lies on one and only 
one edge. Linear graphs with end-points would lead to technical difficulties 
in the proof of the following theorem, and so we postpone these by dealing 
first with a special case. 

Theorem 7. Let K be a linear graph with no end-points, and let f be a 
homeomorphism IKI~M cR2• Then M is tame. Infact,for every open 
set U containing M, and every strongly positive function <f>: U ~ R, there is 
a homeomorphism h: R2~R2 such that (1) h(M) is a polyhedton, (2) 
hi(R2 - U) is the identity, and (3) hi U is a </>-approximation of the 
identity. 

PROOF. Let G be a collection of sets, in a metric space. Suppose that for 
each e > 0, at most a finite number of the elements of G have diameter 
;;;. e. Then G is a contracting collection. 

Lemma 1. K has a subdivision K 1 such that the sets h(-r 1) (-r 1 E K 1) form a 
contracting collection. 

PROOF. We observed, at the beginning of Section 7, that for each complex 
K, K 0 is countable. Therefore so also is K 1• Let a/, aJ, . . . be the edges of 
K, with a/ =I= a) fori =I= j. Since each mapping <t>la/ is uniformly continuous, 
a/ has a subdivision L; such that if -r 1 E L; and -r 1 c a/, then M(-r 1) < 1/i. 
The lemma follows, with K1 = U; L;. D 

Lemma 2. K has a subdivision K2 such that if -r 1 E K2, then the set e' = h( -r 1) 

has a neighborhood Ne' c U such that 

8Ne' < Inf (</>INe' ). 

PROOF. Hereafter, the images of the edges and vertices of K will be called 
edges and vertices of M. Obviously every edge e = h(a 1) of M has a 

73 



Geometric topology in dimensions 2 and 3 

compact neighborhood Ne c U; and by definition of a strongly positive 
function we have 

inf (!J>INe) = ee > 0. 

Since each mapping hla 1 is uniformly continuous, it follows that K has a 
subdivision K2 such that if r 1 E K2, and r 1 c a 1 E K, then ~h(r 1 ) < ee. 
Therefore each set e' = h(r1) has a neighborhood Ne' c U such that ~Ne' < 
inf (!J>INe). We take each Ne' in the corresponding Ne. Since 

inf (!/>I Ne) < inf (!/>I Ne' ), 

we have ~Ne' < inf (!J>INe•). Since also Ne' c U, the lemma follows. D 

The conclusions of Lemmas 1 and 2 are preserved under further 
subdivision. Therefore we can avoid burdening the notation by assuming 
that the given K has the properties stated for K 1 and K2• That is: 

(a) The edges e = h(a 1) of M (a 1 E K) form a contracting collection. 
(b) Every e = h(a 1) has a neighborhood Ne c U such that 

~Ne < inf ( !J>INe ). 

If Ne satisfies (b), then every smaller neighborhood of e does also. 

Since (a) holds, we can choose sets Ne (one for each e) such that: 

(c) The neighborhoods Ne form a contracting collection. 

For each vertex v of M we take a convex polyhedral 2-cell neighbor­
hood Nv, with Bd Nv = Jv. We take these sufficiently small so that 

(d) they are disjoint and lie in U, 
(e) for each edge e of M that contains v we have Nv c Ne, and 
(f) { Nv} forms a contracting collection. 

Now let v be a vertex of M. For each edge e; of M that contains v, let w; 
be the first point of e;, in the order from v, that lies in Jv, and let e; be the 
subarc of e; from v to w;. (See Figure 10.1.) Let a1, a2, ••• , an be the arcs 

Figure 10.1 

74 



10 Tame imbedding in R2 

into which the points Wp w2, ••• , wn decompose~· (The subscripts for the 
edges e; and the arcs a; are unrelated.) If the end-points of a; are w1 and wk, 

then the set 

is a 1-sphere, with interior I; lying in Nv. 

Lemma 3. The sets I; are disjoint. 

PROOF. If I; intersects~ (i =I= j), then there is a broken line from an interior 
point of a; to an interior point of a1, lying in Nv, and not intersecting the 
arcs elc which lie in Fr I;. This contradicts Theorem 4.2. D 

Lemma 4. Nv = U I; = U J; u U I;. 

PROOF. If this is false, then Nv- U ej has a component V, different from 
each of the sets I;. Therefore Fr V c U ej. But Fr V cannot lie in any one 
set ej, because no arc separates R2. Let P and Q be points of e;- { v} and 
ej- { v} respectively, lying in Fr V, with i =I= j. Let X and Y be points of 
Jv- { wd, such that {X, Y} separates W; from w1 in Jv. By two applica­
tions of the Schonflies theorem, there is an arc A from X to Y, intersecting 
Jv only at X and Y, and intersecting U elc only at v. Then P and Q lie in 
the components of Nv- A that contain w; and w1 respectively. But this is 
impossible: by Theorem 4.2, the latter components are different, and Vis 
connected by hypothesis. D 

For each v, we define a homeomorphism h0 , with J0 u U e; as its 
domain, mapping each e; onto the linear interval vw;, such that h0 is the 
identity at v and on Jv. By the Schonflies theorem, each set I; is a 2-cell, 
and so hv can be extended to give a homeomorphism 

such that h0 j(R2 - Nv) is the identity. Let h0 be the composition of all the 
homeomorphisms h0 • Evidently h0 is a well-defined function, because the 
sets N0 on which the homeomorphisms h0 differ from the identity are 
disjoint, and for the same reason, h0 is a bijection R2~R2. And h0 is 
continuous. Following is the proof for the nontrivial case. Suppose that 
P 1, P2, ••• are points of different sets N; = N0 , with lim; ..... 00 P; = P. Then P 
belongs to no set Int N0 • Therefore h0(P) = P'. Since { N0 } is a contracting 
collection, lim; ..... oo 8N; = 0. Therefore lim; ..... ood ( P;, h0( P;)) = 0. Therefore 
lim; ..... 00 h0(P;) = P = h0(P). By the same argument, h0 1 is continuous, and 
h0 is a homeomorphism. 

Let M0 = h0(M). Let e be an edge of M0, with end-points v and v'. Then 
e is the union of an arc a, with end-points w and w', and two linear 
intervals vw and v'w'. (See Figure 10.2.) 
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Figure 10.2 

Now each a has a frame Na, as in Theorem 6, such that Na c Ne (ace.) 
We also take the sets Na in sufficiently small neighborhoods of the arcs a 
so that different sets Na are disjoint. Since { Ne} is a contracting collection, 
so also is { Na}. By slight modifications, followed by "splitting" operations, 
as in the proof of (4) of Theorem 6, we arrange for each intersection en Na 
to be an arc, intersecting Fr Na precisely in its end-points, as in the figure. 
By the same method used in defining the homeomorphisms hv, we define a 
homeomorphism 

ha: Na~Na, 

such that ha!Bd Na is the identity and ha(e n Na) is a broken line. Now 
define ha as the identity on R2 - Na, and let h1 be the composition of all 
the homeomorphisms ha. Then h 1 is a well-defined homeomorphism; the 
proofs are the same as for h0• Let h = h1h0. Then hj(R2 - U) is the identity, 
and h(M) is a polyhedron. 

It remains only to show that hi U is a <j>-approximation of the identity. 

PROOF. For each edge e of M, with end-points v, v', and ace, we have 
NV c Ne, Nv' c Ne, and Na c Ne. Therefore 

h(Ne) = h2h1(Ne) c Ne. 

Since l3Ne < inf (<f>!Ne), it follows that for each point P of Ne, d(P, h(P)) < 
cf>(P). If P lies in no set Ne, then h(P) = P, and the same conclusion 
follows. D 

We shall now get rid of the ad hoc hypothesis that the graph K has no 
end-points. 

Theorem 8. Let K be a linear graph, and let f be a homeomorphism 
!K!~M C R2. Then M is tame. In fact, for every open set U containing 
M, and every strongly positive function .p: U ~ R, there is a homeomor­
phism h: R2~R2 such that (I) h(M) is a polyhedron, (2) hi(R2 - U) is the 
identity, and (3) hI U is a <f>-approximation of the identity. 
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Lemma. There is a complex K', and a homeomorphism j': IK'I~R2, such 
that (1) K is a subcomplex of K', (2) K' has no end-points, and (3) 
f=J'IIKI. 

PROOF OF LEMMA. The end-points of K are all vertices, and so they form at 
most a countable set. Therefore to each end-point v of K we can attach a 
half-open interval of the form vv'- v', such that vv' n IKI = { v }. If the 
intervals vv' are sufficiently short, are disjoint, and form a contracting 
collection, then the union of K and all intervals vv' - { v'} has a triangula­
tion K' in which K forms a subcomplex. To get such a K', we express each 
vv'- { v} as the union of a countable collection of intervals v1v2, 

v2v3, ••• , where v = v1, and the points V; appear in the stated order on 
vv'- { v }, approaching v' as a limit. (Note that for IKI c Rn, the step from 
K to K' does not involve the sort of imbedding problems that made 
Section 7 a necessary preparation for Section 8. It is trivial to attach a 
1-simplex to an end-point of a complex.) 

It remains to define f'. From IKI we delete all end-points of K. The 
resulting space has a triangulation H in which every simplex is a subsim­
plex of a simplex of K. Thus Theorem 7 applies to H andf!IHI. Let h be as 
in Theorem 7, and for each edge a 1 of K let e = h(f(a 1)). Thus each e is 
either a broken line or an infinite polyhedron plus an end-point w = 
h(f(v)), where vis an end-point of K. In the "peculiar" cases, every subarc 
of e that does not contain w is a finite polyhedron. We assert that there is 
an arc e', with v as an end-point, such that e' n h(M) = { v }. To get such 
an arc, we start at a point close to a point of Int e, and then trace out an 
arc close to e, following along one side of e, and following more and more 
closely as we approach w. This gives an arc Aw, with end-points w, w'. We 
choose the arcs Aw of sufficiently small diameters so that they are disjoint, 
lie in U, and form a contracting collection. It follows that hf: IHI~R2 can 
be extended to give a homeomorphism 

F: IK'I~hf(IKI) U U (Aw- w'). 
Now let 

0 

From the lemma, the theorem follows easily. Since K' has no end­
points, K' andf' satisfy the hypothesis forK andfin Theorem 7. Let h' be 
the homeomorphism given by the conclusion of Theorem 7, and let 
h = h'IIKI. Then h satisfies the conditions of Theorem 8. 0 

We shall extend Theorem 8 so that it will apply to every triangulable 
set. For this purpose, we need some preliminary results. 

Theorem 9. Let C 2 be a 2-cell, and let P, Q, R, S be points of Bd C 2, such 
that { P, R} separates Q from S in Bd C 2• Let M 1 and M 2 be disjoint 
closed sets in C 2, such that M 1 n Bd C 2 = {P} and M 2 n Bd C2 = {R }. 
Then Q and S are in the same component of C2 - (M1 u M 2). 
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PROOF. Evidently there is a homeomorphism h, of Bd C 2 onto the 
boundary J of a rectangular region I in R2, and this can be chosen so that 
the images of P and R (and of Q and S) are the mid-points of the vertical 
(and the horizontal) sides of i. By Theorem 5.6 it follows that h can be 
extended to give a homeomorphism r: 2 ~I. Since Theorem 9 describes a 
topologically invariant property of C 2, we may assume that C 2 is I, so that 
we have the situation shown in Figure 4.5; the only difference is that we 
have disjoint closed sets M 1, M2 which are not necessarily arcs. But in the 
proof of Theorem 4.4, we never used, or even mentioned, the hypothesis 
that A 1 and A2 were arcs. Thus the proof of Theorem 4.4, repeated 
verbatim, proves Theorem 9. 0 

Let B be a subset of A, in a topological space. A retraction of A onto B 

is a mapping r: A~ B such that riB is the identity. If such an r exists, then 
B is a retract of A. 

Theorem 10. Let C 2 be a 2-cel!, and let J = Bd C 2• Then J is not a retract of 
c2. 

PROOF. As in the proof of Theorem 9, we may suppose that C 2 is a 
rectangular region in R2. Let P, Q, R, S be as in Theorem 9, and suppose 
that there is a retraction r: C 2 ~J. Let 

By Theorem 9, Q and S are in the same component of C 2 - (M1 u M2). 

Therefore there is an arc B (if we like, a broken line) from Q to S, in 
C 2 - (M1 u M 2). By Theorem 1.7, r(B) is a connected set in J- { P, R }, 
containing Q and S. Since J- { P, R} is the union of two separated sets 
H, K, containing Q and S respectively, this contradicts Theorem 1.10. 0 

Theorem ll. Let J be the unit circle S1 in R2, and let C2 be a 2-cell in R2 

such that Bd C 2 = J. Then C 2 is the unit disk B2. 

(Some reflection may be needed, to convince oneself that this theorem is 
not trivial.) 

PROOF. Let I and E be the interior and exterior of J in R2. Since Int C 2 is 
connected, Int C 2 lies either in E or in I. If Int C 2 c E, then an obvious 
construction shows that Bd C 2 is a retract of C 2, which is impossible. If 
Int C 2 c I, and Int C 2 is a proper subset of I, then we may suppose that 
Int C 2 does not contain the origin. As before, we get a contradiction by 
showing that Bd C 2 is a retract of C 2. 0 

Theorem 12. Let C 2 be a 2-cel! in R2. Then Int C 2 is the interior I of Bd C 2 

in R2. 
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PROOF. By Theorem 4 there is a homeomorphism h: R2~R2, mapping 
Bd C 2 onto the unit circle S1• Now h(Int C 2) = Int h(C 2), and the interior 
of h(Bd C 2) (that is, the bounded component of R2 - h(Bd C2)) is the 
image of the interior of Bd C 2. Thus Theorem 12 is a consequence of 
Theorem 11. D 

Theorem 13. Let M be a triangulable set in R2. Then M is tame. In fact, for 
each open set U containing M, and every strongly positive function 
<J>: u~R, there is a homeomorphism h: R2~R2 such that (1) h(M) is a 
polyhedron, (2) hi(R2 - U) is the identity, and (3) hi U is a </>-approxima­
tion of the identity. 

PROOF. By hypothesis for M, we have a complex K and a homeomorphism 
f: IKI~M. By Theorem 8 there is an h such that (I') h(f(IK 11)) is a 
polyhedron and such that (2) and (3) hold. Consider a a2 E K. Then 
h(f(a2)) is a 2-cell, and h(f(Bd a2)) is a polygon, with interior I in R2. By 
Theorem 12, I= Int h(f(a2)) = h(f(lnt a2)), so that i = h(f(a2)). By The­
orem 2.2 there is a complex L(a2) such that 

L(a2) = h{J(a2)). 

Taking the appropriate subdivisions L'(a2) of the complexes L(a2), and 
forming their union, we get a complex L such that 

L = h(M) = h(f(IKI)). 

Therefore h(M) is a polyhedron. Thus h satisfies all the conditions of 
Theorem 13. D 

PROBLEM SET 10 

Prove or disprove: 

1. Let K be a Euclidean complex in a Cartesian space Rm. If IKI is bounded, then 
the simplexes of K form a contracting collection. 

2. Given U c R2. If U is a 2-manifold, then U is open in R2. 

3. Let G be a contracting collection of subsets of Rm. Then G is countable. 

4. Let M be a topological linear graph in R2. Then M is everywhere arcwise 
accessible from R2 - M. 

5. R2 contains no skew graph of type I (as defined in Problem 2.15). 

6. Similarly, generalize the result of Problem 2.16. 

7. In Theorem 2.7, if M is not required to be polyhedral, then the theorem still 
holds, with the obvious modification of the conclusion: ]-sphere for polygon, in 
two places. 

8. Investigate the analogous generalization of Theorem 2.8. 
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9. Let M 1 and M2 be tame sets in R2. Then M 1 U M2 is tame. 

10. Let M1 and M2 be tame sets in R2. Then M 1 n M2 is tame. 

11. Let M be a compact connected 2-manifold with boundary in R2, such that 
Bd M is the union of two disjoint 1-spheres. Then M is an annulus; that is, M 
is homeomorphic to a closed plane region bounded by two concentric circles. 

12. Let M1 and M 2 be compact connected 2-manifolds with boundary in R2. If 
Bd M1 and Bd M2 have the same number of components, then M1 and M2 are 
homeomorphic. 

13. Let M be a compact set in R2. If Fr M is a polyhedron, then M is a 
polyhedron. 

14. The conclusion of Problem 13 holds for compact sets in R3. 

15. In a topological space, a set M is locally compact if every point of M has a 
(closed) neighborhood N such that N n M is compact. Let M be a locally 
compact set in R2, and suppose that M n Fr M is a polyhedron. Then M is a 
polyhedron. 

16. What happens, in Problem 15, if M is not required to be locally compact? 

17. Every arc in R2 lies in a 1-sphere in R2. 

The "middle-third Cantor Set" in R is defined as follows. The middle third 
of a closed interval [a, b] is the open interval (a+ ~(b- a), b- ~(b- a)). 
Let M 1 = [0, 1]. Given a set M; which is a finite union of disjoint closed 
intervals, let Mi+ 1 be the set obtained by deleting the middle third of each 
component of M;. Recursively, this gives a sequence M 1, M2, • ••• We 
define 

00 

C= n M;. 
i=l 

18. The sets C and C X C are cardinally equivalent. (That is, there is a bijection 
between them.) 

19. The sets C and C X C X C are cardinally equivalent. 

20. The sets C and £!Jl(Z+) are cardinally equivalent. (For any set A, £!Y(A) is the 
power set of A, that is, the set of all subsets of A.) 

21. The topological spaces C c R and C x C c R2 are homeomorphic. 

22. R2 contains no 2-sphere. 
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Let fo and f 1 be mappings A ~ B. A homotopy between f 0 and f 1 is a 
mapping 

<[>: A X [ 0, 1] ~ B 

such that <[>(P, 0) = f0(P) and <[>(P, 1) = f 1(P) for every Pin A. If such a <P 
exists, then fo and j 1 are homotopic. 

Suppose now that f 0 and f 1 are homeomorphisms A~ B. An isotopy 
between fo and f 1 is a homotopy <[>: A X [0, 1] ~ B such that for each t, the 
"slice mapping" 

P~ <f>(P, t) 
is a homeomorphism. 

Theorem 1 (J. W. Alexander). In Rn, let Bn ={PiliP II< 1}, sn-I = Fr Bn 
= {PIIIPII = 1}. Letf1 be a homeomorphism Bn~Bn, such thatf1lsn-I is 
the identity. Then f 1 is isotopic to the identity mapping f0 : Bn~Bn, 

P~P. 

PROOF. Define<[>: Bn X [0, l]~Bn as follows: 

<P( P, 0) = P for every P; 

<t>(P,t)=P foriiPII;;;.t>O; 

<t>(P,t)=t!1 ( +p) fort>O, IIPII<t. 

To verify that <[> is a mapping, we need to know that P ~ P 0 and t ~ t0 ~ 

<[>(P, t)~<t>(P0, t0). For t0 > 0, this is obvious. And for t0 = 0, it also holds, 
because the distance between P and <[>(P, t) is less than 2t. Evidently all 
the slice mappings ft of <[> are homeomorphisms, and the theorem follows. 

D 
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Let [X, (C)] be a topological space, and let f be a homeomorphism 
X ~x. If there is an open set U such that flU is the identity, then f is 
stable. Note that a stable homeomorphism must preserve orientation, if X 
is an orientable manifold. Note also that it is easier to observe this fact 
than to define the term orientation. 

Theorem 2. Let j 1 be a stable homeomorphism Rn ~ Rn. Then j 1 is isotopic to 
the identity. 

PROOF. We may suppose thatf1 is the identity on Bn, sincej1 is isotopic to 
a homeomorphism which has this property. Let inv be the inversion 

Rn- {0} ~Rn- {0}, 

where 0 is the origin. Let g 1: Bn ~ Bn be defined by the conditions 

g1(0) = 0, 

(0 <liP II ..:: I). 
Then g1 is a homeomorphism Bn~Bn, and g1lsn-I is the identity. There­
fore g1 is isotopic to the identity. Let 1[;: Bn X [0, I)~ Bn be the isotopy 
given in the proof of the preceding theorem. Under the definition of 1[;, we 
have 1[;(0, t) = 0 for every t, and l[;(P, t) =I= 0 for every P =I= 0 and every t. 
Therefore 

1/;' = 1[; I (Bn - { 0}) X [ 0, l ] 

is an isotopy between g1I(Bn- {0}) and the identity. Therefore 

</> = inv 1[;' inv 

is an isotopy between fd(Rn- Int Bn) and the identity. Now extend </>by 
defining <t>(P, t) = P for every Pin Bn and every t. D 

Theorems I and 2 have been stated for arbitrary n because there would 
be no economy in specializing them. But our only immediate application 
of them is to the plane. In Theorem 10.13, h was the identity except on a 
certain open set U. If R2 - U contains an open set-which it does, in most 
of the cases of interest-then h is stable. Thus we have: 

Theorem 3. Let M, U, <f>, and h be as in Theorem 10.13. If R2 - U contains 
an open set, then h is isotopic to the identity. 
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between Can tor sets 

By a Cantor set we mean a compact metrizable space in which every point 
is a limit point, and which is totally disconnected, in the sense that the only 
connected subsets are formed by single points. (The prototype is the 
"middle-third" Cantor set in R. See Problem set 10). In the following 
section we shall show that if C1 and C2 are Cantor sets in R2, then every 
homeomorphism h: cl ~ c2 can be extended to give a homeomorphism 
R2~R2. This is a very strong homogeneity property of R2. More generally, 
a topological space [X, (9] is homogeneous if for every two points P, Q of X 
there is a homeomorphism X~ X, P ~ Q. (This means that every trivial 
homeomorphism of the type h: { P} ~ { Q } can be extended.) 

The meaning of the strong homogeneity theorem will be clearer if we 
first show that homeomorphisms between Cantor sets are abundant. This 
is the purpose of the present section. Later we shall show that the strong 
homogeneity theorem fails in dimension 3. That is, a homeomorphism 
between two Cantor sets in R3 cannot always be extended so as to give a 
homeomorphism R3~R3. Nothing in this section or the next will be used 
deductively later in this book. 

Let M be a closed set, in a metrizable space [X, (9 ], and let A and B be 
disjoint closed sets in X. If M is the union of two disjoint closed sets, 
containing M n A and M n B respectively, then A and B are separable in 
M. If not, A and B are inseparable in M. (In the latter case, it follows 
trivially that both A and B intersect M.) 

Theorem 1. Let M 1, M 2, ••• be a descending sequence of compact sets, in a 
metrizable space [X, (9 ], and let A and B be disjoint closed sets in X. If A 
and B are inseparable in each set M;, then A and B are inseparable in 

Moo= n ::1M;. 
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PROOF. Suppose not. Then M OC) = MA U M8 , where MA and M8 are dis­
joint closed sets containing M OC) n A and M OC) n B respectively. The dis­
tance between MA u A and M 8 is positive; that is, 

Similarly, the distance between M 8 U B and MA is positive, = eA. Let 

Let 

Then UA and U8 are disjoint; they contain MA and M8 respectively; and 
uA n B = Un n A = 0. 

Let U = UA U U8 , and for each i, let K; = M; - U. Then K; =F 0 for 
each i, because otherwise M; would lie in U for some i, and A and B would 
be separable in M;, which is false. Each K; is compact. And the sequence 
K1, K2, • • • is descending. It follows that n '(: 1 K; =F 0. But this is impossi­
ble, because 

OC) OC) 

n K;= n [M;n(X- U)]=Moc;n(X- U)=0. 0 
i=l i=l 

Theorem 2. Let M be a compact set, in a metrizable space [X, (9 ], and let A 
and B be disjoint closed sets in X, such that A and Bare inseparable in M. 
Then there is an M 1 c M such that (1) M 1 is closed, (2) A and B are 
inseparable in M 1 , and (3) M 1 is irreducible with respect to Properties (1) 
and (2). 

Here (3) means that no proper subset of M 1 has Properties (I) and (2). 

PROOF. We shall regard Mas a space. Since M is compact and metrizable, 
it follows that M has a countable basis; that is, there is a countable 
neighborhood system 91., = {Up U2, .•• } for M such that (9 (0t) is the 
given topology of M. We shall now define a descending sequence 
M 1, M2, ••• of closed subsets of M, inductively, as follows. (1). M 1 = M. 
(II). Given M;, such that A and B are inseparable in M;. If A and B are 
inseparable in M;- U;, let Mi+l = M;- U;. If not, let Mi+l = M;. 

By induction, A and B are inseparable in each M;. By the preceding 
theorem, A and B are inseparable in M 1 = n '(: 1M;. Thus M 1 has Proper­
ties (I) and (2). It remains to show that M 1 is irreducible. Suppose not, and 
let M" be a proper subset of M 1

, satisfying (I) and (2). Let P E M 1 - M". 
Then there is an i such that P E U; and U; n M" = 0. But this is 
impossible: it means that M;+ 1 = M;- U;, so that M 1 n U; = 0, and 
Pfl_M~. 0 
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Theorem 3. Let M be a compact set, in a metrizable space [X. t' ]. and let A 
and B be disjoint closed sets in X. Then either (I) M contains a connected 
set which intersects both A and B or (2) A and B are separable in M. 

PROOF. Suppose that (2) is false. We shall show that (I) is true. Let M' be 
as in the preceding theorem. Suppose that M' is not connected. Then M' is 
the union of two disjoint nonempty sets Hand K. Since M' is irreducible, 
A and B are separable in each of the sets H and K. Thus we have 

H=HAuHn, K=KAuKn, 

as in the definition of separable. Therefore 

M' = (HA U KA) U (H8 U K8 ), 

where the sets in parentheses are disjoint and closed. Therefore A and B 
are separable in M', which is false. D 

A set which is both compact and connected is called a continuum. 
Obviously, under Condition (1) of Theorem 3, M contains a continuum 
which intersects A and B. (In fact, the set M' given by the proof is 
compact.) 

Theorem 4. Let C be a totally disconnected compact set, in a metric space, 
and let e be a positive number. Then C is the union of a finite collection 
G, = { g1, g2, • •• , gn} of disjoint nonempty closed sets, with 8g; < e for 
each i. 

PROOF. C is covered by the set of all neighborhoods of the form 

(P E C). 

(Hereafter, we regard C as a space.) Therefore C is covered by a finite 
collection 

{ Nl, N2, ... ' Nn } 

of su~ neighborhoods, with N; = N(P;, e/4) for each i. For each i, let 
A;= N; and B; = C- N (P;, e/3). Then A; and B; are disjoint and closed. 
Since the only connected subsets of C are singletons, no connected subset 
of C intersects both A; and B;· By the preceding theorem it follows that A; 
and B; are separated in C. Let H; and K; be disjoint closed sets, containing 
A; and B; respectively, such that C = H; u K;. 

Now H; is open, because K; is closed. And 8H; < e, because H; c 
N (P;, e/3). Let g 1 = H 1, and for 2 < i < n let 

g; = H;- U gi. 
j<.i 

By induction, we have: the sets g; are disjoint; UJ<i gJ = U J<Jll.i' so that 
U; g; = C; and each g; is both open and closed. Since g; c H;, we have 
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8g; < e. Finally, if any set g; IS empty, we simply delete it from G, = 

{gl, g2, · · · 'gn}· D 

Since the sets g; in the preceding theorem are open as well as closed, the 
following theorem applies to them. 

Theorem 5. Let C be a Cantor set, and let U be a subset of C which is both 
open and closed. Then U is a Cantor set. 

The verification is immediate. 

Theorem 6. Let [X, (9] and [ Y, (9 '] be metrizable spaces. If X is compact, 
and f is a bijective mapping X~ Y, then f is a homeomorphism. 

PROOF. We need to show that f- 1 is a mapping. Given Q1, Q2, • • • in Y, 
with lim Q; = Q, let P; = f- 1(Q;) and P = f- 1(Q). We need to know that 
limP;= P. If not, we have lim Pn = P' =I= P for some subsequence 
Pn,• Pn2, •••• It follows that lim Qn, = f(P') =I= Q = f(P), which is impossi­
ble. D 

Theorem 7. Let C be a Cantor set, and let C' be a compact metrizable space. 
Let G1, G2, • • • be a sequence of finite coverings of C by disjoint non­
empty open (and therefore closed) sets, such that (1) G; + 1 .;;; G;for each i 
and (2) II G;ll ~o as i ~ oo. Let G{, G2, . . . be a sequence of finite 
coverings of C' by nonempty open sets, satisfying (I) and (2). For each i, 
let J; be a function G; ~ G/, such that (3) if g; E G;, gi+ 1 E Gi+ I> and 
gi+l C g;, then J;+ 1(g;+ 1) cJ;(g;). Then there is a mapping 

f: c~c. 
such that for each g; E G;,J(g;) cJ;(g,). If each J; is surjective, then so 
also is f. If each J; is a bijection, and every two elements of G/ have 
disjoint closures, then f is a homeomorphism. 

(Here the elements of the collections G/ are not required to be disjoint, 
except, of course, in the last sentence.) 

PROOF. For each i, and each P E C, let gi. P be the element of G; that 
contains P. Then 

00 

{ p} = n gi.P· 
i= I 

Evidently the sequence g1, P• g2• P• . . . is descending. Therefore so also is 
the sequence g;, P• g;, P• ••• ' where g;, p = J;(g;,p)· Therefore n g;, p =I= 0; 
and since II G/11 ~o, this intersection is a single point. Define f(P) to be 
this point. That is 

00 

u < p ) } = n g;. p • 

i= I 
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12 Homeomorphisms between Cantor sets 

Thus f is a well-defined function C ~ C'. It is easy to check that for each 
g E G;,J(g) c.f;(g). To verify that f is a mapping, consider a point 
Q = f(P) E C', and an open set U containing Q. Since II G/11 ~o, it follows 
that there is an i such that if g; E G/, and Q E g;, then g; c U. Now let 
g;, P be the element of G; that contains P. Then 

because the set in the middle of this formula contains Q. It follows that f is 
continuous. 

Suppose now that the functions !; are surjective but f is not. Let 
Q E C'- f(C). Then the distance e, between Q andf(C), is positive. Take 
i such that IIG/11 < e/3. Then if g', g" E G/, Q E g', and g" intersectsf(C), 
then 

g' n g" = 0. 

Therefore g' fl !;( G;), and!; is not surjective, which is false. 
If each !; is bijective, and every two elements of G/ have disjoint 

closures, then f is bijective. By Theorem 6, f is a homeomorphism. D 

At the moment, we are concerned only with the case in which both C 
and C' are Cantor sets. 

Theorem 8. Every two Cantor sets are homeomorphic. 

PROOF. Let the sets be C and C'. By Theorem 4, C is the union of a 
collection G1 = { gll, g 12, ... , g1, n) of disjoint closed sets of diameter 
< 1. Now apply Theorem 4 to C', choosing e sufficiently small so as to get 
a finite collection H, with at least n 1 elements, covering C'. Amalgamating 
some elements of H, if need be, we get 

Now let 

(Thus / 1 is a random bijection G 1 ~ G ;. ) 
Next take G~ < G{, as in Theorem 4, such that II G~ll < 1/2. Then define 

G2 < G1 as a covering of C, as before, in such a way that if g E G1, then 
the number of elements of G2 that lie in g is the same as the number of 
elements of G~ that lie in / 1( g). (Recall that the elements of G1 are Cantor 
sets, so that Theorem 4 can be applied to them one at a time.) Then define 
f 2: G2~ G~ in such a way that for g E G1, hE G2, h c g, we have 
f2(h)C /,(g). 

Proceed ad infinitum in this way: when i is odd, we make IIG;II < 1/i, 
with Gi < Gi-l• and copy the pattern of Gi in Gi-l to get the covering G; of 
C'; when i is even, we make II G/11 < I/ i, and copy the pattern of G/ in C. 
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Thus all the conditions of the preceding theorem are satisfied, and the 
resulting! is a homeomorphism C ~ C'. D 

In fact, a stronger theorem holds, as follows. 

Theorem 9. Let C and C' be Cantor sets, and let D and D' be countable 
dense sets in C and C' respectively. Then there is a homeomorphism 
c~c',D~D'. 

PROOF. We need a refinement of the proof of the preceding theorem. Let 

D' = { P;, P~, ... }, 

where both sequences are bijective. We set up the same apparatus as in the 
proof of Theorem 8, with additional provisos as follows. Below, G;(P) 
denotes the element of G; that contains Pj' and similarly for G/(Pk). We 
want to define the sets G;, and G/, and the functions J; so that 

(1) For eachj there is a kj such that for each i, 

J;(G;(lj))= G/(P4)· 
(2) For each k there is ajk such that for each i, 

J; ( G; ( lJJ) = G/ (Pn. 

If these conditions hold, and f is as in the proof of Theorem 8, then 
f(P) = Pk andf(Pj) = P~. ThusfiD is a homeomorphism D~D'. We get 

0 1 

Properties (1) and (2) as follows. 
(I) Define Gp c;, and j 1 as before, so that j 1 is a random bijection 

G 1 ~G~. Let P~, be any point of D' inj1(G1(P1)). 

(II) Suppose that we have given G;, G/, and J; for i ..;; 2n, and that we 
have chosen the points P~, Pic, ... , Pk' and P1., P1., ••• , P;, in such a 

I 2 n I 2 Jn 

way that Conditions (1) and (2) are satisfied, insofar as they apply to the 
objects so far defined. Take G2n+I so that IIG2n+dl < 1/(2n + 1),and such 
that the points P; (i ..;; n + 1) and 1), (i ..;; n) lie in different elements of 
Gn+I· If Pn+I is already ljk for some k..;; n, let P~+I = P~. If not, define 
G2n+I as before, definef2n+I in such a way that (1) and (2) are preserved 
(for the points Pfc, and Pj, already defined), and let PL, be any point of D' 
in f2n+ 1( G2n+ 1(Pn+ 1)). (Note that the latter set contains none of the points 
Pfc (i ..;; n.)) 

1 (III) Given G;, G/, and J;, for i .;;; 2n- 1, we proceed analogously. (This 
whole situation is logically symmetric: interchange G; and G/, and inter­
change!; andJ;- 1.) D 

This theorem has the following implication for the classical middle-third 
Cantor set C on [0, 1] c R. Let D be the set of all end-points of all open 
intervals deleted in forming C, together with 0 and 1. Then D has no 
distinctive topological properties in C, aside from the property of being a 
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countable dense set: for every other countable dense set D' in C, there is a 
homeomorphism c~c, D~D'. 

PROBLEM SET 12 

Let G be a collection of sets. As usual, G* is the union of the elements of 
G. For each PEG*, St P = St (G, P) is the set of all elements of G that 
contain P. (Note that this usage is inconsistent with the definition of the 
star of a vertex in a complex.) 

Prove or disprove: 

1. Let [X, d] and [ Y, d'] be compact metric spaces. Let G1, G2, . . • and 
H 1, H2, ••• be sequences of finite open coverings of X and Y respectively, 
such that (I) for each i, G;+ 1 .;;; G; and H;+ 1 .;;; H; and (2) 

lim II Gnll = lim IIHnll = 0. 
n-+oo n-+oo 

Let j 1,J2, ••• be a sequence of surjective functions fn: Gn--+'> Hm such that 
(3) if g, g' E Gn, and g intersects g', then fn(g) intersects fn(g') and (4) if 
g E Gn, g' E Gn+l• and g' c g, thenfn+ 1(g') cfn(g). Then there is a suJjective 
mappingf: X~ Y, such that if 

V; = [ .t;(St ( G;, P )) ]*, 
then 

00 

J<P> = n Jl;. 
i= I 

2. Under the conditions of Problem I, suppose also that the functions J; are 
bijective, and that their inverses satisfy (3) and (4) of Problem l. Then the 
spaces are homeomorphic. 

3. Every compact metric space is the image of a Cantor set under a mapping. 

A space [X, (9] is locally connected if for each point P, and each open set U 
containing P, there is a connected open set V such that P E V c U. 

4. Every locally connected continuum is the image of an arc under a mapping. 

Let M be a continuum, and let P, Q E M. If no proper subcontinuum of 
M contains P and Q, then M is irreducible between P and Q. 

5. Let M be a continuum, and let P, Q E M. Then some subcontinuum of M is 
irreducible between P and Q. 

6. In a separable metrizable space, let M be a connected set, and let P, Q E M. 
Then there is a connected subset N of M such that (I) P, Q EN and (2) no 
connected proper subset of N contains P and Q. 

7. No continuum is irreducible between every two of three (different) points. 

8. In a Hausdorff space [X, (9], let M be a compact set, and let P EX- M. 
Then P and M lie in disjoint open sets. 
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9. In a Hausdorff space, let H and K be disjoint compact sets. Then H and K lie 
in disjoint open sets. 

10. In Theorem I, suppose that [X, (') 1 is Hausdorff, but not necessarily metriz-
able. Then Theorem I still holds. 

11. Theorem 2 still holds if [X, (') 1 is Hausdorff, but not necessarily metrizable. 

12. Theorem 3 still holds if [X, (') 1 is Hausdorff, but not necessarily metrizable. 

13. Suppose that in the last sentence of Theorem 7 we omit the requirement that 
every two elements of Gf have disjoint closures. Does it still follow that C and 
C' are homeomorphic? 

14. The following is a strengthened form of Theorem 9. Let C and C' be Cantor 
sets, let D and D' be countable dense sets in C and C' respectively, and let h 
be a homeomorphism D~D'. Then h can be extended so as to give a 
homeomorphism c~c'. 

15. Suppose that in Theorem 6 the two spaces are required to be Hausdorff, but 
not required to be metrizable. Then the conclusion still follows. 

16. What happens if the [X, (') 1 of Theorem 6 is not required to be compact? 

17. Let M be a locally connected continuum (as in Problem 4). Then M is 
pathwise connected. 

*18. A locally connected continuum is arcwise connected. 
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Totally disconnected 13 
compact sets in R2 

The main purpose of this section is to show that every homeomorphism 
between two totally disconnected compact sets in R2 can be extended so as 
to give a homeomorphism of R2 onto itself. 

By a k-annulus we mean a compact connected 2-manifold A with 
boundary, imbeddable in R2, such that Bd A has k + I components. Thus 
a 1-annulus is an annulus, and a k-annulus is a 2-cell with k holes. 
Consider such an A, in R2, and let 

Bd A= 10 U 1 1 U ... U 1k, 

where 10 is the outer boundary of A, that is, the frontier of the unbounded 
component of R2 - A. (Hereafter in this section, the notation J 0 will 
always be used in this sense.) 

Theorem 1. Let A and A' be k-annuli in R2, with boundaries U 1; and U 1(, 
and let f be a homeomorphism 10~10. Then f can be extended so as to 
give a homeomorphism A ~A', R2~R2, 1;~1(. 

(Note that since the numbering of the components 1; and 1( (i > 0) was 
arbitrary, the theorem says that the homeomorphism R2~R2 can be 
chosen so as to match up these sets in any way we like.) 

PROOF. A is compact, and therefore A' can be moved far from A by a 
translation R2~R2. Therefore the theorem reduces to the case in which 
A n A' = 0. (This merely makes it more convenient to draw pictures.) By 
the Tame imbedding theorem (Theorem 10.13), we may now assume that 
Bd A and Bd A' are polyhedra. It follows (Problem 10.13) that A and A' 
are polyhedra. The rest of the proof is by induction on k. 

(I) The theorem holds for 1-annuli. 
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PROOF. A is connected. Therefore there is a broken line B, joining a point 
of J0 to a point of J 1, and intersecting Bd A only at its end-points P0 and 
P 1• (See Figure 13.1.) We may suppose that neither P0 nor P 1 is a vertex. 

Figure 13.1 

Let P0 = f(P0), and let B' be a broken line in A', joining P0 to a point P{ 
of J{, and intersecting Bd A' only at its end-points. Using two disjoint 
broken lines B1, B2, lying close to B but not intersecting B, we decompose 
A into two 2-cells D1, D2, with B c D1• Some of the notation hereafter is 
conveyed by the figure. Copy this configuration in A', getting B{, B~ in A', 
B)= f(B3), B4 = f(B4), Bd D{ =B) U B{ U B~ U B~, Bd D)= J{, and so 
on. Now extendfin the following stages: B1 ~B{, B2~B~, B5 ~B~, D 1 ~ 
D{, B6 ~B~, D2~D~, D3~D3; and finally map the exterior of J0 onto 
that of lo. 

(II) If the theorem holds for k-annuli, then it holds for (k + I)-annuli. 

PROOF. Given two (k + I)-annuli A, A', assume that both are polyhedra. 
Let B be a broken line from J0 to J 1, intersecting Bd A only at its 
end-points, and construct D 1 c A and D{ c A', as in (1). Let D3 be the 
closure of the interior of J 1, and let D!, be the closure of the interior of J{. 
(Thus the notation is that of Figure 13.1.) Let 

Ak = Cl (A-Dd, A~= Cl (A'- D{). 

Extend f so that D 1 ~ D{, D3~ D!,. By the induction hypothesis, extend f 
so that Ak ~A~. Finally, extend] to the exterior of J0. D 

Theorem 2. Let A beak-annulus in R2, and let B be the union of some or all 
of the boundary components J 1, J2, ... , Jk. Then there is a 2-cel/ C such 
that (I) Bd C c Int A, (2) B c Int C, and (3) C contains no point of 
BdA- B. 

Note that here B does not contain J0• Thus, if l; = Bd D; fori> 0, then 
C contains the union of the sets D; for which l; c B, and intersects none of 
the other sets D;. Thus C is a sort of amalgamation of an arbitrary union 
of sets D;. 
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PROOF. By Theorem 1, Theorem 2 reduces to the case in which all the sets 
1; are circles, and in which 1; is a very small circle for every i > 0. In the 
latter case, the construction of C is trivial. D 

Theorem 3. Let C 2 be a 2-cell, with Bd C 2 = J = B1 U B2, where B1 and B2 

are arcs with common end-points Q, S. Let M 1 and M 2 be disjoint closed 
sets in C 2, such that M; n 1 c Int B; (i = 1, 2). Then Q and S are in the 
same component of C 2 - (M1 U M 2). 

PROOF. The proof is the same as that of Theorem 10.9. D 

We have now finished generalizing Theorem 4.4. 

Theorem 4. Let M be a totally disconnected compact set in R2, and let U be a 
connected open set containing M. Then U- M is connected. 

PROOF. Let Q and S be points of U- M. Then Q and S can be joined by a 
broken line in U. It follows, by an easy construction, that there is a 
(polyhedral) 2-cell C 2, with Bd C 2 = B1 u B2 and B1 n B2 = { Q, S}. For 
i = 1, 2, let A;= M n Int B; = M n B;. Then A 1 and A 2 are disjoint and 
closed. Since M n C 2 is compact and totally disconnected, it follows by 
Theorem 12.3 that M n C 2 is the union of two disjoint closed sets M 1, M 2, 

containing A 1 and A 2 . By Theorem 3, Q and S lie in the same component 
of C 2 - M. Therefore Q and S lie in the same component of U- M, and 
the theorem follows. D 

Theorem 5. Let M be a totally disconnected compact set in R2, and let N be a 
frame 1 of M. Then every component of N is a 2-cell. 

PROOF. We know that different components of R2 - N lie in different 
components of R2 - M. Since R2 - M is connected, so also in R2 - N. 
Therefore each component C of N has a connected boundary. Therefore 
Bd C is a 1-sphere, and C is a 2-cell. D 

Theorem 6. Let M and N be as in Theorem 5, and let e be a positive number. 
If N lies in a sufficiently small neighborhood of M, then every component 
of N has diameter less than e. 

PROOF. Let M = U ;= 1 g;, as in Theorem 12.4, with 8g; < e/3. If a> 0, and 
a is sufficiently small, then N ( g;, a) n N ( g1, a) = 0 for i =I=). Take such 
an a, with a< e/3, and takeN c N(M, a). Then every component D of N 
lies in some one set N (g;, a). Since a< e/3, we have 8D < 3e/3 =e. D 

Theorem 7. Let M and M' be totally disconnected compact sets in R2, and let 
f be a homeomorphism M ~M'. Then f has an extension F: R2~R2. 

1For the definition of a frame, see Theorem 10.6. 
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PROOF. (I) Let A and A' be 2-cells containing M and M' respectively in 
their interiors. Let N 1 be a frame of M, lying in Int A, and lying in a 
sufficiently small neighborhood of M so that every component of N 1 has 
diameter < 1. (Theorem 6.) Then the sets j(M n C), where C is a 
component of N 1, are disjoint and compact. Let L be a frame of M', lying 
in Int A', with components C' of sufficiently small diameter so that no C' 
intersects two different sets j(M n C). By repeated applications of Theo­
rem 2 we get a frame N) of M', lying in Int A', such that each set 
f(M n C) is the intersection of M' and a component of N). Now there is a 
homeomorphism f 0: R2 - lnt A ~R2 - Int A'. Let £ 1 = R2 - Int N 1, E)= 
R2 - Int N). By Theorem 1, fo can be extended so as to give a homeomor­
phismj1: £1 ~£), such that if D and D' are components of N 1 and N), 
withj1(Bd D)= Bd D', thenj(M n D)= M' n D'. 

(2) Suppose that we have given a frame N 2; _ 1 of M, a frame N ].; _1 of 
M', and a homeomorphismf2;_ 1: E2;_ 1 ~E].;_ 1 , where 

Suppose that the components of N 2; _ 1 have diameter less than 1/ (2i - 1 ). 
For each component A of N2;_ 1, let A' be the component of N~;-J 
bounded by f 2;_ 1(Bd A). Suppose (as an induction hypothesis) that for 
each such A, A' we havej(M n A)= M' n A'. 

Let N~; be a frame of M', lying in Int N~i-l' and lying in a sufficiently 
small neighborhood of M' so that each component of N].; has diameter less 
than 1/2i. (Theorem 6.) Then there is a frame N2; of M, lying in Int N2;_ 1, 

such that for each component D' of N].;,f- 1(M' n D') = M n D, where D 
is a component of N2;. (The construction of N2; is like that of N). We work 
with the sets M' n A' (A' a component of N ].; _ 1) one at a time. For each 
such A', let A be the component of N2;_ 1 such that Bd A'= f 2;_ 1(Bd A). In 
the construction of N), described in (1), we use f- I, M' n A', M n A, A', 
and A in place of j, M, M', A and A' respectively.) Now extendf2;_ 1 to get 

f2;: E2;~E].;, 

where 

such that if D and D' are components of N 2; and N].;, with f 2;(Bd D)= 
Bd D', then f(M n D)= M' n D'. (The construction of f 2; is like that of 
j 1.) Thus, when we pass from N2;_ 1, N].;_ 1,J2;_ 1 to N2;, N].;,J2;, the induc­
tion hypothesis is preserved. 

(3) The recursive step from N2;, N].;, !2; to N2;+ 1, N].;+ 1,J2;+ 1 is entirely 
similar, and in fact the whole situation is logically symmetric. Thus we 
have sequences N 1, N2, ••• , N), N]., ... ,j1,j2, ••• such that: 

(a) N; is a frame of M, and N( is a frame of M'; 
(b) Ni+l c lnt N; and N(+ 1 c Int N(; 
(c) Each component of N2;_ 1 (or N].;) has diameter less than l/(2i- I) (or 

l/2i); 
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(d) Each J; is a homeomorphism E; ~ E/, where 

E' = R2 - Int N.'·, 
I I 

(e) For each i, J; + 1 is an extension of J;. 

Now let 

F=Ju U J;. 
i= I 

By (e), F is a well-defined function. Since 

i= I i= I 

F is a bijection R2~R2. It remains to show that F and F- 1 are continu­
ous. Given P E R2 - M, Q = F(P), we have Q E R2 - M'. Given an open 
set U containing Q, we may suppose that U c Int E/ for some i. Since J; is 
a homeomorphism, some neighborhood of P is mapped into U by F. 

If P EM, then Q = F(P) = f(P) EM', and Q has arbitrarily small 
neighborhoods which are components D' of sets N;'. It is now easy to 
check that D' = F(D) for some component D of N;. Thus F maps small 
neighborhoods of P onto small neighborhoods of Q. Therefore F is 
continuous. The continuity of F- 1 can be shown similarly. (Again, the 
situation is logically symmetric.) 0 

PROBLEM SET 13 

Prove or disprove: 

1. Every Cantor set in R2 lies in an arc in R2. 

2. Let C be the middle-third Cantor set in [0, 1], and let D be any countable dense 
set in C. Then there is an arc A in R2 such that (I) the end-points of A lie in D 
and (2) the other points of D are the end-points of the components of A -D. 

3. (The Moore-Kline theorem.) Every totally disconnected compact set in R2 lies 
in an arc in R2. 

4. Every totally disconnected compact set in R2 lies in a Cantor set in R2. 

5. Let A be an arc in R3. Then every point of A is arcwise accessible from R3 - A. 

6. Let S be a 2-sphere in R3, and let PES. Then there is a plane E such that 
P E E and S n E contains no 2-manifold. 

7. Let A be an arc in R3, and let P E A. Then there is a plane E such that P E E 
and A n E is totally disconnected. 

8. Every totally disconnected compact metric space M is imbeddable in R. That is, 
there is a homeomorphism f: M- M' cR. 
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The theorem stated in Problem 3 was extended (by R. L. Moore and J. R. 
Kline) so as to apply to every compact set M in which each component is 
an arc whose interior is open in the space M. Thus every compact set in R2 

lies in an arc in R2 unless it obviously cannot. The proof is technical, but 
Theorem 10.8 is helpful. The first proof appeared in [MK]. 
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This section is a brief account of elementary definitions and theorems. Let 
[X, (9] be a topological space, and suppose that X is pathwise connected, 
in the sense defined at the beginning of Section l. Topological generality 
will not concern us in the sequel: X will always be a polyhedron in a 
Cartesian space, or an open subset of such a space, or at least a space 
homeomorphic to one of these. Let P0 EX, and let CP (X, P0) be the set of 
all closed paths 

p: [o, l]~x, o~ P0, 1 ~ P0• 

P0 will be called the base point. In CP (X, P0) we multiply paths by 
shrinking them and laying them end to end. That is, 

{ 
p(2t) 

pq(t) = q(2t- 1) 

I 
0 < t < 2· 
I 
2<t<l. 

Note that in pq, p is traversed first. Note also that this multiplication is 
associative only in trivial cases. 

Letp, q E CP (X, P0), let D be the unit square [0, If in R2, and suppose 
that there is a mapping 

J:D~x. 

such that 

f(t, 0) = p(t), f(t, I)= q(t), 

f(O,y) = f(l,y) = P0 for every yin [0, I]. 

Then p and q are called equivalent, and we write 
p;;;;; q. 
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Note that the relation ~ is stronger than homotopy: in the definition of 
homotopy (beginning of Section 11) we do not require that the vertical 
edges of the mapping cylinder be mapped onto the base point; in fact, we 
have no base point. 

Theorem 1. ;;;;;;; is an equivalence relation. 

Theorem 2. If p ~ p' and q ~ q', then pq ~ p' q'. 

Thus multiplication in CP (X, P0) induces a multiplication for the 
equivalence classes p = { qjq ~ p }, with pq = pq. Let 

?T(X, P0 ) ={PIPE CP (X, P0 ) ), 

and let · be the multiplication induced by multiplication in CP (X, P0). 

Theorem 3. [?T(X, P0), ·]is a group. 

The identity in ?T(X, P0) is e, where e is the constant path [0, 1] ~ { P0}. 

If ?T(X, P0) = { e}, then X is simply connected. 

Theorem 4. Let P0 and P 1 be points of X, and let p be a path from P0 to P 1• 

Then p induces an isomorphism 

p*: ?T(X, P0 )~?T(X, P 1 ), 

such that for each q E ?T(X, P0) we have 

p*(q) = p-lqp. 

Here, on the right, p -l is the path t ~ p(l - t), and the indicated 
"multiplication" is end-to-end, as in CP (X, P 0). 

Thus the algebraic structure of ?T(X, P0) is independent of the choice of 
the base point, and so for many purposes it does no harm to ignore the 
base point and write ?T(X) for ?T(X, P0). Also, in investigating ?T(X), we 
may choose the base point to suit our convenience. 

Theorem 5. Let [X, l9] and [ Y, (9 '] be pathwise connected spaces, let P 0 E X, 
let Q0 E Y, and let f be a mapping X~ Y, P 0 ~ Q0• Then f induces a 
homomorphism 

j*: ?T(X, P0 )~?T(Y, Q0 ), 

such that for each p E ?T(X, P0), 

f*(p) = f(p). 

An important special case is the one in which (X, (9] is a subspace of 
[ Y, (9 '] and f is the inclusion i: X~ Y, P ~ P. There are simple examples 
to show that the induced i* need not be either injective or surjective. 
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14 The fundamental group (summary) 

Theorem 6. Let P0 E U c R3. For each p E CP ( U, P0) there is a PL closed 
path p' such that p ~ p' in 'IT( U, P0). 

Theorem 7. Let p and p' be PL paths in CP ( U, P 0), where U is open in R3 

and P 0 E U. If p ~ p', then there is a PL mapping f: [0, I ]2 ~ U, under 
which p ~ p' in 'IT( U, P 0). 

Now let K be a complex, finite or not, and let P0 be a vertex of K. The 
group ?T(IKI, P0) and the !-dimensional homology group H1(K) = 
H 1(K, Z) (with integers as coefficients) are related in the following way. 

(1) In each equivalence class ji in ?T(IKI, P0) there is a representative 
p: [0, I]~ IK 11 which is simplicial relative to K 1 and a subdivision L of 
[0, 1]. 

(2) Suppose that the simplexes of K are oriented, as in the definition of 
H 1(K). To eachp as in (1) there corresponds a 1-cycle 

Z 1 (P) = ~ a;a/, 

under an obvious rule: if a/ is traversed positively (or negatively) by a 
mapping pie (where e is an edge of L), then pie contributes 1 (or - 1) to 
the coefficient a;. We then have 

p~p'in?T(IKI,P0 ) ~ Z 1 (p)--Z 1 (p')inH1 (K). 

And 
Z 1 (Pih) = zl (PI)+ Z 1 (P2). 

(Here we really mean "= ", although "-.." would be sufficient in the 
sequel.) Thus the function p ~ Z 1(p) induces a function 

h: 'IT(IKI, P0 )~H1 (K), 

and h is a homomorphism. It is called the canonical homomorphism (in the 
present context). 

Theorem 8. For every complex K, the canonical homomorphism 

h: ?T(IKI, P0 )~H1 (K) = H 1 (K, Z) 

is swjective. Its kernel ker h is the commutator subgroup of ?T(IKI, P0). 

See Seifert and Threlfall [ST], pp. 171-174. For an outline of the proof, 
see Problems 14.4-14.13 below. The book [ST] is, to this day, the most 
convenient source for many of the topics that it treats. It has been 
translated into Spanish but not into English. 

PROBLEM SET 14 

It may be worth the reader's while to recall, work out, or look up the 
verifications of the statements made without proof in this section. Obvi­
ously there is no need to repeat these statements here. 
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Prove or disprove: 

1. In R2, let A be the closure of the graph of f(x) =sin( I I x) (0 < x .;;; 1/'rr). Let B 
be an arc in R2 from (0, - I) to (I I 'IT, 0), such that A n Int B = 0. Let 
M =Au B. Then M is pathwise connected and simply connected. (This is 
typical of various cases in which the fundamental group gives "wrong 
answers.") 

2. Let J be a !-sphere. Then 'lT(J) ';:::! Z. 

3. Let A and B be path wise connected spaces, with B c A, and let i be the 
inclusion B~A. If B is a retract of A, then i*: '1T(B)~'1T(A) is injective. 

Problems 4-13 form an outline of a proof of Theorem 8. 

4. Let h be as in Theorem 8. If pis a commutator, = p1p2ft!Pi 1, thenp Eker h. 

5. Let C be the commutator subgroup of 'lT(IKI, P0). Then C c ker h. 

6. For each vertex V; of K, let b; be a simplicial path from P0 to v;. (y.le allow the 
constant path [0, I]~ P0, in the case V; = P0.) These paths b; are chosen at 
random, subject to the stated conditions, but are fixed hereafter. For each 
2-simplex a2 = v;v1vk of K, let q(a2) be a path which is the product of (a) b;, (b) 
a path which traverses Bd a2 simplicially once, starting and ending at v;, and 
(c) b;- 1• Then (l) q(a2) ';;if e and (2) Z 1(q(a2)) = ± 3a2• (In (2), we really mean 
"=",not merely"-".) The paths q(a2) are called relation-paths. For each a2 

we form one such q( a2). The resulting collection { q( a2)} will be fixed hereafter. 

7. Let C 2 = '2:.7= 1a;al be a 2-chain on K (with integer coefficients, as usual). Then 
there is a product q = qf'qf2 ••• qna, of powers of relation-paths such that 
z 1(q) = ac2• Thus z 1(q- 1) = - ac2• 

For each edge v;v1 of K, let pii = b;eiJbJ -I, where eiJ is a path which traverses 
v;v1 simplicially from V; to vi' The terms piJ are called generator-paths. 

8. Each p E CP (IKI, P0) is equivalent to a product p' of powers of generator­
paths, such that Z 1(p') = Z 1(p). 

9. Letp be a simplicial path in CP (IKI, P0), such that Z 1(p)-0. Then there is a 
simplicial path q in CP (IKI, P0) such that (l) pq ';;if p and (2) Z 1(pq) = 0. 

10. Let r be a simplicial path in CP (IKI, P0); and suppose that 

r = pf'pf2 ... pf!•, 

where each P; is a generator-path. If Z 1(r) = 0, then each generator-path in the 
product on the right appears with total coefficient = 0. 

11. In any group G, the commutator of a and b is aba- 1b- 1• The commutator 
subgroup C of G is the set of all finite products of commutators. We then have 
the following. (I) C really is a group. (2) C is a normal subgroup of G. (3) 
Given x, y E G, c E C. We have xy E C if and only if xcy E C. 

12. Let r be as in Problem 10. Then r lies in the commutator subgroup C of 
'lT(IKI, Po)· 

13. Now fit Problems 4-12 together to get a proof that C = ker h. 
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The group of 15 
(the complement of) 

a link 

By a knot we mean a polygon in R3• A link is a finite union of disjoint 
knots. Thus a link L is a compact polyhedral 1-manifold in R3• The 
fundamental group ?T(R3 - L) is called the group of L. We shall show that 
such a group is always finitely generated, and is obtainable from a free 
group by imposing a finite number of four-letter relations. (These terms 
will be defined in due course.) 

Given a link L, we choose the axes in such a way that if v is a vertex of 
L, then the vertical line through v contains no other point of L, and such 
that no three points of L lie on the same vertical line. (This is a "general 
position" condition; "almost all" directions for the z-axis satisfy it.) Under 
this condition, the projection of L onto the xy-plane R2 is called the 
diagram of L. In Fig. 15.1 L is the union of two knots. (As usual, m 

Figure 15.1 

drawing knots, we make no attempt to make them look like polyhedra.) 
General position rules out triple crossings and "almost-crossings" as in 
Figures 15.2(a) and (b). We now assign an orientation to each component 
of the link L. Hereafter, in figures, L will be shown as connected, but this 
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15 The group of (the complement of) a link 

~) ~) 

Figure 15.2 (a) No Triple Crossings (b) No Almost-crossings 

will be irrelevant to the logic of the discussion. With the usual convention 
of "breaking" an arc to indicate that it goes "under" another arc at a 
crossing point, we find that Figure 15.3 is a finite union of disjoint arcs a;. 

Figure 15.3 

We choose the base point P0 (for the fundamental group) far above the 
link, so that P0 is separated from the link by a horizontal plane. For each a; 

we choose a closed path g; which forms a geometric triangle looping 
around a;; that is, the path g; starts at P0, goes linearly to a point near and 
slightly behind a;, then crosses linearly under a;, an then returns linearly to 
P0• In the figure, the linear paths from P0 to points near and below a; are 
indicated by short dotted lines. Similarly in figures from now on. We 
choose the directions of the paths g; so as to get "right-handed .-;rossings," 
with g; regarded as the vertical axis. (See Figure 15.4.) 

---1 
------------1~ a; 

___ j 
Figure 15.4 
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Geometric topology in dimensions 2 and 3 

Theorem 1. ?T(R3 - L) is generated by { i 1, i 2, ... , in}· That is, every 
p E ?T(R3 - L, P0) is equal to a product 

m 

i= II it 
i= I 

PRooF. Let p be a closed path in R3 - L. By Theorem 14.6, we may 
suppose that p is PL. And we may suppose that p is in general position 
relative to L, in the sense that (I) no vertex of IPI projects into the diagram 
of L, (2) no segment of the image IPI is vertical, and (3) no point of IPI 
projects onto a crossing point in the diagram. We get a diagram of p by 
projecting into the xy-plane; and this intersects the diagram of L only in 
simple crossing points. In Figure 15.5 we show short directed segments b of 

Figure 15.5 

the diagram of the path, in the neighborhoods of the crossing points. For 
each such b, take a triangular path t which goes from P 0 to the initial point 
of b, then along b, and then from the terminal point of b back to P 0• 

Taking these in the order of the segments bon the pathp, we get a path 

p' = t 1t2 ... tm. 

Now p' ;;s p, because all of IPI except the segments of the type b can be 
dragged continuously back to the base point, giving 

p;;;!! e,t,e2t2 ... emtmem+l' 

where each e; is a constant mapping [0, I]~ P 0• 

We assert that if t; crosses under ap then t; ;;s gf 1• In Figure 15.6 ak, as, 

ak a, a, 

t; 

1 1 1 
Kt ---1 /'1 

___ j 
,..-J 

ai 

Figure 15.6 
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Geometric topology in dimensions 2 and 3 

and a, are the arcs of L that cross under {l_j· (No arc of the diagram of L 
crosses over {J_j, because if so it would cut a1 into smaller arcs in the 
diagram.) Preserving the ~-class, we move t; so that its middle interval is 
very short and very close to {J_j· Now slide it until its middle interval has the 
same projection as a subinterval of the middle interval of gr Then adjust it 
again, linearly, until it coincides with g1, except perhaps for direction. In a 
finite number of such steps, we get 

m 

P~IIgt (a;= ± 1 ). D 
i= I 

A product of the type on the right is called a generator word for the 
equivalence class p E '1T(R3 - L, P0) that it represents. If two such words 
look different, it does not follow that they represent different elements of 
the group of the link. For example, in Figure 15.7 the indicated portion of 

- J _j \ ---...a; 

_/ ~- g; ' 

Figure 15.7 

the pathp would be represented in the generator word by gigi- 1, and g;g;-I 
can be cancelled out in the group. This cancellation corresponds to the 
geometric process of dragging the path downward in the figure. More 
complicated expressions can cancel out in the following way. Figures 
15.8(a) and (b) show two possible orientations for ak. On the left, 

ai ai 

r/, 
ak 

r/, 
"!"'~',, 

ak 

"-!\~',, 
a; a; 

(a) (b) 

Figure 15.8 (a) (b) 

- -1 -1 p = gigkgj gk ' 

and obviously p ~ e, because p can be dragged continuously away from 
the diagram of the link into the lower right-hand quadrant of the figure, 
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15 The group of (the complement of) a link 

and then dragged back to the base point. Similarly, on the right, 

- -1 -1 -P = gigk gJ gk = e · 

For each crossing point, we form such a word, in one of the forms given 
above. Since every oriented arc in the diagram ends at a crossing point, the 
number of crossing points is the same as the number of arcs. Thus we have 
a set R = { r;} of crossing words, which are generator words of the form 

- -1 -1 - -1 -1 r; - gigkgJ gk ' or r; - gigk [{_j gk, 

according to the orientation of ak in the diagram. Evidently 

for each i. 
r; = e E'lT(R3 - L, P0 ) 

Given 

suppose that we alter the word on the right by inserting or deleting an 
expression of one of the forms 

±I -1 -1 -1 
gJJ gi ' gigi ' gi gi. 

Then the path represented by the new word is equivalent to the old one, 
and trivially the same holds after a finite number of such steps. Thus if the 
word reduces to the identity by this process, we have p;;;;;: e. In fact, the 
converse also holds: 

Theorem 2. Let 

i=l 

If p;;;;;: e, then the generator word on the right can be reduced to e by a 
finite sequence of operations, each of which inserts or deletes an expression 
of one of the forms 

PROOF. Let 
f: [0, 1 t-~R3 - L 

be a PL mapping under which p;;;;;: e. We choose f so that f is linear on 
every simplex of a triangulation K of [0, If, as in Figure 15.9. 

e 

p 

Figure 15.9 
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Let 

p: R3~R2, (x,y, z) ~ (x,y, 0) 

be the projection. Then p(L) is a finite polyhedron, = IL'I for some L', and 
any crossing point in the diagram of Lis automatically a vertex of L'. We 
choose K as a sufficiently fine triangulation of [0, If so that (1) no set 
pf(a) (a E K) contains more than one vertex of L'. Then we make small 
adjustments in f (if need be), preserving (1), so that (2) if a E K, and 
P0 ft.j(a), thenfla is a linear homeomorphism. Finally, by a slight change 
in the direction of the z-axis, preserving (I) and (2), we arrange so that (3) 
if a2 E K, and P0 ft.f(a 2), then pf(a2) is a 2-simplex 7"2, no edge of 7"2 

contains a vertex of L', and no vertex of 7"2 lies in IL'I = p(L). (Note that 
under (1), Int 7" 2 contains at most one vertex of L', and hence contains at 
most one crossing point of the diagram of L. Note also that (3) is a 
condition of "general position," in the sense that the directions for the 
z-axis for which (3) does not hold form a finite union of arcs in the 
2-sphere.) 

Using the mapping j, we can pass from p to e by a finite number of 
steps, each of which deletes a free 2-simplex from a triangulated 2-cell. At 
each stage, we have a triangulated 2-cell; part of its boundary (the upper 
edge of [0, If) is mapped onto P0 ; j, on the rest of the boundary, defines a 
closed path q; and when we pass to the next stage, this gives a closed path 
q';;;: q. 

If f(a2) lies above L, then the deletion of a2 has no effect on the word 
for the path q. Thus the only significant cases are the ones shown in 
Figures 15.10(a}-{d). In each of the first two cases, either we do nothing to 

{a) {b) 

a; 

{c) 

Figure 15.10 

at 

A\ ak ..____,.~;._....:..,.. __ 

Ll~ 
a, 

{d) 

the word, or we insert or delete g;g;- 1 or g;- 1g;. One of the possibilities in 
the third case is shown in Figure 15.11. Thus, in the word for q, we are 
replacing g;- 1gk by gk~- 1• This can be done by inserting gk~- 1gk- 1g;, just 
before K- 1gk in the word for q, and then performing cancellations by 
deleting words of the type gg- 1 and g - 1g. Here 
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15 The group of (the complement of) a link 

q 

Figure l5.ll 

where the word in parentheses is the relation derived from the crossing 
point. Thus we have gotten q' from q in the desired way. 

To replace gk~ _, by gi- 1gk, we would insert 

-1 -1-( -1 -1 )-I_ -1 -1 gi gkgJgk - gk~ gk gi - gi r gi, 

which is also a word of the desired type. (Note that the form gi-l ,-I gi of 
the word to be inserted was predictable: the operation performed here is 
the inverse of the one in the preceding paragraph.) The other cases are 
similar. D 

The following is based on the treatment of free groups in Crowell and 
Fox [CF], starting on p. 31. 

Let A be a nonempty set. In the following discussion, A will be called 
an alphabet. A syllable is an ordered pair (a, a), where a E A and a E Z. 
To fit the algebraic pattern that is about to emerge, we agree that (a, a) 
will be denoted by a a. And a 1 may be denoted simply by a. By a word we 
mean a finite sequence of syllables: 

We allow the "empty sequence" e which has no terms. Let W(A) be the set 
of all words. We multiply words simply by laying the sequences end to 
end. Obviously this operation is associative, and e is the identity element. 
Thus W(A) forms a monoid. Evidently W(A) does not form a group; in 
fact, no nonempty word has an inverse. 

Consider the following operations which may be performed on a word. 

(1) We may insert or delete a syllable of the type a0• 

(2) We may replace two consecutive syllables aa, aP by a single syllable 
a a + P, or vice versa. 

If w' is obtainable from w by a finite sequence of such operations, then 
w and w' are called equivalent, and we write w- w'. Trivially, - is an 
equivalence relation. For each w, let 

[w] = {w'lw'-w}, 
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and let 

F(A) = {[ w ]Jw E W(A) }· 

Obviously 

w1-w; and w2-w; ~ w1w2-w;w;. 

Therefore the multiplication defined in W(A) induces a multiplication for 
the equivalence classes [ w ], with 

[ wl][ w2] = [ wlw2]· 

The resulting system [F(A), · ], where · is the multiplication just defined, 
is a group; the verifications needed are straightforward. F(A) is called the 
free group with alphabet A. If A has n elements, then F (A) is called a free 
group on n generators. (An obvious generating set is {[a]Ja E A}.) 

Now let ['IT, ·] be any group. Let G = { g1, g2, ••. } be a set which 
generates 'IT. We use Gas an alphabet, getting W(G) and F(G). There is 
then a surjective homomorphism 

<1>: W(G)-'1T, 

with e ~ e, where e is the identity in 'IT. Since the product on the right is 
unchanged under --operations, <1> induces a homomorphism 

</>*: F(G)-'1T, 

and [?T, ·] is completely described, algebraically, if we know the kernel 
ker </>* = <l>*- 1(e). 

We return to the group '1T(R3 - L, P0), with generating set G = { g;} and 
crossing words in R = {r;} (l < i < n), where for each i, 

- -1 -1 - -1 -1 r;- gigk!I.i gk or r;- gigk gJ gk. 

As in the general discussion, we use Gas an alphabet, getting W(G) and 
F(G). For each generator word 

m 

p = II !Ij~ E CP (R3 - L, p 0 ), 

i= I 

let 

[P] =[gJ7t,gJ~2, ... ,gJ:"'J EF(G). 

Note that p = e E '1T(R3 - L, P0) does not imply that [p) =[e) E F(G). Let 

[R] = {[r;]} cF(G). 

The elements of [ R] are called relations. Let N ([ R]) be the smallest normal 
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subgroup of F(G) that contains [R], that is, the intersection of all of the 
normal subgroups of F(G) that contain [R]. Let 

<f>*: F(G)- '1T(R3 - L, P) 

be the homomorphism defined above. 

Theorem 3. ker </>* = N ([ R ]). 

PROOF. (1) It is easy to see that N([R]) is the set of all elements of F(G) 
that are obtainable from elements of [R] in a finite number of steps by 
multiplication, inversion, and conjugation. Since <f>*([r;]) = e for each i, it 
follows by induction that [p] E N ([ R]) ~ </>*([p]) = e. Thus N ([ R]) c 
ker <f>*. 

(2) We need to show, conversely, that ker </>* c N([R]). For each 
generator word p, we define [p] as above. Obviously every element of 
F(G) is= [p] for some generator word p; and if [p] E ker </>*,then p ~ e, 
so that p is reducible to e in a finite number of steps as in Theorem 2 
above. Suppose that in one such step, 

-1 +I I 

P = P1P2~P1gi rr g;Pz = P · 

We assert that [p] = [p'] mod N([R]); that is, 

[Pr 1[p'] EN([R]). 
Now 

[P r 1[P'] = [p-J;'] = [P2P!Pigi- 1r/ 1g;Pz] = [P2 1g;- 1r/ 1g;P2], 

so that [p- p'] is obtainable from [r) by at most an inversion and a 
conjugation. Similarly for the inverse p' ~ p of the same operation, and 
similarly when p --7 p' by insertion or deletion of a word of the type g;- 1g; 
or g;g;- 1• Since [ e] E N ([ R ]), it follows by induction that ker <j>* c N ([ R ]). 

D 
It follows from Theorem 3 that</>* induces an isomorphism 

</>**: F(G)/N([R])~'7T(R3 - L, P0 ). 

We can therefore sum up as follows. 

Theorem 4. Let L be a link in R3, in general position relative to the axes. Let 
G = { gp g2, ••• , in} and R = {r1, r 2, ••• , rn} be the generating set and 
the set of crossing words derived from the diagram of L in the x-plane. Let 
F(G) be the free group on the alphabet G, let [R] = {[r;]}, and let N([R]) 
be the smallest normal subgroup of F (G) that contains [ R ]. Then the 
function 
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induces a homomorphism 

cp*: F (G) ~7T(R3 - L, P0 ), 

m 

ct>*: [ ~7'· ~~2• • • • , ~:'"] ~ II ~':' 
i= I 

with ker cp* = N ([ R ]), and hence induces an isomorphism 

cp**: F(G)/N([R])~7T(R3 - L, P0 ). 

Syntactical correctness appears to require the technical devices and 
distinctions used in this section. Hereafter, however, we shall feel free to 
revert to the abuses of language prevalent in much of the literature. Thus 
we shall call { g;} a set of generators for 7T(R3 - L, P0); we may call 
R = { r;} a set of relations for the group; and we may write N (R) for 
N([R]). Thus, regarding the elements gi as generators, we may write 
F(g" g2, ••• , gn)/ N(R), meaning F(G)/ N([R]). 

The knot theory presented in this book is rudimentary; it is merely the 
minimum required to demonstrate the existence of examples with certain 
properties. For the affirmative theory, the old classic is Reidemeister's 
book [R2]. This is written in combinatorial terms. For a more topological 
and contemporary treatment, see Crowell and Fox [CF]. 

PROBLEM SET 15 

Prove or disprove: 

1. In our description of '1T(R3 - L, P0), we assigned a consistent orientation to each 
component of L. What would have happened if the arcs in the diagram of L had 
been assigned orientations at random? 

2. We have described the group of a link by using a set of n generators and a set of 
n relations. Show that one of the generators and one of the relations can be 
deleted, so as to give a quotient group which is isomorphic to F(G)/N([R]). 

3. Figure 15.12 gives the diagram of a linear graph which is not a link. Describe 

Figure 15.12 

'1T(R3 - L, P0) (where L is the graph) by giving a set of generators and a set of 
relations. 

4. Consider the following alternative to the above definitions of W(A) and F(A). 
LetS= {s1, s2, ••• , sn, s1- 1, s2-l, ... , sn- 1} be a set with 2n elements. Let V(S) 
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15 The group of (the complement of) a link 

be the set of all finite sequences of elements of S. We multiply elements of V(S) 
by laying the sequences end to end. For w, w' E V ( S), define w- w' to mean 
that w' is obtainable from w by a finite sequence of operations, each of which 
inserts or deletes two consecutive terms of the type s;. s;- 1 or the type s;- 1, s;. 
Define [w] to be { w'lw- w'}. Let FG(S) = {[w]lw E V(S)}. Define [w][w'] to 
be [ww']. It can be shown, without much trouble, that these definitions are valid; 
they give a group [FG (S), ·]which is isomorphic to a group [F(A), ·],where A 
has n elements. There remains a question: can objects of the type V(S) and 
FG(S) be used in place of W(A) and F(A), for the purposes of Section 15? 
(The crucial problem is to rewrite the paragraph just after the definition of 
F(A), using an apparatus of the type V(S), FG(S).) 
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16 Computations of 
fundamental groups 

Theorem 1. Let A be an annulus. Then '1T(A) ~ Z, where Z is the additive 
group of integers. 

PROOF. A brute-force computation of '1T(A) is easy. We may assume, as in 
Figure 16.1, that A is a polyhedron in R2. Here g 1 generates '1T(A): given a 

Figure 16.1 

(PL) closed path in CP (A, P0), we can reduce it to a product 
g 1± 1g 1± 1 •.. g 1± 1, as in the case of a closed path in the complement of a link 
in R3 . There are no relations, because when a path is moved across a 
triangle, the most that we do to the word for the path is to insert or delete 
gl±lgl+l. 0 

Theorem 2. Let T be a solid torus. Then 'IT( T) ~ Z. 

PROOF. A solid torus is a space homeomorphic to a product D X S 1, where 
D is a 2-cell and S 1 is a 1-sphere. Proceed as in the proof of Theorem I, 
splitting T by a 2-cell rather than a linear interval. 0 
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16 Computations of fundamental groups 

Theorem 3. Let A beak-annulus. Then '1T(A) is a free group on k generators. 

PROOF. We recall, from the beginning of Section 13, that a k-annu1us is a 
compact connected 2-manifold A with boundary, imbeddab1e in R2, such 
that Bd A has k + 1 components. Since '1T(A) is a topological invariant of 
A, we may assume that A c R2. By the Tame imbedding theorem (Theo­
rem 6.2), together with repeated applications of Theorem 3.7, we may 
suppose also that A looks like Figure 16.2, so that the inner components J; 

Figure 16.2 

of Bd A can be joined to the outer component J 0 by disjoint linear 
intervals. Each of these linear intervals then gives a generator which 
crosses it exactly once. These paths generate the group, and as in the case 
of a 1-annulus, there are no relations. Therefore 

'1T(A)>::::;F(gp g2, ... 'gk), 

where">::::;" indicates isomorphism. 0 

Theorem 4. Let L be a link in R 3 , with k components, and suppose that the 

components of L are polygons which form the boundaries of disjoint 
polyhedral 2-cells. Then the group of L is a free group on k generators. 

PROOF. We arrange the diagram so as to get k generators and no relations. 

0 

Theorem 5. Let J 1, J 2, J 3 be plane polygons, simply linked in series, as in 
Figure 16.3, let D be the plane 2-cell bounded by J 2, and suppose that D is 

Figure 16.3 
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simply punctured by 1 1 and 13• Let p be a closed path in 

u = D- (II u ]2 u ]3 ). 

If p ~ e in R3 - (11 U 13), then p ~ e in U. 

PROOF. In U, take generators g1, g2 of 1r(U, P0), as in the proof of Theorem 
3. Then { g1, g2} freely generates 1r(R3 - (J1 u J3)), as in the proof of 
Theorem 4; and Theorem 5 follows. D 

Theorem 6. The group of the trefoil knot is not commutative. 

PROOF. The trefoil is the knot defined by Figure 16.4. From the diagram 

K 

Figure 16.4 

we read off the relation 

The figure is invariant under the permutation (123): 1 ~ 2, 2 ~ 3, 3 ~ 1 
of the subscripts. This gives the relations 

- -1 -1 -r2- g2gl g3 gl = e, 
- -1 -1 -r3- g3g2 gl g2 =e. 

Now let S3 be the symmetric group on three symbols, written in the usual 
cycle notation as above. We define 

Extending this to products, we get a homomorphism 

Now 

h(r1) = (23)(12)(13)(12) = (1)(2)(3), 

which is the identity in S3. Similarly, h(rJ and h(r3) are the identity. 
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16 Computations of fundamental groups 

Therefore h induces a homomorphism 
h*: F(g1,g2,g3)/N(R)~S3 • 

Obviously h* is surjective, and S3 is not commutative. Therefore '1T(R3 -

K) is not commutative. In particular, no two generators commute, since 
their images do not: (12)(23) = (132) =I= (123) = (23)(12), and so on. D 

I 
I 

-~e)---a_l_+(• .... • 
Figure 16.5 

I 
\ 
\ 

In Figure 16.5, let U be the interior of the indicated cylindrical region, 
and let V = U- B, where B is the "knotted broken line" indicated by the 
diagram. By a slight extension of Theorem 15.4, we conclude that 

'1T(V)~ F(gl, g2, g3, gD/ N(R ), 

where R is the set of relations of the form 
- -1 -1 -'1 - gl g3 g2 g3 = e, 

t-) -) I 

'2 = g2gl g3 gl ~ e, 
- -1 t-) -r3- g3g2 gi g2 =e. 

Here we seem to have more generators than relations. It is geometrically 
evident, however, that g1 ~ gi; we can move a path behind all of B, to pass 
from g1 to gi. In fact, g1 ~ gi must be a consequence of the relations 
rp r2, r3, because we can pass behind the threct crossing points one at a 
time. Replacing gi by g 1, in the relations r2 and r 3, we get 

'1T( V) ~ F(g1, g2, g3)/ N (R'), 

where R' is the same set of relations that we got for the trefoil. We have 
therefore shown 

Theorem 7. '1T(V) is isomorphic to the group of the trefoil knot. 

Note that Theorem 6 furnishes us with a proof of the "obvious" fact 
that a polygon can be imbedded in R3 in more than one way. If K 1 is a 
trefoil, and K2 is the boundary of a 2-simplex, then there cannot be a 
homeomorphism f: R3~R3, K1 ~K2• If there were such a homeomor­
phism, then '1T(R3 - K1) and '1T(R3 - K 2) would be isomorphic, which they 
are not. 

A knot is said to be unknotted if it is the boundary of a polyhedral 
2-cell. 
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Geometric topology in dimensions 2 and 3 

PROBLEM SET 16 

Prove or disprove: 

1. Let S be a polyhedral 2-sphere in R3, let I be the bounded component of 
R3 - S, and let A be a linear segment, lying in /, except for its end-points, which 
lie in S. Then there is a homeomorphism h: R3-R3, such that h(S) is the 
surface of the unit ball B3 and h(A) is a linear segment joining two antipodal 
points of h(S). 

2. Let K 1 and K2 be knots in R3, and letf: R3-R3, K 1-K2 be a PLH. If K 1 is 
unknotted, then so also is K2• 

3. Let K 1 and K2 be knots in R3. Let 

cp: K 1 X [O, l]~R3 

be an isotopy, such that (1) for each point P of K 1, cp(P, 0) = P and (2) 
cp(K1 X {1}) = K2• If K 1 is unknotted, then so also is K2• 

4. Let L be the union of two simply linked plane polygons in R3. Then '1T(R3 - L) 
~z+z. 

Here the hypothesis that the polygons are simply linked means that the 
diagram looks like Figure 16.6, and Z + Z denotes the direct sum. 

Figure 16.6 
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The PL Schonflies theorem in R3 

17 

It was shown by J. W. Alexander [Ad that every polyhedral 2-sphere in R3 

is the boundary of a 3-cell. The PL Schonflies theorem asserts further that 
the 3-cell is combinatorial; that is, it is the image of a 3-simplex under a 
PLH. (The first proof is due to W. Graeub [G]; see also [M2].) The main 
purpose of this section is to prove a slightly stronger form of the latter 
result. (See Theorem 12.) To do this, we need to extend some of our earlier 
results on the PL topology of R2 ; and first, as a matter of convenience, we 
shall need the following. 

Theorem 1. Let M be a 3-manifold with boundary, lying in R3• If M is 
closed, then 

BdM=FrM. 

PROOF. Let U = M- Fr M. Thus U is the topological interior of Min R3, 

that is, the union of all open sets in R3 that lie in M. Obviously M is locally 
Euclidean at every point of U. Therefore we have 

U c Int M, Bd M c Fr M. 

We need to show, conversely, that Fr M c Bd M. Let P E Fr M c M, and 
suppose that P has an open neighborhood V in M, homeomorphic to R3• 

Since P E V, V cannot be open in R3; and so this contradicts the 
lnvariance of domain (Theorem 0.4). D 

Thus, for 3-manifolds M with boundary, closed in R3, we need not 
distinguish between Fr M and Bd M, and we can use the notation Int M 
for the interior M- Fr M of Min R3. 

By a cell-complex we mean a finite collection K of topological cells, 
such that (1) different elements of K have disjoint interiors, (2) for each C 
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in K, Bd C is a union of elements of K, and (3) if C, C' E K, and 
C n C' =F 0, then C n C' is a cell, and is a union of elements of K. The 
union of all elements of K is denoted by IKI, and K is called a cell-decom­
position of IKI. If the elements of K are polyhedra, then K will be called a 
PL cell-complex, and a PL cell-decomposition of IKI. 

Let K be a cell-decomposition of a 2-cell, and let C be a 2-cell belonging 
to K. If Bd C n Bd IKI is an arc, then Cis free in K. (Compare with the 
definition of a free 2-simplex, just before Theorem 3.3.) 

Theorem 2. Let K be a cell-decomposition of a 2-cell, and suppose that K has 
more than one 2-cell. Then at least two of the 2-cells of K are free in K. 

PROOF. Here IKI is being regarded as a space. We may assume, however, 
that IKI c R2; and by the Tame imbedding theorem for linear graphs 
(Theorem 10.8) we may suppose that all edges of K are polyhedra. It 
follows that all 2-cells of K are polyhedra. 

From here on, the proof is like that of Theorem 3.3. Let C be a 2-cell of 
K, such that Bd C n Bd IKI contains an arc, and suppose that Cis not free 
in K. It is then easy to show that IKI is the union of two 2-cells D 1, D2, 

forming subcomplexes K 1, K2 of K, such that D 1 n D2 = C. Since each K; 
has fewer 2-cells thanK, we may suppose (as an induction hypothesis) that 
each K; has a free 2-cell other than C. These are then free also in K; and 
the theorem follows. D 

Theorem 3. Let K be as in Theorem 1. Let D be a 2-cell which forms a 
proper subcomplex of K. Then there is a 2-cell which is free in K and does 
not lie in D. 

PROOF. Let C be any 2-cell of K which does not lie in D, and suppose that 
Cis not free. Let Dp D 2, Kl> and K 2 be as in the preceding proof. Then D 
lies in one of the sets D;, say, D2. Let C' be a 2-cell, other than C, which is 
free in K 1• Then C' is free inK, and does not lie in D. D 

We now return to R3• 

Definition. Let C 3 be a polyhedral 3-cell in R3, let D 1 be a polyhedral2-cell 
in Bd C 3, and let D2 = Cl (Bd C 3 - D 1). Let J = Bd D 1 = Bd D2• 

Suppose that for every polyhedral closed neighborhood N of C 3 - J 
there is a PLH 

h: R3~R3, D 1 ~D2, 

such that hi(R3 - N) is the identity. Then we say that C3 and Bd C 3 

have the push property at D 1• If C 3 has the push property at every 
polyhedral 2-cell in Bd C 3, then C 3 and Bd C3 have the push property. 

Theorem 4. Let a3 be a 3-simplex in R3, and let a2 be a face of a3• Then a3 

has the push property at a2• 
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17 The PL SchOnflies theorem in R3 

The proof is by a direct geometric construction. See the proof of 
Theorem 3.4, where a PLH of an analogous sort, in R2, is described 
explicitly. 

Theorem 5. Given a3 c R3. Let D be a polyhedra/2-cell in Bd a3, and let W 
be an open set containing a3• Then there is a P LH 

where a5 is a 2-face of a3, such that fi(R3 - W) is the identity. 

PROOF. First we take a (rectilinear) triangulation K of Bd a3, such that D 
forms a subcomplex of K, and sufficiently fine so that for each '7"2 E K, 
1St '7" 21 avoids a 2-face of a3• (Here St '7" 2 is the set of all simplexes of K that 
intersect '7" 2, together with their faces.) Thus 1St T 2llies in a set of the type 

We take points v, v', lying close to the "central vertex" of d ( '7" 2), with 
v E Int a3 and v' E R3 - a3• Thus the union 

N = vd ( '7"2) U v' d ( T 2) 

of the joins of v and v' with d ( T 2) forms a closed neighborhood of 
Int d(T2) in R3; and if 

j: d('T2)~d('T2) 

is a PLH, with fiBd (d(T2)) equal to the identity, then j has a PLH 
extension 

j': R3~R3, a3~a3, 

such that fi(R3 - N) is the identity. 
Now let '7"5 be a 2-simplex of K, lying in D. By repeated application of 

Theorem 3, together with the result of the preceding discussion, there is a 
PLH 

h: Bd a3~Bd a3, D~'T5. 

In fact, such an h can be defined as the composition of a finite sequence 
h1, h2, ••• , hn of PL homeomorphisms, such that h1 deletes from D a 
2-simplex different from 'T5, and hi+ I deletes such a 2-simplex from h;(D). 
The homeomorphisms hi can be chosen so as to differ from the identity 
only in the star of the simplex that they delete. Therefore each of them can 
be extended so as to give a PLH h;: R3~R3, a3~a3 • Thus h has a PLH 
extension 

Let a5 be the face of a3 that contains '7"5. The same proof gives a PLH 
2 2 

ao~'~"o· 
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Let 
J=J2-11: R3~R3 . 

Then a3 ~ a3, and D ~ a5, as desired. 
All homeomorphisms used here differ from the identity only in arbi­

trarily small neighborhoods of Bd a3• It follows that f can be chosen so as 
to differ from the identity only in the given open neighborhood W of a 3• D 

Theorem 6. Every 3-simp/ex in R3 has the push property. 

PROOF. Let D 1 be a polyhedral 2-cell in Bd a3, let 

D2 = Cl (Bd a3 - D 1 ), 

let J = Bd D 1 = Bd D2, and let N be a closed polyhedral neighborhood of 
a3 - J. By the preceding theorem, take a PLH 

j1: R3~R3, a3~a3, D1~a2, 

where a2 is a 2-face of a3• Thenj1(N) is a closed polyhedral neighborhood 
of a3 - j 1(J) = a3 - Bd a2• By Theorem 3, take a PLH 

f2: R3~R3, !1 (D1 )~i1 (D2), 

such that f 2 I(R3 - j 1(N)) is the identity. Let 

J= !1-1211· 

Thenjis a PLH R3~R3, D 1 ~D2 ; and it is easy to check thatfi(R3 - N) 
is the identity. D 

(Hereafter, routine uses of transforms, in the above style, will not be 
described in detail.) 

Definition. Let S be a polyhedral 2-sphere in R3 • Suppose that for every 
convex open set W, containing S, there is a PLH 

j: R3~R3, s~Bd a 3 

(where a3 is a 3-simplex) such that fi(R3 - W) is the identity. Then S is 
simply imbedded. 

The main purpose of this section is to show that every polyhedral 
2-sphere in R3 is simply imbedded. 

Theorem 7. The push property, for polyhedral 3-ce//s in R3, is preserved by 
every PLH. 

PROOF. Use transforms. D 

The preceding two theorems combine to show: 

Theorem 8. Every simply imbedded 2-sphere in R3 has the push property. 
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17 The PL SchOnflies theorem in R3 

Theorem 9. Let C 3 be a convex polyhedral 3-cell in R3. Then Bd C 3 is 
simply imbedded. 

PROOF. We have given a triangulation of Bd C 3. We form the join of this 
complex with any point v of Int C 3, getting a triangulation K of C 3• If 
o3 E K, then o3 is free in K, in the sense that Bd o3 n Bd IKI is a 2-cell 
(namely, the 2-face o2 of o3 that lies in Bd IKI). Thus o3 can be deleted 
from K (so that Int o2 U Int o3 is deleted from IKI) by a PLHf1: R3~R3. 

Now f 1(C 3) is triangulated as the join of v and a 2-cell D1• D1 has a free 
2-simplex a; (in the 2-dimensional sense defined in Section 3). It follows 
that oi = vo; is free in f 1( C 3). Since o3 has the push property at the 2-cell 
D2 = Bd oi n Bdf1(C 3), it follows that oi can be deleted fromf1(C 3) by a 
PLH 

f2: R3~R3. 

In a finite number of such steps, we reduced C 3 to a single 3-simplex, by a 
PLH 

f= fnfn-1 • · ·f2f1· 

Given a convex open set W, containing Bd C 3, we can choose each J; so 
that J;I(R3 - W) is the identity. (See the definition of the push property.) 
Thenfi(R3 - W) will be the identity. D 

Theorem 10. Let C 3 be a polyhedral 3-cell in R3, and suppose that C 3 can be 
triangulated as the join of a polyhedral 2-cell and a point. Then Bd C 3 is 
simply imbedded. 

The proof of Theorem 10 is contained in the proof of Theorem 9. 

Theorem 11. Let S 1 and S2 be polyhedral 2-spheres in R3, such that S 1 n S2 

is a plane 2-cell D. Let 

S=(S1 uS2 )-IntD. 

If S 1 and S2 are simply imbedded, then so also is S. 

PROOF. Let W be a convex open set containing S. Fori= I, 2, let 

Di = Cl ( Si - D). 

Let 

J= Bd D1 = Bd D2• 

Since W is convex, J c S c W, and D is a plane 2-cell, it follows that 
D c W, and so we have 

For i = 1, 2, let C/ be the 3-cell such that Bd C/ = Si. Since Int D2 is 
connected, and Int D 2 n S 1 = 0, we have either (I) Int C~ n Int D 2 = 0 or 
(2) lnt D2 c lnt Cf_ 
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Suppose that (1) holds. By Theorem 8, Bd C~ has the push property at 
D 1• Thus there is a PLHj1: R3~R3, D 1 ~D, such that f 1I(R3 - W) and 
JID2 are identity mappings. (To get the latter, we use a closed neighbor­
hood N of C~- J such that N n lnt D2 = 0.) Thus j 1(S) = S2• Let f 2 : 

R3~R3, S2~Bd cr3 be a PLH such thatf2I(R3 - W) is the identity. Thus S 
is simply imbedded, the desired PLH beingj2 j 1• 

Suppose that (2) holds. Then C] c C~- Int D1• As in Case (1), there is 
a PLHj1: R3~R3, s~s,, such thatf1I(R3 - W) is the identity; and since 
S1 is simply imbedded, the theorem follows as in Case (1). D 

Theorem 12 (The PL Schonflies theorem). Let S be a polyhedral 2-sphere in 
R3, and let W be a convex open set containing S. Then there is a PLH 

where a3 is a 3-simplex, such that fi(R3 - W) is the identity. Thus every 
polyhedral 2-sphere is simply imbedded. 

PROOF. Given such an Sand W, we choose the axes in general position, in 
the sense that no horizontal plane E contains more than one vertex of S. 
Thus there are three possibilities for E n S. (l) E n S may be a single 
point, or the union of a singleton and a finite union of disjoint polygons. 
(2) E n S may be a finite union of disjoint polygons, forming a 1-mani­
fold. (3) There may be a singular point P of E n S, which is the intersec­
tion of two or more polygons in En S; EnS will then be locally 
Euclidean at every other point. If P is a singular point in E n S, and 
E n S is the union of kP polygons, then we define 

Ind P = kP- l. 

The index Ind S is the sum of the numbers Ind P. Thus Ind S = 0 if and 
only if every set En S is a 1-manifold, or a !-manifold plus an isolated 
vertex. 

Suppose that the theorem fails for some S c W. We can then choose 
both Sand the axes so as to minimize the number n = Ind S. Thus we are 
supposing, as an induction hypothesis, that if S' is a polyhedral 2-sphere in 
W, and the axes can be chosen so as to give Ind S' < n, then S' satisfies 
the conditions in the conclusion of the theorem. 

Lemma 1. n = 0. 

PROOF. Suppose that n > 0. Let E be a horizontal plane contammg a 
singular point P, let J be a polygon in E n S, and suppose that J is inmost 
in E n S, in the sense that J is the boundary of a 2-cell DJ in E, such that 
Int DJ n S = 0. (J may or may not contain P. There are simple cases in 
which every inmost polygon contains P, and others in which no inmost 
polygon contains P.) 
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By a PLH E~E, we can reduce the configuration to one in which DJ is 
convex, and D J - { P} (which may be all of D J) lies on one side of a line 
L c E, containing P. This homeomorphism then has a PLH extension 
which preserves z-coordinates, and hence preserves horizontal planes. This 
PLH preserves the topology of each set E' n S. Note that it does not 
preserve general position (in the sense defined above) except in trivial 
cases; we introduce many new vertices. 

Now J decomposes S into two polyhedral 2-cells D 1, D2, such that 
D 1 n D2 = J. Let 

S; = D; u DJ (i = 1, 2). 

Now D; approaches J - { P} from only one side of E. Assume that D 1 

approaches J- { P} from above E, and that D 2 approaches from below. 
We rotate the axes very slightly, using L as a line of fixed points, so that 
the new horizontal plane E' through P passes below J. By a slight 
alteration in the direction of the z-axis, we restore general position. The 
PLH that made DJ convex may have introduced plenty of new vertices in 
S, but it created no new singular points, and it preserved horizontal planes. 
Thus, in computing lnd S" we find that (I) every singular point Q of S 1 is 
a singular point of S, (2) the index of Q in S1 is no greater than the index 
of Q in S, and (3) the index of P is reduced by one, when we pass from S 
to S 1• (J is gone.) Therefore 

Ind S1 < lnd S- I= n- I. 

By the induction hypothesis, S 1 is simply imbedded. Rotating the axes in 
the opposite direction, we get a coordinate system relative to which 

Ind S2 < n- 1. 

Therefore S2 is simply imbedded. By Theorem 11 it follows that S is 
simply imbedded, which contradicts the hypothesis for S. 0 

Hereafter we assume that n = 0. It follows that the axes can be chosen 
in general position in such a way that S has no critical point. Let 

E1, E2, ••• , Em 

be horizontal planes, in ascending order, such that every vertex of S lies in 
some E;, and such that E1 and Em are the lowest and highest planes that 
intersect S. For each i, let k; be the z-coordinate of the points of E;. 

Lemma 2. E 1 n Sand Em n S are singletons. 

PROOF. E 1 n S contains at most one vertex of S, and no plane below E 1 

intersects S. Therefore E 1 n S contains no polygon, so that each point of 
E1 n Sis isolated. Therefore E 1 n Sis a singleton. Similarly, so is Em n S. 

0 

Lemma 3. For I< i < m, E; n Sis a polygon. 
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PROOF. Since no finite set separates S, E; n S contains a polygon J. We 
shall show that E; n Sis connected. It will follow that E; n S = J. 

For each k, k', with k < k', let 

N (k, k') = { (x,y, z)lk < z < k'}. 
Suppose now that E; n S is not connected. Since S is connected, it follows 
that either (a) some two components C, C' of E; n S lie in the same 
component of N(k;, kn) n S or (b) some two components C, C' of E; n S 
lie in the same component of N (k1, k;) n S. Suppose, without loss of 
generality, that (a) holds. Then there is a least number k such that C and 
C' lie in the same component of N (k;, k) n S. It follows that k = k1 for 
some j > i, and that ~ contains a critical point of S. This contradicts the 
hypothesis n = 0. D 

It follows from Lemmas 2 and 3 that R3 - S has one and only one 
bounded component U, which is the union of the plane 2-cells bounded by 
the polygons S n E, where E is a_horizontal plane between E 1 and En. 
Sin~ S is a polyhedron, so also is U. Let K be a (rectilinear) triangulation 
of U; and rotate the axes slightly, if necessary, in such a way that Ind S is 
still = 0, and so that no horizontal plane contains two vertices of K. Take 
E1, E2, ••• , Em, as in Lemmas 2 and 3, in such a way that for each i, 
exactly one of the planes E; and E;+ 1 contains a vertex of K. For 1 < i < m, 
let 

N; = {(x,y, z)ik; < z < k;+J}, 

where k; is the z-coordinate of E;, and let 

M;=N;niKI. 

Lemma 4. Bd M 1 is simply imbedded. 

PROOF. The theorem follows from the fact that M 1 can be triangulated so 
as to form the join of the point E 1 n Sand the polyhedral 2-cell E2 n IKI 
(Theorem 1 0). D 

A similar proof shows: 

Lemma 5. Bd Mm-l is simply imbedded. 

Lemma 6. For 1 < i < m- 1, Bd M; is simply imbedded. 

PROOF. We know that one of the planes E;, E;+ 1 contains no vertex of K. 
Suppose that E; contains a vertex v of K. Let St v be the closed star of v in 
K. Then for each r3 E K with v as a vertex, E; n r3 is a 2-simplex or the 
singleton v. It follows that !St vi n E; is a polyhedral 2-cell d0• Now the 
nonempty intersections E; n r 3 ( r 3 E K) form a cell-decomposition G of 
the 2-cell 
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in which the 2-cells are 2-simplexes and quadrilateral regions. Similarly, 
the nonempty intersections T 3 n M; form a cell-decomposition H of M;. If 
d0 is not all of D;, then there is a 2-cell C 2 of G, not lying in d0, such that 
C 2 is free in G (Theorem 2). Let C 3 be the element of H that contains C 2• 

Then C 3 is convex, and is free in H. Therefore C 3 can be deleted from H 
by a PLH R3~R3 ; and for each open set W containing M;, the PLH can 
be chosen so as to differ from the identity only in W. In a finite number of 
such steps, we reduce D; to d0• Thus we replace M; by 1St vi n M;. The 
latter is triangulable as the join of v with a polyhedral 2-cell. Therefore its 
boundary is simply imbedded. Therefore so also is Bd M;. D 

We can now complete the proof of the theorem. We know that each set 
Bd M; is simply imbedded, and each set 

M; n Mi+t = Bd M; n Bd Mi+t 

is a plane 2-cell. By Theorem 11, Bd (M1 u M2) is simply imbedded. By 
another n - 2 applications of Theorem 11, 

m-! 

S=BdiKI=Bd U M; 
i= I 

is simply imbedded, which was to be proved. D 

The methods used here seem remote from those of Section 3, where we 
proved the PL Schonflies theorem in R2. The following might seem more 
natural. Let S be a polyhedral 2-sphere in R3. Let I be the bounded 
component of R3 - S, and let K be a triangulation of i. Show that (I) 
every such K has a free 3-simplex, that is, a 3-simplex a3 such that 
Bd a 3 n Bd IKI is a disk. Then proceed to prove the PL Schonflies theorem 
by induction, as in Section 3. 

The trouble is that (1) is false: there is a (nontrivial) triangulation K of a 
3-simplex in which no 3-simplex is free. Thus utterly unexpected example 
is due to Mary Ellen Rudin [R3]. 

PROBLEM SET 17 

Prove or disprove: 

1. LetS be a polyhedral 2-sphere in R3. Then each component of R3 - Sis simply 
connected. 

2. Let S1, S2, ••• , Sn be a finite sequence of polyhedral 2-spheres in R3, such that 
for I ..;; i < n, S; lies in the bounded component of R3 - S; + 1• Then there is a 
PLHj: R3-R3, such that for each i,j(S;) is the boundary of a 3-simplex a?. 

3. Given 0 < x 1 < x2, and P0 E R3, let 

S{P0, x 1, x2) = {PIPE R3 and x 1 ..;; d(P0, P)..;; x2 }. 

Such a set will be called a round spherical shell. Given a? c Int a?+ 1, and 
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S(P0, x 1, x2) as above, there is a homeomorphism 

f: Cl (al+I- a?)-S(P0, x 1, x2). 

4. Let B be a component of the boundary of a round spherical shell M, and letjbe 
a homeomorphism B-B. Then there is a homeomorphism f': M-M, such 
thatf'IB =f. 

5. Let S1, S2, ••• be a sequence of polyhedral 2-spheres in R3, such that for each 
i, S; lies in the bounded component of R3 - S;+ 1• For each i, let C/ be the 3-cell 
in R3 such that Bd C/ = S;; and let U = U ~ 1 C/. Then U and R3 are homeo­
morphic. 

6. Let ct, Ci, ... be a sequence of polyhedral 3-cells in R3, such that for each i, 
C;~ I c Int C/; and let u = R3 - n cp. Then u is homeomorphic to the com­
plement of a point in R3• 

126 



The Antoine set 18 

Here we present the first and classical example of wild imbedding, due to 
Louis Antoine [A3], [A4]. (For the definition of wild, see Section 10, just 
after Theorem 10.4.) 

Let T1 be the solid of revolution of a circular closed plane region about 
a line in the same plane, not intersecting it. Such a set is called a circular 
solid torus. A set homeomorphic to a circular solid torus is called a solid 
torus. In the interior of T 1, form a set T2 which is the union of a finite 
collection of circular solid tori, linked in cyclic order as indicated in Figure 
18.1. (In this figure, the components C; of T2 are indicated schematically 

Figure 18.1 

by circles.) The number of components of T2 is k, with k > 4. Figure 18.2 
shows what any three successive components of T2 look like. Thus there is 
a circular plane 2-cell D; such that Bd D; is a "longitudinal circle" in 
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Figure 18.2 

Bd C;; D; is punctured by C; _ 1 and Ci+ 1; and the set 

is a 2-annulus. 
For each component C; of T2, let 

cf>;: r~~ci 

be a similarity, that is, a contraction of the type P ~ tP, followed by an 
isometry. Let 

T3 = U cf>;(T2 ). 

Each of the k components of T2 then contains k components of T3, and so 
T3 has k 2 components. 

Inductively, given a set Tn which is the union of kn-l disjoint circular 
solid tori, for each component C; of Tn let cf>; be a similarity T1 ~ C;, and 
let Tn+ 1 = U cf>;(T2). This gives a descending sequence T1, T2, • ••. We 
define 

te = n Tn. 

Evidently te =I' 0; in fact, every component C of every set Tn intersects 
cr. Since components of Tn are close to other components of Tn when n is 
large, it follows that every point of te is a limit point of te. Since the 
components of Tn are of small diameter when n is large, it follows that te is 
totally disconnected. And obviously te is compact. Therefore te is a 
Cantor set. 

We recall the following definition from Section 10. Let B be a subset of 
A, in a topological space. A retraction of A onto B is a mapping r: A ~ B 
such that riB is the identity. If such an r exists, then B is a retract of A. 

Theorem 1. Let the components C; and the spanning 2-ce/ls D; (i < k) be as 
in the definition of T2. Then Bd T1 is a retract of the set 
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18 The Antoine set 

The proof is by straightforward carpentry. 

Theorem 2. Let p be a closed path in R3 - T1• If p :;;;;; e in R3 - T2, then 
p:;;;;; e in R3 - T1• 

PROOF. Here and hereafter, iff is a mapping A ~B, then III denotes the 
image f(A). Let 

A;=Cl [D;-(C;_ 1 u C;+I)], 

as in the definition of T2• Suppose (without loss of generality) that p is a 
PL mapping, and let 

<j>: (0, 1J 2~R3 - T2 

be a PL contraction of p to e. We can choose IPI and l<t>l in general position 
relative to A;, in the sense that there is a triangulation K of [0, 1 f such that 
if a2 E K, and <j>(a2) intersects A;, then <J>Ia2 is a simplicial homeomorphism, 
and A; contains no vertex of <j>( a2). Let 

J = <1>-'(A; n l<t>l). 
Now the set <j>(J) =A; n l<t>l may be an arbitrary !-dimensional polyhedron 
in A; (except, of course, that it cannot have any isolated points.) But J 
itself, in [0, 1 ]2, is a finite union of disjoint polygons. The reason is that J 
contains no vertex of K, so that each nonempty intersection J n a2 is a 
linear interval, joining two points of Bd a2 and containing no vertex of a2• 

Thus if ar n ai = a1, and P E a1 n J, then Pis the common end-point of 
the linear intervals af n J and a; n J. Thus J is locally Euclidean, and 

n 

J= u 1;. 
)=! 

Let -'J be a component of J which is inmost in [0, 1 f, in the sense that J1 is 
the boundary of a 2-cell ~ which contains no ther component of J. 
Consider the mapping 

PJ = <1>1-'J: JJ~A;. 
Such a p1 can be regarded as a closed path in A;, with a certain base point 
P0• Now -'J = Bd ~' and since 

<!>(~) c R3 - (C;_ 1 U Ci+l ), 

it follows that 

Thereafter 

p1 :;;;;; e in Int A;. 

(See Theorem 16.5, which can be readily adapted to our present purpose.) 
Therefore p1 can be extended so as to give a PL mapping <1>/ ~~A;. We 
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now define a new contraction 

cf>': [0, 1 t-~R3 - T2, 

by defining ct>'l~ = cf>p and cf>' = cf> elsewhere. Now if N is a small connected 
neighborhood of~ in [0, lf, then cf>'(N) approaches A; from only one side: 
N- ~ is connected, and therefore so also is its image. Therefore we can 
pull cf>'(N) off of A;. This gives a new contraction cf>". When we pass from cf> 
to cf>" we have reduced, by at least one, the number of components of J. 
Thus, in a finite number of steps, we get a contraction 

. [ ]2 3 1{;. 0, I ~ R - T2, 

such that 

11f;lnA;=0. 

We perform this operation for each i from I to k. Each 2-annulus A; 
intersects its neighbors A;_ 1 and A;+ 1 in linear intervals. (See Figure 18.3.) 

Figure 18.3 

Thus if let> I is already disjoint from A;_ 1 (or A;+ 1, or both), and P/ ~~A; is 
a closed path in A;, as in the preceding discussion, then p1 is contractible in 
A; - A;_ 1 (or A;- A;+ 1, or A;- (A;_ 1 U A;+ 1)). Therefore we can "pull lct>l 
off the sets A;, one at a time," in such a way that at each stage we preserve 
the results of our earlier labors. Thus in k steps we get a contraction 

l{;k: (0, 1 ) 2~R3 - T2, 

such that ll{;kl n A;= 0 for each i. It follows that 

l~d n [ ,S c, u ,~ D,] ~ 0. 
Let r be a retraction 

T, - [ '~' c, U '~' D, l ~ Bd T,; 

define r I(R3 - T1) to be the identity; and let 

p = rl{;k: [0, 1 )2 ~R3 - Int T1• 

To get a contraction of p in R3 - T1, it is sufficient to pull the image IPI 
slightly off of Bd T1 into R3 - T1• D 
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18 The Antoine set 

Theorem 3. Let p be a closed path in R3 - T 1, and suppose that p ~ e in 
R3 - ct. Then p ~ e in R3 - T 1• 

PROOF. We may suppose that p is PL, and that there is a PL contraction 

<f>: (0, I t·~R3 - (£ 

of p. If it were true that l<t>l n Tn =fo 0 for each n, then it would follow that 
l<t>l n (£ =fo 0, which is false. Therefore 

l<t>l n Tn = 0 

for some n. Let C be a component of Tn_ 1; and let 

T{ = C, T~ = C n Tn. 

Then T{ and T~ are related in the same way as T 1 and T2; in fact, there is a 
similarity T1 ~ T{, T2~ T~. It follows by the preceding theorem that there 
is a contraction <f>', of p onto e in R3 - C, such that 1</>'1-l<t>llies in a small 
neighborhood of C, and hence intersects no other component of Tn_ 1• 

Therefore, in a finite number of steps, we get a contraction of p in 
R3 - Tn _ 1. By induction, p is contractible in R3 - T 1• D 

Theorem 4. R3 - (£ is not simply connected. 

PROOF. Since ?T(R3 - T 1) is nontrivial, this follows from Theorem 3. D 

Theorem 5. There are Cantor sets C1 and C2 in R3 such that no homeomor-
phism C1 ~C2 has a homeomorphic extension R3~R3. 

PROOF. Let C1 = (£, and let C2 be the standard "middle-third" Cantor set 
on a line L in R3. It is easy to show that R3 - C2 is simply connected. (For 
example, given a closed path p in R3 - C2, let p' be a PL path in R3 - C2, 

such that p ~ p' in R 3 - C2 ; then force IP'I off of L, leaving the base-point 
fixed; and finally contract the resulting path in the complement of a linear 
interval containing C2.) Since R3 - C£ is not simply connected, the theorem 
follows. D 

Theorem 6. Let U be a connected open set containing C£. Then there is a 
2-sphere S such that 

(£ c s cu. 

PROOF. Since (£ c U, it follows that Tn c U for some n. By a multiple 
annulus we shall mean a set which is a k-annulus for some k. Let An be a 
multiple annulus in U- Int Tn, such that Bd An C Bd Tn, and such that for 
each component C of Tn, An n C is a component J c of Bd An, and J c 
bounds a 2-cell in Bd C. We then say that An spans Tn in U. Such a 
multiple annulus is obtainable as follows. Choose an arbitrary point P0 of 
U- Tn. For each component C of Tn, take a broken line B0 joining P0 to 
a point Qc of Bd C, such that different sets Be intersect only at P 0, and 
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Ben Tn = { Qc}. (We can do this, because U- Tn is connected, and each 
point of Bd Tn is a limit point of U- Tn.) Let B be the union of the 
broken lines Be. Then B has a polyhedral 3-cell neighborhood N, such that 
for each component C of Tn, N n Bd Cis a 2-cell. Let An= Bd N- Int Tn. 

Suppose (inductively) that we have a multiple annulus Am(m ;:;. n) such 
that Am spans Tm in U. There is then a multiple annulus Am+ 1, containing 
Am and spanning Tm+l in U, such that Am+ I- Tm =Am- Tm; in each 
component of Tm we insert a multiple annulus, by the same sort of process 
that we used in defining An. Thus there is an ascending sequence 
A 1, A2, • • • of multiple annuli, such that if 

i> n 

then A -A; c 1'; for each i ;:;. n. It follows that A =A u cr. Let 

S =A= AU it. 
We assert that Sis a 2-sphere. To see this, copy the structure of the sets A; 
with sets A; in a 2-sphere S 2, in such a way that the maximum diameter of 
the components of S 2 - A; approaches 0 as i --HYJ. Let 

A'= U A;. 
i> n 

Now define a homeomorphism<{>: A ~A', by first defining a homeomor­
phism <f>n: An~A~, and then extending <f>n, a step at a time, to the rest of 
the multiple annuli An+ I• An+2• .... For each point p of ce, and each 
i ;:;. n, let ll; be the component of A - A; that has P as a limit point, and let 

- - -
V;=</>(U;). Then n V;'i0. Since ~V;~O, n V; is a single point Q. Let 
<{>(P) = Q. We now have a homeomorphism s~s2• 0 

Theorem 7 (Louis Antoine). R3 contains a wild 2-sphere. 

PROOF. By Theorem 6 there is a 2-sphere S such that cr c S c Int T1• Let 
U be the unbounded component of R3 - S. Then there is a closed path p, 
in R3 - T 1, such that p is not contractible in R3 - T 1• Therefore p is not 
contractible in R3 - cr, or in R3 - S, and so '1T( U) is nontrivial. But if S' is 
a polyhedral 2-sphere in R3, then each component of R3 - S' is simply 
connected (Problem 17.1). It follows that every tame 2-sphere in R3 has the 
same property. Therefore Sis wild, which was to be proved. 0 

Theorem 8 (Louis Antoine). R3 contains a wild arc. 

PROOF. Let S be as in the proof of the preceding theorem. By the result of 
Problem 13.1, cr lies in an arc A in S. Let V = R3 -A. As in the preceding 
proof, we show that V is not simply connected. But the complement of a 
broken line in R3 is simply connected; the proof is by elementary geome­
try. Therefore every tame arc has the same property. Therefore A is wild. 

0 
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18 The Antoine set 

The well-known "horned sphere" of J. W. Alexander [A2] appeared after 
the work of Antoine. Pictorially, it is easier to describe than the S used in 
the proof of Theorem 7, but mathematically it is harder to investigate. 

Antoine was blind. 

PROBLEM SET 18 

Prove or disprove: 

1. Let C be a Cantor set lying in the Antoine set. Then R3 - C is not simply 
connected. 

2. No polyhedral 2-sphere in R3 - te separates two points of te from one another 
in R3• (That is, if S is a polyhedral 2-sphere in R3 - te, then te lies in a single 
component of R3 - S.) (In fact, this holds for all 2-spheres, polyhedral or not; 
but the proof is unreasonably difficult, on the basis of the methods developed in 
this book; see [A4].) 

3. Let M be a compact set in R2• Then there is a 2-sphere S in R3 such that 
S n R2 = M. (This suggests one of the difficulties in generalizing the result of 
Problem 2.) 

133 



19 
A wild arc with a simply 
connected complement 

It is easy to see that the concept of knottedness does not apply at all to a 
broken line in R3 ; all broken lines are imbedded in R3 in exactly the same 
way. (Thus the effectiveness of shoestrings depends on friction rather than 
knot-theory.) This is the idea conveyed by the following tedious theorem. 

Theorem 1. Let B be a broken line in R3, with end-points P and Q. Then 
there is a polyhedral 3-ce/1 C such that (1) Int B c Int C, (2) P, Q E 

Bd C, and (3) there is a PLH <[>: C ~ a2 X [0, 1 ], such that B ~ R X [0, I], 
for some R E lnt a2• 

(a) (b) 

Figure 19.1 

This can be proved by induction on the number of edges of B. Since</> 
can then be extended to the rest of R3, it follows that B is imbedded in R3 

in the same way as a linear interval. 
If B and C satisfy the conditions of Theorem I, then we say that B is 

unknotted in C. 
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19 A wild arc with a simply connected complement 

Theorem 2. If B; is unknotted in C; (i = 1, 2), then every PLH 

h: Bd c,~Bd C2, 

can be extended to give a PLH 

h': c,~c2, 

PROOF. Fori= 1, 2 we have a PLH 

f;: C; ~ a2 X [ 0, 1 ] , 

And j 2 can be chosen so that R2 = R 1• Thus the theorem reduces to the 
case in which 

C 1 = C2 = C = a2 X [ 0, 1 ] , 

B 1 = B2 = B = R X [ 0, 1 ]. 

In this case, for every polygon J c Bd C, containing Bd B = { P, Q }, there 
is a PL 2-cell D, lying in C and containing B, such that 

D n Bd C = Bd D = J. 

(Let v be any point of Int B, and let D be the join of v and J.) Take such a 
J and such a D; let J' = h(J), and let D' be a PL 2-cell satisfying the 
above conditions relative to C and J'. Now extend h so that hiB is the 
identity; and extend h again so that h(D) = D'. Now D decomposes C 
into two polyhedral 3-cells, and D' has the same property. Finally, extend 
h to the interiors of the first pair of 3-cells, mapping them respectively onto 
the second. This gives the desired h'. D 

If B has its end-points in Bd C, and Int B c Int C, it does not follow 
that B is unknotted in C. Consider the configuration that we investigated 
at the end of Section 16, shown again in Figure 19.2. We found (Theorem 

I 

~-eJ-+ 
I 
I 
\ 

Figure 19.2 

16.7) that 7r( C- B) was isomorphic to the group of the trefoil, and 
therefore was noncommutative. Therefore B is knotted in C. 

We now form an infinite sequence of figures similar to this (under 
similarities of the type Q ~ 2 -;Q) and lay them end to end, so that they 
approach a point P as a limit. As indicated in Figure 19.3, we do this in 
such a way that the union of the arcs B; and the point Pis an arc A 1• As a 
matter of convenience, we suppose that P and the end-points P;, P;+t of 
the arcs B; are collinear, and that there is a sequence C" C2, • • • of 
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Figure 19.3 

concentric cubes such that 

and such that the points P; have neighborhoods in A 1 which lie in the line 
which contains the points P; and P. 

Theorem 3. A 1 is tame. 

PROOF. In each spherical shell Cl ( C; - Ci+ 1), take a polyhedral 3-cell D;, 
such that B; is unknotted in D;, and D; intersects Bd C; and Bd Ci+ 1 in 
2-cells d; and d;+ 1• (The notation conveys that 

D; n Bd ci+l = Di+l n Bd ci+l• 

and this property is easily arranged.) Let 

E; = Cl [ C; - ( D; u Ci+ t)], 
Then E; is a polyhedral 3-cell. Let L be the (straight) line through P and 
the points P;; let 

B;' = L n Cl ( C; - Ci+ 1 ), 

and let D;' be a chosen forB;' in Cl (C;- C;+ 1) in the same way that D; 
was chosen forB;. We take the sets D;' in such a way that D;' n Bd CJ = D; 
n Bd CJ for each i and). Let Ai be the union of the sets B;' and P. We now 
define a homeomorphism <j>: R3~R3, in the following stages. 

(1) </> is the identity in R3 - C1• 

(2) </> is the identity on each set Bd C;. 
(3) </>(D;) = D;', with </>(B;) = B;'. (This can be done, by Theorem 2.) 
(4) </>(E;) = E;' = Cl [ C;- (D/ U C;+ 1)]. 
(5) <j>(P) = P. 

Now <j>(A 1) = Ai, and Ai is a linear interval. Thus A1 is tame. D 

Now let A2 be a linear interval, from P to a point Q which lies to the 
right of P, and letA= A 1 U A2• (See Figure 19.4.) 
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19 A wild arc with a simply connected complement 

p Q 

Figure 19.4 

Theorem 4. A is wild. 

PROOF. If A is tame, then there is a homeomorphism cf>: R3~R3, such that 
cf>(A) is a linear interval I. We shall show that this is impossible. Let 
P' = cp(P), and let U = R3 - I. (See Figure 19.5.) If e > 0 is small and 

p' 

Figure 19.5 

P0 E N(P', e)- I, then 

7T(N(P', e)- I, P0 )';::jZ. 

It follows that for every open set V, containing P', there is an open set W, 
with P' E W c V, such that if p and q are closed paths in W-I with 
base-point P 0 E W- I, then 

pq ~ qp in 7T(W- I, P0 ). 

It follows that pq ~ qp in 7T( U n V, P0). We make this observation the 
basis of a definition, adapted from a definition due to Artin and Fox [FA]. 

Definition. Let U be an open set, and let P E U. Suppose that for every 
open set V containing P there is an open set W containing P such that 
(1) P E W c V and (2) if p and q are closed paths in U n W, with 
base-point P 0, then pq ~ qp in 7T( U n V). Then 7T( U) is locally com­
mutative at P. 

PROOF OF THEOREM 4, CONTINUED. Thus we have verified that if U = R3 -

I, where I is a linear interval, then 7T( U) is locally commutative at each 
point of I. This property is invariant under homeomorphisms R3~R3, 
u~ U', I ~A. Therefore, to prove Theorem 4, it remains only to show 
that 7T(R3 - A) is not locally commutative at P. 

Suppose that local commutativity holds at P. Let V = Int C,, taking r 
sufficiently large so that Q fl C,, as indicated in the figure below. If there 
is a W that "works," then any sufficiently small open set containing P also 
"works." Therefore we may assume that W = Int Cs for somes. We shall 
now get generators and relations for 7T(Int C,- A). The generating set 
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t--a'-~, Q 

p 

c, 

Figure 19.6 

can be read off from Figure 19.6. The labels in the figure indicate genera­
tors, not arcs. (The same sort of labeling will be used in figures hereafter.) 
Each crossing point gives a relation, just as for linear graphs; and regard­
ing Pas a crossing point we get relations of the type aja0 1 ~ e. Just as for 
linear graphs, it is not hard to see that this set R of relations is complete, in 
the sense that 

7T = 1r(lnt Cr- A)~ F(G)/ N (R ). 

We recall that s is fixed, with W = lnt Cs. Consider the homomorphism 

h: 7T~7T, 
determined by the conditions 

for each i > r, with also a0 ~as. Here all generators collapse onto a set of 
three generators a, b, c, and all relations collapse onto the corresponding 
relations for a single trefoil knot. Thus the image h(1r) is isomorphic to the 
trefoil group. In the latter, generators do not commute. Therefore the 
pre-images as and bs do not commute, and it is false that asbs ~ bsas in 
1r(lnt Cr- A). D 

It may have seemed more natural to try to prove that A is wild by 
investigating the total group 1r(R3 - A). But this would not have worked, 
as the following theorem shows. 

Theorem 5. R3 - A is homeomorphic to the complement of a point. 

PROOF. First show that R3 -A is the intersection of a sequence 
C[, C], ... of polyhedral 3-cells, with Ci~ 1 c Int C/ for each i. Then use 
the result of Problem 17 .6. D 

Thus the wildness of A cannot be proved by an examination of the 
topology of R3 - A. Since A= A 1 u A 2 in the above construction, we also 
have the following. 

Theorem 6. There are tame arcs A 1, A 2 in R3 such that A 1 n A2 is a point 
and A 1 U A 2 is wild. 
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19 A wild arc with a simply connected complement 

Later, we shall see that the union of two disjoint tame sets is always 
tame. Also, if D1 and D2 are tame 2-cells, with D1 n D2 = Bd D1 = Bd D2, 

then D 1 U D2 is tame. But these are not elementary results. They will be 
proved, eventually, by methods which also are adequate for the proofs of 
the triangulation theorem and the Hauptvermutung. 

The arc A discussed above was first defined and investigated by R. L. 
Wilder [W]. The methods of this section are adapted from Fox and Artin 
[FA). I am also indebted to Fox and Artin for the reference to Wilder. 

PROBLEM SET 19 

1. Consider the homeomorphism cf> used in the proof of Theorem 3. This can be 
described as the composition of a sequence </> 1, <j>2, • • • of homeomorphisms 
R3-R3, such that"</>; unties the ith knot in A 1." Then each</>; "introduces a 
knot into A 2," so that the total mapping </> maps A 2 onto an arc which includes 
an "infinite sequence of knots," just as A 1 includes such a sequence. It is 
probably not worthwhile to prove these statements logically, or even to assign 
them an exact meaning; but it is probably worthwhile to figure out, at least 
intuitively, the effect of</> on A 2• 

139 



20 A wild 2-sphere with a simply 
connected complement 

In the work of Antoine, the wildness of an arc or 2-sphere was always 
demonstrated by an examination of the fundamental group of the comple­
ment (or of a component of the complement). Thus Antoine's examples 
did not refute the perhaps plausible conjecture that wildness, for arcs and 
spheres, is describable in terms of the fundamental group of the comple­
ment, or, at least, of the topology of the complement. Wilder's example, in 
Section 19, shows that this conjecture is false for arcs. We shall now 
present an example, due to Fox and Artin (op. cit.), showing that the 
conjecture is also false for 2-spheres. The example is defined by means of a 
certain wild arc. Before defining the latter, we shall prove some pre­
liminary theorems. 

Theorem 1. In R3, let P0 = (0, 0, 0), P1 = (0, 0, t ), P2 = (0, 0, 2), and 
P3 = (0, I, 2); let T be the 2-simplex P0P2P3, and let D 3 be the solid of 
revolution of T about the z-axis. Then there is a mapping f: D 3 ~ D 3 such 
that (1) f(P0P1) = P0 and (2) fi(D 3 - P0P1) is a homeomorphism D 3 -

P0P1 ~D 3 - {P0}. 

PROOF. The construction of such an f is straightforward. See Figure 20.1. 

D 

Theorem 2. Let A be an arc in R3, with Bd A = { P, Q }, such that A - { Q} 
is an (infinite) polyhedron. Then R3 - A is homeomorphic to R3 - { Q }. 

INDICATION OF PROOF. In the proof, the question whether A is tame does 
not arise. Let C 3 be a 3-cell neighborhood of A - { Q }, of the sort 
suggested by Figure 20.2. Thus 

C3 = U C/u { Q }, 
i= I 
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20 A wild 2-sphere with a simply connected complement 

Figure 20.1 

cj 

• • Q 

• 

Figure 20.2 

where for each i, C/ is a 3-cell, C/ n C/+- 1 is a 2-cell, = Bd C/ n Bd C/.+- 1, 

and for i > 1, C/ n A is unknotted in C/. We choose the sets C/ so that 
lim 8C/ = 0; this makes C 3 a 3-cell. Let D 3 and P 0P 1 be as in Theorem I ; 
let 

D? = { P = (x,y, z)IP E D3 and I< z < 2}, 

and for i > I let 

D/= {P= (x,y, z)IP E D 3 and I/(i+ I)< z < I/i}. 

Then there is a homeomorphism 

h: c 3~D 3, 
such that for each i, 

h(C/)=D/, 

and h(Q) = P0. (The construction is straightforward.) Now h -I_th is a 
mapping C 3 ~ C 3, A~ Q, giving a homeomorphism g: C 3 - A~ C 3 -

{ Q} which is the identity at each point of Bd C 3 - { Q }. We define g to be 

I4I 



Geometric topology in dimensions 2 and 3 

the identity at Q and at each point of R3 - C3. Now g is a homeomor­
phismR3-A~R3- {Q}. D 

Definition. Let U be a connected open set in R3, and let Q E fJ. Suppose 
that for each open set V containing Q there is an open set W such that 
(I) Q E W c V and (2) every closed path in W n U is contractible in 
V n U. Then U is locally simply connected at Q. 

Theorem 3. Let A be a tame arc in R3, and let Q E Bd A. Then R3 - A is 
locally simply connected at Q. Similarly, if S is a tame 2-sphere in R3, 

then each component of R3 - S is locally simply connected at each point Q 
of S. 

(This holds trivially for polyhedral arcs and 2-spheres, and the property 
is preserved by all homeomorphisms R3~R3.) 

Consider the configuration, lying in a cylinder, that is shown in Figure 
20.3. We replicate this figure to both left and right, shrinking it as we go 

I 
I 

-----.... ·:: - ~~----+: 
Figure 20.3 

\ 
\ 

along, so that the diameter of the nth copy approaches 0 as n....,. oo and as 
n__,. -oo. With the limit points P and Q, this forms an arc A. As in the 
preceding section, the labels a;, b;, c; of Figure 20.4 indicate not arcs but 
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20 A wild 2-sphere with a simply connected complement 

the corresponding generators. (The meaning of the labels S and V will be 
explained later.) Let 7T = 7r(R3 - A). Then 7T is generated by the elements 
a;, b;,and c;. Regarding the points P and Q as crossing points, we get the 
relations 

b -1 -; a;c; =e. 

The other crossing points give the relations 

-1 -1 -C;+ 1a;+ 1c;+ 1c; = e. 

-lbb b- 1 -ci+ 1 ; i+ 1 ; =e. 

( 1;) 

Here - oo < i < oo. As in the case of linear graphs, this set R of relations 
is complete, in the sense that 

7T ~ F ( {a;, b;, C;}) IN ( R ), 

where N (R) is the smallest normal subgroup that contains R. 
This presentation of 7T can be simplified in two ways. 
(1) The relations (4;) are redundant, and can be discarded. This can be 

verified by a calculation, unless one makes errors, but it is easier to see 
geometrically. The point is that to move a path across a crossing pointof 
the type (4;), we can move it across crossing points of the other three types. 

(2) In (2;) and (3;), we can solve for a; and b;- 1, getting 

Making these substitutions in (1;), we get 
-1 -1 -1 -C;+ 1c;C;_ 1C; C;+ 1C;C;_ 1 = e, 

which includes only the generators C; • Now (2;) and (3;) mean that 7T is 
generated by { c;}; and in terms of the generators c;, (2;) and (3;) take the 
form of trivial identities. Thus 

7T ~ F ( { C;}) IN ( R '), 

where R' is the set of relations given by (1;). 

by 

Now let S5 be the symmetric group on five symbols. Define 

h: F({ c;})~ S5 

( 
(12345) fori odd, 

h(c;) = 
(14235) fori even. 

Thus, to get an h*: 'Tl'~S5, we need to show that for each i, the word given 
in (1;) is mapped by h onto the identity. This can be shown by two 
straightforward calculations (one fori odd and one fori even). By another 
such calculation, we find that h( c;)h(ci+ 1) =fo h(c;+ 1)h(c;). Therefore 7T is 
not commutative, R3 - A is not simply connected, and A is wild. 
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Geometric topology in dimensions 2 and 3 

This is, of course, our second example of an arc which is wild because 
its complement is not simply connected. But the methodology of the 
construction and the proof are novel, and the arc A has the following novel 
properties. 

(1) Int A is a polyhedron. Thus A is locally polyhedral except at its 
end-points. 

(2) Let S be as in Figure 20.4. Then S decomposes A into an arc A 1 

(from P to S) and an arc A 2 (from S to Q). By Theorem 2, each of the sets 
R3 - A; is homeomorphic to the complement of a point. Similarly, if A 1 is 
any proper subarc of A, then R3 - A 1 is homeomorphic to the complement 
of a point. 

Consider now the arc A 2, from S to Q. 

Theorem 4. A 2 is wild. 

PROOF. We shall show that R3 - A2 is not locally simply connected at Q. 
Theorem 4 will then follow from Theorem 3. 

Let V be the interior of a cubical neighborhood of A2 - S, as indicated 
schematically by the dotted square in Figure 20.4, so that Fr V intersects 
A2 in three points, one of which isS. Then '1T(V- A0 is generated by 

with the relations 

{a;, b;, c;li > 0}, 

(i > 0), 

(i > 0), 

(i > 0). 

(As in 7T(R3 - A), the relations (4;) can be discarded as redundant.) As in 
the previous discussion, these give 

a;~ C;C;-lCi-l (i > 1), 

b; ~ ci+la;c;~ 11 ~ ci+lc;C;_,c;- 1C;~ 11 (i > 1 ). 

As before, (1;) takes the form 

( i > I). 

Thus 'IT( V- A2) is generated by 

{ a0, b0, c;li > 0}, 

with the relations (1;) (i > 1) and the "initial relations" 

b -1 
o aoco ~ e, 

-1 -1 -c1 a1 c1c0 = e, 
-lb-1 c1 0 c1a0 ~e. 
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20 A wild 2-sphere with a simply connected complement 

Now let G = {a0, b0, c;Ji > 0}. Then 'IT(V- A 2) is generated by G. Let R" 
be the set of all words which are ~ e in the above list. Then 

'IT(V- A2)~ F(G)/ N (R "). 

We shall show that no generator c; is contractible in V- A 2• It will then 
follow that R3 - A 2 is not locally simply connected at Q, which was to be 
proved. 

For each i > 0, we define h'(c;) = h(c;); and we define h'(a0) = h(a0), 

h'(b0) = h(b0). Since the relations in 'IT(V- A 2) are also relations in '1T(R3 -

A), it follows that h' maps each word in R" onto the identity in S5• Thus 
we have a homomorphism 'IT( V- A 2) ~ S5, mapping no element c; onto 
the identity. Therefore no c; is contractible in V- A2, and the theorem 
follows. D 

Theorem 5. There is a wild 2-sphere S 2 in R3 such that (I) S 2 is locally 
polyhedral except at one point Q and (2) R2 - S2 is homeomorphic to 
R3 - S2 (where S2 is the "standard 2-sphere.") 

PROOF. Consider A2 and Vas in the proof of Theorem 4, and let C 3 be a 
3-cell neighborhood of A 2 - {A}, as in the proof of Theorem 2, so that 
C 3 n Fr Vis the union of three 2-cells whose interiors lie in Int C 3. Since 
C 3 is a "thin, locally straight" neighborhood of A 2 - { Q }, it follows that 
'IT(V- C 3) is isomorphic to 'IT(V- A 2); in fact, these groups have exactly 
the same presentation. As in the proof of Theorem 4, it follows that 
R3 - C 3 is not locally simply connected at Q. Let S 2 = Bd C 3. Then the 
unbounded component of R3 - S 2 is not locally simply connected at Q. By 
Theorem 3 it follows that S 2 is wild. 

Obviously the bounded component of R3 - S 2 is Int C 3, which is 
homeomorphic to the bounded component of R3 - S2• By a direct con­
struction, there is a mappingj: R3~R3, C 3 ~A2, such thatjJ(R 3 - C 3) is 
a homeomorphism R- C 3~R3 - A 2• Since R3 - A 2 is homeomorphic to 
R3 - Q, it follows that R3 - C 3 is homeomorphic to R3 - Q. Since the 
unbounded component of R3 - S2 has the same property, the theorem 
follows. D 

Let M be a triangulable set (not necessarily a polyhedron) in a triangu­
lated n-manifold K. Suppose that there is an open set U, containing M, 
and a homeomorphism h: u~JKI such that h(M) is a polyhedron. Then 
M is semi-locally tamely imbedded (or semi-locally tame.) Let P EM, and 
suppose that there is a closed neighborhood N of P and a homeomorphism 
h: N ~ JKJ such that h(N n M) is a polyhedron. Then M is locally tame at 
P. If M is locally tame at each point of M, then M is locally tame. 
Obviously 

Tame ~ Semi-locally tame ~ Locally tame. 

Eventually, it will turn out that the converses also hold, in dimension 3. 
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Geometric topology in dimensions 2 and 3 

Meanwhile we observe that the A 2 and S 2 discussed above are locally wild 
at Q. Similarly, Wilder's arc A, discussed in Section 19, is locally wild at P. 
Note, however, that the property of having a complement which is not 
simply connected (or not homeomorphic to the complement of a point) is 
not a local property of an arc in R3• (See the remarks preceding Theorem 4 
above.) 

In the problem set below, some of the true propositions are taken from 
a joint paper of 0. G. Harrold, Jr. and the author [HM]. 

PROBLEM SET 20 

Throughout the following problems, Sis a 2-sphere in R3, such that R3 - S 
is the union of two disjoint connected open sets I and E (where I is 
bounded), such that Fr I= Fr E = S. (In fact, all 2-spheres in R3 have this 
property, but we have not proved it; the proof requires the use of a 
continuous homology theory.) Adjoining to R3 a point oo which is a limit 
point of every unbounded set and of no bounded set, we get a space S 3 

which is a 3-sphere. Let X be the set of all points of S at which S is not 
locally polyhedral. 

Prove or disprove: 

1. If X contains only one point, then both I and E are simply connected. 

2. Let P be an isolated point of X, and let U be any open neighborhood of Pin R3• 

Then there are 2-cells D, D' such that (1) D, D' c U, (2) Dis a neighborhood of 
Pin S, (3) D' is a polyhedron, (4) Bd D = Bd D', and (5) Int D' n S = 0. 

3. Let P be as in Problem 2, and let U1, U2, ••• be a descending sequence of open 
neighborhoods of P in R3, such that 8U;~O. Then there are sequences 
D 1, D2, ••• , n;, D]., ... of 2-cells such that (I) for each i, D;, D;', and U; satisfy 
the conditions forD, D', and U in Problem 2 and (2) either Int Df c I for each i 
or lnt D/ c E for each i. 

4. If X contains only one point P, then at least one of the sets I and E u { oo} is a 
3-cell. 

5. If X contains only two points, then both I and E are simply connected. 

6. If X contains at most three points, then at least one of the sets I and E is simply 
connected. 

7. Let A2 and V be as in the proof of Theorem 4. Then 'IT( V- A 2) is generated by 
{ c;li ;;;. 0}. (See Fox and Artin [FA], bottom of p. 984.) 

146 



The Euler characteristic 21 

Let K be a finite complex, of dimension < 2. The Euler characteristic of K 
is the alternating sum 

X( K) = V- E + F, 

where V, E, and F are respectively the number of vertices, edges, and 
2-faces of K. 

This concept is easier to investigate if we generalize it as follows. 
Let K be a finite complex, of dimension .;;; 2, and let e be a finite 

collection of subsets of IKI. For each C E e, Fr C is defined relative to 
IKI. Suppose that (I) the elements of e are disjoint, (2) for each c E e, c 
is a finite polyhedron, (3) each set Fr C is the union of a collection of 
elements of e, and (4) each C E e either is a point or is homeomorphic to 
the interior of a Euclidean simplex. Then e is called an open cell-complex. 
1e 1 is the union of the elements of e, and e is called an open cell-decom­
position of 1e1. The points vEe are called vertices of e. Similarly for the 
edges and faces ( = 2-faces) of e. 

Some examples are as follows. 

EXAMPLE I. Let S 1 be a polyhedral 1-sphere, let P E S 1, and let 

Then e is an open cell-complex and I e I = s 1• 

EXAMPLE 2. Let D be a polyhedral 2-cell, let P E Bd D, and let 

e = {{ P }, Bd D- { P }, Int D). 
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Geometric topology in dimensions 2 and 3 

EXAMPLE 3. Let S 2 be a polyhedral 2-sphere, let Jl and J2 be polygons in 
S 2, intersecting in exactly one point P, and let CS be the collection whose 
elements are {P}, J 1 - {P}, J 2 - {P}, and the three components of S 2 -

(JI u J2). 

Theorem 1. If c I is an edge of e' then Fr c I consists of either one or two 
vertices of e. 

Theorem 2. If C 2 is a face of CS, then Fr C2 is connected. 

For open cell-complexes, the Euler characteristic is defined in the same 
way as for complexes: 

x(CS) = V- E +F. 

If el and e2 are open cell-complexes, and every element of e2 lies in an 
element of el' then e2 is a subdivision of el' and we write e2 < el. 

Consider the following operations which may be performed on an open 
cell-complex. 

Operation a. In an edge C 1, insert a new vertex. (This replaces C 1 by two 
new edges, with the new vertex as a common frontier point.) 

Operation {1. In a face C 2, insert a new vertex v and a new edge C 1 whose 
frontier consists of v and a vertex v' of CS which lies in Fr C 2• 

Operation y. In a face C 2, insert a new edge whose frontier consists of two 
vertices of CS, lying in Fr C 2• 

Operation 8. In a face C 2, insert a new edge, whose frontier consists of one 
vertex of CS, lying in Fr C 2. 

Evidently these operations replace one open cell-complex by another. 
We also have the following. 

Theorem 3. For open cell-complexes, the Euler characteristic is preserved by 
Operations a, {1, y, and 8. 

For example, under Operation a, V~ V +I, and E~E +I; and V 
and E appear with opposite signs in the formula for x(CS). Preservation by 
Operations {1, y, and 8 is verified similarly. 

Theorem 4. For open cell-complexes, the Euler characteristic is preserved 
under subdivision, and hence is a combinatorial invariant. 

PROOF. Suppose that e2 < el. Let C2 E CSI, and let M be the union of all 
edges of CS2 that lie in C2. We assert that M is connected. Suppose not. 
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21 The Euler characteristic 

Then M = H u K, where H is the component of M that contains Fr C2 

and K is the union of all other components of M, so that K =I= 0. Now C2 

is homeomorphic to R2. Provisionally, regard C2 as R2, and let J be a 
polygon, lying in a small neighborhood of K, such that the interior of J in 
C 2 contains at least one component of K, but J n M = 0. It follows that J 
lies in a single face D 2 of 82. Let U and V be the components of D 2- J. 
Since each of the sets iJ and V intersects M, it follows that neither of the 
sets U u J and V u J is compact. But this is impossible: since D 2 is 
homeomorphic to R2, it follows by the SchOnflies theorem that one of the 
sets U U J and V U J is a 2-cell. 

Now, starting with 81, we insert all vertices of 82 that lie in edges of 81• 

(This can be done by iterations of Operation a.) This gives an open 
cell-complex <S{. We then insert in <S{ various edges (and perhaps vertices) 
of 82, as often as this can be done by iterations of Operations /3, y, and~. 
This process terminates, giving an open cell-complex <S{'. We assert that 
8{' = 82. If not, there is a C2 E 81 such that (1) <S{' does not contain all 
edges of 82 that lie in C2, but (2) none of the "missing edges" can be 
inserted by Operations /3, y, or ~. This is impossible, because the union M 
of the edges of 82 that lie in C2 is connected. D 

Theorem 5. All triangulations of the same compact 2-manifold have the same 
Euler characteristic. 

PROOF. Let K1 and K2 be triangulations of the compact 2-manifold M. By 
the Hauptvermutung (Theorem 8.5), K 1 and K2 are combinatorially equiv­
alent. Now use Theorem 4. D 

By Theorem 5, we can define the Euler characteristic of a compact 
2-manifold Mas the number x(M) which is= x(K) for every triangulation 
Kof M. 

Theorem 6. If J is a polygon, then x(J) = 0. 

PROOF. LetP EJ, and let <S = {{P},J- {P}}. Thenx(J)=x(<S)= 1-1 
+0=0. D 

Theorem 7. Let K be any triangulation of a 2-cell. Then x(K) = 1. 

PROOF. Let v be a vertex of K, lying in Bd IKI, and let 

el = {{v}, BdK- {v}, Int IKI}· 

Let 82 be the set whose elements are the vertices of K and the interiors of 
the edges and 2-faces of K. Then 82 < 81, and 

x(K)=x(<S2)=x(<St)= I-I+ 1 = 1. 

(Note that here we cannot use the Hauptvermutung; we have not proved it 
for 2-manifolds with boundary.) D 
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Theorem 8. Let K1 and K2 be finite complexes, such that IK11 n IK21 is a 
polygon J which forms a subcomplex of each Ki, so that K1 U K2 is a 
complex. Then 

x(K, U K2) = x(K,) + x(K2). 

(In the sum on the right, x(J) gets counted twice, but this does not 
matter, because x(J) = 0.) 

Theorem 9. Let M be a compact 2-manifold with boundary. Then all 
triangulations K of M have the same Euler characteristic. 

PROOF. Let the components of Bd M be J 1, J2, ••• , Jn; and for each i, let 
Di be a 2-cell, with Bd Di = Ji, such that M' = M U U pi is a compact 
2-manifold. Let r = x(M'). All such manifolds M' are homeomorphic. 
Therefore r is determined by M. For each triangulation K of M there is a 
triangulation K' of M' in which M and the 2-cells Di form subcomplexes. 
Now 

r = x(M') = x(K') = x(K) + n. 

Therefore x(K) = r- n for every triangulation K of M, and the theorem 
~~. D 

By Theorem 9, we can define the Euler characteristic of a 2-manifold M 
with boundary as the number which is the Euler characteristic of every 
triangulation of M. One of the advantages of the Euler characteristic, as an 
invariant of 2-manifolds with or without boundary, is that it is easy to see 
how it is affected by certain geometric operations. For example, let M be a 
compact 2-manifold with boundary, and let J be a 1-sphere in lnt M, such 
that J separates a connected neighborhood of J. 

Theorem 10. When a 2-manifold with boundary is split apart at a 1-sphere 
lying in its interior, and separating a connected neighborhood of itself, the 
Euler characteristic is unchanged. 

The "splitting" operation is defined in the way suggested by Figure 21.1. 
The theorem is a consequence of Theorem 6. 

' , 
' I 

' , 

lJ ' I 

I ' ,F\ (a) 
, 

' (b) 

, ' 
Figure 21.1 
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21 The Euler characteristic 

Theorem 11. If a 2-manifold M with boundary is split apart as in Theorem 
10, and the new boundary components are spanned by 2-cells, then the 

Eu/tJr characttiristic is increased by z. 
This is obvious. Of course, the 2-cells are supposed to be disjoint, and 

intersect M only in their boundaries. 
Often we describe 2-manifolds and 2-manifolds with boundary by 

diagrams like Figure 21.2. The labels a, a and b, b indicate that the 

v P' a v 

b b 

Q Q' 

p a 

Figure 21.2 

corresponding edges are to be identified linearly. The arrows indicate how 
they are to be identified (for example, P with P' and Q with Q'). Note that 
the four corners of the rectangle represent the same point v. Obviously the 
relative directions of the edges make a difference. Thus Figure 21.3 

~~· 
v 

Figure 21.3 

describes a different space. Unlabelled edges are not supposed to be 
identified with anything else (except perhaps at their end-points.) Thus 
Figure 21.4 is a description of a Mobius band. Figure 21.2 and 21.3 
describe a torus and a Klein bottle respectively. 

Figure 21.4 

By a handle we mean a space obtained by deleting from a torus the 
interior of a 2-ce11. Figure 21.5 shows what a handle looks like. A 2-sphere 
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Figure 21.5 

with n holes is a space obtained by deleting from a 2-sphere the interiors of 
n disjoint 2-cells. If a handle is attached to the boundary of each of the 
holes, the resulting space is a 2-sphere with n handles, as shown in Figure 
21.6. A projective plane is a space defined by Figure 21.7(a) or (b). On the 
right, each pair of antipodal points of the circle are supposed to be 
identified. A sphere with n cross-caps is a space obtained by starting with a 
sphere with n holes and then attaching a Mobius band to the boundary of 
each of the holes. 

Figure 21.6 

a 

b b 

a 

(a) (b) 

Figure 21.7 
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21 The Euler characteristic 

We are regarding the homology groups of a finite complex (with 
integers as coefficients) as known. These groups H;(K, Z) are invariant 
under subdivision, and hence are combinatorial invariants. By the Haupt­
vermutung, they are topological invariants whenever IKI is a 2-manifold 
(and of course the same conclusion holds in general). If IKI is a compact 
connected 2-manifold, then we have either H 2(K, Z) = 0 or HiK, Z)~Z. 
If the latter holds, then K and IKI are called orientable, and an orientation 
of K is a generator of HiK, Z). (These terms are defined similarly for 
triangulated connected manifolds of higher dimension.) A 2-cycle Z 2 

whose homology class generates HiK)will also be called an orientation of 
K. Finally, a triangulated manifold (connected or not) is orient able if each 
of its components is orientable. 

PROBLEM SET 21 

Prove or disprove: 

1. A 2-sphere with one cross-cap is a projective plane. 

2. Let M 1 and M 2 be Mobius bands. If Bd M 1 and Bd M 2 are identified (by a 
homeomorphism), the result is a Klein bottle. 

3. What is the name of the space defined by the Figure 21.8? 

Figure 21.8 

4. Find, by any method, the Euler characteristics of the following. (The easiest 
way, in some cases, is to define the simplest possible open cell-decomposition.) 
(a) A 2-sphere. (b) A torus. (c) A handle. (d) A Mobius band. (e) A 2-sphere 
with n holes. (f) A 2-sphere with n handles. (g) A 2-sphere with one handle and 
one cross-cap. (h) A 2-sphere with three cross-caps. (i) A projective plane. (j) A 
Klein bottle. 

5. Let K be a triangulation of a compact 2-manifold. K is orientable if and only if 
IKI contains no Mobius band. 

6. Let C be the circle in the xz-plane with center at (2, 0, 0) and radius I, and let T 
be the surface of revolution of C about the z-axis, so that Tis a torus. Let C' be 
one of the two circles in which T intersects the xy-plane. Then no homeomor­
phism]: T- T interchanges C and C'. 
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7. What is the name of the space defined by the Figure 21.9? 

a 

b b 

a 

Figure 21.9 

8. What is the name of the space defined by Figure 21.10? (This is a picture of a 
surface in R3, with two "strips" attached to it, with the second crossing behind 
the first, as in knot-diagrams.) 

Figure 21.10 

9. (A remark on Theorem 10.) Give an example of a !-sphere J, in the interior of a 
2-manifold M 2 with boundary, such that J separates no neighborhood of J in 
M 2• Thus the "splitting apart" operation mentioned in Theorem lO is not always 
possible. 
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connected 2-manifolds 22 

Throughout this section, M is a compact connected 2-manifold, and K is a 
triangulation of M. 

Theorem 1. There is an open cell-decomposition 8 of M such that (1) 8 has 
exactly one face C 2 and (2) every edge of e is an edge of K. 

PROOF. Evidently there are finite sequences a 1, a 2, ••• , an of 2-faces of K 
such that (a) the 2-faces a; are all different and (b) ai+I has an edge e; in 
common with U J<i a1. Since K is finite, there is a finite sequence which 
has Properties (a) and (b) and is maximal with respect to these properties. 
Thus (c) if a is a 2-face of K, and a =I= a; for each i, then a has no edge in 

common with U i<,nai. It follows that U i<,nai contains all or none of each 
set IntiSt vi (v E K 0 ). Since IKI = M is connected, we have U ·~ a,.= M. z,n 
Now let 

n n-1 

C 2 = U Int a; U U lnt e;. 
i= I i= I 

Since 

C 2 = lnt a1 U Int e1 U Int a 2 U ... U lnt en- I U Int an, 

it is easy to see that C 2 is homeomorphic to Int a 1• Let the edges and 
vertices of (3 be the edges and vertices of K that lie in Fr C 2• We now have 
the e that we wanted. 0 

Let L be a subcomplex of K, and let b2K be the second barycentric 
subdivision of K, that is, b(bK). (See Problem 5.5.) Let N (L) be the union 
of all simplexes of b2K that intersect ILl. Then N(L) is called the regular 
neighborhood of L (or of ILl) in K. We may also write N (ILl) for N (L). 

155 



Geometric topology in dimensions 2 and 3 

(Obviously this definition can be generalized, and in due course it will be. 
Note that when L is a linear graph, N ( L) is for practical purposes a "strip 
neighborhood" such as we used in Section 2.) For each edge e of K, we 
define 

N ' (e) = Cl [ N (e) - N (Bd e)]. 

Thus the sets N(v) (v E K~ and the sets N'(e) are polyhedral2-cells; and 
if two such sets intersect, then their intersection is an arc lying in the 
boundary of each. Thus for each e = vv' E K, the set 

N(e) = N(v) U N'(e) U N(v') 

is a 2-cell, consisting of three 2-cells "laid end to end." 
We recall that a linear graph Lis acyclic if ILl contains no polygon. 

Theorem 2. Let L be a connected acyclic linear graph which is a subcomplex 
of K. Then N (L) is a 2-cell. 

PROOF. If L consists of a single edge of K, this is clear. The proof proceeds 
by induction on the number of edges of L. Let e be any edge of L. Then 
the complex L - e is = L 1 U L2, where L 1 and L2 are disjoint, connected, 
and acyclic, and have fewer edges than L. Now 

N(L) = N(L 1) U N'(e) U N(L2). 

Here N(L 1) n N(L2) = 0, because IL11 n IL21 = 0, and these sets are 
2-cells, by the induction hypothesis. Therefore N (L) is the union of three 
2-cells, "laid end to end," and N ( L) is a 2-cell, which was to be proved. D 

Consider now the 8 of Theorem 1. Let L be the subcomplex of K such 
that ILl= Fr C 2• Then there is a subcomplex G of L such that (a) G is 
connected and acyclic and (b) G is maximal with respect to Condition (a). 
Since Fr C 2 is connected, it follows that G contains every vertex of L. 
(Supply a proof.) Let 

D = N(G), 

so that Dis a 2-cell. Let e1, e2, ••• , en be the edges of L that do not belong 
to G, so that each e; joins two vertices of G. For 1 .;;; i < n, let 

and let 

S; = N'( e;), 

n 

M'=D U US;, 
i= I 

so that M' is a polyhedral 2-manifold with boundary. Let 

D'=Cl(M-M'). 

It is now a straightforward matter to check that D' is a 2-cell. (We have 
D' = Cl [M- N(ILI)], and we recall that ILl= Fr C 2.) Thus we have 
proved the following. 
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Theorem 3. M can be expressed as a union 
n 

M=DuD'u US; 
i= I 

of polyhedral 2-cel/s with disjoint interiors, such that (I) for each i, each of 
the sets S; n D and S; n D' is the union of two disjoint arcs and (2) 
D n D' is the union of 2n disjoint arcs. 

The sets S; will be called strips, and M' will be called a 2-cell with strips. 
Evidently such an M' can always be imbedded in R3, and thus can be 
described by a figure such as Figure 22.1. Under the conditions of 

Figure 22.1 

Theorem 3, Bd M' must be a 1-sphere, but aside from this, the strips S; 
may be attached to Bd D at any set of disjoint arcs. If S; U D is an 
annulus, then S; will be called annular (relative to D, of course,) and if 
S; U D is a Mobius band, then S; will be called twisted. Thus, in Figure 
22.1, S3 and S6 are twisted, and the rest of the strips are not. Note that in 
investigating the topology of M', we do not care whether the sets S; u D 
are knotted. Note also that indicating "multiple twists" would contribute 
nothing to the generality of the figure. For example, in Figure 22.2(a) on 
the left a double twist gives an annulus, and in Figure 22.2(b) a triple twist 
gives a Mobius band. 

(a) (b) 

Figure 22.2 
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We shall now simplify this representation of M in various ways. 
(1) Suppose that S; is a twisted strip, so that S; u D is a Mobius band. 

Let J = Bd (S; u D), so that J is a polygon. As in Figure 22.3, let P, Q, R, 

p 

S; 

J 

Figure 22.3 

T 

and T be points of J, not lying in any set S1; let PT be the arc in J, 
between P and T, that intersects Bd S;; suppose that P, Q, R, and T 
appear in the stated order on J; and suppose that the arcs PQ c PT and 
RT c PT intersect no set SJ" We assert that there is a PLH 

h: M~M, J~J, D U S;~D US;, 

P'r--';P, T'r--';T, QT~RT, 

such that hi(J- PT) is the identity. To see this, consider Figure 22.4, m 

Figure 22.4 

which PT looks a little straighter. Evidently Int PT has a neighborhood 
which is the union of two polyhedral 2-cells D 1, D2, as in the figure, so that 
(D 1 U D2) n (J- PT) = 0. There is a PLH 

h1: PT~PT, T'r--';T, Q'r--';R. 

Now extend h1 to get a homeomorphism h2: D 1 u D2~D1 u D 2 such that 
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h21Bd (D 1 U D2) is the identity. Finally, define h2 to be the identity in 
M- (D 1 U D~. This gives the desired h. 

Consider the 2-cells D, h(D'), S;, and h(S) (j =I= i). These have all the 
properties stated above forD, D', S;, and~ (j =I= i). The operation which 
replaces the old system of 2-cells by the new will be called Operation a. 
(Note that a is not simply the result of the homeomorphism h; CL [M­
(S; u D)] is expressed in a new way as the union of n 2-cells, but after 
a, S; U D is still expressed in the old way as the union of two 2-cells.) 

We now renumber the 2-cells S; in such a way that S 1, S2, ••• , Sk are 
annular, and sk+l• sk+2• ... ' snare twisted. 

Lemma. In the conclusion of Theorem 3, we can choose the 2-cells in such a 
way that (a) the intersections S; n D (i > k) lie in disjoint arcs in Bd D 
and (b) U i>k ( S; n D) lies in an arc in Bd D which intersects no annular 
strip sj" 

PROOF. By repeated applications of Operation a. Thus M' becomes as in 
Figure 22.5, in which the strips indicated above D are all annular. 0 

(2) If we have no annular strips, then we proceed to Step (3) below. If 
we have an annular strip S;, then there must be another annular strip S1 
which is "linked with S; on Bd D," as indicated in Figure 22.5. (If not, 

p T 

Figure 22.5 

Bd M' = Bd D' would not be connected.) The set D uS; u ~ is then a 
handle. (Problem 21.7.) By Operation /3, closely analogous to a, we slide 
the strips S, (r < k, r =I= i,j) along the arc PT, so as to get a situation in 
which (S; U ~) n D lies in an arc in Bd D which intersects no set S, 
(r =I= i,j). We do this for each such handle. The figure now looks like 
Figure 22.6. 
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Figure 22.6 

(3) Let m = n - k be the number of twisted strips S;, and suppose that 
m > 2. Consider the first three of the twisted strips (starting in some 
direction from the annular strips) as shown in Figure 22.7. By two 
operations of the type o:, we slide PQ along Bd (D u s.) so as to move it 
onto P'Q' c Int ABc Bd D; and we slide RT along Bd (D us.) onto 
R'T' c Int AB. The figure now looks like Figure 22.8. It is easy to check 

s, 

Figure 22.7 

s, 

Figure 22.8 
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that the new strips s;, s; are annular, and that A, T', R', Q', P', B appear 
in the stated order on AB. Thus D us; u s; is a handle. 

By another application of /3, we move Ss n D to the right of (s; us;) n 
D in Figure 22.8. Thus we have introduced a new handle into the figure, 
and reduced the number of twisted strips by 2. Thus we may assume, in 
Theorem 3, that the number m of twisted strips is .,;; 2. M is orientable if 
and only if m = 0 at this final stage. To each linked pair of annular strips, 
and to each twisted strip, we add a 2-cell lying in D, as indicated by the 
dotted arcs in Figure 22.9. This gives a set { H;} of h handles (h > 0) and a 

Figure 22.9 

set { B1} of m Mobius bands (0 ..;; m ..;; 2). Consider the set 

N = Cl [ M - ( U H; U U B1 ) J. 
N is the union of two 2-cells D 1 and D2 , with D 1 c D and D2 lying in the 
final version of D'. Since the end-points of the dotted arcs in Figure 22.9 
appear in the same cyclic order on Bd D 1 and Bd D2, it follows that N is a 
sphere with holes. Thus we have proved the following. 

Theorem 4. Let M be a compact connected 2-manifold. Then M is a 2-sphere 
with h handles and m cross-caps (h > 0, 0..;; m..;; 2). 

We now define a new open cell-decomposition of M, as follows. As 
indicated in Figure 22.10, we choose a point v of Int D, and we define a 
collection {J;, Jj} of polyhedral !-spheres (one l; for each annular strip, 
and one Jj for each twisted strip) such that each of them "runs from v 
through the corresponding strip, and then returns to v," and such that each 
two of the sets in { l;, Jj} intersect at v and nowhere else. This gives an 
open cell-decomposition 8' of M, with one vertex v, 2h edges l;- { v }, m 
edges Jj - { v }, and one 2-face 

C 2 = M- [ u l; u u Jj J. 
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Figure 22.10 

Thus we have: 

Theorem 5. Let M be a 2-sphere with h handles and m cross-caps (h;;. 0, 
0 ;;;; m ;;;; 2). Then 

x( M) = 2 - (2h + m ). 

PROOF. V- E + F= 1- (2h + m) + 1. 0 

We shall now investigate the }-dimensional homology group H 1(M) = 
H 1(M, Z). This is a finitely generated Abelian group, and so 

HI (M)r:::::,B 1 + Tl, 
where B 1 is the Betti group generated by the elements of infinite order, T 1 

is the torsion group, generated by the elements of finite order, and + 
indicates the direct sum. The group B 1 is a p-term module over Z for some 
p, and the }-dimensional Betti number p\M) of M is defined to be the 
number p. (Similar ideas apply in higher dimensions, which do not concern 
us at the moment.) 

Evidently every 1-cycle Z on M is homologous on M to a cycle on 
U 1; U U ~'·For each i (or j) let Z; (or Z/) be a 1-cycle on 1; (or 1/) with 
constant coefficient I. For each i and}, let Z; and Zj be the corresponding 
homology classes in H 1(M). The following are not hard to see geometri­
cally. 

(I) Form= 0, H 1(M) is freely generated by the classes 2;, andp 1(M) = 
2h. 

(2) For m = I, H 1(M) is generated by { 2;, Z{}, B 1 is freely generated 
by the classes Z;, and Z{ is a torsion element of order 2. This gives 
p 1(M)=2h, as before; and T 1 r:::;,Z2 (where Z2 is the additive group of 
integers modulo 2). 

(3) For m = 2, we take the orientations of 1{ and 1~ in such a way that 
2(2{ + ZD = 0 E H 1• Then H 1(M) is generated by { Z;, Zj}, B 1 is freely 
generated by { 2;, Z{}, Z{ + Z~ is a torsion element of order 2, and 
p 1(M) = 2h +I. Here again T 1 r:::;,Z2• 
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Thus we have: 

Theorem 6. Suppose that M has h handles and m cross-caps (0 < m < 2). For 
m = 0, I, p 1(M) = 2h. For m = 2, p 1(M) = 2h + l. For m = 0, T 1 = 0, 
andform=I,2, T 1 ~Z2. 

Theorem 7. If M is orientable, then 

x(M) = 2- p 1(M). 

If M is not orientable, then 

x(M) = 1- p 1(M). 

PROOF. Let h be the number of handles in M, and let m be the number of 
cross-caps, with 0 < m < 2. For m = 0, we have x(M) = 2- 2h = 2-
p 1(M). For m = 1, x(M) = 2- (2h + 1), p 1(M) = 2h, and x(M) = 2-
[p 1(M) + 1] = 1- p 1(M). Form= 2, x(M) = 2- (2h + 2) = -2h, p 1(M) 
= 2h + 1, and x(M) = 1- p 1(M). D 

Theorem 8. For i = I, 2, let M; be a 2-sphere with h; handles and m; 
cross-caps, with 0 < m; < 2. Then (I) M 1 and M2 are homeomorphic if and 
only if (2) h 1 = h2 and m 1 = m2• 

The proof that (2) ~ ( 1) requires the construction of a homeomorphism. 
For suggestions, see the problems below. To show that (1)~(2), we 
observe that since x is a topological invariant, we have 

x(M1 ) = 2- (2h 1 + m1) = x(M2 ) = 2- (2h2 + m2). 

Therefore 2h 1 + m 1 = 2h2 + m2. If m 1 = 0, then M 1 is orientable. Therefore 
so also is M 2, and m2 = 0. Therefore h 1 = h2, and (2) is proved. If m 1 = 1, 
then M 1 and M2 are nonorientable, and x(M1) = x(M2) is odd. Therefore 
m2 = 1, and h2 = h1, as before. The verification in the case m 1 = 2 is 

similar. 

Theorem 9. Fori= I, 2, let M; be a compact connected 2-manifold. Then (I) 
M 1 and M2 are homeomorphic if and only if (2) M 1 and M2 are both 
orientable or both not, and x(M1) = x(M2). 

Theorem 10. For i = 1, 2, let M; be a compact connected 2-manifold. Then 
(1) M 1 and M2 are homeomorphic if and only if (2) M 1 and M2 are both 
orientable or both not, and p 1(M1) = p 1(M2). 

Theorem 11. Let M be a compact connected 2-manifold. If M is simply 
connected, then M is a 2-sphere. 

PROOF. If 1r(M) = 0, then H 1(M) = 0. (Theorem I4.8.) By Theorem 6 it 
follows that M is a 2-sphere with 0 handles and 0 cross-caps. D 
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Theorem 12. Let M be a compact connected 2-manifold. If x(M) = I, then 
M is a projective plane. 

PROOF. M is a 2-sphere with h handles and m cross-caps, with 0 < m < 2. 
By Theorem 5 we have I= 2- (2h + m), so that 2h + m =I. Therefore 
m = I and h = 0. Therefore M is a projective plane (Problem 2l.l). D 

PROBLEM SET 22 

Prove or disprove: 

1. Let HI and H 2 be handles. Then every PLH f: Bd HI- Bd H 2 has a PLH 
extension HI-H2• 

2. The same result holds for Mobius bands. 

3. Let N be a space which is the union of two 2-cells DI and D2, such that 
DI n D2 is the union of a finite collection of disjoint arcs lying in Bd DIn 
Bd D2• Can we infer (as at the end of the proof of Theorem 4) that DIu D 2 is 
a 2-sphere with holes? If not, what are the other possibilities for N? 

4. Let T be a torus. Then (I) w(T) is generated by a set with two elements and (2) 
w(T) is commutative. 

5. Let M be a compact connected 2-manifold. Given that x(M) = 0, what are the 
possibilities for M? Investigate also the cases x(M) = -1, -2, and 2. 

6. Complete the proof of Theorem 8. 

7. Prove Theorem 9. 

8. Prove Theorem 10. 

9. A 2-sphere with two cross-caps is a Klein bottle. 

10. For i = I, 2 let M; be a compact connected 2-manifold. Then MI and M 2 are 
homeomorphic if and only if HI(M1, Z):::::; H 1(M2, Z). 

11. Let M be a 2-sphere with h handles, and let J be a !-sphere in M, such that 
M- J is connected. Let M' be the manifold obtained by splitting Mat J and 
spanning the new boundary components with 2-cells, as in Theorems 2l.IO and 
2l.ll. Then M' is a 2-sphere with h -l handles. Query: How do weknow that 
J separates a connected neighborhood of J in M? (This is required for the 
splitting operation.) 

12. Let M and J be as in Problem II, and suppose that M - J is not connected. 
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We recall that a triangulated n-manifold is a complex K such that M = IKI 
is an n-manifold. (A manifold is not required to be compact or connected.) 
The complex K is then a triangulation of M. If K is a triangulated 
3-manifold with boundary, then aK is the set of all 2-simplexes a of K such 
that a lies in only one 3-simplex of K (together with all faces of such 
simplexes a.) In this case, we define 

I(K) = IKI-IaKI. 
(Thus aK is a complex, and I (K) is a set of points.) It will turn out, of 
course, that 1aK1 = Bd IKI and I(K) = lnt IKI; this is one of the things 
that we are about to prove. 

Throughout this section, A ~ B will mean that A and B are homeomor­
phic. 

We recall that a triangulated 3-manifold is a combinatorial 3-manifold 
if each complex St v is combinatorially equivalent to a 3-simplex. Similarly 
for combinatorial 3-manifolds with boundary. 

Theorem 1. Every triangulated 3-manifold is a combinatorial 3-manifold. 

PROOF. Let K be a triangulated 3-manifold, and let M = IKI. 
(1) Every point of M has arbitrarily small open neighborhoods V ~ R3. 

This follows from the definition of a 3-manifold. 
(2) In a topological space, let U be open, and let V be a subset of U. If 

U ~ R3 and V ~ R3, then V is open. This follows immediately from the 
lnvariance of domain (Theorem 0.4), which describes a topological prop­
erty of R3. 

(3) Every vertex v of K lies in at least one edge of K. Because no point of 
R3 is isolated. 
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(4) Every edge e of K lies in at least one 2-simplex a2 of K. Because the 
complement of a point in R3 is always connected. 

(5) Every 2-simplex a2 of K lies in at least one 3-simplex a3 of K. 
Suppose not. Adjoin to K two 3-simplexes ai and a~, having a2 as a face, 
such that af n ai = a 2 and a/ n M = a 2 for i = 1, 2. Let U = I (a? u ai), 
and let V be an open neighborhood, in M, of a point of Int a2, with 
V c Int a2 c U and V ~ R3. By (2), V is open in U, which is false. 

(6) Every 2-simplex a2 of K lies in at least two 3-simplexes of K. Suppose 
not, and let a? be the only 3-simplex of K that contains a2• Adjoin to K a 
3-simplex ai, with a2 as a face, such that ai n M = a2• Let U = I ( ai U ai), 
and let V be an open neighborhood of a point of Int a2 (in M,) such that 
V c Int a2 u I (a f) c U and V ~ R3• From (2) it follows that V is open in 
U, which is false. 

(7) Every 2-simplex a 2 of K lies in exactly two 3-simplexes ai, ai of K. 
Suppose that a 2 is a face of a third 3-simplex a~ of K. Let P E lnt a2, and 
let U be an open neighborhood of Pin M, with U ~ R3. Let V be an open 
neighborhood of P in I ( ai u ai) (regarded as a space,) such that V c U 
and v~R3 • By (2), Vis open in U, which is false. 

(8) Let e be an edge of K, and let S (e) be the set of all 3-simplexes of K 
that contain e. Then the elements of S (e) can be arranged in a cyclic order 

such that for each i, a/ n a/+ 1 is a 2-simplex a? of K. By (4), (5), and 
repeated applications of (7), a certain subset of S (e) can be arranged in 
such a cyclic order. Since K is a complex, every two different sets a/, a] 
intersect either in e or in a 2-face of K which contains e. Let C 3 = U ;aJ. 
From (7) it follows that for each i, the frontier of a/ in C 3 is a?_ 1 u a?. 
Therefore, by induction on n, we conclude that C 3 is a 3-cell, with 
Int e c I(C 3)~R3• If a3 E S(e), and a 3 =1= a? for each i, then (2) gives a 
contradiction, as before. 

(9) Each complex L = L(v) is a combinatorial 2-manifold. Let w be a 
vertex of L. Then the edges of L that contain w are those of the form wx, 
where vwx ESt v; and the 2-faces of L that contain w are those of the 
form wxy, where vwxy ESt v. By (4), w lies in an edge wx of L. By (7), 
each wx E L lies in exactly two 2-faces of L. Therefore the link J of w in L 
is a finite union of disjoint polygons. From (8) it follows that J is a single 
polygon, and the star of w in L is a combinatorial 2-cell. 

(10) For each vertex v of K, I L( v )I is connected. Suppose not. Since 1St vi 
is the join of ILl= IL(v)l and v, it follows that 1St vi- {v} is not con­
nected. In fact, if U is any open set in M, containing v and lying in 1St vi, 
then U- { v} is not connected. This is impossible, because we can choose 
u~R3• 

(11) 1St vi is simply connected. We use v as the base-point of ?T(ISt vi). 
Given a closed path p in 1St vi, with base-point v, we set up a mapping 
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square [0, If; we definef(t, I)= p(t), and 

j(t, 0) = f(O,y) = j(1,y) = v 

for each t andy on [0, 1]. We now extend f to all of [0, If by mapping 
each linear interval It> from (0, t) to (1, t), linearly onto the linear interval 
from f(O, t) to j(I, t) in 1St vi. 

(I2) ILl= IL(v)l is simply connected. Take any point P0 of ILl as the 
base-point of 'IT(ILI), and letp be a closed path in 1~1 with base-point P0. 

Let f: [0, lf~ISt vi be a contraction of p in 1St vi, as in the proof of 
(11). Let U ~R3 be an open neighborhood of v, lying in 1St vi. Thenf can 
be chosen so that v has a closed neighborhood N, lying in U, such that 
N n lfl is a finite polyhedron, relative to Cartesian corordinates in U, and 
containing no 3-simplex. (To do this, we choose f so thatf is PL (relative to 
Cartesian coordinates in [0, 1 f and U) in a closed neighborhood of 
j- 1(v)). Therefore f can be chosen so that v fllfl. Let r: 1St vi- { v} ~ILl 
be the obvious retraction, mapping each set vw- {v} (wE ILl) onto w. 
Thenp;;;;;: e in ILl, under the mapping r(f): [0, 1]2 ~ILI. 

(13) For each v, ILl is a 2-sphere. This follows from (9), (10), (12), and 
Theorem 22.1I. 

Let K 1 = St v, and let K2 be a subdivision of a 3-simplex a3, with exactly 
one new vertex v', lying in I ( a3). Since 3K1 = L( v ), it follows that both of 
the sets I 3K11 and I 3K21 are 2-spheres. Therefore these sets are homeo­
morphic. By the Hauptvermutung for 2-manifolds (Theorem 6.5), there is a 
PLH h: I3K1 1~13K2 1. Let L 1 and L2 be triangulations of I3K11 and I3K21 
respectively, such that h is simplicial relative to L 1 and L2; and let K{ (and 
K2) be the join of L 1 (and L2) with v (and v'). Then K{ and K~ are 
isomorphic, and the theorem follows. 0 

Theorem 2. Let M be a 3-manifold with boundary, and let P E Bd M. Then 
there is a homeomorphism f: a3 ~ C 3 c M such that ( 1) C 3 is a neighbor­
hood of P in M, (2) C 3 n Bd M = f(a 2), where a 2 is a 2-face of a3, and 
(3) f( a 2) is a neighborhood of P in Bd M. 

PROOF. Let D 3 be a 3-cell neighborhood of P in M. Then D 3 = g(r3), 

where g is a homeomorphism. Let Fr D 3 be the frontier of D 3 in the space 
M, and let U = D 3 - Fr D 3. Then U is open. Therefore V = g -I( U) is 
open in the 3-simplex r 3• We assert that g(V n l3r31) c Bd M. (If not, a 
point Q of l3r31 would have a neighborhood in r 3, homeomorphic to R3, 

and this would contradict the Invariance of domain in the now familiar 
way.) Let d be a 2-cell which forms a neighborhood of g- 1(P) in V n I 3r31. 
Let v E r 3 -l3r31 and let £ 3 be the join of v with d. Then £ 3 is a 3-cell; 
gl£ 3: E3~C3 is a homeomorphism; C 3 is a neighborhood of Pin M; 
C 3 n Bd M = g(d); and g(d) is a neighborhood of Pin Bd M. It is now a 
routine matter to define a homeomorphism f: a3 ~ C 3 (with a simplex as 
its domain) satisfying the conditions of Theorem 2. 0 
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This theorem has the following corollaries. 

Theorem 3. If M is a 3-manifold with boundary, then Bd M is a 2-manifold. 

Theorem 4. Let M be a 3-manifold with boundary, and let P E Bd M. Then 
every sufficiently small 2-cell neighborhood C 2 of Pin Bd M is of the type 
C 3 n Bd M, where C 3 = f(a 3) and C2 = f(a2), as in Theorem 2. 

Theorem 5. Let M be a 3-manifold with boundary, and for i = l, 2 let 
h;: M~M; be a homeomorphism, such that M 1 n M 2 = 0. Let M' be the 
space obtained by identifying every pair h 1(P), hiP) of points, where 
P E Bd M. Then M' is a 3-manifold. 

PROOF. To get a Cartesian neighborhood U of a pointf1(P) = fiP) in M', 
we take g;: o/ ~ C/ c./; ( M ), o;2 ~ d ( i = I, 2), as in Theorems 2 and 4, such 
that dis a 2-cell neighborhood of f 1(P) = f 2(P) in Bd M 1 = Bd M2. Let 

U = g1 [I (a?) J U lnt d U g2[ I (on J. 
Then U is a neighborhood of f 1(P) = fiP) in M', and U ~ R3. D 

Theorem 6. Every triangulated 3-manifold K with boundary is a combina-
torial 3-manifold with boundary. 

PROOF. Let M = IKI, let bK be the first barycentric subdivision of K, and 
for each vertex v of K let Sth v be the star of v in bK. It is then easy to 
verify that Sth v is combinatorially equivalent to St v. (In fact, Sth v is 
isomorphic to the join of v with the first barycentric subdivision of the link 
L(v).) Thus the theorem reduces to the case in which every simplex of K 
intersects Bd Min a simplex. We assume the latter hereafter. 

Now Bd M is a 2-manifold. Let M' be a "doubling" of M, as in 
Theorem 5. Then M' is a 3-manifold, and the images f 1(o),j2(o) (o E K) 
form a triangulation K' of M'. Thus K' is a combinatorial 3-manifold. Let 
L be the set of all simplexes of K' that lie inf1(Bd M) = fiBd M). Then L 
is a triangulated 2-manifold, and for each v E L 0, IStL vi decomposes 
IStK' vi into two combinatorial 3-cells cl c Ml and c2 c M2. Now the 
complex ul-l(o)lo E K' and (J c CI} is Stxfl-l(v), and IStxfi-I(v)l is a 
combinatorial3-cell, as desired. D 

Theorem 7. Let K be a triangulated 3-manifold with boundary. Then laKI = 

BdiKI. 
This is evident, from the apparatus of the preceding proof. 

Theorem 8. Let M' be a 3-manifold with boundary, lying in a 3-manifold. If 
M' is closed, then Bd M' = Fr M'. 

PROOF. (I) Evidently M'- Fr M' c lnt M' = M'- Bd M'. Therefore 
BdM'cFrM'. 
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(2) Since M' 1s closed, Fr M' c M'. By the Invariance of domain, 
Fr M' cBd M'. 

By Theorem 1, certain results of Section 17 can be generalized so as to 
apply in triangulated 3-manifolds. 

Theorem 9. In a triangulated 3-manifold K, let S be a polyhedral 2-sphere, 
lying in a set 1St vi. Then S is the boundary of a combinatorial 3-cell. 

PROOF. Let h: 1St vi~R3 be a PLH. By the PL Schonflies theorem (Theo­
rem 17.12), h(S) bounds a combinatorial3-cell D 3 in R3, and it is easy to 
check that D 3 c h(ISt vi). Let C3 = h- 1(D 3). Then Bd C 3 = S. 0 

Theorem 10. In a triangulated 3-manifold K, let C 3 be a polyhedral 3-cell, 
lying in a set Int 1St vi. Let D 1 and D2 be polyhedral 2-cells such that 
D 1 u D2 = Bd C 3 and D 1 n D2 = J = Bd D 1 = Bd D2• Let N be a poly­
hedral closed neighborhood of C 3 - J. Then there is a PLH h: IKI~IKI 
such that (I) h(D1) = D2 and (2) hj(IKI- N) is the identity. 

PROOF. We may assume that N c lnt St v. Let g: 1St vi ~R3 be a PLH. By 
Theorem 17.8 there is a PLHf: R3~R3, g(D 1)~g(D~, such thatfi[R3 -

g(N)] is the identity. In N, define h = g-'Jg; and then define h as the 
identity in IKI- N. 0 

In fact, the same holds for arbitrary polyhedral 3-cells in IKI, but the 
proof is tedious and the more general theorem will not be needed. 

Theorem 11. In a triangulated 3-manifold K, let C~ and C] be combinatorial 
3-cells such that (I) each C/ lies in a set Int 1St v;l and (2) C~ n C] is a 
polyhedral 2-cell D = Bd Ct n Bd ct, Then Cf U Ci is a combinatorial 
3-ce/1. 

PROOF. By the preceding theorem, there is a PLH h: C~ U C]~C~. 0 

The rest of this section will be devoted mainly to the proof of Theorem 
19 below. We shall need some preliminaries. 

In a triangulated 3-manifold, the regular neighborhood N (L) = N (ILl) 
of a subcomplex L is defined in the same way as in a triangulated 
2-manifold. (See Section 22, just after Theorem 1.) As before, for each o; 

(i > 0) we define 

Then each set N (v), N'(o;) (i > 0) is bounded by a polyhedral2-sphere, 
and lies in a set Int 1St vi. Therefore the sets N(v), N'(o;) are combina­
torial 3-cells. If two such sets intersect, then their intersection is a 2-cell 
lying in the boundary of each. 
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Theorem 12. Let K be a triangulated 3-manifold, and let L be a finite 
subcomplex of K, such that L is a triangulated 3-manifold with boundary. 
Then ILl and N(L) are combinatorially equivalent. 

PROOF. For each a2 E aL, the set C 3 = Cl [N'(a2)- L] is a combinatorial 
3-cell, intersecting ILl U N (L 1) in a 2-cell. By repeated applications of 
Theorem 10, there is a PLH h1: N(L)~ILI u N(L 1). Similarly, there is a 
PLH h2: ILl U N(L 1)~1LI U N(L0 ), and there is a PLH h3 : ILl U N(L0 ) 

~ILl. Let h = h3h2h1: N(L)~ILI. D 

Theorem 13. Let K be a triangulated 3-manifold with boundary. Then K is 
combinatorially equivalent to a set N ( L ), where N ( L) is the regular 
neighborhood of a subcomplex L of a triangulated 3-manifold K'. 

PROOF. Let M = IKI. As in the proof of Theorem 6, the theorem reduces to 
the case in which every simplex of K intersects Bd Min a simplex. Let M' 
be a "doubling" of M, as in Theorem 5, and let K' be the triangulation of 
M' defined in the proof of Theorem 6. Then K is isomorphic to a 
subcomplex L of K'. Let N(L) be the regular neighborhood of L inK'. 
Then each two of the polyhedra IKI, ILl, and N(L) are combinatorially 
equivalent. D 

We recall, from the end of Section 21, that a finite triangulated 
3-manifold K is orientable if each of its components K; has a nonvanishing 
3-dimensional homology group. This is equivalent to the statement that 
there is a cycle 

in which each (oriented) 3-simplex of K appears exactly once, with 
coefficient a;= ± 1. The homology class of Z 3 , and, by abuse of language, 
Z 3 itself, generate Hi K) 'P::j Z, and each of these is called an orientation of 
K. A finite triangulated 3-manifold Kwith boundary is orientable if there is 
a 3-chain 

on K in which each a3 E K appears with coefficient ± 1, such that the 
algebraic boundary 3C 3 is a cycle on aK. Such a C 3 will be called an 
orientation of K. Each 2-simplex of 3K appears in 3C 3 with coefficient ± 1. 
Since a 2C 3 = 0, it follows that 3C 3 is a nonzero 2-cycle on aK. Thus we 
have: 

Theorem 14. Let K be an orient able triangulated 3-manifold with boundary. 
Then 3K and I3KI = Bd IKI are orientable. 

It follows, of course, as for all manifolds, that every component of 
Bd IKI is orientable. The following is also easy to verify. 
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Theorem 15. Let K be an orientable triangulated 3-manifold with boundary, 
and let K' be a "doubling" of K. Then K' is orientable. 

Note that while every 3-manifold with boundary can be "doubled," not 
every triangulation of such a space can be. Note, however, that bK can 
always be doubled. 

Theorem 16. Let K be an orientable triangulated 3-manifold with boundary. 
Then K is combinatorially equivalent to the regular neighborhood N ( L) of 
a subcomplex L of an orientable triangulated 3-manifold K'. 

PROOF. By Theorem 15, the K' used in the proof of Theorem 13 is 
orientable. D 

Theorem 17. Let K be a triangulated 3-manifold with boundary, and let K' 
be a subcomplex of K, such that K' is a triangulated 3-manifold with 
boundary. If K is orientable, then so also is K'. 

Let M be a compact orientable 2-manifold, let the components of M be 
M 1, M 2, ••• , Mn, and for each i let M; be a 2-sphere with h; handles. Then 
the number 

h(M)= Lh; 

is called the total number of handles in M. 

Theorem 18. In an orientable triangulated 3-manifold K, let L be a subcom­
plex, of dimension < 1, let N = N (L), and let B = Bd N. Then 

h(B)=p 1(N). 

PROOF. (I) h(B) and p 1(N) are additive over the components of N. 
Therefore we may suppose, with no loss of generality, that L, N, and Bare 
connected. 

(2) Suppose that L is acyclic. By induction, based on Theorem 11, it 
follows that N is a 3-cell. (Y/e start with an arbitrary vEL 0, and adjoin 
sets N'(e), N(v') one at a time.) Thus we have h(B) = 0 = p 1(L). 

(3) Let L 1 be a subcomplex of L which is connected and acyclic and is 
maximal with respect to these properties. Thus every edge of L has both its 
vertices in L 1• Let 

Let e be an edge of L, not in L 1, and let 

Li = L 1 U { e}, N{ = N (L;), B{ = Bd N{. 

Evidently p 1(N{)=p 1(L;)=p 1(L 1)+ 1 =p 1(N1)+ 1. To pass from B 1 to 
B{, we delete the interiors of two disjoint 2-cells, and adjoin an annulus A 
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with the same total boundary. Since x(Bd A)= x(A) = 0, we have x(B{) = 
x(BI)- 2. Since BI and B{ are orientable, Theorem 22.5 gives 

x(BI) = 2- 2h(BI ), x(B{) = 2- 2h(B{ ). 

Therefore h(B{) = h(BI) +I, and h(B{) = p 1(N{). 
Continuing in this way, adjoining edges of L one at a time , we get 

h(B) = pi(L). 0 

Theorem 19. Let K be an orientab/e triangulated 3-manifo/d with boundary. 
Then 

PROOF. (1) By Theorem 16, the theorem reduces to the case in which 
IKI = N (L), where L is a finite subcomplex of a triangulated 3-manifold 
K'. 

(2) We shall show that the theorem reduces to the case in which L is at 
most 2-dimensional. Suppose that we have given an L such that 

pi (N (L)) > h(Bd N (L)). (a) 

Suppose that we adjoin to L a <J3 such that a<J3 c L. Then HI(N (L)) is 
unchanged; and so also is h(Bd N (L)), since we have merely deleted a 
2-sphere from Bd N (L). Thus (a) is preserved by the adjunction of <J 3• 

Hereafter we assume that dim L < 2. By Theorem 18, we know that (a) 
holds when dim L < 1. It remains to show that (a) is preserved when we 
adjoin to L a <J 2 such that a<J 2 c L. We have 

HI (N(L)) = B I+ Tl, 

where B 1 is the Betti group and T 1 is the torsion group. Thus each element 
Z of H 1 = H 1(N (L)) is expressible uniquely in the form 

p 

Z = ~ n;Z; + t2 , 

i= I 

where n; E Z, the homology classes Z; freely generate the module B I, 
p = p\N(L)), and tz E TI. 

Now N (L) n N'(<T2) =A, where A is an annulus. Let ZA be a generator 
of HI(A), carried by a boundary component] of A. Let G be the subgroup 
of HI(A) generated by ZA, and let L' = L u { <1 2}. Then 

HI (N(L')) =HI (N (L) u N'(<T2)) ~HI (A)/G. 

(Here, contrary to previous notice, ~ means isomorphism.) We now 
distinguish two cases. 

Case 1. Suppose that ZA = 0, or ZA E T 1• Then { Z;} is linearly indepen­
dent over the integers in H 1(A)/ G. It is known that the rank of a module 
(that is, the maximum number of elements in a linearly independent set) is 
the number of terms in the module. Thereforep 1(N(L')) = p 1(N(L)). Now 
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Bd N ( L') is obtainable from Bd N ( L) by "splitting and spanning," as in 
Problems 22.11 and 22.12. By the results of these problems, this never 
increases the total number of handles. Therefore h(N (L')) .;;; h(N (L)). 
Thus, in Case 1, adjunction of a2 preserves (a). 

Case 2. Suppose that ZA ti. T 1• Then 
p 

ZA = ~ n;Z; + 12 , 
i=l 

where the numbers n; are not all equal to 0; say, nP =I= 0. Then 
{ Z 1, Z 2, ••• , ZP_ J} is linearly independent over Z modulo G, and 
p 1(N(L'));;;. p 1(N(L))- 1. Now Bd N(L')) is obtained by "splitting and 
spanning" the component M of Bd N(L) that contains A. If M- J were 
not connected, then we would have ZA = 0 in H 1(M), and hence ZA = 0 in 
H 1 = H 1(N (L)), which is false. Therefore M- J is connected. By the 
result of Problem 22.11, we have 

h (Bd N ( L')) = h (Bd N ( L)) - I. 

Therefore (a) is preserved by the adjunction of a 2• 

The theorem follows, by induction on the number of 2-simplexes of L. 

D 

The above is a primitive proof of Theorem 19. See also [ST], p. 223. 

PROBLEM SET 23 

1. Investigate Theorems 9, 10, II, 12, and 18, in the case in which K is a 
triangulated 3-manifold with boundary. 

2. A (3-dimensional) triangulated pseudo-manifold is a complex K in which each 
complex L(v) is a connected triangulated 2-manifold. If each L(v) is a con­
nected triangulated 2-manifold with boundary, then K is a triangulated pseudo­
manifold with boundary. For complexes of the latter type, we define aK in the 
same way as for triangulated 3-manifolds. (See [ST], p. 88.) Prove or disprove 
the following. (a) laKI is a 2-manifold. (b)p 1(K);;. h(laKI). 
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24 
Covering spaces 

When we call a space M a polyhedron, without mentioning another space 
in which it lies, we mean merely that M = IKI for some complex K. K may 
be a PL complex in the sense of Section 7. 

Let M and M be connected spaces, compact or not, such that M is a 
polyhedron. Let 

g: M--7M 

be a surjective mapping. Suppose that the sets g - 1(P) (P E M) are at most 
countable, and that none of them have any limit points. For each P E M, 
let 

Suppose that for each point P of M there is an open set U, containing P, 
such that 

where (I) the sets U; are disjoint, (2) P; E U; for each i, and (3) for each i, 
gl U; is a homeomorphism &;~ U. Then g: M --7 M is a covering. 

Evidently every connected polyhedron M has the following properties. 

(I) M is pathwise connected and locally pathwise connected. 
(2) Every point P of M has arbitrarily small open neighborhoods U which 

are simply connected. 

These properties of polyhedra are all that are needed to make the theory 
of covering spaces work in a reasonable way. But this sort of generality 
will not concern us. 
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One way to construct a covering space, starting with a connected 
polyhedron M, is the following. Choose a point P 0 of M. Let 7T be a 
subgroup of 77(M) = 77(M, P0). For i = 1, 2, let 

N [0, I J ~M, O~P0, I ~P; 

be a path in M, with initial point P0 and terminal point P;. If (I) P1 = P2 

and (2) p 1p2- 1 E 77, then we say thatp 1 andh are equivalent, and we write 

Pt~P2· 

(Herep 1p2- 1 is a closed path with base point P0, and (as usual) p1p:;' is 
the element of 77(M) that contains p 1p:;'.) For each path p with initial 
point P0, let 

and let 

M={ft}. 

Define 

g:M~M 

by the condition that for each ft, g(ft) is the common terminal point of the 
paths p Eft. 

The topology of M is defined as follows. Let ft E M, and let P = g(ft). 
Let U be a pathwise connected and simply connected open set in M, 
containing P. Let X be the set of all paths of the formpQ = pq, where q is a 
path in U, from P to Q. Then the set 

is a neighborhood in M. A subset of M is open if it is the union of a 
collection of neighborhoods. It is now easy to check that g: M ~ M is a 
covering. (Note that to prove this, we do not need to show that M is a 
polyhedron, though in fact it always is; see Theorem 5 below.) If 7T 

contains only the identity, then g is the universal covering of M; and if 7T is 
all of 77(M), then g is a homeomorphism. 

Let g: M ~ M be a covering, let X be a space, and let f: X~ M be a 
mapping. Let j: X~ M be a mapping such that g j =f. 

YM 
X J Jg 
~ 

M 

Then j is called a lifting of f. If such an j exists, then we say that f can be 
lifted. 
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Theorem 1. Let g: M ~ M be a covering, and let f: Ll ~ M be a mapping of 
a 2-cell into M. Let Q0 ELl, let P0 =f(Q0), and let P0 Eg- 1(P0). Then 

there is one and only one lifting j off such that j(Q0) = P0. A similar 
result holds for paths p: [0, 1] ~ M, Q0 ~Po· 

PROOF. ( 1) Let U and { D;} be as in the definition of a covering, and let Uk 
be the set U; that contains P0• Suppose that f(Ll) c U. Then the desired j 
exists: we use f followed by ( gl Uk) -I. Since j(Ll) must be connected, j is 
unique. 

(2) We shall show that the theorem reduces to the case described in(!). 
Let K be a triangulation of Ll, sufficiently fine so that if a2 E K, then f( a 2) 

lies in a single set U as in Case (1). Let a5 be a simplex of K that contains 
P0 = f(Q0). If a5 = IKI, we have Case (1). If not, it follows by Theorem 
17.2 that K has a free 2-simplex af 1= a5. (Or see the proof of Theorem 3.3.) 
Suppose that fiCI (Ll- at) has a unique lifting j 1 of the desired sort. Let 
A = af n Cl (Ll - a f), so that A is an arc in Bd a f. Then f(A) lies in the set 
U that contains f(af), and h(A) lies in a single set U; c g- 1( U). Therefore 
j 1 can be extended in one and only one way to give a lifting] The theorem 
follows, by induction on the number of 2-simplexes of K. 

The corresponding discussion for paths is similar and simpler. D 

Let g be a covering M ~ M, let P0 EM, and let P0 = g(P0). For each 
closed path p E CP (M, P0), we have g(p) E CP (M, P0). And if p:;;;;; p' in 
7TCM, P0), it follows that g(p):;;;;; g(p') in 7r(M, P0); we simply use g to 
project into M the homotopy between p and p'. Thus g and P 0 determine a 
function 

gti: 7T(M, P0 )~7T(M, P0), 

and it is easy to see that this is a homomorphism. We use the notation gti, 
rather than g*, because the homomorphism depends, in general, not only 
on g and P0, but also on the choice of P0 E g- 1(P0). See Problems 2 and 3. 
Thus, in this context, we cannot ignore base points and write g*: 7T(M)~ 
7r(M). We shall call gti the induced homomorphism; it is induced by g and 
Po· 
Theorem 2. Let g: M ~M be a covering, let P0 EM, and let P0 E g- 1(P0). 

Then the induced homomorphism 

gti: 7T(M, P0 )~7T(M, P0 ) 

is injective. 

PROOF. This follows from Theorem 1. D 

Under the conditions of Theorem 2, let 

7To = g6 { 7T( M, Po)) C 7r(M, P0 ). 
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The subgroup '7To is called the group associated with g and P0• It is a fact 
that the given g: M ~ M is "essentially the same as" the covering obtained 
if we start with '7To and use the standard construction described above. See 
Problems 4 and 5. 

Under the conditions of Theorem 2, let p E CP (M, P0). By Theorem I, 
p can always be lifted so as to give a pathft, with initial point P0 = ft(O). If 
p(l) = P0, thenft E CP (M, P0). The converse is clear. Thus we have: 

Theorem 3. Under the conditions of Theorem 2, ji E '7T0 = g6('1T(M, P0)) if 
and only if p has a lifting ft E CP (M, P0). 

For each P EM, consider the set g- 1(P) c M. Since M is connected, it 
is not hard to show that the number of points in g- 1(P) depends only on 
g, and is independent of the choice of P. If each set g - 1(P) is finite, with k 
elements, then g is called a k-sheeted covering, or a k-fold covering. 

Theorem 4. If g: M ~ M is a k-fold covering, then k is the index of '7T0 in 
'1T(M, P0),for every choice of P0 in g- 1(P0). 

I - - - -PROOF. Let g- (P0)_= { P0, P1:. • •• }, _with P; =I= P1 fori =I=). For each i, let 
ft; be a path in M, from P0 to P;, and let P; = g(ft;). Now let p E 

CP (M,_P0). Let ft be a lifting of p, with initial pq_int_ P0 = ft(O). Then 
ft(l) = P; for some i. Let ij = ftft;- 1• Then ij E CP (M, P0). Let q = g(ij). 
Then q=pp;- 1 E'7T0, andji=qp;. It follows that '1T(M, P0) is the union of 
the right cosets '7ToP;· 

It remains to show that the cosets '7ToP; are all different. Suppose that 
(jft; = q'~ for some q, q' E '7T0 and some i =I= j. Then ii; ~-I = q- 1q' E '7T0, 

and it follows that P; p1- 1 can be lifted to give a closed path ft with base 
point P0• Now p consists of a _ of P;, fitted together with a lifting of 
p1 -I. SincE the lifting of P; starts at P0, it must be ft;. Since the lifting of p1- 1 

ends at P0, it must ~e ~- 1 • But ft; and p1-~ do _not fit together to give a 
lifting ft; ft; ends at P;, while ~- 1 starts at lJ =1= P;. This gives a contradic­
tion, and thus completes the proof. 0 

Theorem 5. Let M be a connected polyhedron. If '1T(M) has a subgroup '7T, of 
index k, then there is a k-fold covering of M. 

PROOF. Use the standard construction, using '7T8 = '7T. 0 

Theorem 6. Let g: M ~ M be a covering. Then M is a polyhedron. In fact, 
every triangulation K of M can be lifted so as to give a triangulation K of 

M. That is, there is a triangulation K of M such that for each simplex a of 
K, g\a is a homeomorphism of a onto a simplex a of K. 

PROOF. This is obvious in the case in which K is a sufficiently fine 
triangulation so that each a E K lies in a set U of the sort described in the 
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definition of a covering. The general case is reducible to this case; the 
point is that every n-simplex is expressible as the union of a sequence 
C{', c;, ... , C/: of polyhedral n-cells, each of which intersects the union 
of its predecessors in a connected set, namely, an (n- 1)-celllying in the 
boundary of each. D 

Theorem 7. Let M be a connected polyhedral 3-manifo/d with boundary, and 
suppose that M is not orientable. Then M has a 2-fold covering. 

PROOF. Let K be a triangulation of M, and let P 0 be a vertex of K. Take a 
fixed orientation C 3 = "2:.a;(J( of the complex St P0, as in the discussion just 
before Theorem 23.14. If P0v is an edge of K, then C 3 gives an orientation 
of St P0 n St v, and this in turn determines an orientation of St v. Induc­
tively, every simplicial path in the !-skeleton K 1, from P 0 to a vertex v; of 
K, determines an orientation of St v;. 

Now consider a path of the type r; = P;q;, from P0 to a point Q;, where P; 
is simplicial, from P0 to a vertex v; of K, such that v; lies in the simplex of 
smallest dimension that contains Q;, and q; is rectilinear from V; to Q;. Two 
such paths r; (r = 1, 2) are defined to be equivalent if they have the same 
terminal point Q and p 1 and P2 determine the same orientation of St v1 n 
St v2• (The latter is a triangulation of a 3-cell, because v1 and v2 are the 
end-points of an edge of K.) Let M be the set of all the resulting 
equivalence classes [r], with the obvious topology, and for each [r], let 
g([r]) be the common terminal point of all the paths r in (r]. Thus g is a 
covering, and since M is not orientable, g is 2-fold. 0 

Theorem 8. Let M be a compact, connected, orientable polyhedral3-manifo/d 
with boundary, and suppose that some component of Bd M is not a 
2-sphere. Then M has a 2-fold covering. 

PROOF. By Theorem 23.19, we havep 1(M) > 0. Therefore H 1(M)';:::jZ + G, 
where the structure of G does not concern us. Evidently there is a 
surjective homomorphism Z + G ~ Z2, where Z2 is the additive group of 
integers modulo 2, and n + x ~ 1 if n is odd, and n + x ~ 0 otherwise. 
Therefore there is a smjective homomorphism j 1: H1(M)~Z2• Let 
j 2 : '1T(M)~H1(M) be the canonical homomorphism, so thatj2 is surjective 
and ker j 2 is the commutator subgroup of 'TT(M). We then have a surjective 
homomorphism fJ2 : '1T(M)~Z2 • Let 'lT = ker JJ2• Then 'lT is of index 2 in 
'TT(M), and the theorem follows. D 

We recall that a solid torus is a space which is homeomorphic to the 
product B2 X S1 of a 2-cell and a 1-sphere. Let Ks be a triangulated solid 
torus, and letS= IKsl· Suppose that for some n > 2, S = U ;= 1C/, where 
the sets C/ are combinatorial 3-cells, and C/ intersects C} if and only if i 
and j are consecutive modulo n, in which case C/ n C/ is a 2-celllying in 
the boundary of each of the 3-cells. Then S is a combinatorial solid torus 
(CST). 
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Theorem 9. Let K be a triangulated 3-manifold, let M = IKI, and let S be a 
polyhedral solid torus in M. Then S is a CST if and only if there is a PL 
mapping <f>: a2 X [0, 1]-s, such that a2 X {0} and a2 X {1} are mapped 
onto the same 2-cell ir S, and</> is a homeomorphism elsewhere. 

PROOF. (I) Given that S = U ;= 1C/, as in the definition of a CST, 
decompose [0, I] into n linear intervals I;, end to end, with end-points 
X;= i/n (0 < i < n). Then define <t>la2 X {i/n} as a PLH a2 X {i/n}~ 
C;:._ 1 n C/. Then extend so that</> maps a 2 X [ifn, (i + 1)/n)] by a PLH 
onto C/. 

(2) The proof of the converse is left to the reader. D 

If cp is as in Theorem 9, then </> is called a cylindrical diagram for S. 

Theorem 10. Every two combinatorial solid tori are combinatorially equiv­
alent. 

PROOF. Use the apparatus of the preceding proof. D 

Theorem 11. Let K be an orientable triangulated 3-manifold, let M = IKI, let 
J be a polygon in M, and let S be the regular neighborhood of J in a 
subdivision K' of Kin which J forms a subcomplex. Then Sis a CST. 

PROOF. There is no loss of generality in supposing that K' = K. Let the 
vertices and edges of J be Vp e1, v2, ••. , vn, en, in the cyclic order of their 
appearance on J. As in the discussion just after Theorem 23.11, let N(v;) 
be the regular neighborhood of v;, and let 

N'( e;) = Cl [ N ( e;)- N (Bd e;) J. 
Then the sets N ( vJ and N ' ( e;) can be arranged in a sequence 
C?, C], ... , Cfn, as in the definition of a CST. Thus S = <f>(a 2 X [0, 1]), as 
in Theorem 10, so that Sis either a CST or a "full Klein bottle," according 
as S is or is not orientable. By Theorem 23.17, S is orientable, and the 
~~~~ D 

Theorem 12. Let M = IKI be a triangulated 3-manifold, let J be a polygon in 
M, and suppose that J is contractible in M. Let N be a regular neighbor­
hood of J, in a subdivision of Kin which J forms a subcomplex. Then N is 
a CST. 

(Here it is not required that M be orientable.) 

PROOF. We may suppose, with no loss of generality, that J forms a 
subcomplex of K, and that N is the union of all simplexes of b2K that 
intersect J. Thus N = U ;1St v;l. where the points V; are the vertices of b2K 
that lie in J, and St V; is the star in b2K. As in the proof of Theorem 11, N 
is either a CST or a "full Klein bottle." Thus it remains only to prove that 
N is orientable. 
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Let P0 = v0 E J. We now construct the 2-fold covering g: M ~ M that 
was used in the proof of Theorem 7, using b2K as our triangulation of M. 
Let P 0 be any point of g -I( P 0), let gti be as in Theorem 2, and let 
'TTo = gti(,(M, P0)). Letp be a simplicial closed path in CP (M, P0), travers­
ing J exactly once. Then p E , 0, because p = e. By Theorem 3, p has a 
lifting ft E CP (M, P0). Thus, given an orientation of St P0 (in b2K), p 
induces the same orientation of St P0• Thus N = U ;1St v;l is orientable, 
which was to be proved. D 

PROBLEM SET 24. 

Prove or disprove: 

1. Furnish details for the proof of Theorem 6. To define the desired 
Cf, Cf, ... , q, you may find it convenient to observe that every n-simplex is 
homeomorphic to the unit n-cube 

{(xi,xb···•xn)ERnl O<x;<J}. 

2. Let g: M ~ M, P0, and P0 be as in Theorem 2. Suppose that g is at least 
2-sheeted, let PI be a point of g-I(P0), different from P0, and fori= 0, 1 let g;* 

be the induced homomorphism 7r(M, P;)~7T(M, P0). Let q be a path from P0 

to PI in M, so that g(q) E CP (M, P0). Let p E CP (M, PI). Then (1) every 

element of 7r(M, P0) is of the form qpq-I and (2) for each r=qpq-I E 
-- ----I --

7T(M, P0), g6(f) = g(q)gt(f)g(q)- . Thus, letting 7T; = g;*(7r(M, P;)) c 

7r(M, P0), we have 7TI = g(q)7T2 g(q)- 1• Thus 7T; is independent of the choice of 
P; in g-I(P0) only in cases where 7T; is a normal subgroup of 7r(M, P0). 

3. Give an example of a group 7r(M, P0) with a subgroup 7To which is not normal. 

4. Let g: M--'> M be a covering, let P0 EM, let P0 = g(P0), let g~ be as in 

Theorem 2, and let 7To = g6(7r(M, P0)). Let PI and p2 be paths in M with the 
same initial point P0 and the same terminal point P, and let PI and p2 be the 
liftings with initial point P0• Then the terminal points PI(!), pi!) are the same 

if and only if PIP2I E 770• 

5. Let g: M ~ M and g': M' ~ M be coverings. Suppose that there is a homeo­
morphism h: M ~ M' such that the following diagram is commutative. That is, 
g = g' h. Then g and g' are called equivalent. Under the conditions of Theorem 
2, let g' be the covering derived from 7To by the standard construction. Then g 
and g' are equivalent. (This is the meaning of the remarks just after Theorem 
2.) 
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24 Covering spaces 

6. Let g: M ~ M be the universal covering of M. Then M is simply connected. 

7. Show tha! a projective plane has a 2-fold covering g: M ~ M. What sort of 
space isM? 

8. A Klein bottle has two nonequivalent 2-fold coverings. 

9. Let g: M ~ M be the universal covering of a figure eight. Sketch M. 
10. Let g: M ~ M be a universal covering. If M is compact, what can we infer 

about M? 

11. Let g: M ~ M be as in the proof of Theorem 7. Then M is orientable. 
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25 The Stallings proof of the loop 
theorem of Papakyriakopoulos 

By a loop in a space X we mean a closed path without a distinguished base 
point, that is, a mapping L: S 1 ~X. If L is a homeomorphism, then L is 
nonsingular. By a singular 2-ce/1 in X we mean a mapping D: L1~X, where 
L1 is a polyhedral 2-cell. (In this section, all such mappings will be PL.) We 
define 

Bd D = (D!Bd L1): Bd L1~x. 

so that Bd D is a loop. If D is a homeomorphism, then D is nonsingular. 
Let L: s 1 ~x be a loop, in a pathwise connected space X. Letf: [0, 1] 

~ S 1 be a mapping such that f(O) = f(l) = Q0 E S I, and such that f is a 
homeomorphism elsewhere. For each t E [0, I], let p(t) = L(f(t)). Then p 
is a closed path in X, with base point Q0 = L(Q0). Let P0 EX, and let 
q: [0, I]~ X be a path from P 0 to Q~. Consider the mapping r = qpq- 1, 

where the "multiplication" is end-to-end, as in the definition of the 
fundamental group. Now r is a closed path in X, with base point P0, and 
determines an element r of '1T(X, P0). It is easy to see that r may depend on 
the choices of Q0 and q; but it is a fact that the conjugacy class of r in 
'1T(X, P0 ) depends only on L. The proof may be indicated as follows. In 
Figure 25.1, L is expressed as the product of two paths s and t, end to end. 

Po 

Figure 25.1 
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Using Q~ and q, we get r = qstq- 1• Using Q(; and q', we get 

r' = q'tsq'- 1 ;;;;t.(q's- 1q- 1)(qstq- 1)(qsq'- 1), 

so that r' is a transform of r in ?T(X, P0). 

Let 

L(X) = L(X, P0 ) 

be the conjugacy class in ?T(X, P0) that contains every such element r. If N 
is a normal subgroup of '1T(X, P0), then N contains all or none of the 
elements of L(X). 

Theorem 1 (John Stallings). Let K be a triangulated 3-manifold with 
boundary, and let M = IKI. Let B be a component of Bd M, let P0 E B, 
and let N be a normal subgroup of ?T(B) = '1T(B, P0). Suppose that there is 
a PL singular 2-ce// D: 1:::.~ M, such that L = Bd D is a loop in B, and 
L(B) n N = 0. Then there is a nonsingular PL 2-ce// D 1: 1:::.~ M with the 
same properties, that is, L 1 = Bd D 1 is a loop in B, and L 1(B) n N = 0. 

The statement of this theorem is made complicated by the use of the 
arbitrary normal subgroup N of ?T(B). What will actually be used, at least 
in this book, is the following corollary, in which M is orientable and N 
contains only the identity. 

Theorem 2 (Loop theorem, first form; C. Papakyriakopoulos). Let K be an 
orientable triangulated 3-manifold with boundary, and let M = IKI. Let B 
be a component of Bd M, and suppose that there is a loop L in B such that 
L is contractible in M but not in B. Then there is a polyhedral 2-ce//!:::. in 
M such that (l) Bd!:::. c B, (2) Bd!:::. =!:::. n Bd M, and (3) Bd!:::. is not 
contractible in B. 

This is the classical Loop theorem. It was, of course, proved first. 
Stallings's proof of Theorem 1, given in [S2], was the final stage in a long 
development, to which many authors contributed in various ways. For a 
general account of the history, see the end of this section. To derive 
Theorem 2 from Theorem 1, we assume (with no loss of generality) that L 
and the contraction of L are PL. We then apply Theorem 1, using the 
identity in ?T(B) as N. Let D1: t::.~M be as in the conclusion of Theorem 
l. Now force Int ID11 = Int D 1(!:::.) off of Bd M. This gives a 2-cell which 
satisfies the conditions for !:::. in Theorem 2. 

We preceed to Stallings's proof of Theorem l. The notation and the 
hypothesis of Theorem 1 will be used in the following lemmas without 
further explanations. 

Lemma 1. Suppose that B is a 2-sphere, let B' be a regular neighborhood of 
ILl in B, suppose that the base point P0 lies in Int B', and let N' be a 
normal subgroup of '1T(B', P0), such that L(B') n N' = 0. Then there is a 
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nonsingu/ar PL 2-cel/ D 1: !::. ~ M such that L 1 = Bd D 1 is a loop in B ', 
ID 11 n Bd M = IL 11, and L 1(B') n N' = 0. 

PROOF. Since B is a 2-sphere and ILl is connected, B' must beak-annulus 
for some k. Therefore 1r(B', P0) is freely generated by a finite set 
{fi1, fh, ... , fid, where each IP;I is a polygon, traversed once by P;· If 

P; EN' for each i, then N' is all of 1r(B'), which is impossible. Therefore 
P; f£ N' for some i. Now P; is the boundary of a polyhedral 2-cell !::. in B. 
Forcing Int!::. slightly off of B into Int M, we get the desired D1: t::.~ 

M, L 1 = Bd D 1, with L 1(B') n N' = 0. 0 

Lemma 2. Suppose that D is PL, is locally a homeomorphism, and is at most 
two-to-one at each point of !::.. Let B' be a connected 2-manifold with 
boundary which forms a neighborhood of ILl in B, suppose that P0 E 

Int B', and let N' be a normal subgroup of 1r(B', P0), such that L(B') n 
N' = 0. Then there is a nonsingu/ar 2-ce// D 1: t::.~ M such that for 
L 1 = Bd D1 we have IL11 = ID 11 n Bd M c B' and L 1(B') n N' = 0. 

PROOF. Here the special hypothesis for D means that (1) each point of !::. 
has a neighborhood on which D is a homeomorphism and (2) each point 
Q' of ID I is = D (Q) for at most two points Q of !::.. If D - 1(Q) contains 
more than one point, then Q' will be called a singular point of IDI. Under 
Conditions (1) and (2), we can make slight perturbations of D, preserving 
the stated properties of D, so as to put ID I into general position, in the 
sense that the singular points of ID I form a disjoint union 

m n 

U f;U U Ap 
i=l )=I 

where each f; is a polygon in Int M and each A1 is a broken line that 
intersects Bd M precisely in its end-points, which lie in B'. We may also 
suppose that I D I "crosses itself" in a neighborhood of each singular point, 
in the same way in which the unit disks in the xy- and xz-planes cross one 
another in R3. Thus we have only "crossing singularities," with no "touch­
ing singularities." (See Figures 25.2-25.6.) Under these conditions D will 
be called normal. The complexity of a normal singular 2-cell is defined to 
be m + n. We choose a normal singular 2-cell D, satisfying the hypothesis 
of Lemma 2, such that the complexity of Dis minimal. We shall show that 
m + n is then = 0. The lemma will follow. 

CASE l. Suppose that m > 0, and suppose that r = f; is the image of a 
single polygon J c !::.. Then D IJ is exactly two-to-one (at every point.) We 
now take a regular neighborhood fJ of r, and form a cylindrical diagram 
of fJ in R3. (See Figure 25.2.) The upper and lower bases of the cylinder lie 
in the planes z = 0 and z = 1, and the identification scheme is (x, y, 0)­
(y, x, 1). The two rectangular regions containing the interval [0, 1] on the 
z-axis form the image of an annular neighborhood A of J in !::., and the 
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/ 
/ 

z 

t 

Figure 25.2 

paths p, q have the two components of Bd A as their domains. Note that 
our identification scheme is of the sort required to give "crossing" rather 
than "touching" singularities along r. 

In ID I, we replace the two rectangular regions mentioned above by the 
intersections of the cylinder with the planes x - y = 1 and x - y = - 1. 
Under the identification scheme, the union of the new rectangular regions 
forms an annulus A', whose boundary components are IPI and lql. We now 
redefine D !A in such a way that D !A is a homeomorphism A~ A'. This is 
impossible, because it reduces the complexity of D. Therefore Case 1 does 
not occur. 

CASE 2. Suppose that m > 0, and that r = f; is the image of two (disjoint) 
polygons J 1, J2 c Ll. We may suppose (without loss of generality) that J 1 is 
inmost in Ll, in the sense that J 1 bounds a 2-cell in .:l which contains no 
other such polygon. It follows that r is the boundary of a 2-cell .:l1 c !D I· 
The interior of J2 in Ll can now be mapped homeomorphically onto Llp and 
the resulting image can be forced off a neighborhood of .:l1 in ID I· This 
reduces the complexity of D, which is impossible. 

Thus neither Case 1 nor Case 2 can occur. It follows that m = 0. 

CASE 3. Suppose that n > 0, and let Aj be a broken line in ID I which is the 
image of two disjoint broken lines a 1b1 and a2b2 in Ll. Suppose that D 
reverses the orientation of a 1b1 and a2b2, in the sense conveyed by Figures 
25.3 and 25.4. Figure 25.3 is a picture of Ll. Figure 25.4 is a picture of I D !, 
simplified by the omission of all singularities except the one under discus­
sion. We are assuming, with no loss of generality, that P0 = D (a1) = 
D (a2), so that L becomes a closed path with base point P0. (To reduce the 
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u 

Figure 25.3 

T 

Figure 25.4 

general case to this case, we move ILl rather than P0• Thus 7T(B', P0) and 
N' are unchanged.) In the figure, CJ, T, v, cp represent the paths whose 
domains are s, t, u, v. We "cut IDI apart at Ap'' getting two normal 
singular 2-cells D 1 and D2, with boundaries 

L 1 = CJV -I, and L2 = CJcpVT. 

By cancellations, we easily check that 

L = (J'fVcp ~ (JV- 1v'f ( C1cpVT )T- 1v- 1cp- I (J- I ( (JV- I)- I C1cp 

But the expression on the right can also be expressed as 

[ (JV -I] [ VT( C1cpVT )T -IV -I] [ cp -l(J -I ( CJV -I) -I C1cp]. 

Note that the multipliers used in forming the transforms in the second and 
third brackets are closed paths with base point P 0. Thus L is a product of 
transforms of L 1 and L 2• If L 1(B') c N' and LiB') c N', then it follows 
that L(B') c N', which is false. Thus we can replaceD by either D 1 or D 2, 

preserving the hypothesis forD and reducing the complexity of D. This is 
impossible. Therefore Case 3 cannot occur. 

CASE 4. Suppose that n > 0, and let A1 be a broken line in D which is the 
image of two disjoint broken lines a1b1 and a2b2 in Ll. Suppose that D 
preserves orientation on a1b 1 and a2b2, in the sense conveyed by the Figure 
25.5. Figure 25.6 shows a simplified picture of ID I, using the same 
conventions as in Case 3. We cut ID I apart at Ai' getting two normal 
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u 

Figure 25.5 

Figure 25.6 

singular 2-cells D 1 and D2, with boundaries 

L 1 = av, and L2 = m·- 1v<j>- 1. 

By cancellation we verify that 

L = a-rue[> ~ avv - 1-rv [ (aT - 1vc[> - 1) - 1 au J v - 1-r - 1v. 

Since the complexity of D is minimal, and the complexities of D 1 and D 2 

are smaller, it follows that L 1(B') c N' and LiB') c N'. Therefore, in the 
expression for L, both av and the product in the brackets belong to N'. 
Therefore L(B') c N', which is false. Therefore Case 4 is impossible, and 
n = 0. The lemma follows. D 

We return to the M = IKI, D, L = Bd D, B, and N c 'TT(M, P0) of 
Theorem 1. We assume, as in the preceding discussion, that P0 E ILl. We 
suppose, with no loss of generality, that ILl = I D I n Bd M. We also 
suppose that K is subdivided in such a way that D is simplicial (relative to 
K and a subdivision K (Ll) of Ll.) 

To form a regular neighborhood of ID I, we would usually take the 
second barycentric subdivision b2K of K, and let K1 be the set of all 
simplexes of b2K that intersect ID I (together with their faces); the regular 
neighborhood would then be IKJ (See Problems 5.5 and 5.6.) For techni­
cal reasons, we vary this procedure slightly: first we take a "restricted 
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barycentric subdivision" in which the new vertices are the new vertices of 
bK that do not lie in ID I· Similarly for the second process of "barycentric 
subdivision." This gives a "regular neighborhood" M 1 = IK11 of IDI, in 
which the images D (!::.) of the simplexes of K (!::.) are simplexes of K 1• K 1 is 
a subcomplex of a subdivision of K. Now IK11 = M 1 has much the same 
properties as an orthodox regular neighborhood, as follows. 

(1) M1 = IK11 is a finite triangulated 3-manifold with boundary; D: t::.~ 
M 1 is a PL singular 2-cell, with Bd D = L; D is simplicial, relative to K 1 

and a subdivision K(t::.) of!::.; M2 is a "regular neighborhood" of IDI in a 
triangulated 3-manifold with boundary, so that the inclusion i: ID I~ M 1 

induces a (surjective) isomorphism ?T(IDI)~?T(M1 ); and IDI n Bd M 1 = 
ILl. 

Let B1 be the union of the simplexes of K 1 that lie in Bd M 1 and 
intersect ILl. Then: 

(2) B1 forms a subcomplex of K 1, and is a neighborhood of ILl in Bd M1• 

Let): B 1 ~ B be the inclusion, and let N 1 = j*- 1(N'). Then: 
(3) N 1 is a normal subgroup of ?T(B1, P0) (P0 E ILl), and 
(4) L(B1) n N 1 = 0. 
More generally, any sextuple [M1, K 1, D, K(t::.), B 1, Nd which satisfies 

(1)-(4) will be called a normal system. The complexity k of a normal system 
is the number of pairs v, v' of vertices of K (!::.) such that v =/=- v' but 
D ( v) = D ( v'). Evidently k = 0 if and only if D is nonsingular. 

Lemma 3. For each normal system there is a nonsingular PL 2-ce/1 D ': !::. ~ 
M 1 such that for L' = Bd D' we have IL'I c B 1 and L'(B1) n N 1 = 0. 

Evidently this is sufficient to prove the theorem: since L'(B1) n N 1 = 0, 
we have L'(B) n N = 0, as desired in Theorem l. 

PROOF OF LEMMA. Suppose that the lemma is false. Let 

[ M;, K 1, D, K(t::.), Bp N 1 ] 

be a normal system for which the lemma fails. Let k be the complexity of 
this system. We may suppose, as an induction hypothesis, that the lemma 
holds for every normal system of complexity less than k. We shall show 
that this leads to a contradiction. 

If the component of Bd M 1 that contains ILl is a 2-sphere, then it 
follows by Lemma 1 that there is a D' as in the conclusion of Lemma 3. 
Therefore we may suppose that either (a) M 1 is orientable, and some 
component of Bd M 1 is not a 2-sphere or (b) M 1 is not orientable. It 
follows, by Theorems 24.7 and 24.8, that M 1 has a 2-fold covering 

g:Ml~Ml. 

By Theorem 24.1, there is a lifting 

iJ: t::.~it 1 , 
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so that g(D) =D. Thus 

L = Bd f5 
is a lifting of L = Bd D. Let P0 be a point such that g(P0) = P0• We recall 
that P0 E ILl. Therefore P0 E Iii. By Theorem 24.6, K1 has a lifting K' 1• 

Now let M2 = /K2/ be the "regular neighborhood" (in the same sense as 
above) of IDI in K1• Then f5 is simplicial relative to K(A) and K 2• Thus M 2, 

K 2, D, and K(A) satisfy Condition (1) of the definition of a normal system. 
Let B2 be the union of the simplexes of K2 that lie in Bd M 2 and intersect 
Iii. Then (2) B2 forms a subcomplex of K2, and is a neighborhood of ILl in 
BdM2• 

Let J= giB2 : B2 ---,)Bd M1• Then f(B2) c B 1• Let f*: '1T(B2, P0)---,) 

'1T(B 1, P0) be the induced homomorphism, and let N2 = f*-\N1). Then (3) 
N2 is a normal subgroup of '1T(B2, P0), and (4) L(B2) n N2 = 0. 

Thus [M2, K2, D, K(b.), B2, N2] is a normal system. We shall show that 
the complexity of this system is less than k. Consider the following 
diagram, in which r is the inclusion. 

- i -IDI-MI 

•liD 1) . J• 
IDI-'--M1 

Trivially, this diagram is commutative. Since [ g(i)]* = g*(F*}, and similarly 
for the other two mappings, the following diagram is also commutative. 

If the complexity of the new normal system is = k, then gil i5 I is a 
homeomorphism, and (gilD!)* is surjective. Since M1 is a "regular neigh­
borhood" of I D I, it follows that i*(( gilD J)*) is surjective. By commutativ­
ity, g*([*) is surjective. Therefore g* is surjective, which is impossible, 
because g*('1T(M1)) is of index 2 in '1T(M1). Therefore the complexity of the 
new system is less than k. 

By the induction hypothesis it follows that there is a nonsingular PL 
2-cell D2: A-,) M2, with Bd D2 = L2, such that /L2 1 c B2 and LlB2) n N2 

= 0. Let D3 = g(D2) and L3 = Bd D3• Then LiB1) n N1 = 0. But D3, B1, 

and N1 satisfy the conditions forD, B', and N' in Lemma 2. By Lemma 2 
there is a nonsingular PL 2-cell D': A---,)M1, with Bd D' = L', such that 
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/L'/ c B 1 and L'(B 1) n N 1 = 0. Therefore D 1 satisfies the conditions forD' 
in the conclusion of Lemma 3. As noted above, this is sufficient to 
complete the proof of Theorem I. 0 

The material presented in this section is the result of a long develop­
ment, as follows. 

(I) Let D: f:::.__, M be a PL singular 2-cell in a triangulated 3-manifold 
M = /K/. Suppose that there is an open set U in!::., containing Bd !::., such 
that (I) D/U is a homeomorphism and (2) D(U) n D(!::.- U) = 0. Then 
D has no singularities on its boundary. (Thus J = D (Bd !::.) is a polygon.) In 
1910 Max Dehn [D] published what purported to be a proof of the 
following. 

(The Dehn lemma). Let D be a singular 2-cel/ with no singularities on its 
boundary. Then D (Bd !::.) is the boundary of a polyhedral 2-cel/. 

After over fifteen years, it was found that Dehn's proof was erroneous, 
and for many years the Dehn lemma was a classical problem. Finally it 
was proved by Papakyriakopoulos [P Jl. 

(2) Papakyriakopoulos [P2] then proved the Loop theorem. The Dehn 
lemma is a fairly easy consequence of the Loop theorem (see Theorem 27.5 
below), but the transition the other way round is another matter: the 
known proofs of the Loop theorem do not use the Dehn lemma at all. 

(3) In 1958 J. H. C. Whitehead and Arnold Shapiro [WS] proved a 
generalization of the Dehn lemma, which applied to "singular annuli with 
no singularities on their boundaries." Their argument also constituted a 
proof of the Dehn lemma, much simpler than the first. 

(4) Starting with the methods developed by Whitehead and Shapiro, 
John Stallings [S2] proved Theorem 1, thus generalizing the Loop Theorem 
and vastly simplifying its proof. Stallings credits some of his methods to I. 
Johansson and H. Kneser. 
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Bicollar neighborhoods; an 26 
extension of the Loop theorem 

Let M 2 be a connected polyhedral 2-manifold, in the interior of a triangu­
lated 3-manifold M 3 = IKI with boundary. Suppose that M 2 separates 
every sufficiently small connected neighborhood of M 2 in M 3• (That is, 
there is a neighborhood V of M 2 such that if W is a connected neighbor~ 
hood of M 2, and W c V, then W- M 2 is not connected.) Then M 2 is two 
sided in M 3• More generally, if M 2 is not necessarily connected, then M 2 is 
two sided if every component of M 2 is two sided. 

Theorem 1. Let M 3 = IKI be a triangulated 3-manifold with boundary, and 
let M 2 be a polyhedral2-manifold lying in Int M 3• Suppose that M 2 is the 
union of a collection of components of the boundary Bd N of a 3-manifold 
N with boundary, lying in M 3• Then M 2 is two sided in M 3• 

PROOF. We need to show that every component B of M 2 is two sided. Let 
W be any connected neighborhood of B which intersects no other compo­
nent of Bd N. Then 

W- B = W- Bd N = ( W n Int N) U ( W- N ), 

where the two sets on the right are nonempty and separated. D 

Theorem 2. Let M 3 = IKI be a triangulated 3-manifold with boundary, let 
B = Bd M 3, and suppose that B is compact. Then there is a PLH 

p: B X [0, lJ~ W c M 3 

such that (I) W is a neighborhood of Bin M 3 and (2) for each point P of 
B, p(P, 0) = P. 
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PROOF. Let d1, d2, ••• , dn be a sequence of polyhedral 2-cells in B, with 
disjoint interiors, such that B = U ; d; and such that the union of any 
subcollection of these 2-cells is a 2-manifold with boundary. Then there is 
a polyhedral 3-cell C1 in M 3, and a PLH p1: d1 X [0, l]~C1 , such that 
C1 n B = d 1 and p1(P, 0) = P for each P. Suppose (inductively) that we 
have given 

such that W; n B = U ;=A and P;(P, 0) = P for each P. Let e;+l = di+l n 
U ·~. d1., so that ei+ 1 is a finite union of disjoint arcs. Let }',_, 

d/+ 1 = di+l n P;(e; x [0, 1 ]). 

Then d/+ 1 is a 2-cell, lying in Bd Cl (M 3 - W;). Therefore there is a 3-cell 

ci+ I• lying in Cl (M 3 - W;), such that ci+ In Bd Cl (M 3 - W;) = d;'+ I" 

Now extend P; to get P; + 1: ( U;:: d;) X [0, I]~ W; + P preserving the condi­

tions for P;· The final Pn obtained by this process is the desired p. 0 

A neighborhood W as in Theorem 2 will be called a collar neighborhood 
of B in M 3• (We have required that p be PL. In most of the literature, p 
may be any homeomorphism satisfying the other conditions of Theorem 
2.) 

Theorem 3. Let M 3 = IKI be a triangulated 3-manifold with boundary, and 
let M 2 be a compact po/yhedral2-manifold in Int M 3, such that M 2 is two 
sided in Int M 3• Then there is a PLH 

p: M 2 X [ -1, 1 J ~ W c lnt M 3 

such that (1) W is a neighborhood of M 2 in Int M 3 and (2) for each point 
P of M 2, p(P, 0) = P. 

Such a W will be called a bicollar neighborhood of M 2• Similarly for a 
}-manifold in a triangulated 2-manifold. 

PROOF OF THEOREM 3. Suppose (without loss of generality) that M 2 is 
connected. Let N be a regular neighborhood of M 2 in Int M. Since M 2 is 
two sided, it follows that N- M 2 is not connected; and it is easy to check 
geometrically that N- M 2 has only two components U and V. (See the 
proof of Lemma 1 in the proof of Theorem 2.1.) Then U and V are 
3-manifolds with boundary, and form subcomplexes of a subdivision of K; 
and M 2 is a component both of Bd U and of Bd V. Now apply Theorem 2 
twice, getting WI c u, w2 c v, with WI n Bd [] = M 2 = w2 n Bd v. Let 

W=~u~. 0 
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Theorem 4 (C. Papakyriakopoulos). Let M 3 = IKI be a triangulated 3-mani­
fold with boundary, let M 2 be a compact polyhedral2-manifold in Int M 3, 

let i be the inclusion M2~M3, and let i* be the induced homomorphism 
7T(M 2)~77(M 3). Suppose that (I) M 2 is two sided in Int M 3 and (2) 
ker i* is nontrivial. Then there is a polyhedral 2-cell .:l in Int M 3, with 
Bd .:l = C, such that C =lin M 2 and C is not contractible in M 2• 

PROOF. Let D: .:l~M 3 be a PL singular 2-cell in M 3, with Bd D = L, ILl 
c M 2, such that L is not contractible in M 2• Since M 2 c Int M 3, we can 
force IDI off of Bd M 3, preserving the stated properties of D. Thus we may 
assume hereafter that ID I c Int M 3• 

Let W be a bicollar neighborhood of M 2 in Int M 3• We choose D in 
general position relative to Bd W, in the sense that (a) the set 

is a finite union of disjoint polygons 1 1, 12, ••• , ln and (b) each 1; has an 
annular neighborhood A; in .:l such that one of the components of A; - 1; 
is mapped by D into Int W, and the other is mapped into M 3 - W. Now 
each 1; bounds a 2-cell d; in .:l. Some one of these, say, d1, contains no 1; in 
its interior. There are now three cases. 

CASE 1. Suppose that D (lnt d 1) c Int W. Let V be the component of W 
that contains D (d1), and let B be the component of Bd V that contains 
D (11). Since B is a retract of V, we can redefine D in such a way that 
D(d1) c B; and we can then force D(d1) off of B into M 3 - W. (See 
Condition (b) above.) Thus we have reduced the number of polygons 1;, 
and so, at some stage, we must have the contrary case: 

CASE 2. Suppose that D (Int d 1) c M 3 - W. If D 111 is contractible in the 
component B of Bd W that contains D (1 1), then we can redefine D in 
such a way that D (d1) c B, and then force D (d1) off of B into Int W. 
(This is as in Case I, except that we are pushing in the opposite direction.) 
In a finite number of such steps, we must get to: 

CASE 3. D (Int d 1) c M 3 - W, and D 111 is not contractible in the compo­
nent B of Bd W that contains D (J 1). We can now apply the Loop theorem 
to Cl (M 3 - W) and L = D 111• It follows that there is a polyhedral 2-cell 
.:11 in Cl (M 3 - W), with boundary C1 = .:11 n B, such that C1 is not 
contractible in B. We have 

Thus there is a polygon C c M 2 such that C1 = p(C x {1}) (or, similarly, 
C1 = p( C x {- 1 }.) Let A be the annulus p( C x [0, 1]), and let li = .:11 u A. 
Since C1 is not contractible in B, it follows easily that C is not contractible 
in M 2• Thus .:lis the .:l that we wanted. D 
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Theorem 4 is the most general form of the Loop theorem that will be 
needed for the purposes of this book. For some purposes, however, the 
following is needed. 

Theorem 5. Suppose that in Theorem 4, M 2 is a closed set in M 3, but is not 
necessarily compact. Then the conclusion of Theorem 4 still holds. 

PROOF. We observe the following. 
(I) In the proof of Theorem 2, if M 2 is not known to be compact, then 

the construction of p may require an infinite process. But this process is 
always locally finite, in the sense that it terminates on every finite poly­
hedron in M 2• Thus the more general form of Theorem 2 holds true, even 
when M 2 is not required to be closed. The generalized form of Theorem 3 
now follows as before. 

(2) In the proof of Theorem 5, the set I D I n M 2 is a closed subset of the 
compact set IDI, and so IDI n M 2 has a compact polyhedral neighborhood 
in M 2• The proof is thereafter the same as that of Theorem 4. D 

In Theorem 4, we required that M 2 be two sided in M 3• For compact 
polyhedral 2-manifolds in R3, this is not a restriction. 

Theorem 6. Let M 2 be a compact connected polyhedral 2-manifold in R3. 

Then M 2 is 2-sided in R3. In fact, R3 - M 2 is the union of two connected 
sets I and E, with M 2 as their common frontier. 

PROOF. Let P be a point in the unbounded component E of R3 - M 2, and 
let B be a broken line PQ such that B n M 2 is a point which lies in the 
interior of an edge of B and in the interior of a 2-simplex of M 2• We shall 
show that Q lies in a bounded component I of R3 - M 2• 

Suppose not, and let B' be a broken line from P to Q such that 
B' n M 2 = Int B n Int B' = 0. Since R3 is simply connected, there is a PL 
mapping p: Ll~R3 , where Ll is a 2-cell, such that (I) piBd Ll maps Bd Ll 
homeomorphically onto BuB'. Let K(Ll) be a subdivision of Ll, such that 
pis simplicial relative to K(Ll). We choose p such that (2) pis a homeomor­
phism on each simplex of K (Ll). The images of the edges and vertices of 
K(Ll) will be called edges and vertices of p(Ll). Finally, we may choose pin 
general position relative to M 2, in the sense that (4) M 2 contains no vertex 
of p(Ll) and (5) p(Ll) contains no vertex of M 2• Consider the set 

G = p - 1 [ p( Ll) n M 2 J. 
G forms a linear graph, intersecting Bd Ll in a single point R such that 
p(R) = B n M 2• Since every vertex of G that lies in Int Ll lies in exactly 
two edges of G, and R lies in only one edge of G, it follows that the 
component of G that contains R is a broken line between two points of 
Bd Ll. This contradicts the hypothesis forB and B'. Thus R3 - M 2 has a 
bounded component I. 
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As in the proof of Theorem 3, we see that for each regular neighbor­
hood N of M 2, N- M 2 is the union of at most two connected sets, and 
therefore of exactly two. From this it follows that M 2 = Fr E = Fr I, and 
that there is no third component of R3 - M 2• D 

Just as for polygons in R2, we define the interior of M 2 in R3 to be the 
bounded component I of R3 - M 2• The exterior E is the unbounded 
component. 

Theorem 7. In R3, let Mf, M:{, and Mf be connected polyhedral 2-manifolds 
with boundary, such that the sets Bd M/ are all the same, and the sets 
Int M/ are disjoint. Let E be the unbounded component of R3 - U i M/. 

Then Fr E is the union of two of the sets M/, say, Mf and Mf; and 
Int Mflies in the interior of Mf U Mi. 

PROOF. Let e be an edge of Bd M/, and let C 2 be a small circular region 
which is orthogonal to e at an interior point of e. Now proceed as in the 
proof of Theorem 2.7. D 

Theorem 8. Let K be a triangulation of R3, and let M 2 be a compact 
connected 2-manifold which forms a polyhedron in IKI. Then M 2 is 
orient able. 

PROOF. We know by Theorem 6 that R3 - M 2 has exactly two compo­
nents. Let c? be a combinatorial 3-cell in R3, containing M 2 in its interior, 
and let C] be another combinatorial 3-cell, such that Cf n C] = Bd C? = 
Bd C]. Then c? u Cf is a 3-sphere S 3, and has a triangulation Lin which 
M 2 forms a subcomplex. Also, S 3 - M 2 has exactly two components U 
and V. (Why?) It is well known that for any triangulation L of a 3-sphere, 
H 3(L);:::jZ. Let 

be a 3-cycle which generates H 3(L). Then every 3-simplex of L appears in 
Z 3 with coefficient different from 0, and these coefficients are all the same, 
except perhaps for sign. Let Y 3 be the sum of all terms a.ia? of Z 3 for 
which a? c iJ, and let Z 2 = <5Y 3• Then Z 2 is a nonzero 2-cycle on M 2, in 
which every 2-simplex appears with total coefficient different from 0. From 
this we can easily verify that M 2 contains no Mobius band. Therefore M 2 

is orientable, which was to be proved. D 

PROBLEM SET 26 

The following propositions were used without proof in the proof of 
Theorem 2. 

1. Let M 3 = IKI be a triangulated 3-manifold with boundary, and let d be a 
polyhedral 2-cell in Bd M 3. Then there is a polyhedral 3-cell C in M3 such that 
d c C n Bd M 3• (See Theorem 23.2) 
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2. Let M 3 and d be as in Problem 1. Then every neighborhood of d contains a 
polyhedral 3-cell C such that d = C n Bd M 3• 

The following will be needed soon. 

3. Let M 3 = IKI be a triangulated 3-manifold with boundary, let N be a polyhedral 
3-manifold with boundary in lnt M 3, and let d be a polyhedral 2-cell in Bd N. 
Then every neighborhood of d in M 3 contains polyhedral 3-cells C1 and C2, 

lying in N and Cl (M 3 - N) respectively, such that d = C1 n Bd N = C2 n 
BdN. 
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Hereafter, when we speak of a PL manifold, we shall mean a manifold with 
a fixed triangulation; the latter will not be named, except when we have 
some special reason to do so. Similarly for PL manifolds with boundary. 

Let M 2 be a PL 2-manifold, and let h be a PLH M2~M2• If there is a 
polyhedral 2-cell d in M 2, such that hi(M 2 - d) is the identity, then h is 
cellular. 

Theorem 1. Let M 3 be a PL 3-manifold, let N be a polyhedral 3-manifold 
with boundary, lying in M 3, and let M 2 be a polyhedral 2-manifold (not 
necessarily compact) lying in Bd N. Then every cellular PLH h: M2~M2 

has a PLH extension h': M3~M3, N ~N. And for each neighborhood W 
of M 2, h' can be chosen so that h'i(M 3 - W) is the identity. 

PROOF. Let d c M 2 be as in the definition of a cellular PLH. Let C1 and 
C2 be as in Problem 26.3, with C1, C2 c W. Define h' as the identity on 
CL [M 3 - (C1 u C2)], and define h'IM2 as h. Now extend h' to Int C1 and 
Int C2 so as to get the desired PLH. D 

Theorem 2. Let A be a PL annulus, and let J and J' be polygons in Int A, 
neither of which bounds a 2-ce/1 in A. Then there is PLH h: A ~A such 
that (1) h(J) = J', (2) hiBd A is the identity, and (3) h is the composition 
of a finite sequence of cellular homeomorphisms. 

PROOF. There is no loss of generality in supposing that J' forms the 
mid-line in a rectangular diagram of A, as in Figure 27.1. We then proceed 
as follows. 
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a a ' 
j' 

Pz P2 ----? 
Pt Pj 

Figure 27.1 

(1) By a finite sequence of cellular homeomorphisms, leaving Bd A 
fixed, we move J below J'. (It is easy to check that two such homeomor­
phisms are enough.) 

(2) By similar steps, move J into general position relative to the vertical 
edges a and a' of the diagram, so that J now intersects these only in "true 
crossing points." 

(3) If J contains a broken line B with both its end-points in the same set 
a or a', move B across a or a' by a cellular PLH. This process terminates, 
because J n a is a finite set. 

Now J must still intersect a (and a'); if not, J would bound a 2-cell in 
A, which is false. We assert that J n a contains only one point. Suppose 
not, and let J n a= { P 1, P2, •.. , Pn}, in ascending order on a, with n > 1. 
Let B be the broken line in Figure 27.1, lying in J, with P 1 as an end-point. 
If the other end-point of B is P;, then J is not connected. If the other 
end-point of B is Pk (k > 1), then B separates P; from { P2, P3, ••• , Pn} in 
the diagram, which is impossible (Theorem 2.8). 

(4) By a finite sequence of cellular homeomorphisms, move J onto J'. D 

We note a corollary, for later reference. 

Theorem 3. Let J be a polygon in the interior of a PL annulus A. Then (1) J 
bounds a 2-cell in A or (2) J carries a generator of H 1(A) = H 1(A, Z) and 
a generator of ?T(A). 

(Here carries means what one might think: If zn = 2.a;at is a cycle, and 
at c M whenever a; =I= 0, then M carries zn. Similarly, if p is a closed path 
in M, then M carries p.) 

Theorem 4. Let N be a polyhedral 3-manifold with boundary, in a PL 
3-manifold M 3, let A be a polyhedral annulus in Bd N, and let J and J' be 
polygons in Int A, neither of which bounds a 2-cell in Int A. Let W be a 
neighborhood of A (in M 3). Then there is a PLH h: M 3 ~ M 3, Bd N ~ 
Bd N, A ~A, J ~J', such that hi(M 3 - W) is the identity. 

PROOF. LethiA be the h given by Theorem 2. Then extend h to all of M 3 

by repeated applications of Theorem I. D 
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Theorem 5 (The Dehn lemma, C. Papakyriakopoulos ). Let M 3 be a PL 
3-manifold, and let D: D..~M 3 be a PL singular 2-cell with no singulari­
ties on its boundary. Then the polygon D (Bd D.) is the boundary of a 
polyhedral 2-cell D.. 1 in M 3. 

PROOF. Let M 3 = IKI. We may suppose that ID I = D (D.) is a subcomplex 
of K. Let L = Bd D, so that ILl= D(Bd D.); let N(IDI) be the regular 
neighborhood of IDI inK, and let N(ILI) c N(IDI) be the regular neigh­
borhood of ILl. Let 

N 1 = N(ILI), N 2 = Cl [ N(IDI)- N 1], 

1=1DinA. 
By Theorem 24.12, N 1 is a solid torus, so that Bd N 1 is a torus, and A is an 
annulus (rather than a Mobius band). Also, A is a regular neighborhood of 
J in Bd N 2, and 1 U ILl is the boundary of an annulus Bin N 1• 

Now 1 is contractible in N 2 but not in A. The set Int N 2 U Int A is a 
3-manifold U with boundary; Bd U = Int A, and U has a triangulation Ku 
each of whose simplexes is linear in a simplex of K. Let L' be a loop 
traversing 1 once. Then L' is PL relative to D. and Ku, and L' is 
contractible in U but not in Bd U. By the Loop theorem (Theorem 25.2) it 
follows that there is a polyhedral 2-cell D..2 c U, with D..2 n Bd U = 12 = 
Bd D..2, such that 12 is not contractible in Int A. Thus tl2 is a polyhedron in 
N2, 12 c Int A, and 12 does not bound a 2-cell in Int A. 

By the preceding theorem, 12 can be moved onto 1 by a PLH h: M3~ 
M 3, N2~N2, A ~A. It follows that 1 is the boundary of a polyhedral 
2-cell in N2• Adding to this the annulus B, we get the desired 2-cell D.. 1• D 

PROBLEM SET 27 

Prove or disprove: 

1. Let H be a PL handle, let J = Bd H, let p be a path which traverses J exactly 
once, and let n be a positive integer. Then pn is not contractible in H. 

2. Let M 2 be a compact connected 2-manifold with boundary, suppose that Bd M 2 

is a polygon J, and letp be a closed path which traverses J exactly once. If pn is 
contractible in M 2, for some n > 0, then M 2 is a 2-cell. 

3. What happens in Problem 2, if we drop the hypothesis that J be all of Bd M 2? 
(Thus J may be any component of Bd M 2.) 

4. Let M 2 = IKI be a PL 2-manifold, and let J be a polygon which forms a 
subcomplex K1 of K. Let Z 1 be a !-cycle which generates H 1(K1 ) = H 1(K1 , Z). 
If Z 1-0 on K, then J separates M 2 ; that is, M 2 is the union of two 2-manifolds 
Mf, M} with boundary, such that M1 n M2 = Bd M1 n Bd M2 = J. 

5. Let M 2 and J be as in Problem 4, and let p be a closed path which traverses J 
exactly once. If p is contractible in M 2, then J bounds a 2-cell in M 2. (Note the 
following. If D: t:.- M 2 is a singular 2-cell, with L = Bd D and ILl= J, then we 
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cannot choose IDI in general position relative to J, but we can choose IDI in 
general position relative to the boundary of a bicollar neighborhood of J.) 

6. The Dehn lemma also holds in the case in which M 3 is a PL 3-manifold with 
boundary and ILl c Bd M 3 ; and d may be chosen so that d n Bd M 3 = Bd d. 

7. Let C3 be a 3-cell, and let A and B be disjoint closed connected sets in C3, each 
of which intersects Bd C 3. Let J be a !-sphere in Bd C 3, such that J separates 
An Bd C 3 from B n Bd C3 in Bd C 3• Let Wbe a compact set in C 3 - (Au B), 
such that J is contractible in W. Then W separates A from Bin C3• 
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combinatorial solid torus 

For the definition of a combinatorial solid torus (CST), see the discussion 
just before Theorem 24.9. There we show that S is a CST if and only if Sis 
the image of a product a2 X [0, I] under a PL identification mapping cp 
which identifies a2 X {0} and a2 X {I} in such a way as to give an 
orientable 3-manifold with boundary. In fact, every polyhedral solid torus 
is a CST, but we are not yet in a position to prove it; it is a special case of 
the Hauptvermutung for 3-manifolds with boundary, and it is not easy to 
see how the special hypothesis can be used. Meanwhile we have the 
following. 

Theorem 1. Let S be a polyhedral torus in R3• Then Sis a CST. 

PROOF. By the definition of a torus, we haveS= U := 1C/, where each C; 
is a 3-cell, and these 3-cells are arranged in cyclic order in S, as in 
Theorems 23.20 and 23.21, except that they are not necessarily polyhedra. 
Consider the two components Mf and M] of S- (Cf U C]). Each M/ is a 
3-manifold with boundary, and each of the sets Bd M/ is the interior of an 
annulus in Bd S. By Theorem 8.2, each M/ has a rectilinear triangulation 
K;, so that M/ becomes a PL 3-manifold with boundary. And each M/ is 
simply connected. By the Loop theorem it follows that M/ contains a 
polyhedral 2-cell !:J.; such that !:J.; n Bd M/ = Bd !:J.; and Bd !:J.; is not con­
tractible in Bd M/. Now Bd !:J.; decomposes the annulus Cl (Bd M/) into 
two annuli. (Proof by Theorem 27.2; any annulus can be regarded as PL.) 
It follows that Bd !:J.1 U Bd !:J.2 decomposes Bd S into two annuli A 1 and A 2• 

Consider the 2-spheres S/ = .11 u !:J.2 u A; (i = I, 2). By the PL SchOnflies 
theorem (Theorem 17.12), S/ is the boundary of a combinatorial 3-cell D/. 
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(This is the only point in the proof at which we use the hypothesis that S is 
a polyhedron in R3.) 

By Theorem 23.8, Bd S = Fr S. Let E = R3 - S. By Theorem 26.3, Bd S 
has a bicollar neighborhood N. Let N' = N- S. Then N' is connected. 
Since every point of E can be joined, by a broken line in E, to a point of 
N', it follows that E is connected. Since Bd D/ c S (i = l, 2), we have 
D/ c S, so that (1) Diu D] c S. Since A; c Fr S (i = l, 2), we have (2) 
Int Di n Int D] = 0. Finally, let P be a point of Int S, and suppose that 
P ft Dt, Since R3 - D? is connected, P can be joined to a point of E by a 
broken line in R3 - Df. Therefore P can be joined to a point Q of 
Bd S by a broken line in S- D[. Since Q E A 2, it follows that P ED]. 
Thus we have (3) S CD? U Df.. 

By (1), (2), and (3), .:l1 and .:l2 decompose S into two combinatorial 
3-cells D? and D], with D? n Di = .:l1 n .:l2• We now define cp: a 2 x [0, l] 
~sin such a way that a2 x [0, l/2]~D? and a 2 x [1/2, I]~Df.. D 

The use of the Loop theorem in the preceding proof was merely a 
matter of convenience; it enabled us to avoid an elaboration of the 
methods used in the proof of Theorem 17.12. 

Hereafter in this section, S will be a CST, with Bd S = T, in a PL 
3-manifold M 3. Let Jx be a polygon in T. If S has a cylindrical diagram in 
which Jx appears as the boundaries of the two bases a 2 X {0} and a 2 X { 1 }, 
then Jx is latitudinal in S. Let J be another polygon in T, in general 
position relative to Jx, in the sense that J intersects Jx only in "true 
crossing points." Suppose that no arc in J appears in the diagram as a 
broken line with both its end-points in the same base of a2 X [0, l ]. Then J 
is in standard position relative to Jx. 

Theorem 2. Let Jx be latitudinal in S, and let J be a polygon in T. Then there 
is a PLH h: M3~M3, s~s, such that h(J) is in standard position 
relative to Jx. And given any neighborhood W ofT, h can be chosen so 
that hi(M 3 - W) is the identity. 

PROOF. Evidently J can be moved into general position by a finite 
sequence of cellular PL homeomorphisms. By Theorem 27.1, J can be 
moved into general position by a PLH h1: M3~M3, s~s, such that 
h1I(M 3 - W) is the identity. Suppose that there is a broken line in h1(J) 
which appears in the diagram as a broken line with both its end-points in 
the same base of the cylinder. Then B can be moved across Jx by a cellular 
PLH T~ T. As before, this PLH can be extended to give h2: M3~M3, 
s~s, with hi(M 3 - W) equal to the identity. This process must 
terminate, giving us the desired h. D 

Theorem 3. Let Jx be latitudinal on S, and let 1 1, 1 2, .•. , Jn be disjoint 
polygons in T. Then there is a PLH h: M3~M3, s~s, such that each 
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set h(J;) is in standard position relative to Jx. And given any neighborhood 
W ofT, h can be chosen so that hi(M 3 - W) is the identity. 

PROOF. First move J 1 into standard position, as in the preceding proof, by 
a PLH h1• Then move h1(J2) into standard position, by a PLH h2, chosen 
so that h2h1(J1) is in standard position. (Note that h1(J1) may bound a 
2-cell in T- Jx, and this 2-cell may be moved across Jx by h2• If J 1 does 
not bound a 2-cell in T, then h2 can be chosen so that h2lh 1(J1) is the 
identity.) Inn such steps, we get the desired h = hnhn-l ... h2h1• 0 

Given a polygon J in T, let K be a triangulation of M 3 in which J forms 
a subcomplex, and let Z 1(J) be a generator of H 1(J) = H 1(J, Z). Letp, be 
a closed path which traverses J exactly once. Since ?T(S) and ?T(T) are 
already commutative, the canonical homomorphisms ?T(S)~H 1 (S, Z) and 
?T(T)~H1(T, Z) are isomorphisms. Therefore the conditions (1) Z 1(J)-O 
on T and (2) Z 1(J)-O on S are topologically invariant: they do not 
depend on the choice of K. Thus we may abbreviate them as (1') J -0 on 
T and (2') J -0 on S. And we know that J -0 on T (or S) if and only if J 
is contractible in T (or S). 

Theorem 4. Let J and Jx be polygons in T, such that Jx is latitudinal and J is 
in standard position relative to Jx. Let n be the number of points in J n Jx. 
Then Z 1(J)- nY 1 on S, where Y1 is a generator of H 1(S) = H 1(S, Z). 

PROOF. Let JY be a polygon in T which appears in the cylindrical diagram 
as a broken line with its end-points in the two bases. Let Y 1 be a !-cycle 
defined by an orientation of JY. Either orientation makes Y1 a generator of 
H 1(S), and one of them gives Z 1(J)-nY 1• 0 

Theorem 5. Let J be a polygon in T. If J- 0 on S but not on T, then J is 
latitudinal in S. 

PROOF. Let Jx be a latitudinal polygon inS. Let h be as in Theorem 2, so 
that h(J) is in standard position relative to Jx. Let n be the number of 
points in h(J) n Jx. Since J -0 on S, it follows that n = 0. Let <j>: a2 X 

[0, l]~S be the identification mapping. Then h(J) appears in a2 X [0, 1] 
as a polygon J' = </> - 1h(J), intersecting neither of the bases. Forming the 
join of J' with an interior point of the cylinder, we get a polyhedral 2-cell 
Ll, with Bd Ll = J' = Ll n Bd(a2 X [0, 1]). Thus <j>(Ll) and <j>(a2 x {0}) decom­
pose S into two combinatorial 3-cells whose intersection is the union of the 
two 2-cells. It follows, as in the proof of Theorem 1, that h(J) is latitudinal 
inS. Thus there is an identification mapping <j>': a2 x [0, l]~s, a2 x {0} 
~<t>(Ll). Now h- 1</>' is an identification mapping <j>", with </>"(a2 X {0}) = 
cp"(a2 X 1) = h - 1(Ll); and J = Bd h - 1(Ll). Therefore J is latitudinal, 
which was to be proved. 0 
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Theorem 6. Let J 1, J 2, ••• , Jn (n > I) be disjoint polygons in T, such that 
l; ~ 0 on T for each i. Let U be a component of T - U l;, and let A = U. 
Then A is an annulus, and Bd A = l; U J1 for some i, j. 

PROOF. By Theorem 3, we may suppose that all the polygons l; are in 
standard position relative to a latitudinal polygon Jx. There are now two 
cases. 

CASE 1. A appears in the boundary of the cylindrical diagram as a finite 
union of disjoint 2-cells, each of which intersects each of the bases in an 
arc. Since A is connected, A is an annulus or a Mobius band, and the latter 
is impossible, since T is orientable. Therefore A is an annulus, Bd A is not 
connected, and the theorem follows. 

CASE 2. A n Jx = 0. In the cylindrical diagram, Bd A intersects neither 
base, and so each component of Bd A is latitudinal. Therefore Bd A 
decomposes T into two annuli, one of which is A, and the theorem follows. 

D 

Theorem 7. Let J be a polygon in T, such that J ~0 on T, and let B be a 
regular neighborhood of J in T. Then Cl (T- B) is an annulus. 

PROOF. This follows from the preceding theorem. D 

Theorem 8. Let Jp J 2, ••• , Jn be disjoint polygons on T, such that l;~O on 
S for each i, and such that U l; carries a generator of H 1(S). Then each 
l; carries a generator of H 1(S). 

PROOF. As in the proof of Theorem 6, we may suppose that all the 
polygons l; are in standard position relative to a latitudinal polygon Jx. 
And obviously we may assume that n > 1. Now each component A of 
T- U l; is as in Case 1 in the proof of Theorem 6. It follows that the 
number of points in l; n Jx is a constant k, independent of i. It follows 
that k = I, so that each l; carries a generator. D 

Theorem 9. Let J be a polygon in T. If J- 0 on T, then J bounds a 2-cel/ in 
T. 

PROOF. By a PLH as in Theorem 2, J can be moved onto a polygon J' 
which is in standard position relative to a latitudinal polygon Jx. Since 
J -0 on T, we have J' -0 on T. By Theorem 4, J' intersects neither of the 
bases of the cylindrical diagram of S. Therefore J' is latitudinal or J' 
bounds a 2-cell in T. The former is impossible, since J' -0 on T. 
Therefore J' bounds a 2-cell in T, and so also does J. D 

Theorem 10. Let K be a polyhedron in T, such that K carries a generator of 
H 1(S). Let J be a polygon in T- K, such that J does not bound a 2-cel/ in 
T. Then J carries a generator of H 1(S). 
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PROOF. Let B be a regular neighborhood of J, sufficiently small so that 
B n K = 0, and let A= Cl (T- B). By Theorems 7 and 9, A is an 
annulus; and K cA. Let Bd A= J 1 U J2 = Bd B. Since J 1 carries a gener­
ator of H 1(A), it follows that J 1 carries a generator of H 1(S). Therefore 
J u J 1 U J2 carries a generator of H 1(S). Now apply Theorem 8. 0 

The following belongs to very elementary homology theory. 

Theorem 11. Let K 1 and K2 be complexes whose union is a complex K. Let 
zn be a cycle on K 1, such that zn -0 on K. Then there is a cycle yn, on 
K 1 n K2, such that (l) yn,__,zn on K 1 and (2) yn,.._,o on K2• 

PROOF. Let cn+l be an (n + 1)-chain on K, such that acn+l = zn. Let 
en+ I A K be the sum of all terms a.a.n+l of en+ I such that a.n+l E K Let I \ I I I I I· 

yn = zn- a (en+ I A KI). 

Then yn is a cycle, and yn- zn on K 1• To verify that yn is a cycle on 
K 1 n K2, we write 

cn+l = cn+l (\Kl + [ cn+I_ cn+l (\KIJ. 

Here the chain in brackets is a chain on K 2• Therefore 

zn = (Zn _ yn) + xn, 

where xn is a cycle on K2• Therefore yn = xn, yn is a cycle on K 1 n K2, 

and yn -0 on K2. 0 

Theorem 12. Let S be a CST in R3 (or S3), and let T = Bd S. Let .:l be a 
polyhedral 2-cel/ in Cl (R3 - S), such that J = Bd .:l = .:l n T, and such 
that J ""'0 on T. Then J carries a generator of H 1(S). 

PROOF. Let Z 1 be a generator of H 1(S); let N be a regular neighborhood 
of .:l, and triangulate R3 in such a way that S, .:l, N, and J form 
subcomplexes of the triangulation. Let 

D =SUN= S u Cl (N- S). 

Since N n Tis a regular neighborhood of J in T, and J""' 0 on T, it follows 
that Cl (T-N) is an annulus. Therefore Bd D is a 2-sphere. Therefore D 
is a 3-cell, and Z 1 - 0 on D. By the preceding theorem, there is a 1-cycle 
Y 1 on SnCl(N-S)=Nn T, such that Z 1-Y 1 on S, so that Y 1 

generates H 1(S). Since N n Tis an annulus, it follows that there is a cycle 
X 1, on a component J' of Bd (N n T), such that X 1 generates H 1(S). 
Since obviously X 1 is homologous on N n T to a cycle on J, the theorem 
follows. 0 

Evidently this theorem depends essentially on the hypothesis that S lies 
in R3 or S3. It is not hard to see that the theorem fails in any 3-manifold 
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that contains a projective plane. It also fails in any manifold that contains 
a "singular 2-cell whose boundary wraps around a fixed polygon more 
than once." The latter happens in lens spaces. (See Section 29.) 

Theorem 13. Let S be a regular neighborhood of a polygon J 0 in R3 (or S3). 

Let T = Bd S, let J be a polygon in T, such that J ~ 0 on T, and let ~ be 
a polyhedral 2-cell such that Bd ~ = J and Int ~ c R3 - S. Then J0 is 

unknotted. 

PROOF. Let Z 1 = Z 1(J) be an orientation of J. By the preceding theorem, 
Z 1 generates H 1(S). Let Jx be a latitudinal polygon in T. By Theorem 2, 
there is a PLH R3~R3, s~s, T~ T, moving J onto a polygon J' which 
is in standard position relative to Jx, and moving ~ onto a polyhedral 2-cell 
~'. By Theorem 4, J' crosses Jx exactly once. Now 10 u J' is the boundary 
of an annulus A in S, and J0 is the boundary of the polyhedral 2-cell 
~'uA. D 

The following is a corollary of the Alexander duality theorem, but has 
an elementary proof. 

Theorem 14. Let J be a polygon in R3 (or S3). Then H 1(R3 - J) ~ Z. And if 
Sis a regular neighborhood of J, with boundary T, and Jx is latitudinal on 
T, then Z 1(Jx) generates H 1(R3 - J). 

PROOF. In the fundamental group of R3 - J, we have generators 
g1, g2, ••• , gn, and relations of the form gigk-tl5j- 1gk ~e. When we make 
the group commutative, passing from 7T(R3 - J) to H 1(R3 - J), this says 
that g; ~ lS.i· Since J is connected, we can get from any generator to any 
other by this method, and so all generators are the same in H 1(R3 - J). 
And obviously Z 1(Jx) generates H 1(R3 - J). (See the geometric definition 
of the generators g;.) D 

Theorem 15. Let J be a polygon in R3 (or S3). Let S be a regular 
neighborhood of J. Then there is a polygon JY in T = Bd S such that 
Z 1(Jy) generates H 1(S) and Z 1(Jy)-O on Cl (R3 - S). 

PROOF. Let Jx be a latitudinal polygon in T. Now Z 1(Jx) generates 
H 1(R3 - J), and Cl (R3 - S) is a deformation retract of R3 - J. Since the 
inclusion Cl (R3 - S)~R3 - J induces an isomorphism 7T[Cl (R3 - S)J~ 
7T(R3 - J), it also induces an isomorphism H 1[Cl (R3 - S)J~H1(R3 - J). 
Therefore Z 1(JJ generates H 1[Cl (R3 - S)]. Let J 1 be a polygon in T 
which crosses Jx exactly once, so that Z 1(11) generates H 1(S). Then 

Z 1 (JJ)-nZ 1 (Jx) on Cl (R3 - S) 

for some integer n. We now cut 1 1 apart, at the point where J 1 crosses Jx, 

and insert a "helix," winding around S n times, in the appropriate 
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direction, getting a polygon JY such that Z 1(Jy)- 0 on Cl (R3 - S). Since 
JY crosses Jx exactly once, Z 1(Jy) generates H 1(S). 0 

By essentially the same method, we get a variant form of the Dehn 
lemma. 

Theorem 16. Let J be a polygon in R3 (or S3), and suppose that 7T(R3 - J) is 
commutative. Then J is unknotted. 

PROOF. If 7T(R3 - J) is commutative, then 7T(R3 - J) ~ H 1(R3 - J) ~ Z. 
Let S be a regular neighborhood of J, let Jx be latitudinal in T = Bd S, 
and take JY as in Theorem 15. Take the base point of the fundamental 
group of R3 - J as { P0 } = Jx n JY, and let p be a path which traverses JY 
exactly once. Since the canonical homomorphism 7T(R3 - J)--?H1(R3 - J) 
is an isomorphism, p is contractible in R3 - J. Therefore p is contractible 
in Cl (R3 - S). Now JY u J is the boundary of an annulus in S. Therefore 
J is the boundary of a singular 2-cell with no singularities on its boundary. 
By the Dehn lemma, J is unknotted, which was to be proved. 0 

Theorem 17 (Henri Poincare). There is a compact connected triangulated 
3-manifold which has the homology groups of a 3-sphere, but is not simply 
connected (and hence is not a 3-sphere). 

PROOF. Let J be a knotted polygon in S3, let S be a regular neighborhood 
of J, with Bd S = T, let Jx be latitudinal in T, and let JY be as in Theorem 
15, so that Z 1(Jy) generates H 1(S) and Z 1(Jy)-O on Cl (S3 - S). Let K1 

be a (rectilinear) triangulation of Cl (S3 - S), and let cp be a simplicial 
homeomorphism /K1 /~/K2 /, where K2 is a complex, and /K1/ n /K2/ = 0. 
Let T' = cp(T), J~ = cp(JJ, and J; = cp(Jy). Now identify T with T' by a 
PLH which identifies Jx with J; and JY with J~. After appropriate subdivi­
sions of K1 and K2, the resulting space forms a complex K. Evidently K is a 
triangulated 3-manifold. 

Lemma 1. K is orientable. 

PROOF. Assign to K1 and K2 orientations which induce opposite orienta­
tions of K1 n K2• This gives an orientation of K. 0 

Lemma 2. H 0( K) ~ H 0(83). 

PROOF. Because both K and S3 are connected. 0 

Lemma 3. H 1(K) = 0 ( = H 1(S3)). 

PROOF. Let Z 1 be a 1-cycle on K, and let Y 0 = 3 (Z 1 (\ K1). Since K1 n K 2 

is connected, Y 0 -0 on K1 n K2, and Y0 =3C 1, where C 1 is a !-chain on 
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K1 n K2• Thus 

Z 1 = Z 1 /\K1 + (Z 1 - Z 1 /\KI) 

= ( z I 1\ Kl - c I)+ ( z I - z I 1\ Kl + c I) 
= Yl + Yi, 

where Y/ and Yi are 1-cycles on K1 and K2 respectively. Let C~ be a 
2-chain on S3, such that ac~ = Yl, and let · 

X/ = Yi- a ( C~ 1\ KI). 
Then X/ is a cycle on K 1 n K2, and Xi- Yl on K 1 and hence on K. 
Similarly, Yi is homologous on K to a 1-cycle Xi on K1 n K2• But 
IK11 n IK2 1 is a torus, and H 1(K1 n K2) is generated by Z 1(J) and Z\JY). 
Since Z 1(Jx)-O on K2, and Z 1(Jy)-O on K 1, it follows that Z 1-0 on K, 
which was to be proved. D 

Lemma 4. HiK) = 0 ( = HiS3)). 

PROOF. By Lemmas 1 and 3, together with the Poincare duality theorem. 
[S T], p. 245. D 

Lemma 5. HiK) ~ Z ~ HiS3). 

PROOF. Because both K and S3 are orientable. D 

Thus K has the same homology groups as S3• Therefore Lemma 6 will 
complete the proof of Theorem 17. 

Lemma 6. IKI is not simply connected. 

PROOF. If JKJ is simply connected, then the homomorphism 

i*: ?T(T)___.,.?T(JKJ) 

induced by the inclusion T ___.,.IKI has a nontrivial kernel. By Theorem 26.4 
it follows that there is a 2-cell din IK1J (or JK2 J) such that Bd d = d n T, 
and such that Bd d is not contractible in T. It follows by Theorem 13 that 
J is unknotted in S3, which is false. D 

This example refuted an early conjecture of Poincare that the compact 
connected triangulated 3-manifolds were characterized by their homology 
groups. The surviving form of the Poincare conjecture asserts that if M is a 
compact, connected, and simply connected 3-manifold, then M is a 3-
sphere. The literature dealing with this is extensive but inconclusive. 

Theorem 18. Let M 2 be a polyhedral projective plane, in an orientable PL 
3-manifold M, and let N be a regular neighborhood of M 2• Then Bd N is 
a 2-sphere. 
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(This will be needed only in the following section.) 

PROOF. Let K be a triangulation of M 3 in which M 2 forms a subcomplex. 
Let 1/1 be the usual PL identification mapping [0, 1]2 ~ M 2, and let J = 
1/l(Bd [0, If), so that J is a polygon. Let N = N (M 2) be the regular 
neighborhood of M 2 in K, and let N (J) be the regular neighborhood of J 
inK. Let a= Cl [M 2 - N(J)]. Then a is a 2-cell. Let N' = Cl [N- N(J)]. 
Then N' is a 3-cell. (The proof is essentially the same as for a complete 
regular neighborhood of a polyhedral 2-cell: N' is the union of a sequence 
of 3-cells, each of which intersects the union of its predecessors in a 2-cell 
lying in the boundary of each.) 

Now N(J) is a CST, because M is orientable (Theorem 24.11). There­
fore N' n Bd N (J) is an annulus A 1, forming a regular neighborhood of 
Bd a in Bd N (J), and Bd a does not bound a 2-cell in Bd N (J). By 
Theorem 28.7 it follows that Cl [Bd N (J)- Ad is an annulus A2• Thus 
Bd A 1 = Bd A2 decomposes Bd N' into a union of A2 and two 2-cells a, 
and a2 lying in Bd N. Since Bd N = A2 U a, u a2, the theorem follows. 0 

Theorem 19. Let M 2 be a polyhedral 2-manifold, in a PL 3-manifold 
M 3 = IKI. Let a be a polyhedral 2-ce/1 such that Bd a= J =an J 2• 

Then J has an annular neighborhood in M 2• 

Note: Without a, this conclusion does not follow. For example, if J and 
M 2 are as in the preceding proof, then every regular neighborhood of J in 
M 2 is a Mobius Band. 

PROOF. We may suppose that M 2 and a form subcomplexes of K. Let N be 
the regular neighborhood of J relative to K. By a very special case of 
Theorem 24.12, N is a CST. Now an Bd N is a polygon, and anN is an 
annulus, so that an Bd N carries a generator of H 1(N). Now A = M 2 n N 
is a regular neighborhood of J in M 2, so that A is either an annulus or a 
Mobius band. It is not hard to show that the latter is ruled out by Theorem 
8. [] 

Under the conditions of Theorem 19, we can define an operation which 
splits M 2 U a apart at a. This is done as follows. By Theorem 19, a has a 
neighborhood in M 2 u a which is the union of two polyhedral 2-cells D 1 

and D2, where a c Int Di for i = 1, 2 and D 1 n D2 =a. Suppose that M 2, 

a, D 1, and D2 form subcomplexes of K, and let N (a) be the regular 
neighborhood of a in K, so that N (a) is a 3-cell, and N (a) n Di is an 
annulus Ai (i = 1, 2). To split M 2 u a apart at a, leaving D2 fixed, we delete 
Int A I and add the 2-cell a, c Bd N (a) such that Bd a, = Bd A I n 
Bd N(a) and such that a, n Bd A2 = 0. 

Theorem 20. Let M 2 be a polyhedral 2-manifold, in a PL 3-manifold M 3, 

and let a be as in Theorem 19. Suppose that M 2 ~ M~, under an operation 
which splits M 2 u a apart at a. Then x(M~) = x(M 2) + 2. 
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PROOF. By Theorem 21.10, when M 2 is split apart at J = Bd ~. the Euler 
characteristic is unchanged. When we add two new 2-cells, we have 
x(M 2)~x(M2) + 2. D 

PROBLEM SET 28 

Prove or disprove: 

1. GivenS c M 3 and T= Bd S as in this section; if J 1 and 12 are both latitudinal 
in T, then there is a PLH h: M3~M3, s~s. J1 ~J2• 

2. Given J c T, if J carries a generator of H 1(S), then J will be called longitudinal 
in T. If J 1 and J2 are longitudinal in T, then there is a PLH h: s~s. 1 1 ~12• 

3. Under the conditions of Problem 2, h can be chosen so that h has a PLH 
extension h': M3~M3• 

4. Show that the special case of Theorem 24.12 that is needed in the proof of 
Theorem 19 can be proved much more easily than Theorem 24.12. (Investigate 
N(~)). 

5. Suppose that in Theorem 18 we omit the hypothesis that M is orientable. Then 
the resulting proposition is true. 
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Stallings's example 

Here we give an example, due to Stallings [S], to show that if in Theorem 
26.4 we omit the hypothesis that M 2 is two sided in Int M 3, the resulting 
proposition is false. 

Let p and q be positive integers, with p > 2 and q <p. The lens space 
L(p, q) is defined as follows. Set up a cylindrical coordinate system in R3. 

Let B3 and S2 be the unit ball and its boundary, so that 

B3 = { (r, 0, z)lr2 + z2 < 1}, 

S2 = { (r, 0, z)lr2 + z2 = q. 
Each point (r, B, z) of S 2, with z ;;;;. 0, is identified with the point 

( r, 0 + 2;q , - z) E 8 2 

Let L(p, q) be the resulting space. It is not hard to check that L(p, q) is an 
orientable 3-manifold. And it will be easy to see, as we go along, that 
L(p, q) can be triangulated in such a way that all sets to be mentioned are 
polyhedra. Let </> be the identification mapping B3 ~ L(p, q). 

Now consider L(6, 1). Let B2 and S 1 be the unit ball and its boundary, 
in R2, which appears in the cylindrical coordinate system as the rO-plane. 
Then <t>IB2 is a singular 2-cell with singularities only on its boundary. Let 
IKI be a regular neighborhood of </>(B2) in L(6, 1). Then L(6, 1) -IKI is 
the interior of a 3-cell, so that 

'1T(L(6, 1))~'1T(IKI)~'1T(</>(B2)). 

But the latter group is isomorphic to the additive group Z6 of integers 
modulo 6. To see this, take the base point P in </>(81), and observe that 
every closed path with base point P0 is equivalent to a path in </>(8 1). 
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Therefore '1T(cf>(B2)) is generated by a closed path p which traverses cf>(S1) 

exactly once. Evidently p 6 ~ e, and no lower power of p is ~ e, because 
the corresponding 1-cycle (with integer coefficients) is not homologous to 0 
on cf>(B2). Now let 

Y = { (r, (}, z)i(r, (}, z) E B3 and z = r cos 3(} }, 

and let 

M 2 =cf>(Y). 

Note that Y is the join of the origin with a curve on S2; and since the 
periodicity of the function r cos 3(} matches the identification mapping cf>, 
it is easy to check that M 2 is a 2-manifold. There is a cell-decomposition of 
M 2 with one vertex, three edges, and one 2-face. Therefore 

x( M 2 ) = 1 - 3 + 1 = - 1. 

Since -1 is odd, it follows that M 2 is not orientable. By Theorem 22.6, we 
have 

X( M 2 ) = 1 - pI ( M 2 ) = - 1' 

so that p 1(M 2) = 2. Therefore '1T(M 2) is infinite, and the inclusion M2~ 
L(6, 1) induces a homomorphism '1T(M 2)~'1T(L(6, 1)) with a nontrivial 
kernel. 

Suppose now that Theorem 26.4 holds true, without the hypothesis that 
M 2 is two sided in M 3• Then there is a polyhedral 2-cell a c L(6, 1) such 
that Bd a= J =an M 2 and such that J is not contractible in M 2• We 
split M 2 u a apart at a, in the sense of Theorem 28.20. This gives a 
2-manifold M, with x(M) = x(M 2) + 2 = 1. There are now two cases to 
consider. 

CASE I. M is connected. By Theorem 22.11, M is a projective plane. Let N 
be a regular neighborhood of M. By Theorem 28.18, Bd N is a 2-sphere. 
By the simplest case of van Kampen's theorem it follows that '1T[L(6, 1)] is 
the free product of '1T(N) and '1T[Cl (L(6, 1)- N)]. This is impossible, 
because '1T(N)R:!'1T(M 2)R:JZ2 and '1T[L(6, l)]R:JZ6• (A free product is finite 
only if one of its factors is trivial.) 

CASE 2. M is not connected. Let the components of M be M 1 and M 2• We 
assert that at least one of the manifolds M 1 and M 2 is orientable. Suppose 
not. Then by Theorem 22.6 we have 

X( M I ) + X( M 2 ) = l -pI ( M d + 1 - pI ( M 2 ) = 1' 

and 

pi(MJ) + pi(M2) = 1. 

One of the terms on the left must be= 0. Ifp 1(M1) = 0, then x(M1) = 1, M 1 

is a projective plane, and we get a contradiction as before. A similar 
contradiction is reached if p 1(M2) = 0. 
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We may therefore suppose that M2 is orientable. Since x(M) is odd, M 
is not orientable. Therefore M 1 is not. Thus 

x(M) = 1-p 1(MJ) + 2- p 1(M2 ) = 1, 

and 

i(M,) + i(M2 ) • 2. 
If p 1(M2) = 0, then M2 is a 2-sphere, which is impossible, because J is not 
contractible in M 2• Therefore 

x(MJ) = 1, 

and M 1 is a projective plane, which is impossible, as in Case 1. 
Hereafter, we shall have no occasion to use singular 2-cells. We may 

therefore resume the notation D for 2-cells (regarded simply as sets of 
points). 

PROBLEM SET 29 

Here the terminology and notation of this section are used without further 
comment. Prove or disprove: 

1. Let N be a regular neighborhood of cj>(B2) in L(6, 1). Then Bd N is a 2-sphere. 

2. M 2 is a 2-sphere with one handle and one cross-cap. 

3. M 2 is a 2-sphere with three cross-caps. 

4. Verify directly that M 2 is not two sided in L(6, 1). 
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Let H and K be disjoint closed sets, in a topological space X, and let C be 
a closed set, disjoint from H and K. If X- C is the union of two disjoint 
open sets, containing Hand K respectively, then C separates H from K (in 
X). 

Theorem 1. Let X be a simply connected and locally connected topological 
space in which every connected open set is pathwise connected. Let H, K, 
C, and D be disjoint closed sets, and suppose that both H and K are 
connected. If CUD separates H from K (in X), then either C or D 
separates H from K. 

Evidently every simply connected polyhedron (finite or infinite) satisfies 
the conditions for X in this theorem; and in fact this is the only case in 
which the theorem will be needed. But the more general hypothesis is all 
that we need in the proof, even as a matter of convenience. 

PROOF. Suppose not, and let U be the component of X- C that contains 
H. Since X- C is locally connected, all components of X- C are open. 
Let V be the union of all components of X - C other than U. If K c V, 
then C separates H from K, contrary to our assumption. Therefore K c U, 
and there is a pathp, from a point P of H to a point Q of K, lying in U, so 
that jpj n C = 0. Similarly, there is a path q, from Q to P, such that 
jqj n D = 0. Now let ll be a polyhedral 2-cell. We regard the closed path 
pq as a mapping Bd ll ~X; Bd ll is the union of two arcs B 1, B2, between 
points P' and Q', these arcs being the domains of p and q. Now pq: Bd ll 
~X can be extended so as to give a mapping f: ll~ X. The sets f- 1( C) 
andj- 1(D) are closed and disjoint; andj- 1(C) n B 1 = j- 1(D) n B2 = 0. 

214 



30 Polyhedral interpolation theorems 

lfj-l(C) and]- 1(D) are arcs, each of which intersects Bd~ in a single 
point, then it follows thatf- 1(C) uf- 1(D) does not separate P' from Q' 
in Ll. (See Theorem 4.4. In this theorem, we let i be the Ll of the present 
proof.) Under the present more general conditions, the same conclusion 
follows, and the proof is substantially the same. Thus there is a path r, in 
Ll- [J- 1{C) U f- 1{D)], from P' to Q'; andf(r) is a path in X- (CuD), 
from P to Q, which contradicts the hypothesis for C u D. D 

Theorem 2. Let X, H, and K be as in Theorem 1. Let C be a closed set which 
separates H from K (in X), and suppose that C has only a finite number of 
components. Then some component of C separates H from K. 

PROOF. This follows from Theorem 1, by induction. D 

Theorem 3. Let M be a connected PL 3-manifo/d, let Hand K be disjoint 
closed sets in M, and let C be a closed set which separates H from K. Let 
Ll be a polyhedral 2-ce/1 in C, let J = Bd Ll, and suppose that Ll has a 
neighborhood in C of the form D 1 U D2, where D 1 and D2 are both 
polyhedral 2-cel/s, !::.. c Int D; for i = 1, 2, and D 1 n D2 = Ll. If C is split 
apart at Ll, leaving D2 fixed, then the resulting set C' separates H from K. 

PROOF. Here the splitting operation, for Cat Ll, leaving D2 fixed, is defined 
in exactly the same way as for M 2 U Ll, in the discussion just before 
Theorem 28.20. We choose a regular neighborhood N (Ll) such that N (Ll) n 
(H u K) = 0 and such that N (Ll) n Cl (D;- Ll) is an annulus A; with one 
of its boundary components in Bd N (Ll). Thus the sets Bd A; n Bd N (Ll) 
decompose Bd N (Ll) into two 2-cells Ll1, Ll2 and an annulus A'. (Here 
Bd Ll; = Bd A; n Bd N (Ll).) Under the splitting, 

c~ C' = (C- lnt A 1) U A1, 

so that Bd N (Ll) - C' = lnt A' U lnt !::..2• 

Now D2 n N(Ll) decomposes N(Ll) into two 3-cells ct, Ci, with Ll1 c 
Bd C? and Bd Ci = D2 u Ll2• If C' does not separate H from Kin M, then 
there is a broken line PQ, in M- C', joining a point P of H to a point Q 
of K. Then PQ can be forced off c? into M- C, which contradicts the 
hypothesis for C. D 

Let S 2 be a 2-sphere, and let </> be a homeomorphism S 2 X [0, l]~X. 
Then X is a spherical shell. Evidently S2 X [0, 1] and X are 3-manifolds 
with boundary, and 

so that 
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Theorem 4. Let X be a spherical shell in R3 (or S3). Then there is a 
polyhedral 2-sphere B in Int X such that B separates B0 from B 1 in R3 

(and hence in X). 

PROOF. Let N be a finite polyhedral closed neighborhood of B0 (in R3) 

such that N is a 3-manifold with boundary and N n B 1 = 0. By Theorem 
23.8, Bd N is the frontier of N in R3; and since Bd N separates B0 from B 1 

in R3, it follows that some component M~ of Bd N separates B0 from B1• 

Since X is connected, we have M~ c Int X. Since M~ is a component of 
the frontier of a 3-manifold with boundary in R3, it follows that M~ is two 
sided in R3 (Theorem 26.1). If Mf is simply connected, then Mf is a 
2-sphere, and we are done. If not, the inclusion M~~Int X induces a 
homomorphism '1T(Mf) ~ 'IT(Int X) with a nontrivial kernel. By the ex­
tended form of the Loop theorem (Theorem 26.4) it follows that there is a 
polyhedral 2-cell .:l such that Bd .:l = .:l n M~ and Bd .:l is not contractible 
in Mf. By Theorem 28.19, Bd .:l has an annular neighborhood in Mf. 
Therefore C = M~ U .:l satisfies the conditions of Theorem 3. We split 
M'f u .:l apart at .:l, getting a polyhedral 2-manifold C' which also separates 
B0 from B1• . 

If C' is connected, let Mff = C'. Then p 1(Mff) = p 1(Mf)- 2. (Theorem 
28.20). If C' is not connected, then neither component of C' is a 2-sphere, 
since Bd .:l is not contractible in Mf. In this case, let Mf be a component 
of C' which separates B0 from B1• Then p 1(Mi) < p 1(M~)- 2. Thus any 
sequence of splitting operations must terminate, with p 1( M !) = 0. This 
gives the desired 2-sphere. D 

Theorem 5. Let C1 and C2 be topological 3-cells in R3 (or S3) such that 
C1 c Int C2 and such that Cl (C2 - C1) is a spherical shell. Then there is 
a polyhedral 3-cell C such that 

C1 c lnt C, C c lnt C2• 

PROOF. Let B be a polyhedral 2-sphere in Int Cl (C2 - C1), such that B 
separates Bd C1 from Bd C2 (in R3 or S3). Let C be the closure of the 
component of R3 - B (or S3 - B) that contains C1• Then Cis a polyhedral 
3-cell. D 

Let M be a torus, and let <1> be a homeomorphism M X [0, !]~ Y. Then 
Y is a toroidal shell. Evidently Y is a 3-manifold with boundary, with 

Bd Y = T0 U T1 (T; = <i>(M X {i})). 

Theorem 6. Let Y be a toroidal shell in R3 (or S3). Then there is a polyhedral 
torus T C lnt Y such that T separates T0 from T1 (in R3 and hence in Y). 

PROOF. As in the proof of Theorem 4, let N be a finite polyhedral 
neighborhood of T0, such that N is a 3-manifold with boundary, disjoint 
from T1• By Theorem 2 (with X = R3), some component C of Bd N 
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separates T0 from T1 in R3, and C must lie in Int Y. We now use splitting 
operations, as before, to obtain a compact connected 2-manifold T c 
Int Y, two-sided in R3, and separating T0 from T1 in R3, such that the 
inclusion i: T ~Int Y induces a homomorphism i*: ?T(T)~?T(Int Y) with 
a trivial kernel. There are now two possibilities. 

(I) ker i* is trivial because ?T( T) is trivial. It follows that T is a 2-sphere. 
Let Y0 and Y1 be the closures of the components of Y- T, with T; c Y;. 
By the simplest case of van Kampen's theorem it follows that ?T( Y) is the 
free product of ?T( Y0) and ?T( Y1). (There are no amalgamations to worry 
about, because T = Y0 n Y 1 is simply connected.) A free product is com­
mutative only if one of its factors is trivial. Since ?T( Y) ~ ?T( 7;), and the 
group of a torus is commutative, it follows that one of the sets Y;, say, Y0, 

is simply connected. But this is absurd: ?T(T0) ~ Z + Z; the inclusion 
}: T0~ Y induces an isomorphism}*: ?T(T0)~?T(Y), which must have a 
trivial kernel; and therefore the inclusion k: T0~ Y0 of T0 into the smaller 
space Y0 must induce a homomorphism with a trivial kernel. 

(2) ker i* is trivial but ?T( T) is not. Then i*( ?T( T)) is isomorphic to a 
nontrivial subgroup of Z + Z. Therefore ?T(T)~Z or ?T(T)~Z + Z. Now 
T is a 2-sphere with h handles and m cross-caps, with m < 2. It is not hard 
to show that if m > 0, then the union of the mid-curves of the cross-caps 
carries a 1-cycle of order 2. Since ?T(T) is commutative, ?T(T) ~ H 1(T), and 
so in either of the above cases, H 1(T) has no element of finite order. 
Therefore T is orientable. Therefore ?T( T) ~ Z implies that p 1( T) = I, 
which is impossible for a sphere with handles; and so ?T( T) ~ Z + Z, 
p 1(T) = 2, and Tis a torus, which was to be proved. D 

In the preceding proof and elsewhere, we are avoiding the use of the 
fact that every compact 2-manifold in R3 is orientable. 

Theorem 7. Let S 1 and S2 be (topological) solid tori in R3 (or S3) such that 
S1 c Int S2 and Cl (S2 - S1) is a toroidal shell. Then there is a combina­
torial solid torus (CST) S such that S 1 c Int S and S c Int S2• 

PROOF. By Theorem 6 there is a polyhedral torus Tin lnt Cl (S2 - S 1), 

separating Bd S 1 from Bd S2• Let S be the closure of the component of 
R3 - T that contains S 1• (This is of course the bounded component.) We 
shall show that S is a CST. 

Consider the homomorphism i*: ?T(T)~?T(Int S0, induced by the in­
clusion T--+lntS2• We have ?T(T)~Z+Z and ?T(IntS2)~Z, and so i* 
has a nontrivial kernel. It follows that there is a polyhedral 2-cell ~ such 
that ~ c Int S2 and Bd ~ = ~ n T, and such that Bd ~ is not contractible 
in T. There are now two cases to consider. 

CASE 1. lnt ~ c lnt S2 - S. We shall show that this is impossible. We split 
T U ~ apart at ~. as in Theorem 3. This operation replaces T u ~ by a 
2-sphere, bounding a 3-cell C 3, and from Theorem 3 it follows that 
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S 1 c Int C 3• Therefore every closed path in S 1 is contractible in S2, which 
is absurd, because S 1 is a retract of S2• 

CASE 2. Int ~ c Int S. Let K be a triangulation of Int S2, in which T and ~ 
form subcomplexes, and let N be the regular neighborhood of ~ in K. 
Then Bd N intersects S in the union of two polyhedral 2-cells ~ 1 and ~2, 

having the properties stated for ~. And Bd ~ 1 u Bd ~2 decomposes T = 

Bd S into two annuli (one of which is N n T). Exactly as in the proof of 
Theorem 28.1, it follows that S is a CST. 0 

LetS be a solid torus, and let J be a 1-sphere in lnt S. Let~ be a 2-cell, 
let S 1 be a 1-sphere, and suppose that there is a homeomorphism cp: ~X 
S 1 ~ S, and a point P of Int ~, such that J = cp(P X S 1). Then J is a spine 
of S. Let J be a spine of S, let P0 E J, and letpJ be a closed path with base 
point P0, traversing J exactly once. Then PJ generates 7T(S, P0) and 
7T(Int S, P 0). 

Theorem 8. Let S 1, S, and S2 be as in Theorem 7, let J be a spine of S 1, and 
let P0 E J. Then PJ generates 7T(S) = 7T(S, P0). 

Note that we are not claiming merely that there is an S which satisfies 
the conditions of both Theorems 7 and 8. We claim also that every S as in 
Theorem 7 satisfies the conditions of Theorem 8. The difference will be 
important later. 

PROOF. Let q be a closed path which generates 7T(S) = 7T(S, P0). Then 
PJ ~ qn in 7T(S) for some n, and so PJ ~ qn in 7T(S2). Now PJ generates 
7T(S2) = 7T(S2, P0). Therefore q ~ PJm in 7T(S2) for some m, and PJ ~ qn ~ 
ppm in 7T(S2). Since PJ freely generates 7T(S2), it follows that nm = 1. 
Therefore n = ± l,PJ ~ q± 1 in 7T(S), andPJ generates 7T(S), which was to 
be proved. 0 

Theorems 4 and 6 above were first proved in [Md, together with various 
generalizations and extensions. Their proofs, in [M1], were extremely 
complex. The simple scheme of proof used here is due to Shalen [ S d· 

The theorems in this section have (we hope) natural motivations. But 
this is far from true of the definitions and theorems in the next few 
sections. To get some notion of what we are driving at, in the next five 
sections, the reader may find it worthwhile to skip ahead and examine the 
following definitions and theorems, in the reverse of the stated order. The 
point is that the last results on the list are intuitively intelligible, and their 
2-dimensional forms are familiar, from Sections 6 and 8. On the other 
hand, the purposes of Sections 31-33 are not likely to be clear unless one 
knows how their results will be used. Once the theorems cited below have 
been read, in the reverse order, the following may serve as a rough 
indication of how they fit together. 
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(1) Section 31 sets up an apparatus to be used, in the following section, 
to construct "pseudo-cells." 

(2) The approximate content of Section 32 is conveyed by Theorem 32.1 
and the discussion preceding it. These pseudo-cells are going to be used as 
barriers, to "tame oscillations of a surface," in the proof of Theorem 33.1. 

(3) Theorem 33.1 is a PLH approximation theorem, for small regular 
neighborhoods of finite linear graphs with no end-points. This is the first 
step in the proof of Theorem 34.1. 

(4) Theorem 34.1 is used in the proof of Theorem 35.1, which extends 
Theorem 33.1 to the noncompact case. 

(5) We use Theorem 35.1 to prove Theorem 35.2, and thereafter we are 
on familiar ground: Theorem 35.2 is simply the 3-dimensional version of 
Theorem 6.4. As in dimension 2, the PLH approximation theorem leads to 
both the triangulation theorem and the Hauptvermutung. See the remarks 
at the end of Section 8. 

PROBLEM SET 30 

Prove or disprove: 

1. Following are various ways in which we might change the hypothesis of 
Theorem 1. After which (if any) of these changes would the theorem remain 
true? 
(a) X is not required to be locally connected. 
(b) It is not required that every connected open set in X be pathwise connected. 
(c) Neither H nor K is required to be connected. 
(d) K is not required to be connected. 

2. Suppose that in Theorem 4 we allow X to lie in any PL 3-manifold M 3, rather 
than in R3 or S3• Then the resulting proposition is true. 

3. Investigate the analogous generalization of Theorem 6. 

4. In the proof of Theorem 6, why is)* an isomorphism ?T(T1)~-Hr(Y)? 

5. In the Proof of Theorem 6, how do we know that every nontrivial subgroup of 
Z + Z is isomorphic to Z or to Z + Z? 

6. Suppose that in Theorem 3 the set C is not required to be closed. Is the theorem 
still true? (Note that the proof given above does not work in the more general 
case; if C is not closed, then we do not know that every component of M - C is 
broken-line-wise connected.) 

7. Suppose that in Theorem 2 we omit the hypothesis that (1) C has only a finite 
number of components, and replace it by the hypothesis that (2) C is compact. 
Is the resulting proposition true? 

8. Suppose that in Theorem 2 we use neither of the hypotheses (1) and (2) (See 
Problem 7). Then what happens? 
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31 Canonical configurations 

Consider the configuration, in the right-hand half of the xy-plane in R3, 

shown in Figure 31.1. 

y 

P; 

Figure 31.1 

Here each lj is a point; ljPj+l is the segment from Pj to lj+ 1; each Dj 
is a 2-cell, with ljlj+ 1 c Int Dj; Dj n Dj+ 1 is a 2-cell; and D; n D;+ 2 = 0. 

We rotate this entire configuration about the y-axis in R3. Thus the 
points lj give circles~; the segments ljlj+ 1 give annuli Aj; the 2-cells Dj 
give solid tori sj> with boundaries 

'lj = Bd 5); 

and Aj c Int 5j for eachj. Let 

and let 
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31 Canonical configurations 

be a homeomorphism. Let 

Sj=h(~), 1j'=h(1j). 

For j = i, i + I, i + 2, let ~" be a polyhedral solid torus, with 

Bd S/' = 1)", 

such that 

A) c Int S/', S/' c Int Sj. 

Suppose that the sets 1)" are in general position relative to one another, in 
the sense that each intersection 1)" n 7)'~ 1 is a finite union of disjoint 
polygons, at which 1)" and 1)'~ 1 cross one another. 

The entire apparatus described above will be called a canonical config­
uration. 

Theorem 1. Given sets Ap Dp and a homeomorphism h, as in the definition of 
a canonical configuration, there are polyhedral solid tori ~" which give a 
canonical configuration. 

PROOF. The theorem follows by repeated applications of Theorem 30.7. D 

Theorem 2. In a canonical configuration, each of the sets Jj and J}+ 1 carries 
a generator of 'TT(S/')· 

PROOF. This follows by repeated applications of Theorem 30.8. D 

Theorem 3. In a canonical configuration, S;" n S/~ 2 = 0. 

PROOF. By hypothesis, D; n D;+ 2 = 0. Therefore S; n S;+ 2 = 0 = S;' n 
S/+ 2 • Since ~" c Sj. the theorem follows. 0 

Theorem 4. In a canonical configuration, let J be a polygon in a set 
1)" n 7)'~ 1• Then either (I) J carries a generator of 'TT(~") and a generator 
of 'TT( Sj~ 1) or (2) J bounds a 2-ce// in 1)" and a 2-ce// in 1)': 1• 

PROOF. Fork= j,j +I, leth be a path which traverses J~ exactly once, so 
that pj generates 'TT(~") and Pj+ 1 generates both 'TT(S/') and 'TT(S/~ 1) (Theo­
rem 30.8). Let pj and P)+ 1 be close PL approximations of pj and pj+I> so 
that pJ and P)+ 1 have the same properties. Let Z/ and Zj~I be the 
corresponding 1-cycles. Then Z/ is a cycle on ~, - ~~~ I> and Zj ~ 1 is a 
cycle on ~, n s;~ 1• From the homotopy between pJ and pj + 1 we get a 
homology 

Z 1 +Z 1 -aC 2 
j+l- j - ' 

where C 2 is a chain on S/'. Let 

J)~ 1 = zj~ 1 - a ( C 2 !\ s;~ 1). 
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Then 1)~ 1 generates H 1(S/: 1), and 1)~ 1 is a cycle on 1)': 1 n Int SJ'. Thus 
the union 11)~ 11 of the !-simplexes which appear in 1)~ 1 with nonzero 
coefficients carries a generator of H 1(S/: 1). If J is a component of 
1)" n 1)': 1, then J n 11)~ 11 = 0, and so, by Theorem 28.9, J bounds a 
2-cell in 1)': 1 or J carries a generator of H 1(S/: 1). In the latter case it 
follows that J carries a generator of 7T( s;: 1), the point being that 7T( ~~: 1) is 
commutative. 

By the same argument, working in the other direction, J bounds a 2-cell 
in 1)" or J carries a generator of 7T(SJ'). 

Moreover, if J bounds a 2-cell in TJ·", then J does not carry a generator 
of 7T(S/: 1) (and similarly the other way round). If so, the kernel of 

i*: 7T(s;: 1 )~7T(s; u s;+ 1) 

would be all of 7T(SJ'+ 1), which is impossible, because s; u s;+ 1 is a solid 
torus; and since J)+ 1 c ~~: 1, it follows that s;: 1 carries a generator of 
7T(Sj u S)+ 1). The theorem now follows. D 
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Let K be a }-dimensional complex, in a PL 3-manifold M, and let N be a 
regular neighborhood of K. Then for each edge a 1 of K there is a 2-cell D, 
"orthogonal to a 1 at the mid-point P of a 1"; D n K= {P}; and the 2-cells 
D decompose N into a collection of polyhedral 3-cells Cv, each of which 
contains exactly one vertex v of K. The sets Cv will be called the dual cells 
of N. If K is appropriately subdivided, then the edges a 1 can be made of 
arbitrarily small diameter, and the neighborhood N can thus be chosen so 
that the sets Cv are of arbitrary small diameter. The 2-cells D will be called 
splitting disks of N. 

Now let h be a homeomorphism N ~ M', where M' is a PL 3-manifold 
but h is not necessarily PL. Then N' = h(N) will be called a tube, and the 
images of the splitting disks of N will be called splitting disks of N'. 
Similarly, the images of the dual cells of N will be called dual cells of N'. 

By an open 2-cell we mean a set which is homeomorphic to the interior 
of a 2-cell. Let U be an open 2-cell, in a PL 3-manifold M, and let J be a 
1-sphere, such that U n J = 0 and [J = U u J. Let P be a point of U, and 
suppose that U - P is a polyhedron. Then the set E = U u J is called a 
pseudo-cell. We define 

J= Bd E, U= Int E. 
(In the case in which Eisa 2-cell, this agrees with our previous definitions 
of Bd and Int.) 

The case of interest is that in which U is not a polyhedron. In this case, 
P is determined by U, and P will be called the center of E. If U is a 
polyhedron, then any point P of U can be regarded as the center. There 
are simple examples to show that a pseudo-cell E need not be a 2-cell; in 
fact, the pseudo-cells that we shall construct in this section will not even be 
locally connected, at their boundaries, except in remarkable special cases. 
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Theorem 1. Let N, K, and h: N~N' c R3 be as in the definition of a tube. 
Let D be a splitting disk of N, and let {P} = D n IKI. Let C1 and C2 be 
the dual cells of N such that C1 n C2 = D, and let v1 and v2 be the 
vertices of K that they contain. Let 

D'=h(D), 

K' = h(K), 

C/ = h(Ci), P' = h(P), 

v; = h(vJ 

Let W be a closed neighborhood of Int D'- { P'}, lying in C{ U c;_, such 
that 

WnBd(C{uC2)=BdD' and WniK'I={P'}. 

Then there is a pseudo-cell E, with center at P', such that (1) Bd E = 

Bd D', (2) E C W, and (3) Int E separates v~ and v; in Int (C{ U C2_). 
Thus (4) E n IK'I = { P'}. 

PROOF. In the proof, we shall be concerned not with all of N, but merely 
with C1 U C2• Therefore, without loss of generality, we may regard D as a 
closed circular region, with center at the origin P, in the xz-plane in R3. 

We decompose Int D - { P} into a doubly infinite sequence 

... ,A -2• A -I• Ao, AI, A2, ... 

of concentric annuli, such that 

Ai n Ai+l = 1i = Bd Ai n Bd Ai+l· 

For each i, let Si be a solid torus, containing Ai in its interior. We choose 
the sets si in such a way that any three successive sets Si, si+ I• and si+2 

are as in the definition of a canonical configuration. Let 

1/ = h(1i ), S/=h(Si); 

and let S/' be as in the same definition, so that A; = h(A;) c Int S/', 

1/ c Int S/' n Int s:~ I• S/' c Int S/, 
and the sets 

T;" = Bd S/' 
are in general position relative to one another. We choose the sets Si so 
that S/ c W for each i. It follows that S/' c W for each i. Evidently 
Cl [ U i Ai] = U i Ai U { P} U BdD. We may therefore choose the sets Si in 
sufficiently small neighborhoods of the annuli Ai so that 

Cl [ L! Si] = U Si U { P } U Bd D. 
I 

It follows that 

Cl [ L! S/] = U S/ U { P'} U Bd D'. 
I 

Under all these conditions, we have the following. 

224 



32 Handle decompositions of tubes 

Lemma 1. Let X be a subset of U; S/ u {P'}, containing P', such that each 
set X n S/ is closed. Then (I) Cl X c XU Bd D', so that (2) X is closed 
in lnt( c; u C~). 

Here by (2) we mean that when Int ( c; u C2) is regarded as a space in 
itself, X forms a closed set. 

PRooF. Let Q E Cl X- X. Then Q is not a limit point of any one set 
X n S/. Therefore Q fl. U ;S/ U {P'}. It follows that Q E Bd D', so that 
(I) holds. Since Bd D' n Int ( c; U C2) = 0, (2) follows. Note that the set 
Int ( c; u C2) is a PL 3-manifold, relative to a triangulation which is 
rectilinear in R3. D 

By Theorem 31.4 we have: 

Lemma 2. Let J be a component ofT;" n T/~ 1 • Then either (I) J bounds a 
2-cel/ in T;" and a 2-cel/ in 1';'~ 1 or (2) J carries a generator of H 1(S/') 
and a generator of H1(S/~ 1 ). 

Let 

K= U T~;. L = U T~;+l- U Int s~;. 

Thus K is a 2-manifold; and by general position, L is a 2-manifold with 
boundary. For each i, 

Lemma 3. M 1 is closed in Int ( c; U CD, and separates v; from v; in 
Int ( c; u C2). 

PROOF. The first of these conclusions follows from Lemma I. To prove the 
second, we note that Int D separates v1 from v2 in Int (C1 u C2); and this 
property is preserved by h. Therefore Int D' separates v; from v; in 
Int ( c; u C2). Now U; S/' is a neighborhood of Int D' - { P'}, and so the 
set 

V= U S/"U {P} 
j 

has the same separation property. Therefore so also does the frontier Fr V. 
Since Fr V c M 1, the lemma follows. D 

PROOF OF THEOREM 1, CONTINUED. We now perform the following opera­
tions on the set M 1• All these will leave P' and Bd D' fixed, and will 
preserve the conditions of Lemma 3. 

STEP I. Let J be a component of T~; n T~; _ 1 or of T~; n T~; + 1, such that J 
bounds a 2-cell DJ c T~;, and such that J is inmost in T~;, in the sense that 
Int DJ contains no polygon satisfying the conditions for J. We then split 
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M1 apart at DJ, in the sense of Theorem 30.3, working inside Int S~;' and 
keeping r;_; fixed under the splitting. (Here the set Int ( C{ U C2) is being 
used as the M of Theorem 30.3.) The resulting set M 2 then separates v; 
from v; in Int ( C{ u C2), and is closed in Int ( C{ u C2), as in Lemma 1. 
We repeat this until no such polygons J remain. For a given T].;, the 
process terminates in a finite number of steps. We deal with the sets T].; in 
the order i = 0, I, - I, 2, - 2, .... We assert that the resulting M 3 has 
the same separation property as the original M 1• If not, there is a broken 
line B, in Int (C{ U CD- M3, from v; to v;. Since B avoids a neighbor­
hood of Bd D', it follows that the separation property fails after some 
finite number of steps, which is impossible. 

STEP 2. Consider what has happened to the components C of L, lying in 
the sets T].; + 1• These are of three types. 

TYPE 1. It may be that every component J of Bd C bounds a 2-cell in 
T].;+ 1• Then J bounds a 2-cell in T].; (or T].;+ 2). In Step I, each J has been 
forced off of T].; (or T].;+ 2), and the resulting hole has been filled with a 
2-cell. Let C' be the resulting set. Then C' is a compact 2-manifold, C' is 
open in M 3, and 

Thus C' and M2 - C' are closed in Int ( c; u C2), and obviously C' does 
not separate v; from v2 in lnt (C{ U C2). It follows, by Theorem 30.1, that 
M3 - C' separates v; from v2 in Int ( C{ U C;). We now delete all the sets 
C', of Type I, one at a time, from M3• (This is Step 2.) Let the resulting set 
be M4• Then M4 is closed in Int (C{ u C2), and M4 separates v; from v; in 
Int (C{ U C2). (As before, if the separation property failed for M 4, then it 
would fail after some finite number of deletions of sets C', which is 
impossible.) 

TYPE 2. It may be that exactly two components J and J' of Bd C carry 
generators of H 1 ( s;,; + 1), and J and J' lie in the same set r;_; (or T].; + 2). 

After Step I, C is replaced by an annulus C', with Bd C' = J u J' 
(Theorem 28.6). Now T].; is the union of two annuli B1 and B2, with 
common boundary J u J' (Theorem 28.6 again). Thus B1, B2, and C' 
satisfy the conditions for Mf, Mi, and Mf in Theorem 26.7. Since Int C' 
lies in the exterior R3 - S].; of B1 U B2 = T].;, it follows from Theorem 26.7 
that either (I) Int B1 lies in the bounded component I of R3 - (B2 U C') or 
(2) Int B2 lies in the bounded component of R3 - (B1 U C'). We choose the 
notation so that (I) holds. Obviously I contains neither v; nor v;. There­
fore, given that M 4 separates v; from v2 in Int (C{ u C2), it follows that 
M4 - Int C' has the same property. We delete the sets Int C', one at a time, 
from M4 • (This is Step 3.) Let the resulting set be M5• As before, M5 

satisfies the conditions of Lemma 3. 
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TYPE 3. It may be that exactly two components J and J' of Bd C carry 
generators of H 1(S2;+ 1), with J c T2;, J' c T2;+ 1. Then the splitting opera­
tions in Step 1 replace C by an annulus C'. For each T2;+ 1, we deletefrom 
M5 all but one of the sets Int C' of Type 3. (This is Step 4.) The resulting set 
M 6 satisfies the conditions of Lemma 3. (The verifications are as in 
the preceding steps.) 

There is no fourth type. That is, for each component C of L, the 
number k of boundary components of C that carry generators of H 1(S2;+ 1) 

is either 0 (as for Type 1,) or 2 (as for Types 2 and 3). We cannot have 
k = 1, because then a generator of H 1(S2;+ 1) would bound a 2-cell in 
T2;+ 1• By Theorem 28.6, we cannot have k > 2. 

Thus we have replaced M by a set 

M6= U T2;u U B2i+l U {P'}, 
i i 

where (1) B1;+ 1 is an annulus, with one boundary component in T2; and 
the other in T2;+1' (2) 

(3) M6 is closed in Int (C{ U C2), and (4) M6 separates v; from v; in 
Int ( c; u C2). 

We are now almost done. Each set T2; is decomposed by the set 
(Bd B2;_ 1 u Bd B2;+ 1) n T2; into two annuli. Delete the interior of one of 
these (at random) from M 6• This gives a set U, with the same separation 
property as the original M 1, such that U is an open 2-cell and U- { P'} is 
a polyhedron. By Lemma 1, [J c U u Bd D', and it is not hard to verify, 
from the separation property, that [J = U U Bd D'. Therefore U U Bd D' 
is the pseudo-cell E that we wanted. D 

Theorem 2. Under the conditions of Theorem 1, E can be chosen so that 
(C) U C2)- E has exactly two components U1, U1, and such that for 
i = l, 2 we have (5) E c Fr U; and (6) Bd C/ n Bd N' c Fr U;. 

PROOF. Evidently v; can be joined to a point of Bd C/ n Bd N' by an arc 
B; inC/- D'. For appropriate choice of W, we have B; n E = 0. Now the 
sets Int (Bd C/ n Bd N') are connected. It follows that these sets lie in the 
components U; of (C) U C2)- E that contain the points v; (i = 1, 2). 
Therefore Bd C/ n Bd N' c Fr U; (i = 1, 2). 

Evidently Int E- { P'} is a polyhedral 2-manifold in R3. Thus every 
point Q of Int E- { P'} has a polyhedral 3-cell neighborhood CQ which is 
the union of two polyhedral 3-cells CQ, 1 and CQ, 2, intersecting in a 2-cell 
DQ c Int E- { P'}. It follows that each set Fr U; contains all or none of 
each set Int DQ. Since Int E- { P'} is connected, it follows that each set 
Fr lf; contains all or none of Int E- {P'}. Since E separates v; from v; in 
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Int ( c; u C2), the latter is impossible. Thus 

Fr U; :J (Bd C( n Bd N') u E, 

f~r i = I, 2. Since DQ decomposes CQ into two 3-cells, which lie in V1 and 
U2, there cannot be any third component of ( c; u C2) - E, and the 
theorem follows. D 

For each edge e = v;vj of K, let 

C( = h(C;). 

CJ = h(CJ, 

For each e, we choose a closed neighborhood We of Int n;- {P;}, in such 
a way that each We satisfies the conditions for W in Theorems I and 2, 
and such that every two (different) sets We are disjoint. For each e, let Ee 
be the E given by Theorems 1 and 2. Thus Ee is a pseudo-cell with center 
at P;, and we have (I) Bd Ee = Bd n;, (2) Ee C We, (3) Int Ee separates v; 
from vj in Int (C( U Cj), and (4) Ee n IK'I = {P;} (for every e = v;v). 
(Here we have merely translated Theorem I into a more general notation.) 
For each vertex V; of K, le~ _ _vv, = V; be the component of N' - U e Ee that 
contains v;, and let C;" = V;. 

We assert that N' = U; C;", and that the sets C;" fit together in the 
same way as the dual cells C: of N'. Thus: 

Theorem 3. Under the conditions just stated, the sets We can be chosen so 
that (7) each set C/' contains only one vertex of K', (8) the sets C;" lie in 
arbitrarily small neighborhoods of the sets C(, (9) N' = U; C;'', and ( 1 0) 
C:' intersects S" (i =I= j) only if K has an edge e = v;vi' in which case 
C;" n C/' = Ee. 

It ought to be evident that the above is what we have already done. A 
formal proof is obtainable as follows. 

PROOF. For each e, let ce, I and ce, 2 be two 3-cells intersecting in De, such 
that ce, I u ce, 2 is a neighborhood of De in N. We choose these so that 
they lie in small neighborhoods of the sets De, and so that the closure of 
N - u ( ce, I u ce, 2) is a finite union of disjoint 3-cells (one for each 
vertex). We now apply Theorems 1 and 2, using ce I and ce 2 as the cl 

and C2 of Theorems I and 2. Thus c;, 1 u c;, 2 can 'be "split 'into exactly 
two halves" by a pseudo-cell Ee. Now each of the desired sets C;'' can be 
formed as the union of (I) a component of N'- U e<c:. 1 u c;, 2) and (2) 
the union of an appropriate collection of "halves" of sets of the type 
c:. 1 u c:.2· D 

Theorem 4. Let E be a pseudo-cell with center P', in R3, and let 8 be a 
positive number. Then there is a polyhedral 2-cell Ll1, lying in N (P', 8), 
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such that (1) J = Bd ~1 = ~ 1 n E and (2) J bounds a 2-cel/ DJ in E, 
containing P' in its interior. 

PROOF. Let C3 be a polyhedral 3-cell in N (P', 8), containing P' in its 
interior, such that C 3 n E lies in a 2-cell in E n N (P', 8), and such that 
Bd C 3 is in general position relative to E, in the sense that Bd C 3 n E is a 
finite union of disjoint polygons, at which Bd C 3 and E "cross one 
another." Since Bd C 3 n E separates P' from Bd E in E, some one 
polygon in Bd C 3 n E does so, and this polygon bounds a 2-cell ~ in 
Bd C 3• Choose ~ so that ~ is irreducible with respect to its stated 
properties. Then every component J of ~ n £, other than Bd ~, bounds a 
2-cell DJ in(£- P') n N (P', 8). These polygons in~ n E can be removed 
from ~ by splitting ~ U DJ apart at DJ, starting with a 2-cell DJ which is 
inmost in E. In a finite number of such steps, we get the desired 2-cell ~ 1 • 

D 
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33 PLH approximations 
of homeomorphisms, 
for regular neighborhoods 
of linear graphs in R3 

Theorem 1. Let K be a finite connected !-dimensional polyhedron in R3, such 

that K has no end-points. Let U be an open set containing K, and let h be 

a homeomorphism U ~ R3. Let e be a positive number. Then there is a 

regular neighborhood N of K, lying in U, and a PL homeomorphism 

f: N~x cR3, 

such that (1) X is a neighborhood of K' = h(K) and (2) f is an e­

approximation of hiN. 

Here (2) means that for each point P of N, 

d(h(P),f(P)) <E. 

It is evident that if Theorem 1 holds as stated, then it also holds when 
(l) K and U lie in the interior of the star of a vertex, in a triangulated 
3-manifold M? and (2) h is a homeomorphism of U into the interior of the 
star of a vertex in a triangulated 3-manifold M]. The hypothesis that K has 
no end-points is not logically necessary, but it is convenient; see Lemma 8 
below. And generality need not concern us at the moment, because 
Theorem 1 will be superseded by Theorem 35.1 and other more general 
results. 

PROOF. We shall regard K as a finite complex. For each vertex v of K, let 
St v be the star of v in K. Evidently, by a suitable subdivision, we can 
make the diameters 81St vi as small as we please. Since K is compact, hiK 

is uniformly continuous. Therefore we may assume that 

8h(ISt vi)< e/4 

for each v. The scheme of the proof will be (l) to define N in such a way 
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that if Cv is a dual cell of N, and C~ = h( CJ, then 

/3C~ < e/4, 

and (2) to define X= f(N) in such a way that X is a neighborhood of K', 
and such that for each vertex v of K, f( Cv) is a polyhedral 3-cell, 
containing v' = h(v) in its interior, such that 

It will then follow that f is an e-approximation of h. 
First we choose N as a sufficiently small regular neighborhood of K so 

that /3C~ < e j 4, for each v. This can be done, because if N is a sufficiently 
small neighborhood of K, then the sets C~ will lie in any preassigned 
neighborhoods of the sets h(!St vi). Now for each splitting disk D = De of 
N we choose E = Ee as in Theorems 32.1-32.3. Thus the sets E decompose 
N' = h(N) into a finite collection of sets C~', each containing exactly one 
vertex v' of K' = h(K); and two sets c~;, C~~ intersect if and only if v 1 and 
v2 are the end-points of an edge of K. By (8) of Theorem 32.3, the sets C~' 
can be chosen so as to lie in arbitrarily small neighborhoods of the sets C~. 
Therefore we have: 

Lemma 1. The dual cells Cv, and the sets C~', can be chosen so that for each 
v, 13C~' < e/4. 

And the following is evident: 

Lemma 2. There is a polyhedral 3-manifold X with boundary, such that (1) X 
is a neighborhood of K' = h(K), (2) X c Int N', and (3) Bd X is in 
general position relative to each pseudo-cell E, in the sense that each 
nonempty intersection En Bd X is a 1-manifold, at which E and Bd X 
"cross one another." 

Lemma 3. X can be chosen so that if J is a component of a set E n Bd X, 
then J does not bound a disk in Int E- { P'}. 

(Here, as usual, P' is the center K' n E of the pseudo-cell E.) 

PROOF. Given X as in Lemma 2, suppose that some such J bounds a disk 
D1 in E- { P'}. Then some such J is inmost in E, in the sense that 

Bd X n Int D1 = 0. 

We split D1 U Bd X at DJ> leaving E fixed in the splitting process. (This 
operation may add to or subtract from X, according as Int D1 lies in 
E- X or in Int X.) This reduces the total number of components of the 
sets En Bd X. Therefore, in a finite number of such steps, we get an X 
which satisfies the conditions of Lemma 3. D 
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Lemma 4. We may also assume that each set E n Bd X is a single polygon. 

PROOF. The components of E n Bd X appear in E in topologically the 
same way as concentric circles in a circular disk. Therefore, if some set 
E n Bd X contains more than one polygon, it must contain two polygons 
J 1 and J 2 such that J 1 U J 2 is the boundary of an annulus A, with 
Int A c E-X. We then split A U Bd X apart at A, leaving E fixed. (This 
operation replaces X by a larger set.) This reduces the total number of 
components of all sets E n Bd X. Therefore, in a finite number of such 
steps, we get an X which satisfies the conditions of Lemmas 1-4. D 

Lemma 5. X can also be chosen so that both X and Bd X are connected. 

PROOF. The first part is trivial: delete from X all components of X except 
the one which contains K'. (We recall that K is connected.) To get the 
second part, add to X all components of R3 - X except the unbounded 
component (which contains Bd N'). Let X' be the result. Then Bd X' 
separates K' from Bd N' in R3. Therefore some component B of Bd X' has 
the same property (Theorem 30.2). Since B is a compact connected 
polyhedral 2-manifold in R3, R3 - B has only one bounded component, 
and the latter contains K' (Theorem 26.6). Therefore B is all of Bd X', as 
desired. D 

Lemma 6. Under the conditions of the preceding lemmas, each set 

C~' n BdX 

is a connected polyhedral 2-manifold A~ with boundary, and Bd A~ lies in 
the union of the pseudo-cells E that lie in C~'. 

PROOF. All this is trivial, except perhaps for connectivity. Let Xv be the 
component of X n c:' that contains v'. Then v' lies in XV- Fr XV, and so 
Fr Xv separates v' from the "point at infinity" in R3. Now for each set Ee 
that lies in C~', Fr Xv contains the set Xv nEe, which is a disk. By 
Theorem 30.2, some component B of Fr Xv separates v' from the "point at 
infinity." Obviously B contains each set of the form Xv n Ee. Let 
A~ = B - Ue lnt (Xv n Ee). Then A~ is a connected 2-manifold with 
boundary, and Bd A~ c Ue C~' n Ee. Since Bd X is connected, it follows 
that A~ is all of C~' n Bd X, and the lemma follows. D 

By a Loop theorem disk (LTD) we mean a polyhedral disk .:l such that 
(1) .:l c Int N'- K', (2) .:l n Bd X= Bd .:l, and (3) Bd .:lis not contractible 
in Bd X. 

Lemma 7. Under the conditions of the preceding lemmas, we may also assume 
that no set C~' contains an LTD. 

PROOF. Suppose that C~' contains an LTD A. If An E =I= 0 for some E, 
then .:l can be moved slightly off of E into C~' - E, preserving the LTD 
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property. We may therefore assume that 1:!:. n E = 0 for each E. Now split 
f). u Bd X apart at !:!:.. This gives a polyhedral 2-manifold M 2, lying in 
Int N' and separating K' from Bd N' in R3. Some component Mf of M 2 

also separates, and forms the frontier of an X' which has all the stated 
properties of X. If M 2 is connected, then 

x(M 2 ) = x(Bd X)+ 2, 

p 1(M 2 ) = p 1(Bd X)- 2. 

If M 2 is not connected, then M 2 - Mf is a 2-sphere with at least one 
handle, and 

p 1(Mf} < p 1(Bd X)- 2. 

Thus the splitting operation (and perhaps the deletion of one component 
of the resulting set) reduces p 1(Bd X). Thus in a finite number of steps we 
get an X as in Lemma 7. D 

Lemma 8. Given a set c~;, and a pseudo-eel/ EI lying in c~;. Let (). be a 
polyhedral disk lying in c~: n lnt N', such that (1) Bd 1:!:. = 1:!:. n £ 1, (2) 
Bd 1:!:. bounds a disk in E 1, containing the center P{ of E 1 in its interior, 
and (3) f). intersects no other set C~~· Then !l intersects K'. 

Since, by hypothesis, K has no end-points, this lemma is intuitively 
clear: 1:!:. separates c~; as if c~; were a polyhedral 3-cell. But since c~; is 
not, in general, either a polyhedron or a 3-cell, the proof requires the 
following technicalities. 

PROOF. Suppose that (). n K' = 0. Let DI be the disk in EI, bounded by 
Bd !:!:., so that P{ E Int D1• Let P~ be the center of some pseudo-cell 
E2 =!= E1 that lies in c:' (K has no end-points). Then K' n Cv" contains an 

I I 

arc P{ P1_, between P{ and P1_, and P{ P2 n !l = 0. It follows that there is a 
broken line x2x1, from a point x2 of Int £ 2 to a point x 1 of Int D1 - {P;}, 
such that x2x1 intersects Fr c~; only at x2 and x1, and such that x2x1 n !l = 
0. (To get the last of these conditions, we merely take x 2x 1 in a sufficiently 
small neighborhood of P{P2 c K'.) We may choose x 1 in the interior of a 
2-simplex in D1• It follows that there is a broken line B = x2x 1y 1, contain­
ing x2x 1, such that B crosses Int £ 1 at x 1 and B intersects Fr c~; only at x2 

and x1• 

We now apply Theorem 32.4 to £ 1, replacing a small disk in Ep 
containing P{ in its interior, by a polyhedral disk. We do this in such a way 
that the new polyhedral disk is disjoint from B. This replaces D1 by a 
polyhedral disk D{ with the same boundary. Let S 2 = !l u D{. Then S 2 is a 
polyhedral 2-sphere, and x2 andy 1 lie in different components of R3 - S 2• 

But this is impossible, because y 1 can be joined to x2 by a path in 
R3 - S 2 : first we go fromy 1 to a pointy2 near Bd £ 1, by a path close to E 1 

but disjoint from £ 1 and fromD{; then we go fromY2 to a pointy3 near 
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Bd E2, by a path close to c~; n Bd N'; and finally we go fromy3 to x2 by a 
path close to E2• This contradiction completes the proof. 0 

Lemma 9. Under the conditions of Lemmas 1-7, Int N' contains no LTD. 

PROOF. Suppose that .:lis an LTD lying in Int N'. We may suppose that .:l 
is in general position relative to the pseudo-cells E, in the sense that each 
component of each set E n .:l is either a polygon J lying in Int E n Int .:l 
or a broken line B intersecting Bd .:l and Bd X precisely in its end-points; 
in either case, .:l and E cross one another at J or B. 

Suppose that some set E n .:l contains a polygon J c Int .:l. Then J 
bounds a disk .:lJ c Int .:l; and we may suppose that .:lJ is inmost in .:l, in 
the sense that .:lJ contains no other such polygon. It follows that .:lJ lies in 
a single set C~'. Let EJ be the disk in E bounded by J. Since .:11 n K' = 0, 
it follows by the preceding lemma that EJ does not contain the center of E. 
Therefore J (together with any components of E n .:l that may lie in 
Int EJ) can be eliminated from .:l by a familiar splitting process. Thus 
hereafter we may assume that no set E n .:l contains a polygon. 

Suppose that some component of E n .:l is a broken line B, with its 
end-points in Bd .:l. Then Bd B lies in the polygon J = E n Bd X, and J is 
the union of two broken lines B 1 and B2 whose end-points are those of B. 
Thus one of the polygons B u B; bounds a disk D in Int E- { P'} (where 
P' is the center of E); and D can be chosen so as to be minimal, in the 
sense that D contains no other component of E n .:l. Suppose that Bd D = 
B U B1• Then we can move B onto B1 by a PLH, dragging .:l behind us. 
This gives a polyhedral disk .:l' = .:1 1 u .:12, with .:l' n Bd X= Bd .:l u B 1• 

Now one of the disks .:l; (say, .:11) must be an LTD, since otherwise Bd .:l 
would be contractible in Bd X. Now .:1 1 can be moved off of E, into one of 
the two sets c:' that contain E. This gives a new LTD .:1;. This operation 
reduces the total number of components of all sets E n .:l. Thus in a finite 
number of steps we get an L TO which lies in a single set C~', contradicting 
Lemma 7. 0 

Consider now the inclusion i: Bd X ~N'- K', and the induced homo­
morphism 

i*: 'IT(Bd X)~'IT(N'- K'). 

By Lemma 9, together with the extended form of the Loop theorem 
(Theorem 26.4), we know that ker i* = {0}, so that i* is injective. We shall 
show also the following. 

Lemma 10. i* is an isomorphism '1T(Bd X)~'IT(N'- K'). 

PROOF. It will be sufficient to show that i* is sutjective. There are trivial 
examples to show that this is not a consequence of injectivity; we need to 
use the fact (straightforwardly demonstrable) that there is a homeomor-
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phism 
<j>: Bd N X (0, l)~Int N'- K'. 

Let 

X 1 =X-K', x2 = Int N'- Int XI, 

so that 

X 1 u X 2 = Int N'- K', 

For any choice of the base point P0 in Bd X, we need consider only PL 
paths in forming the fundamental group 7T(Bd X)= 7T(Bd X, P0). Evidently 
every PL closed path in Int N'- K', with base point P0, is equivalent to a 
finite product of PL closed paths in X1 and PL closed paths in X2• We shall 
show that every PL closed pathp in X 1, with base point P0, is equivalent in 
7T(Int N'- K, P0) to a PL closed path r in Bd X. Since X1 and X2 are 
essentially symmetric, relative to the product structure induced by <j>, the 
analogous result will also follow for X 2, which will complete the proof of 
the lemma. 

Now X 1 lies in a set of one of the types <j>(Bd N x [e, 1)) and <j>(Bd N x 
(0, e]), where 0 < e < 1 and the indicated intervals are half open, contain­
ing e but not 1 or 0. Hereafter we suppose that 

X 1 C <i>(Bd N X (0, e ]), 

so that <j>(Bd N X [e, 1)) c X2. Suppose also that e is the smallest number 
for which the above condition holds. It follows that Bd X 1 ( = Bd X) 
intersects <j>(Bd N X { e} ). Let P 0 be a point of Bd X n <j>(Bd N X { e} ). 

Letp be a PL closed path in X1, with base point P0• Obviously there is a 
closed path q1 in <j>(Bd N X { e }), with base point P 0, such that 

p;;;;:.q1 in7T(IntN'-K',P0 ). 

To get such a q1, we merely follow p by the transformed projection 
<j>(P X {t})~ <j>(P X {e}). Now q1 is a closed path in X 2• Taking PL 
approximations, we get a PL closed path q in X2, with base point P0, such 
thatp;;;;;:. q in 7T(N'- K', P0), and such that the equivalence can be realized 
by a PL mapping 

t[;: [0, 1 t-?lnt N'- K', 

as in Figure 33.1, with t[;(t, 0) = p(t), t[;(t, 1) = q(t) for each t, and t[;(O, u) 
= t/;(1, u) = P0 for each u. Let 

G = tf;- 1(itf;l n Bd X). 

(In the figure, all edges drawn solid are supposed to be in G.) By slight 
changes inp and q, preserving all the above conditions, we arrange so that 

p(t) E Int X 1, q(t) E lnt X2, 

for 0 < t < l. Thus the top and bottom edges RS and UT of [0, if 
intersect G only at their end-points. Let V E Int UT and W E Int RS. 
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R q W S -------- ... --

Po Po 

------------u p V T 

Figure 33.1 

Then G separates V from Win [0, 1]2, because l[;(G) separates l[;(V) from 
1[;( W) in 11/11- By Theorem 30.2, some component G1 of G also separates V 
from W, and obviously G1 must intersect both UR and ST. It follows that 
there is a broken line BinG, from a point of UR to a point of ST. Let r be 
a path which traverses B exactly once, "from left to right," as in the figure. 
Then cp(r) is a PL closed path in Bd X, with base point P0, and p ~ r in 
?T(Int N' - K'). As indicated earlier, this is sufficient for the proof of the 
lemma. D 

Lemma 11. Bd X and Bd N are homeomorphic. 

PROOF. By Lemma 10, ?T(Bd X)~ ?T(Bd N). Therefore H 1(Bd X)~ 
H 1(Bd N), so that p 1(Bd X)= p 1(Bd N). By Theorem 26.8, these spaces 
are orientable. Now we apply Theorem 22.9. D 

Lemma 12. Every set A~ is either a disk or a disk with holes. 

PROOF. Evidently each A~ is a sphere with holes and possible handles. If no 
set A~ has any handles, then a direct computation gives p 1(Bd X) = 

p 1(Bd N), which we know to be correct. If some A~ had a handle, then it 
would follow that p \Bd X) > p 1(Bd N), which is false. D 

For each vertex v of K, let 
Av = Bd Cv n Bd N. 

Lemma 13. There is a PLH j: Bd N ~ Bd X such that for each v, f (Av) = 
A~. 

PROOF. First we arrange the vertices of Kin an order v 1, v2, ••• , vn, in 
such a way that for A; = Av,, the union U ~= 1 A; is connected for each}. 
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Now two sets A; and A1 intersect if and only if v; and v1 are the end-points 
of an edge of K. Thus 

A; n A1 'I' 0 ~ AI n A) 'I' 0; 

and each such nonempty intersection is a polygon. 
Since A1 and Ai are disks with the same number of holes (or, equiv­

alently, k-annuli for the same k,) there is a PLHj1: A 1 ~Ai, andj1 can be 
chosen so that 

Such an f 1 can be defined by repeated applications of Theorem 5.4, which 
asserts that every PLH between the boundaries of two polyhedral disks can 
be extended so as to give a PLH between the disks. The theorem is applied 
in the way suggested by Figure 33.2. Here we wantj1(Jk) = Jk, to get anj1 

Ji 

(a) (b) 

Figure 33.2 

satisfying (1). First we define !M1: J 1 ~J{. Then we extend ! 1 to the 
dotted disk which joins J 1 to J 2, mapping it onto the corresponding strip 
joining J{ to J~. Then we extend again, so that J2 ~J~. Similarly for the 
other polygons J;, J(. Finally, extend j 1 to the rest of A 1 (which is the 
interior of a polyhedral disk.) 

Inductively, suppose that we have given 

j-1 

./.i-1: U A; ~ 
i= I 

j-1 

U A;, 
i= I 

such that fori<; j- 1, and for every k, we have 

A; n Ak 'I' 0 ~ ./.i- 1 (A; n Ak) =A; n A~. 

Consider A1. At least one boundary component J 1 of~ lies in U~::A;. 
Suppose that some other boundary component J2 of A1 also lies in 
U 1::: 11A;. Take an arc PS on J 1 and an arc QR on J 2, and join these by a 
polyhedral disk in Ai' as in Figure 33.3. (We choose the notation in such a 
way that P, Q, R, and S appear in the stated cyclic order on the boundary 
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J( 

(a) (b) 

Figure 33.3 

of the new disk.) Take a disk in Aj, joining the image arcs P' S' = 
jj_ 1(PS), Q' R' = jj_ 1(QR). Then the image points P', Q', R', and S' 
appear in the stated cyclic order on the boundary of the second disk, 
because otherwise Bd X would contain a Mobius band. Therefore Jj_ 1 can 
be extended so as to map the first dotted disk onto the second. 

We do this for every polygon in A1 n U ~:: Ai. For the other boundary 
components of Ap we proceed merely as in the definition of f 1• Then we 
extend the mapping to the rest of Ai' as in the definition of f 1• 

By induction, the lemma follows. 0 

PROOF OF THEOREM 1, CONTINUED. By Theorem 32.4, for each pseudo-cell 
E we can replace the disk E n X by a polyhedral disk E' which differs 
from En X only in an arbitrarily small neighborhood of the center P' of 
E. The mapping f: Bd N ~ Bd X, given by the preceding lemma, can now 
be extended so as to map each splitting disk D = cvl n CVz onto the 
corresponding set E'. Now fis defined on each set Bd C0 , andf(Bd C0 ) is 
a polyhedral 2-sphere. Of course, we take f to be PL. By repeated 
applications of Theorem 18.2, f can be extended to all of N, so as to give a 
PLH as in the conclusion of the theorem. D 
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Theorem 1. Let K be a polyhedral 3-ce/1 in R3, let h be a homeomorphism 
K ~ R3, and let e be a positive number. Then there is a PLH j: K ~ R3 

such that f is an e-approximation of h. 

PROOF. Given such a K, there is a PLH <J>: K~Int K; and</> can be chosen 
so as to be arbitrarily close to the identity. Now the homeomorphism 
hi<J>(K) can be extended to a neighborhood of the polyhedral 3-cell </>(K). If 
j' is a sufficiently close PLH approximation of hi<J>(K), then f = f'(</>) will 
be an e-approximation of h. Thus we may assume, with no loss of 
generality, that the original h can be extended to a neighborhood U of K. 

We suppose that K has been subdivided into "small" simplexes; the 
degree of smallness will be prescribed later. We also suppose that K is 
subdivided in such a way that in the link L(v) of a vertex v (that is, the set 
of all simplexes of St v that do not contain v), the interior of an edge never 
separates two vertices from one another. (This condition will be needed in 
the proofs of Lemmas 9 and 10 below.) 

Let N be a regular neighborhood of the !-skeleton K 1 of K, lying in U. 
N can be chosen so as to lie in an arbitrarily small neighborhood of K 1• In 
N, we take splitting disks De, containing the mid-points of the edges e of K. 
These decompose N into dual cells C0 , each of these containing exactly 
one vertex v of K. For each v, let S(v) be the "half-star" of v in Kl, that is, 
the set K 1 n C0 • We choose N in such a way that hiN has a close PLH 
approximationj1, such thatj1(N) is a neighborhood of h(K 1). 

As in the preceding section, for each set A c U, let 

A'= h(A). 

For each set A c N, let 
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We shall show that the homeomorphism 

hJ(K UN): K U N~R3 

has an e-approximation which is a PLH. The restriction of this PLH to K 
will then satisfy the conditions of Theorem 1. 

For each 2-simplex (J of K, let N" be the union of the dual cells of N 
that contain vertices of (J. Then N" is a solid torus. 

Lemma 1. There is a regular neighborhood N of K 1, and a PLH 

f 1: N~N" cR3, 

such that 

(1) N" is a neighborhood of h(K 1). 

(2) D ;' n a' =I= 0 only if e is an edge of (J. 

(3) C~' n a' =I= 0 only if v is a vertex of (J. 

( 4) N ;' is a neighborhood of J' = Bd (J'. 

(5) f 1 is an (e/3)-approximation of hJN. 

The proof is by Theorem 33.1. Conditions (2)-(5) hold whenever f 1 is a 
sufficiently close approximation of hJN. Note that in Lemma 1, N can be 
chosen so as to lie in any given neighborhood of K 1, and so N and f 1 can 
be chosen so that N" lies in any given neighborhood of h(K 1). 

Now there are solid tori S 1 and S2 such that (a) N" c Int S2, (b) S 1 is a 
neighborhood of the union of Bd a and the half -stars S ( v) of the vertices v 
of (J in the complex K 1, (c) Cl ( S2 - S 1) is a toroidal shell, and (d) J = Bd a 

is a spine of Na (in the sense of Theorem 30.8). If f 1 is a sufficiently close 
approximation of hJN, then we will have (e) N;' c Int S2. And after f 1 has 
been chosen, S 1 can be chosen so that (f) s; c Int N;'. Thus s;, N;', S~, 
and Bd a' satisfy the conditions for S 1, S, S2, and J in Theorem 30.8. Thus 
we have the following. 

Lemma 2. Under the conditions of Lemma I,f1 can be chosen so that for each 
a, J' = Bd (J' carries a generator of 'TT(N;'). 

Lemma 3. Each set a' has arbitrarily small polyhedral 3-ce// neighborhoods 
C" such that Bd C" is in general position relative to Bd N" and such that 
Bd C" n Bd N" is in general position relative to each set Bd D;'. 

(Here the term general position is meant in one of its usual senses.) 

PROOF. Each (J has arbitrarily small 3-cell neighborhoods C1 and C2 such 
that Cl ( C2 - C 1) is a spherical shell. Therefore (J' has the same property. 
By Theorem 30.5, (J' has arbitrarily small polyhedral 3-cell neighborhoods. 
To move Bd C" and Bd C" n Bd N" into general position, we make minor 
adjustments. D 
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Lemma 4. Let C be a polyhedral 3-cell neighborhood of a set (J'. If C lies in a 
sufficiently small neighborhood of (J', then the set 

Bd c n Bd N;' n Bd N" 

carries a generator of H 1(N;'). 

PROOF. Let 'T be a polyhedral disk in K, such that 'T n K 2 = Bd (J = Bd 'T. 

Then 

(J' n T' = Bd (J' = Bd T'. 

Let C and C' be polyhedral 3-cell neighborhoods of (J' and 'T1 respectively, 
sufficiently small so that C intersects C~' only if v E (J, and so that 
C n C' c lnt N;'. By (4) of Lemma I, J' carries a generator of 1r(N;'). 
Since Int C n lnt C' is a neighborhood of J', it follows that Int C n Int C' 
carries a generator Z 1 of H 1(N;'). Since Z 1-0 on C', it follows that Z 1 is 
homologous on C n C' to a cycle Zl on Bd C. Thus Zl is a cycle on N;', 
and generates H 1(N;'). Since Zl-0 on Bd C, it follows that Zl is 
homologous on Bd C n N;' to a 1-cycle Z] on Bd C n Bd N;' c Bd N"; 
and the lemma follows. D 

Lemma 5. Under the conditions of Lemmas 1 and 2, there is a collection 
{C.,} of polyhedral 3-cells (one for each (J) such that (1) C., is a 
neighborhood of Bd (J', (2) C., n C~' =I= 0 only if v is a vertex of (J, (3) each 
set Bd C., is in general position relative to Bd N", (4) each set Bd C., n 
Bd N" is in general position relative to each set Bd D;', (5) different sets 
C., intersect only in Int N", (6) each set Bd C., n Bd N;' n Bd N" carries 
a generator of H 1(N;'), and (?)for each vertex w of K, and each 3-simplex 
(] 3 of K not containing w, w' lies in the unbounded component of 

R 3 -[ U c~'u U c .. ]· 
vEa3 aca3 

Finally, (8) the sets C., can be chosen so that the sets Bd C., lie in 
arbitrarily small neighborhoods of the corresponding sets (J' U N ;'. 

The proof is by Lemmas 3 and 4. Note that by these lemmas we easily 
get the following stronger conditions as well: (I') C., is a neighborhood of 
(] 1, and (8') the sets C., can be chosen so as to lie in arbitrarily small 
neighborhoods of the corresponding sets (] 1 • Note also that (7) holds 
whenever U vE.,J C~' lies in a sufficiently small neighborhood of 
UvE.,Jh(S(v)) (where S(v) is the half-star of v in K 1) and the sets C., lie 
in sufficiently small neighborhoods of the corresponding sets (] 1 • In Lemma 
5 we have stated (1) and (8) rather than (1') and (8'), because the latter 
conditions would not necessarily be preserved by Operations 1 and 2, 
defined below. 

Consider now the following two geometric operations, to be performed 
on the sets C.,. 
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Operation 1. Let J be a polygon in a set Bd C~' n Bd N" n Bd C0 • 

Suppose that J bounds a disk 

DJ cBd C~', 

such that DJ intersects no splitting disk n;' of N", and such that Int DJ 
intersects no set C7 ( T =I= a). We add DJ to Bd C0 , and split the resulting 
polyhedron apart at DJ, leaving Bd N" fixed under the splitting. This 
replaces Bd C0 by the union of two disjoint polyhedral 2-spheres S 1, S2; 

and one of these, say S 1, is the boundary of a polyhedral 3-cell c; which is 
a neighborhood of Bd a'. Operation 1 replaces Co by c;. 

Lemma 6. Operation 1 preserves the conditions of Lemmas I, 2, and 5. 

PROOF. The less trivial verifications are as follows. (2) of Lemma 5 holds 
because Bd c; n C~' =I= 0 only if v is a vertex of a. (5) of Lemma 5 holds 
because different sets Bd c;, c; intersect only in Int N ". (7) of Lemma 5 is 
preserved because it is preserved by (a) the operation which adds DJ to 
Bd C0 and (b) the splitting operation, which moves the resulting set into an 
arbitrarily small neighborhood of itself. D 

Operation 2. Let B be a broken line in a set Bd C~' n Bd N" n Bd C0 , 

such that the end-points x andy of B lie in a set Bd D ;'; and suppose that 
no other point of B lies in any splitting disk of N". Let B' be a broken line 
from x toy in Bd n;'; and suppose that BuB' bounds a disk DJ in 
Bd C~' n Bd N", such that lnt DJ intersects no set Bd C7 • (Note that DJ 
cannot contain a splitting disk, because DJ c Bd N".) Operation 2 drags B 
homeomorphically across Bd n;', preserving Bd N", so that x andy are 
deleted from Bd n;' n U Bd C7 and no new intersection points are in­
troduced. See Figure 34.1. (We may think of this operation as an isotopy, 
but it need not be defined as such.) 

X 
X 

y y 

(a) Before (b) After 

Figure 34.1 

Lemma 7. Operation 2 preserves the conditions of Lemmas 1, 2, and 5. 

PROOF. The verifications are all trivial. D 

Evidently Operation 1 reduces the total number of components of 
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Bd N" n U Bd C.,, and Operation 2 reduces the number of points in 

[ U Bd D;'] n U (Bd N" n Bd C.,). 

If we iterate these operations, perhaps in alternation, the process must 
terminate. Thus we have: 

Lemma 8. Subject to the conditions of Lemmas 1, 2, and 5, the sets C., can be 
chosen so that Operations 1 and 2 are both impossible. 

Hereafter we suppose that the conditions of Lemmas 1, 2, 5, and 8 are 
satisfied. 

Lemma 9. No set Bd C., n Bd C~' n Bd N" contains a polygon. 

PROOF. Suppose that such a set contains a polygon J. By general position, 
J lies in the interior of the k-annulus 

A;=BdC~'nBdN". 

J bounds a disk DJ in Bd C~'. We may suppose that J is inmost in Bd c:', 
in the sense that DJ can be chosen so as to contain no other such polygon. 
It follows that J separates two components J 1, J2 of Bd A; from one 
another in A;, since otherwise Operation 1 could be performed. But this is 
impossible for the following reasons. For each r E K, with v as a vertex, 
the set Bd CT n Bd N" carries a generator of H 1(N;'). Therefore, if e1 and 
e2 are the edges of r that contain v, then the set 

A; n Bd cT = Bd C~' n Bd N" n Bd cT 
contains a broken line joining a point of Bd n;; to a point of Bd n;~. But 
K is a triangulated 3-cell; and we assumed at the outset that K was 
subdivided in such a way that in the link L(v), the interior of an edge 
never separates two vertices from one another. It follows that for each two 
edges e and e' of K containing v there is a sequence a 1, a2, ••• an of 
2-simplexes of K, all containing v, with a; =fo a for each i, such that (1) 
e C a 1, (2) e' can, and (3) for each i < n, a; and a;+ 1 have an edge in 
common. It follows that for each i < n there is a broken line in Bd C~' n 
Bd N", joining a point of D;; to a point of D;;+,' lying in A; n Bd C.,,, and 
hence not intersecting Bd C.,. Hence J cannot separate J 1 from J2 in A;, 
and the lemma follows. D 

Lemma 10. No set Bd C., n A; contains a broken line B both of whose 
end-points x andy lie in the same set D ;'. 

PROOF. Suppose that there is such a B. By general position, B intersects no 
other splitting disk. Now Bd D;' is the union of two broken lines B1 and 
B2, with end-points x andy. One of the sets B U B1, B U B2 bounds a disk 
DJ c Bd c:' which does not contain D;'. We may suppose that J is inmost 
in A;, in the sense that D J contains no other such broken line B. 
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We assert that D1 contains no splitting disk n;; of N". If so, there 
would be a polygon in A;, not intersecting U r=Fo Bd CT, and separating 
two splitting disks of N" from one another in Bd C~'; and this is impossi­
ble, exactly as in the proof of the preceding lemma. Also, D1 contains no 
polygon in U Bd CT, since otherwise Operation 1 could be performed. 
Therefore Operation 2 can be performed, which contradicts our present 
hypothesis for { C0 }. D 

Lemma 11. For each a, each component J of Bd C" n Bd N;' crosses each set 
Bd D;' (where e is an edge of a) exactly once. 

PROOF. By (6) of Lemma 5, the union of the polygons J carries a generator 
of H 1(N;'). By Theorem 28.8 it follows that each such J either carries a 
generator of H 1(N;') or bounds a disk in Bd N;'. 

CASE I. If J carries a generator, then J crosses each set Bd D;' (e c a) 
algebraical))r once. By Lemma 10 it follows that J crosses Bd D;' exactly 
once geometrically. 

CASE 2. If J bounds a disk in Bd N ;', then J crosses each set Bd D ;' 
algebraically 0 times, and this easily gives a contradiction either of Lemma 
9 or of Lemma 10. Therefore Case 2 is impossible, and the lemma follows. 

D 
PROOF OF THEOREM 1, CONTINUED. For each 2-simplex a of K, let 

D"=Cl(a-N), J"=BdD". 

For each 3-simplex a3 of K, let 

C(a3) = Cl (a3 - N). 

For each vertex v of a3, let 

X(a 3, v) = Bd C(a3) n Bd Cv. 

Thus X (a\ v) is a polyhedral disk; and if v and v' are the end-points of an 
edge e of a3, then 

X ( a3, v) n X ( a3, v') 

is a broken line in Bd De; its end-points lie in two different sets Bd D", 
I 

Bd D02, and its interior contains no point of any third set D0 • Evidently 
lnt C ( a3) contains no point of N, or any point of a set C ( T 3) ( T 3 =I= a3). 

To construct the desired homeomorphism f, we copy the pattern of N, 
{ C ( a3) }, and {X ( a3, v)} in the image, in the following way. For each a, 
Bd c;' contains a disk D1 whose boundary lies in Bd N". Let D;' be a disk 
which has this property and is irreducible. It follows that 

n:' n Bd N" = 1:' = Bd n;', 
and Bd D;' c Bd N;'. (Ultimately, we shall have f: K u N ~R3, N~ 
N", D"~D;' for each a. Oddly, fiN will not necessarily be the f 1 of 
Lemma I.) 
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Consider a3 = v0v 1v2v3 E K. For 0 < i < 3, let ~be the set obtained by 
deleting from Bd C~' the interiors of the splitting disks D ;', where e is an 
edge of a3 containi~g v. Then ~ is a 2-sphere with three holes, that is, a 
disk with two holes , and every two components of Bd ~ are joined by a 
broken line lying in a set Bd D:' (a c a3). These broken lines decompose 
~into two polyhedral disks X; and Y;. Since Uaca'D:' does not separate 
R3, it follows that some set of the type Int X; or Int Y; contains a limit 
point of the unbounded component of 

R3 -[ U c:'u U D:']· 
vEa3 aca3 

We choose the notation so that Y0 has this property. We then choose the 
rest of the notation so that for each i, Y; has a broken line in common with 
Y0• Then for each i, Y; has the property stated for Y0• It also follows that 
for each i, X; has a broken line in common with X 0• Thus U X; is a 
2-sphere with four holes, and these holes are filled by the disks D:' 
(a c a3). Therefore the set 

U Xu U D" l (J 

aca3 

is a 2-sphere, bounding a polyhedral 3-cell C"(a3). Now Int C"(a3) con­
tains no point of any set Int Y;, and therefore no point of any set C~' 

( v E a3) and Int C " ( a3) contains no point of any other set C~' ( v ft. a3), 

because this would contradict (7) of Lemma 5. Therefore Int C"(a3) 

intersects no disk D:'. Therefore, if a; c a 3 and a 1 n a2 = e, then the set 
D;' n Bd C"(a3) is a broken line with its end-points in the sets Bd D:~ and 
containing no third point of the type Bd D:' n Bd D;'. ' 

In the above situation, let X"(a 3, v;) =X;. We can now define a PLH 

in the following stages. 

(1) For each e, a E K, with e c a, define f so that j(Bd D" n Bd De)= 
Bd D:' n D;'. 

(2) Extend fin such a way that f (Bd De) = Bd D ;'. 
(3) Extendj so thatj(Bd Cv n Bd D") = Bd C~' n Bd D:'. 

Now jis defined on the boundary of each disk X(a 3, v). Thus: 

(4) Extend! so thatj(X(a3, v)) = X"(a 3, v). 

Now f is defined on the boundary of each set C0 • Thus: 

(5) Extendj so thatj(C0 ) = C~'. 

Now j is defined on each set Bd D". Thus: 

(6) Extend! so thatf(D") = D:'. 
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Now f is defined on each set Bd C ( a3). Thus: 

(7) Extend! so thatf(C(a3)) = C"(a3). 

Of course we use a PLH at each stage. If the images h(a3) are 
sufficiently small, and the sets C~' and D :' lie in sufficiently small neigh­
borhoods of the sets h(S(v)), a', then f will be an e-approximation of h. 
Now 

fiK: K~K" c R3 

is a PLH e-approximation of the original h: K ~R3. 0 

Query: Given an j 1 as in Lemma l, is it always possible to choose fin 
such a way that fiN = ! 1? 

The content of this section is substantially that of [M4]. 
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In Theorem 33.1, the hypothesis that K has no end-points was merely for 
convenience; we could have gotten along without it, at the price of a little 
extra trouble. Moreover, essentially the same argument works when K and 
K' = h(K) lie in any triangulated 3-manifolds, provided that K is compact 
and N is orientable. To do without the latter hypotheses, however, we need 
new methods. 

We recall, from Section 6, that if U is a metric space, then a function 
cp: U ~ R is strongly positive if cp is everywhere positive, and is bounded 
away from 0 on every compact set; we then write 

<[>»0 on U. 

Given cp » 0 on U, let N be a subset of U, and let h and f be mappings 
N ~ V, where V is a set of points in a metric space. If for each point P of 
N we have 

d ( h ( p ), f ( p ) ) < </>( p ), 

then f is a <[>-approximation of h. 
Let K be a !-dimensional polyhedron (not necessarily a finite poly­

hedron) in a PL 3-manifold M 1• If K is closed, then regular neighborhoods 
of K are defined as usual, using any subdivision of M 1 in which K forms a 
subcomplex. If K is not closed, then we take an open set U, containing K, 
relative to which K is closed. (That is, every limit point of K that lies in U 
also lies inK.) We form a triangulation L of U which is rectilinear relative 
to M 1, so that the inclusion i: u~M1 is PL relative to Land M 1; and we 
then define regular neighborhoods of K in U using L. Note that the latter 
definition agrees with the former in the case in which K is compact. 
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Theorem 1. Let K be a !-dimensional polyhedron in a PL 3-manifold M 1• Let 
U be an open set containing K, and let h be a homeomorphism of U into a 
PL 3 manifold M 2• Let cp be a strongly positive function on U. Then there 
is a regular neighborhood N of K in U, and a PLH 

f: N~x cM2, 

such that (1) X is a neighborhood of K' = h(K) and (2) f is a cp-approxi­
mation of hiN. 

PROOF. We may suppose that K is closed relative to U, so that regular 
neighborhoods can be defined relative to a rectilinear triangulation of U. 
Thus we may replace M 1 by U hereafter, so that the theorem reduces to 
the case in which h and cp are defined on all of M 1, and K is closed. We 
assume the latter hereafter. 

Now for each compact set A c M 1, let 

e(A) = inf <PIA, 

where the indicated inf is the greatest lower bound. Thus e(A) > 0 for each 
A. We take a regular neighborhood N of K, with dual cells Cv. If the 
subdivision of M 1 is sufficiently fine, and N is a sufficiently small neigh­
borhood of K, then we have: 

(1) For each v, h( Cv) lies in the interior of a polyhedral 3-cell 

(Here the notation is that of Section 0: the set indicated on the right is 
the e(Cv)-neighborhood of the point h(v) in the metric space [M2, d].) 

Next we make slight alterations in the dual cells Cv, as suggested by 
Figures 35.l(a) and (b). That is, given Cv n Cw =De, where e = vw, we 

(a) (b) 

Figure 35.1 

alter one of the dual cells, say Cw, so that the new cell C~ pierces Int De in 
a 1-sphere Je. This gives a collection { C~} of polyhedral 3-cells, such that 
the union of the cells C~ is a neighborhood of K. Since C~ can be chosen 
so as to lie in any given neighborhood of Cw, we may assume that the 
replacement Cw ~ C~ preserves (1). 
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For each e, we take small regular neighborhoods Se, Te of Je, such that 

Te c Int Se. 

Thus all the sets 

Se n Bd C~, Se n Bd C~, Te n Bd C~, Te n Bd C~ 

are annuli. (Se and Te are not indicated in the figure.) Let 

Ae = Bd C~ n Te, 

and let Be be an annulus in Bd C~, such that 

Thus Ae is associated with v, and Be with w. Adding each set Se to the 
corresponding set C~, we get a third collection { c:'}. Since the sets Se can 
be chosen so as to lie in any given neighborhoods of the sets Je, it follows 
that { C~'} can be chosen so as to satisfy (1). 

By Theorem 34.1, for each ev > 0 there is a PLH 

such that fv is an ev -approximation of hI c:'. In the discussion of Conditions 
(2)-(7) below, in each case the point is that for each v and w the numbers 
ev and e.v can be chosen as small as we please. Thus we may assume that 

(2) For each v, the set Ev given by (I) contains fv(C~'), and contains 
every set of the type fw(Se), where e = vw. 

For each v, w as in Figure 35.1, let 

A;= fv (Ae), 

r; = fv (Te), 

B; = fw(Be), 

s: = fv (Se)• 

(Note that in the above definitions, we are using fv three times, and fw 
once.) Obviously 

Bd C~ n Bd C~ c lnt Ae n lnt Be c lnt Te. 

(3) Therefore we may assume that 

fv (Bd C~) n fw (Bd C~) c lnt A; n Int B; c Int r;. 
Evidently one component of Bd Ae lies in Int C~ and the other lies in 
M 1 - C~. Therefore we may assume that 

(4) One component of Bd A; lies in Intfw(C~) and the other lies in 
M2- fw(C~). 

(5) Similarly, we may also assume that 

B; c Int s; and Bd B; c M2 - r;. 
Since the union of the sets Int C~ forms a neighborhood of K, and no 

set Se intersects K, we may assume that 
(6) The union of the sets.fv(C~) is a neighborhood of h(K), and no sets; 

intersects K. 
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Similarly: 
(7) r; contains all but one component of B; nfv(c:), and all but one 

component of B;- fJC:). 
Finally, as usual, we may assume: 
(8) A; and B; are in general position, in the sense that A; n B; is a finite 

union of disjoint polygons, at which Int A; and Int B; cross one another. 
Since K is a (locally finite) complex, it follows that the numbers ev can 

be chosen for all of Kin such a way that all the above conditions hold. We 
know by Theorem 27.3 that every polygon in an annulus either bounds a 
disk in A or carries a generator of H 1(A). Under the above special 
conditions we also have the following. 

Lemma 1. Every polygon J in A; n B; either bounds a disk in A; and a disk 
in B; or carries a generator of H 1(A;) and a generator of H 1(B;). 

PROOF. Obviously each component of Bd A; carries a generator of H 1(T;). 
By (4), Bdfw(C~) separates these components from one another in M 2, and 
hence in A;. By (3) it follows that Int A; n Int B; separates these compo­
nents. Therefore some polygon 10 c Int A; n Int B; carries a generator ZJ0 

of H 1(T;). Now let J be as in the lemma. If J bounds a disk in A;, and 
carries a generator of H 1(B;), then ZJo-pZJ on B; for some integer p, and 
ZJo -0 on s;, which is absurd. Similarly, if J carries a generator ZJ of A;, 
and J bounds a disk in B;, then ZJ also generates H 1(T;), and ZJ -0 on 
s;, which is impossible as before. D 

Let us now forget that we have used homeomorphisms fv which were 
£0 -approximations of the corresponding homeomorphisms hie:'; we shall 
henceforth regard the sets fv(c:), s;, r;, A;, and B; simply as sets, 
satisfying Conditions (2)-(8). Subject to these conditions, we choose these 
sets so as to minimize the total number of components of all sets of the 
type A; n B;. We shall refer to this as the Minimality condition. 

Lemma 2. Let J be a component of a set A; n B;. Then J carries a generator 
of H 1(A;) and a generator of H 1(B;). 

PROOF. Suppose not. Then J bounds a disk DJ in A; and a disk EJ in B;. 
We may suppose that DJ is inmost in A;, in the sense that Int DJ n B; = 

0. We replace EJ by DJ in B;, and move the resulting annulus slightly off 
of A; by a PLH. Thus Bdfw(C~) is replaced by a new 2-sphere. By (2), the 
new 2-sphere is the boundary of a polyhedral 3-cell C, lying in the Ew of 
(2). We need to show that whenfw(C~) is replaced by C, Conditions (2)-(8) 
are preserved. This will contradict the Minimality condition, and thus 
complete the proof of the lemma. First we note that to get C from fw( C~). 
we insert or delete a polyhedral 3-cell lying in s;, and then move the 
closure of the resulting set by a homeomorphism which differs from the 
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identity only in Int s;. It follows that (2)-(6) are preserved. (7) is straight­
forward, and (8) is trivial. The lemma follows. D 

Lemma 3. Every set A; n B; is connected. 

PROOF. Suppose not. Then there is an annulus B" c Int B;, such that 
Bd B" c A; and Int B" n A;= 0. Now Bd B" is the boundary of an 
annulus A" in Int A;. Since A" n Bd A; = 0, it follows by (7) that B" c 
Int r:. Therefore A II u B II is the boundary of a 3-manifold c with 
boundary, with C c Int r;. If Int A" intersects B;, then some component 
of B;- A; lies in C. Therefore we can choose B" so that Int A" n B; = 0. 
Now replace B" by A" in Bdfw(C~), and move the resulting set slightly off 
of A; in the neighborhood of A". This operation preserves (2)--{8); the 
verifications are essentially the same as in the proof of Lemma 2. As 
before, this contradicts the Minimality condition, and the lemma follows. 

D 

PROOF OF THEOREM 1, CONTINUED. We are now almost done. Given C~, C~ 
as in Figure 35.1, we deletefw(C~) n Intfv(C~) fromfw(C~); we do this for 

every v and w. This gives a collection { D J of polyhedral 3-cells, such that 
U Dv is a neighborhood of h(K), and such that Dv n Dw =I= 0 if and only 
if v and ware the end-points of an edge of K, in which case Dv n Dw is a 
polyhedral disk. Different intersections of this type are disjoint. Now let f 
be a PLH Bd N ~Bd U Dv, such that 

f(Bd (Cv n Cw)) = Bd (Dv n Dw)· 

Then extend j so that j( Cv n Cw) = Dv n Dw. Finally, extend f so that 
J( Cv) = Dv for each v. Then f is a PLH N ~ M2, and f(N) is a neighbor­
hood of h(K). By (2), f is a cj>-approximation of h, and Theorem 1 follows. 

0 

Theorem 2. Let M 1 and M 2 be PL 3-manifolds, let K be a polyhedral 
3-manifold with boundary in M 1, let h be a homeomorphism K ~ M 2, and 
let cj> be a strongly positive function on K. Then there is a PLHJ: K~M2, 

such that f is a cj>-approximation of h. 

PROOF. The proof is virtually a repetition of that of Theorem 34.1. As 
before, K can be moved into lnt K by a PLH which is as close to the 
identity as we please. Thus the theorem reduces to the case in which h and 
cj> are defined on an open set U containing K. Just as in the proof of 
Theorem 35.1, we may choose U so that K is closed relative to U; and the 
theorem reduces to the case in which K is closed in M 1 and cj> » 0 on all of 
MI. 

Now subdivide K in such a way that for each simplex a of K, the 
diameter 8h(ISt al) (where St a is the set of all simplexes of K that intersect 
a, together with their faces) is less than inf cJ>IISt al. Then take a regular 
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neighborhood N of the !-skeleton K 1, and a PLH 

j: N~N'cM2, 

such that f is a «f>-approximation of hJN, and N' is a neighborhood of 
h(K 1). In fact, for every «t>'»O on M 1, we can makeja cf>'-approximation 
of hJN. Thus the transition from Theorem 35.1 to Theorem 35.2 is 
essentially the same as the transition from Theorem 33.1 to Theorem 34.1; 
the argument in Section 34 treated the simplexes of K essentially one at a 
time. D 

Theorem 3 (The triangulation theorem for 3-manifolds). Let M be a 3-
manifold. Then there is a complex K such that M and I KJ are homeomor­
phic. 

The proof is by a straightforward analogy with the proof that was used 
in the 2-dimensional case, in Section 8. For an "alternate proof," see Bing 
[BI]. 

Theorem I is, of course, not new: it is an easy consequence of Theorem 
2, and the latter was proved in [M5]. But the above proof of Theorem 1, 
and the use of Theorem I to prove Theorem 2, are new. The corresponding 
portion of [M5] is best forgotten. 

As we explained in the preface, the first "almost PL" proof of the 
triangulation theorem is due to Peter B. Shalen [Sd. The proof given here is 
in many ways different from his. In particular, the use of pseudo-cells to 
"tame oscillations" is new (and makes the proof "less PL"). But the whole 
idea of using the Loop theorem to prove polyhedral interpolation theo­
rems, as in [Md, is due to Shalen. This idea reduced, by order of 
magnitude, the difficulty of the triangulation problem. 
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Theorem 1. Let M 1 and M 2 be PL 3-manifolds, let U be an open set in M 1, 

let h be a homeomorphism U--'? M 2, and let cJ> be a strongly positive 
function on U. Then there is a PLH f: U--'? M 2 such that ( 1) f is a 
cp-approximation of h and (2) f( U) = h( U). 

The transition to this theorem, starting with Theorem 35.2, is exactly 
like the transition to Theorem 8.4, starting with Theorem 6.4. See the 
remarks at the end of Section 8. 

As in dimension 2, we consider the case in which U =Mph( U) = 
h(M1) = M 2, cp(P) = oo for every P. For M 1 = IKJ!, M 2 = IK2 1, this gives: 

Theorem 2. (The Hauptvermutung for 3-manifolds). Let K1 and K2 be 
triangulated 3-manifolds. If there is a homeomorphism IK1 I~IK2 1, then 
there is a PLH IK1 I~IK2 1· 

Let M = IKI be a PL n-manifold. We recall that a set L c M is tame if 
there is a homeomorphism h: M~M such that h(L) is a polyhedron. Here 
L need not be compact, or even closed, so that h(L) need not be a finite 
polyhedron. If there is an open set U, containing L, and a homeomorphism 
g: U--'? M, such that g(L) is a polyhedron, then L is semi-locally tame. 
Finally, if for each point P of L there is a closed neighborhood N P• of P in 
L, such that Np is semi-locally tame, then L is locally tame. Similar 
definitions apply in a Cartesian space Rn. Trivially, tame ~ semi-locally 
tame ~ locally tame. In fact, in dimension 3, the converses of these 
implications are also true. 
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Theorem 3. In R3, or in a PL 3-manifold M, every semi-locally tame set is 
tame. In fact, if L is semi-locally tame, then for every open set V 
containing L, and for every 1/; » 0 on V, there is a homeomorphism 
g': M+->;M such that (1) g'(L) is a polyhedron, (2) g'I(M- V) is the 
identity, and (3) g'l Vis a 1/;-approximation of the identity. 

PROOF. We have given V and 1/;. Let U and g: U+-'; U' c M be as in the 
definition of semi-local tameness, so that U is open, L c U, and g(L) is a 
polyhedron. Evidently we may choose U so that U c V. For each point 
P' = g(P) of U', let cp(P') be the smaller of the numbers 1/;(P) = 

1/;(g- 1(P')) and the distance between P and Fr U. Then cp»O on U'. We 
now apply Theorem 1 to the homeomorphism g- 1: U' +--->; U and the func­
tion cp. Let f be a PLH U' +--->; U which is a cp-approximation of g- 1, and let 
g' = f(g). Then g' is a homeomorphism U+-'; U. Since g(L) is a poly­
hedron, andf is PL, it follows that g'(L) is a polyhedron. For each point P 
of U, with P' = g(P), we have d(g- 1(P'),f(P')) < cp(P') < 1/;(P). There­
fore d(P,f(g(P)))<ct>(P')<l/;(P), and g' is a 1/;-approximation of the 
identity U +--'; U, P ~ P. So far, of course, g' is defined only on U. But 
d(P, g'(P)) = d(P,f(g(P))) = d(g- 1(P'),f(P')) < cp(P'), and cp(P') is less 
than the distance between P and Fr U. Therefore we can extend g', 
defining g'I(M- U) as the identity; and the resulting g' is a homeomor­
phism with the desired properties. D 

Theorem 4. In R3, or in a PL 3-manifold, every locally tame set is tame. 

This was proved first by Bing [B 1] and independently by the author 
[M7], [M8]. For the proofs, we refer the reader to the original sources; the 
old proofs have not been simplified, as far as we know. 

In the light of the Hauptvermutung, the definition of tameness can be 
restated, in the following way. A set L is tame, in a topological 3-manifold, 
if M has a triangulation relative to which L is tame in the sense defined 
earlier. It then follows that L is tame relative to every triangulation of M. 

PROBLEM SET 36 

Prove or disprove: 

1. Let M be a compact metric space, and suppose that M is the union of two open 
sets U and V, each of which is homeomorphic to R3. Then M is a 3-sphere. 

Hereafter, we regard Theorem 4 as known. 

2. Every 3-manifold with boundary is triangulable. 

3. Let M be a compact 3-manifold with boundary in R3, such that Bd M is a 
2-sphere. Then M is a 3-cell. Does it also follow that M is tame? 
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4. Let T be a locally tamely imbedded torus, in a triangulated 3-sphere S 3 = IKI, 
and let U and V be the components of S 3 - T. Then at least one of the sets fJ 
and Vis a solid torus. (For a special case, see Alexander [A2].) 

5. Let g: u- U' c M be as in the proof of Theorem 3. (a) Do we know that g can 
be extended so as to give a homeomorphism (or even a mapping) fJ ~ U'? (b) 
Does this condition hold if U is a sufficiently small open set containing L (g 
being replaced by a restriction of the given g to a smaller domain)? (c) Do we 
need to consider Questions (a) and (b), in the proof of Theorem 3? 
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