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Preface 

This book is intended to provide a reasonably self-contained account of a 
major portion of the general theory of rings and modules suitable as a text 
for introductory and more advanced graduate courses. We assume the famil­
iarity with rings usually acquired in standard undergraduate algebra courses. 
Our general approach is categorical rather than arithmetical. The continuing 
theme of the text is the study of the relationship between the one-sided 
ideal structure that a ring may possess and the behavior of its categories of 
modules. 

Following a brief outline of set-theoretic and categorical foundations, the 
text begins with the basic definitions and properties of rings, modules and 
homomorphisms and ranges through comprehensive treatments of direct 
sums, finiteness conditions, the Wedderburn-Artin Theorem, the Jacobson 
radical, the hom and tensor functions, Morita equivalence and duality, de­
composition theory of injective and projective modules, and semi perfect and 
perfect rings. In this second edition we have included a chapter containing 
many of the classical results on artinian rings that have hdped to form the 
foundation for much of the contemporary research on the representation 
theory of artinian rings and finite dimensional algebras. Both to illustrate the 
text and to extend it we have included a substantial number of exercises 
covering a wide spectrum of difficulty. There are, of course" many important 
areas of ring and module theory that the text does not touch upon. For 
example, we have made no attempt to cover such subjects as homology, rings 
of quotients, or commutative ring theory. 

This book has evolved from our lectures and research over the past 
several years. We are deeply indebted to many of our students and colleagues 
for their ideas and encouragement during its preparation. We extend our 
sincere thanks to them and to the several people who have helped with the 
preparation of the manuscripts for the first two editions, and/or pointed out 
errors in the first. 

Finally, we apologize to the many authors whose works we have used but 
not specifically cited. Virtually all of the results in this book have appeared in 
some form elsewhere in the literature, and they can be found either in the 
books and articles that are listed in our bibliography, or in those listed in the 
collective bibliographies of our citations. 

Eugene, OR 
Iowa City, IA 

v 

Frank W. Anderson 
Kent R. Fuller 

January 1992 
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Preliminaries 

§o. Preliminaries 

In this section is assembled a summary of various bits of notation, termin­
ology, and background information. Of course, we reserve the right to use 
variations in our notation and terminology that we believe to be self­
explanatory without the need of any further comment. 

A word about categories. We shall deal only with very special concrete 
categories and our use of categorical algebra will be really just terminological 
-at a very elementary level. Here we provide the basic terminology that we 
shall use and a bit more. We emphasize though that our actual use of it will 
develop gradually and, we hope, naturally. There is, therefore, no need to try 
to master it at the beginning. 

0.1. Functions. Usually, but not always, we will write functions "on the 
left". That is, if J is a function from A to B, and if a E A, we write J(a) for the 
value of J at a. Notation like J: A --+ B denotes a function from A to B. The 
elementwise action of a functionJ: A --+ B is described by 

J:a f--+ f(a) (a E A). 

Thus, if A' <;: A, the restriction (f I A') of J to A' is defined by 

(fl A'): a' f--+ J(a ' ) (a ' E A'). 

GivenJ:A --+ B, A' <;: A, and B' <;: B, we write 

J(A' ) = {f(a) I a E A'} and 

For the composite or product of two functionsJ: A --+ Band g: B --+ C we write 
g o f, or when no ambiguity is threatened, just gJ; thus, g 0 J: A --+ C is defined 
by g o J: a f--+ g(f(a» for all a E A. The resulting operation on functions is 
associative wherever it is defined. The identity Junction from A to itself is 
denoted by lA' The set of all functions from A to B is denoted by BA or by 
Map(A, B): 

BA = Map(A, B) = {f I J: A --+ B}. 

So AA is a monoid (= semigroup with identity) under the operation of 
composition. 

A diagram of sets and functions commutes or is commutative in case travel 
around it is independent of path. For example, the first diagram commutes 
iffJ = hg. If the second is commutative, 

then in particular, travel from A to E is independent of path, whence 
jgJ = ih. 

A function J: A --+ B is injective (surjective) or is an injection (surjection) 
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in case it has a left (right) inverse!' :B --> A; that is, in casef'f = 1,.1 U!' = IB ) 

for some !,:B --> A. So (see (0.2))f :A --> B is injective (surjective) iff it is 
one-to-one (onto B). A function f: A --> B is bijective or a bijection in case 
it is both injective and surjective; that is, iff there exists a (necessarily unique) 
inversef - I:B --> A withff- l = IB andf - lf= 1,.1 . 

If A ~ B, then the function i = i A ,; B: A --> B defined by i = (IB I A) : a f-+ a 
for all a E A is called the inclusion map of A in B. Note that if A ~ Band 
A ~ C, and if B =1= C, then iA ,; B =1= iA ,; c· Of course 1,.1 = (t';A' 

With every pair (0, 1) there is a Kronecker delta; that is, a function 
b :(a, (3) f-+ b,p on the class of all ordered pairs defined by 

{
I if a = [3 

b, p = 0 if rx =1= [3. 

Whenever we use a Kronecker delta, the context will make clear our choice 
of the pair (0, 1). 

0.2. The Axiom of Choice. Let A be a set, let Y} be a collection of non­
empty subsets of B, and let a be a function from A to Y'. Then the Axiom of 
Choice states that there is a function g: A --> B such that 

g(a) E a(a) (a E A). 

Suppose now thatf: B --> A is onto A ; that is,/(B) = A. Then for each a E A, 
there is a non-empty subset a(a) = f ~ ( {a}) ~ B. Applying the Axiom of 
Choice to A, the function a : a f-+ a(a), and the collection Y' of subsets of B 
prod uces a right inverse 9 for f, so as claimed in (O.l),f is surjective. 

Let "'- be an equivalence relation on a set A. A subset R of A is a (comp/ete) 
irredundant set of representatives of the relation '" in case for each a E A 
there is a unique a(a) E R such that a '" a(a). The Axiom of Choice 
guarantees the existence of such a set of representatives for each equivalence 
relation. 

0.3. Cartesian Products. A function a: A --> X will sometimes be called 
an indexed set (in X indexed by A) or an A-tuple (in X) and will be written as 

a = (X' )'E A 

where x, = a(rx). If A = {I, ... , n} , then we also use the standard variation 
(X')'EA = (Xl"'" Xn)· Let (X')'EA be an indexed set of non-empty subsets of a 
set X. Then the (cartesian) product of (Xal,EA is 

X AX, = {a:A --> Xla(rx)EXa (ClEA)}. 

That is, XAX, is just the set of all A-tuples (X,)'EA such that x, E X a (rx E A). 
By the Axiom of Choice XAX, is non-empty. If A = {1, ... , n} , then we 
allow the notational variation 

X A X, = XI X ... X Xn. 

Note that if X = X, (a E A), then the cartesian product XAX, is simply X A, 
the set of all functions from A to X. For each rx E A the Cl-projection 
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n,: X A X, --+ X, is defined via 

n,: (J 1---+ (J(a) 

In A -tuple notation, n,( (xp )PEA) = X,. An easy application of the Axiom of 
Choice shows that each n, is surjective. Observe that if (J and (J' are in this 
cartesian product, then (J = (J' iff n,(J = n,(J' for all 0( E A. This fact establishes 
the uniqueness assertion in the following result. This result, whose easy 
proof we omit, is used in making certain definitions coordinatewise. 

0.4. Let (X,)aEA be an indexed set of non-empty sets, let Y be a set, and for 
each 0( E A, let !a: Y --+ X, . Then there is a unique f: Y -, X A X, such that 
nJ = !a for each 0( E A. 

0.5. Posets and Lattices. A relation :::;; on a set P is a partial order on P 
in case it is reflexive (a :::;; a), transitive (a :::;; band b :::;; c =:> a :::;; c), and anti­
symmetric (a :::;; band b :::;; a =:> a = b). A pair (P , :::;;) consisting of a set and a 
partial order on the set is called a partially ordered set or a po set. If the partial 
order is a total order (a :::;; b or b :::;; a for every pair a, b), then the poset is a 
chain. H(P, :::;;) is a poset and if P' s; P, then (P', :::;;') is a subposet in case :::;;' 
is the restriction of :::;; to P' ; of course, this requires that (P', :::;; ') be a poset. 
Henceforth, we will usually identify a poset (P, :::;;) with its underlying set P. 

Let P be a poset and let A S; P. An element e E A is a greatest (least) 
element of A in case a :::;; e (e :::;; a) for all a E A. Not every subset of a poset 
has a greatest or a least element, but clearly if one does exist, it is unique. 
(See Example (2) below.) An element bE P is an upper bound (lower bound) 
for A in case a :::;; b (b :::;; a) for all a E A. So a greatest (least) element, if it 
exists, is an upper (lower) bound for A. If the set of upper bounds of A has a 
least element, it is called the least upper bound (lub), join, or supremum (sup) 
of A; if the set of lower bounds has a greatest element, it is called the greatest 
lower bound (glb), meet, or infimum (inf) of A. A lattice (complete lattice) is a 
poset P in which every pair (every subset) of P has both a least upper bound 
and a greatest lower bound in P. 

Examples. (1) Let X be a set. The power set of X is the set g>(X) of all 
subsets of X. Then g>(X) is certainly a poset under the partial order of set 
inclusion. This poset is a complete lattice for if d is a subset of g>(X), then its 
join in 2l(X) is its union ud and its meet in g>(X) is its intersection rv4. 

(2) Let X be a set and let §'(X) be the set of all finite subsets of X. Then 
§,(X) is a po set under set inclusion, and it is a lattice for if A, BE §'(X), then 
A u B and A n B are their join and meet. Since these are also join and meet 
of A, B in g>(X), it follows that §'(X) is a sublattice of g>(X). But note that if 
X is infinite, §,(X) is not complete. 

(3) Let X be the closed unit interval on the real line. Then the set fiX) 
of all closed intervals in X is certainly a subposet of &,(X). Also the inter­
section (= meet ing>(X)) of any subset of f(X) is again in f(X). The convex 
closure of the union of any subset .<4 of fiX) is in f(X) and is clearly the 
join of din fiX). So fiX) is a complete lattice. But fiX) is not a sublattice 
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of&(X) precisely because the join in )'(X) of some pairs of elements of )'(X) 
is not their join (= union) in ~(X). 

(4) Let X be a two-dimensional real vector space and let g(X) be the 
set of all subspaces. Then g(X) is a subposet of &(X), and the intersection 
of any subset of g(X) is again in g(X). The join in g(X) of any subset d 
of g(X) is the subspace spanned by the union us1 (not necessarily us;{ 
itself). So g(X) is a complete lattice but it is not a sublattice of .~(X). 

Let P be a lattice. Then each pair a, b E P has both a join and a meet in P; 
let us denote these by a v b and a /\ b, respectively. Then the maps v and /\ 
from P x P to P defined by 

(a, b) ........ a v b and (a, b) ........ a /\ b 

are binary operations on P. It is easy to see that both (P, v) and (P, /\) are 
commutative semigroups with 

ava=a=a/\a (aE Pl. 

The lattice is said to be modular in case it satisfies the modularity condition: 
For all a, b, c E P 

a ::::: b implies a /\ (b v c) = b v (a /\ c). 

Most lattices we encounter will be modular (but note (3) above). The lattice 
is distributive in case it satisfies the stronger property: For all a, b, c E P 

a /\ (b v c) = (a /\ b) v (a /\ c). 

Examples (1) and (2) above are distributive, but (4) is not. 

0.6. A partially ordered set P is a complete lattice if P has a join (i.e., P 
contains a greatest element) and every non-empty subset of P has a meet in P. 

Proof It will suffice to prove that if B S; P, then B has a join in P. Let 
e E P be the greatest element of P. Then e ::::: x for all x E P. In particular, the 
set of upper bounds of B is non-empty, so it has a meet. Clearly this meet 
of the upper bounds of B is an upper bound of B and hence the join of B. 0 

0.7. Lattice Homomorphisms. Let P and P' be po sets. A map f: P -+ P' is 
order preserving (order reversing) in case whenever a:S:: b in P, then 
f(a) :s:: f(b) (f(b) :s:: f(a)) in P'. If P and P' are lattices, then f is a lattice 
homomorphism (lattice antihomomorphism) in case whenever a, b E P, 

f(a v b) = f(a) v f(b) 

f(a /\ b) = f(a) /\ f(b) 

(f(a v b) = f(a) /\ f(b)) 

(f(a /\ b) = f(a) v f(b)). 

It is easy to see (using a :s:: b ¢> a = a /\ b) that a lattice-homomorphism is 
order preserving. The converse, however, is false (try the inclusion map 
)'(X) -+&(X) in example (3) of (0.5)). A bijective lattice (anti-) homomor­
phism is a lattice (anti-)isomorphism. It is a simple exercise to prove the 
following useful test: 
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0.8. Let P and P' be lattices, and let f:P -> P' be bijective with inverse 
f - 1 : P' -> P. Then f is a lattice isomorphism if and only if both f and f - 1 are 
order preserving. 

0.9. The Maximal Principle. Let P be a poset. An element mE P is 
maximal (minimal) in P in case x E P and x ::::: m (x s m) implies x = m. 
Clearly, a greatest (least) element in P, if it exists, is maximal (minimal) in P; 
on the other hand, a poset may have many maximal (minimal) elements and 
no greatest (least) element. 

A poset P is inductive in case every subchain of P has an upper bound in 
P; that is, for every subset C of P that is totally ordered by the partial 
ordering of P, there is an element of P greater than or equal to every 
element of C. The Maximal Principle (frequently called Zorn's Lemma) is 
an equivalent form of the Axiom of Choice (see Ston [63] for the details). It 
states: 

Every non-empty inductive poset has at least one maximal element. 

0.10. Cardinal Numbers. Two sets A and B are cardinally equivalent or 
have the same cardinal in case there is a bijection from A to B (and hence one 
from B to A). Since this clearly defines an equivalence relation, the class of all 
sets (see (0.11)) can be partitioned into its classes of cardinally equivalent 
sets. These classes are the cardinal numbers. The class of a set A is denoted by 
card A: 

card A = {B I there is a bijection A -> B}. 

Given two sets A and B we write 

card A s card B 

in case there is an injection from A to B (or, equivalently, a surjection from 
B to A). Clearly this is independent of the representatives A and B. Given 
sets A and B there is always an injection from one to the other. The 
Cantor-Schroder-Bernstein Theorem states that 

If card A s card B and card B s card A, then card A = card B. 

Thus the relation s is a total order on the class of cardinal numbers. 
Let N = {I, 2, ... } be the natural numbers. Its cardinality is often denoted 

by card N = ~o. A set A is finite if card A < card N. Of course, 
card ({1, ... , n}) = n and card 0 = O. If card A s card N, then A is countable. 
If card A ::::: card N, then A is infinite. 

The operations of cardinal arithmetic are given by 

cardA + card B = card((A x {l}) u (B x {2})) 

card A . card B = card(A x B) 

(card A )(cardB) = card(AB ) 

If A and B are finite sets these operations agree with ordinary addition, 
multiplication and exponentiation. Moreover, they satisfy: 
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(I) If A is infinite then, card A + card B = max {card A, card B}. 
(2) If A is infinite and B "# 0, then 

card A . card B = max { card A, card B}. 

(3) For all sets A, B, and C, 

((card A)(cardB»)(cardC) = (card A)(cardB)' (card C) 

(4) If card B ;:0: 2, then (card B)(card A) > card A. 

It is easy to establish the existence of a bijection between the power set9(A) 
and the set offunctions from A to {I, 2}. Thus card(9(A)) = 2(cardA) > card A . 
However, the set of finite subsets of any infinite set A has the same cardinality 
as A. For further details see Stoll [63]. 

0.11. Categories. The term "class", like that of "set", will be undefined. 
Every set is a class, and there is a class containing all sets. Note that if A is a 
set and Ctf is a class, then an indexed class (AdcE '(; in 2J'(A) has a union and an 
intersection in A. Let Cfj. be a class for each pair A, BE Ctf, let mordA, B) be a 
set; write the elements of mordA, B) as "arrows" f: A -> B for which A is 
called the domain and B the codomain. Finally, suppose that for each triple 
A, B, C E Ctf there is a function 

o :more(B, C) x mordA, B) -> more(A, C). 

We denote the arrow assigned to a pair 

g:B -> C f:A -> B 

by the arrow gf: A -> C. The system C = (Ctf, more, 0) consisting of the class 
Ctf, the map more :(A, B) ~ mordA, B), and the rule 0 is a category in case: 

(el) For every triple h: C -> D, g:B -> C,f:A -> B, 

h 0 (g 0 f) = (h 0 g) 0 f 

(e2) For each A E C6, there is a umque I A E more (A, A) such that if 
f: A -> Band g: C -> A, then 

and IA 0 g = g. 

If C is a category, then the elements of the class Ctf are called the objects of the 
category, the "arrows" f: A -> B are called the morphisms, the partial map 0 is 
called the composition, and the morphisms IA are called the identities of the 
category. A morphism f: A -> B in C is called an isomorphism in case there 
is a (necessarily unique) morphism f - 1 : B -> A in C such that f - 1 of = I A 

andfof-l = lB' 
For our purpose the most interesting categories are certain "concrete" 

categories. Let C = (Ctf, more, 0) be a category. Then C is concrete in case 
there is a function u from Cfj to the class of sets such that for each A, BE Ctf 

mordA, B) <;: Map(u(A), u(B»), 
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and such that 0 is the usual composition of functions. Here: an isomorphism 
f:A --> B is a bijectionf:u(A) --> u(B). 

Examples. (1) Let Y be the class of all sets; for each A, BEY, let 
mors(A, B) = Map(A, B), and for each A, B, C E ,c/, let c :mors(B, C) x 

mors (A, B) --> mors (A, C) be the composition of functions. Then S = 
(Y, mors, 0) is a concrete category where urAl = A for each A E Y. Call S the 
category of sets. 

(2) Let <§ be the class of all groups, let morG(G, H) be the set of all group 
homomorphisms from G to H, and again let 0 be the usual composition of 
functions. Then G = (<§, morG, 0) is a concrete category, the category of 
groups, where u(G) is the underlying set of G. 

(3) The category of V real vector spaces is the category cr, morv, 0) where 
"f/' is the class of real vector spaces, mory{U, V) is the set of linear trans­
formations from U to V, and 0 is the usual composition. This category is 
concrete where u(V) is the underlying set of V 

(4) Let f!J> be the class of all posets, morp(P, Q) the set of all monotone 
maps (order preserving and order reversing ones), and 0 the usual com­
position. Then (f!J>, morp, 0) is not a category, for 0 is not as required-the 
composite of two monotone functions need not be monotone. 

If C = ('t', more, 0) is a concrete category, then the set urAl is called the 
underlying set of A E't'. 

A category 0 = (£0, moro, " ) is a subcategory of C = ('t', more, 0) pro­
vided £0 s; 't', moro(A, B) s; morerA, B) for each pair A, B E £0, 0 in 0 is the 
restriction of ° in C. If in addition moro(A, B) = mote (A, B) for each 
A, BE £0, then 0 is a full subcategory of C. 

It is clear that the class of abelian groups is the class of objects of a full 
subcategory of the category of groups, and that this category has a full sub­
category whose objects are the finite abelian groups. It is a common practice 
in algebra to identify an object in a category with its underlying set. Thus 
for example, we usually identify a group (G , 0), consisting of a set G and an 
operation 0 , with its underlying set G. Note, however, that the category of 
groups is not a subcategory of the category of sets, quite simply because for 
groups (G, 0), (H, 0) in <§ 

mord(G, o),(H, o)) s; Map(G,H) 

and 

morG«G, o),(H, o)) $ Map«G, o),(H, o)). 

0.12. Functors. A functor is a thing that can be viewed as a "homo­
morphism of categories". Let C = ('t', more, 0) and 0 = U~, mapo, 0) be two 
categories. A pair of functions F = (F, F") is a covariant functor from C 
to 0 in case F' is a function from r& to £0, F" is a function from the 
morphisms of C to those of 0 such that for all A, B, C E <&' and all f: A --> B 
and g : B --> C in C, 

(F.I) F"(f):F'(A) --> F(B) in 0; 
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(F.2) F"(g 0 f) = F"(g) 0 F"(f); 

(F.3) F"(I A ) = IF'(A)' 

Preliminaries 

Thus, a covariant functor sends objects to objects, maps to maps, identities 
to identities, and "preserves commuting triangles": 

A ~ B F'(A) F"lil, F(B) 

g~ ;: F'(9~ /rgJ 
C F'(C) 

A contravariant functor is a pair F = (F, F") satisfying instead of (F.l) and 
(F,2) their duals 

(F.1)* F"(f):F(B) -+ F(A) in D; 
(F.2)* F"(g of) = F"(f) 0 FI/(g); 

(F.3) FI/(1A) = IF'(A)' 
So a contravariant functor is "arrow reversing", 

Examples, (1) Given a category C = ("€, morc ' 0), there is the identity 
functor Ic = (I~, I~) from C to C defined by l~(A) = A and I~(f) = f 

(2) Let C = ('6,morc' o) be a concrete category. For each AE"€, let 
F(A) = urAl be the underlying set of A. For each morphism f of C, let 
FI/(f) = f Then clearly F = (F, FI/) is a covariant functor from C to the 
category of sets, It is called a forgetjul junctor (because it "forgets" all the 
"structure" on the objects of C), It should be evident there are "partially 
forgetful functors" of various kinds-for example, the covariant functor from 
the category of real vector spaces to the category of abelian groups that 
"forgets" the scalar multiplication, 

(3) Let (G, +) be an abelian group, If A is a set, then (G A , +) is an 
abelian group where for a, r EGA, the sum a + r E GA is defined by 
(a + r): a 1---+ a(a) + r(a), (Note that (G A , +) is simply the cartesian product 
of A copies of G with coordinatewise addition,) Define F(A) = (G'\ +). If 
A, B are sets, and iff: A -+ B, then define F" (f) : GB -+ GA by 

FI/(f)(a) = a 0 f (a E GB ), 

Then F"(f) is a group homomorphism, and F = (F, F") is a contravariant 
functor from the category of non-empty sets to the category of abelian 
groups. All kinds of contravariant functors can be built in this way, For 
example, if (G, +,J) were a real vector space, then GA can be made into a 
vector space with coordinatewise operations, and a contravariant functor 
into the real vector spaces results, 

Given a functor F = (F, F"), then rather than bother with all the primes, 
we shall usually write F(A) and F(f) instead of F(A) and FI/(f), The 
relatively minor formal objection is that a morphism f of the category may 
also be an object of the category whence F(f) and F"(f) may both make 
sense yet be different. 

0.13. Natural Transformations. A natural transformation is a thing that 
compares two functors between the same categories. Let C and D be categor-
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ies. Let F and G be functors from C to D, say both covariant. Let 
'1 = ('1A)AEC be an indexed class of morphisms in D indexed by ((j such that 
for each A E ((j, 

'1A E morD (F(A), G(A». 

Then '1 is a natural transformation from F to G 10 case for each pair, 
A, B E~, and each f E mordA, B) the diagram 

F(A)~ F(B) 

~'1 1 ~B 
G(A)~ G(B) 

commutes; that is '18 0 F(f) = G(f) 0 '1A- If each '1A is an isomorphism, then '1 
is called a natural isomorphism. (If both F and G were contravariant, the only 
change would be to reverse the arrows F(f) and G(f).) The crucial property 
of functors is that "they preserve commuting triangles"; then a natural 
transformation '1 achieves a "translation of commuting triangles" 

F(A

I
( F(n~' ) G(A)l~fI 

F(gf) "\. F(B) _~B_ G(gf) ---> G(B) 

~q) ~(g) 
F(C) ~, ) G(C) 

In fact notice that any commutative diagram ~ in C when operated on 
elementwise by F and G produces a pair of commutative diagrams F(~) and 
G(~) in D (because F and G are functors). Then a natural transformation '1 
from F to G "translates" commutatively F(~) onto G(~). Because of the 
technical clumsiness in defining many interesting functors at this stage, we 
shall postpone giving examples until such time as we have an abundance 
of functors (see §20). 

Some Special Notation 

No = {O, 1,2, ... }, the non negative integers; 
N = {1, 2, ... }, the positive integers; 
iP' = {p E Nip is prime}; 
7!. = the set of integers; 
7!.n = {O, 1, ... , n - 1}; 
iQ = the set of rational numbers; 
IR = the set of real numbers; 
C = the set of complex numbers; 
o = the empty set. 



Chapter 1 

Rings, Modules and Homomorphisms 

The subject of our study is ring theory. In this chapter we introduce the 
fundamental tools of this study. Section 1 reviews the basic facts about rings, 
subrings, ideals, and ring homomorphisms. It also introduces some of the 
notation and the examples that will be needed later. 

Rings admit a valuable and natural representation theory, analogous to 
the permutation representation theory for groups. As we shall see, each ring 
admits a vast horde of representations as an endomorphism ring of an 
abelian group. Each of these representations is called a module. A substantial 
amount of information about a ring can be learned from a study of the 
class of modules it admits. Modules actually serve as a generalization of both 
vector spaces and abelian groups, and their basic behavior is quite similar 
to that of the more special systems. In Sections 2 and 3 we introd uce modules 
and their homomorphisms. In Section 4 we see that these form various 
natural and important categories, and we begin our study of categories of 
modules. 

§l. Review of Rings and their Homomorphisms 

Rings and Subrings 

Bya ring we shall always mean an associative ring with identity. Formally, 
then, a ring is a system (R, +, ·,0, 1) consisting of a set R, two binary 
operations, addition ( + ) and multiplication (.), and two elements ° *" 1 of R 
such that (R, + , 0) is an abelian group, (R, ., 1) is a monoid (i.e., a semigroup 
with identity 1) and multiplication is both left and right distributive over 
addition. A ring whose multiplicative structure is commutative is called a 
commutative ring. We assume that the reader is versed in the elementary 
arithmetic of rings and we shall therefore use that arithmetic without further 
mention. We shall also invoke the time-honored convention of identifying a 
ring with its underlying set whenever there is no real risk of confusion. Of 
course, when we are dealing with more than one ring we may modify our 
notation to eliminate ambiguity. Thus, for example, if Rand S are two rings, 
we may distinguish their identities by such self-explanatory notation as 
lR and Is· 

Often in practice, particularly in some areas of analysis, one encounters 
"rings without identity". Nevertheless the severity of our requirement of an 
identity is more imaginary than real. Indeed a ring without identity can be 

10 
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embedded naturally in a ring with identity (see Exercise (1.1)). Thus our 
requirement involves no substantive restrictions, but it does allow consider­
able streamlining of the theory. 

In this section and its exercises we treat very briefly several of the more 
basic concepts and examples that serve as tools for our study of rings. 

Let R be a ring. Then an element a E R is said to be: 
(1) cancellable on the left (or left cancellable) in case for all x, Y E R 

ax = ay implies x = y; 

(2) a left zero divisor in case there is an element b -+ 0 in R with ab = 0; 
(3) invertible on the left (or left invertible) in case there is an element 

a' E R, called a left inverse for a, such that a' a = 1. 
The meanings of the right and two-sided (= left and right) versions, such as 
right cancellable and cancellable, should be clear. (See Exercises for some of 
the arithmetic properties of these special elements.) 

These arithmetical concepts provide the means for an important classifi­
cation of rings. A ring R is an integral domain in case each of its non-zero 
elements is cancellable (or equivalently, it has no non-zero divisors of zero). 
Note that integral domains need not be commutative. A division ring is a ring 
each of whose non-zero elements is invertible (see Exercise (1.2)); thus a 
division ring is an integral domain. A commutative division ring is afield. 

We reserve the term "subring" for what is sometimes called a "unital 
subring". Thus, if Rand S are rings, we say that S is a sub ring of R and that R 
is an overring of S, and write S ~ R in case additively S is a subgroup of R 
and multiplicatively S is a submonoid of R; so in particular, for S to be a 
subring of R, it must contain the identity 1 of R. 

Observe that every subring of an integral domain is again an integral 
domain, but that an overring of an integral domain need not be one. For 
example, the ring of all continuous functions from IR1 to IR1 is not an integral 
domain, but the constant functions form a subring that is a field. Also 
observe that the ring of integers Z (an integral domain) has a natural 
embedding as a subring of the rational numbers Q (a field). In general, every 
commutative integral domain has a natural overfield, called its field of 
fractions (or quotient field), which is constructed in the same way that QJ is 
constructed from Z. 

Ring Homomorphisms 

Consistent with our requirement of identities for rings we shall require that 
ring homomorphisms preserve these identities. Thus, if Rand S are rings, a 
function ¢: R --> S is a (ring) homomorphism in case ¢ is simultaneously an 
additive group homomorphism and a multiplicative monoid homomor­
phism. That is, the function ¢ is a ring homomorphism if and only if for all 
a,bER 

¢(a + b) = ¢(a) + ¢(b); ¢(ab) = ¢(a)¢(b); ¢(I R ) = Is . 
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The composition of two ring homomorphisms (where defined as a function) 
is again a ring homomorphism and the identity map 1 R : R -+ R is a ring 
homomorphism. (The ambiguity of the notation 1R is, in practice, not at all 
disturbing. In fact, if we think of the elements of R as "multiplications" 
R -+ R, then the ambiguity vanishes.) Thus, the collection of rings and ring 
homomorphisms with the usual composition is a concrete category (0.11). 

A ring homomorphism ¢: R -+ S that is bijective (as a function) is called 
a (ring) isomorphism. If ¢ is such an isomorphism, then as a function from R 
to S it has an inverse; i.e., there exists a (necessarily unique) function t/J: S -+ R 
such that 

and 

Indeed this t/J must be a ring isomorphism; for first if s, s' E S, then 

c/>(t/J(ss' )) = ls(ss' ) = ss' = 15(s)ls(s' ) 

= ¢(t/J(s))¢(t/J(s')) = ¢(t/J(s)t/J(s')), 

and so, since ¢ is injective t/J(ss') = t/J(s)t/J(s'). Similarly, one checks that t/J 
is an additive homomorphism and that it preserves 1. Thus, 

1.1. Proposition. Let Rand S be rings and let ¢ : R -+ S be a ring homomor­
phism. Then ¢ is an isomorphism if and only ij'there exist functions t/J, t/J':S -+ R 
such that 

and 

Moreover, if the latter condition holds, then t/J = t/J ' is a ring isomoprhism. 0 
If Rand S are rings, then we say they are isomorphic, and we write 

R::::::: S, 

in case there is a (ring) isomorphism ¢ : R -+ S. Since the identity map on a 
ring is clearly an isomorphism from the ring to itself, we have as an easy 
application of (1.1) that the relation of "being isomorphic" satisfies the usual 
equivalence properties. 

Of course, the behavior of the subrings of one ring is virtually the same as 
that of the subrings of any isomorphic ring. For ring homomorphisms we 
have the following easily proved result: 

1.2. Proposition. Let Rand S be rings and let ¢ : R -+ S be a ring homomor­
phism. Thenfor each subring R' of R, its image ¢(R') under ¢ is a subring ofS and 

(¢ I R'): R ' -+ ¢(R') 

is a surjective ring homomorphism. On the other hand,for each subring S' of s, 
its pre image ¢~(S') is a subring of R, and 

o 

Ideals and Factor Rings 

Like structure preserving maps in general, ring homomorphisms are effec-
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tively determined by congruence relations. For rings these are characterized 
by ideals. Specifically, a subset I of a ring R is a (two-sided) ideal of R in case it 
is an additive subgroup such that for all x E I and all a, bE R 

axb E I. 

Note that the two subsets {O} and R are both ideals of R; these are called the 
trivial ideals of R. Any ideal of R other than R itself is called a proper ideal. The 
ideal {O}, which we frequently denote simply by 0, is called the zero ideal. 
Observe that if a E R, then a = a · 1·1, so it is immediate that an ideal I is all 
of R if and only if 1 E I. Moreover, if a E R is left invertible, say a' a = 1, then 
1 = a'a1, so R is the only ideal that contains a left invertible (or a right 
invertible) element. 

The ring R is simple in case 0 and R are the only ideals of R. Thus, every 
division ring is a simple ring. On the other hand, every commutative simple 
ring is a field, but in general, simple rings need not be division rings and 
division rings need not be commutative. (See Exercises (1.6), (1.7).) Using 
just these few elementary concepts we have already identified and compared 
(modulo a few exercises) several very important classes of rings. There is one 
further fact about these concepts that it not so easy. Not every division ring 
is a field, but Wedderburn proved in 1905 that every finite division ring is a 
field. From this remarkable result it follows (see Exercise (1.2)) that every 
finite integral domain is a field. We shall not include a proof since it is 
arithmetic and would lead us too far astray. (See Jacobson [64].) 

The collection of all ideals of a ring R is a complete lattice partially 
ordered by set inclusion. The proof of this will follow trivially from (2.5); see 
also (1.9) and (2.13). In any event this lattice we shall call the ideal lattice of R. 

Given a ring homomorphism ¢: R -> S, the image 1m ¢ and the kernel 
Ker ¢ of ¢ are defined by 

1m¢ = {¢(x)!xER} Ker¢ = {xER!¢(x) = O}. 

Then by (1.2) 1m ¢ is a subring of S, and Ker ¢ is easily seen to be a proper 
ideal of R. The kernel characterizes the equivalence relation induced on R by 
¢ via 

¢(a) = ¢(b) iff a - bE Ker¢. 

Thus, every ring homomorphism gives rise to a proper ideal, its kernel, 
which describes the classes of the homomorphism. Before we proceed, there 
is one (now trivial) fact that we should record: 

1.3. Proposition. Let Rand 5 be rings and let ¢ : R -> 5 be a ring homomor-
phism. Then 

(1) ¢ is onto S if and only if 1m ¢ = 5; 
(2) ¢ is an injection if and only if Ker ¢ = o. 0 

Now we can prove a fundamental result, one that is a ring theoretic 
version of part of The Factor Theorem. (See (3.6).) 

1.4. Theorem Let R, 5, and 5' be rings, let ¢ : R -> 5 and ¢' : R -> 5' be ring 
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homomorphisms with ¢' surjective, and let K = Ker ¢ and K' = Ker ¢'. 
If K' ~ K, then there is a unique ring homomorphism IjJ: S' --> S such that 
IjJ 0 ¢' = ¢. Moreover, IjJ is injective if and only if K = K'. 

R 

7~ 
S' ---,p----+ S 

Proof Assume that K' s:: K, and let x', y' E S'. Since ¢' is surjective, there 
exist x, y E R such that ¢'(x) = x' and ¢'(y) = y'. Now if x' = y', then 

¢'(x - y) = ¢'(x) - ¢'(y) = x' - y' = 0, 

whence x - y E K' s K, and so ¢(x) = ¢(y). In other words, there is a 
function IjJ :S' --> S such that IjJ(¢'(x)) = ¢(x) for all x E R. It is easy to check 
that IjJ is a homomorphism. For example, with x, x', y, and y' as above 

IjJ(x' + y') = IjJ(¢'(x) + ¢'(y)) = IjJ¢'(x + y) 

= ¢(x + y) = ¢(x) + ¢(y) 

= IjJ(¢'(x)) + IjJ(¢'(y)) = IjJ(x') + IjJ(y'). 

That IjJ is unique with IjJ 0 ¢' = ¢ follows from the fact that 1m ¢' = S'. 
Finally, IjJ is injective if and only if Ker IjJ = 0 (1.3), but clearly Ker IjJ = ¢'(K), 
and ¢'(K) = 0 if and only if K ~ K'. D 

Suppose next that I is a proper ideal of a ring R. Then I determines a both 
additive and multiplicative congruence relation on R defined by 

a == b(mod l) III case a - bEl. 

The congruence class of any element a E R is its coset 

a+I={a+xlxEl} 

and the factor set R/ I of these co sets of I is a ring with operations 

(a + I) + (b + I) = (a + b) + I, (a + I)(b + I) = (ab) + I, 
and having additive and multiplicative identities 

0+1 and 1 + I, 
respectively. We call the ring R/ I the factor ring (of R) modulo I. Moreover, 
the natural map 

n[:R-->R/I via n[:al->a+I (a E R) 

is a surjective ring homomorphism with Ker n[ = I. With this terminology 
we now have what is perhaps the single most important application of 
Theorem (1.4). 

1.5. Corollary. Let Rand S be rings and let ¢ : R --> S be a surjective ring 
homomorphism with kernel 
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K = Ker<p. 

Then there is a unique isomorphism tf; : RjK ---> S with tf; 0 nK = <p. 

Another immediate consequence of (1.3) and (1.4) is that a ring R is simple 
if and only if every ring homomorphism <p: R ---> S is injective. We shall 
postpone further review of the ideal structure of a ring until we have 
developed enough additional information to treat it as a part of module 
theory. 

Some Special Rings 

We conclude this section with several odds and ends of examples, notation, 
and special constructions that we shall need subsequently. 

1.6 The notation 7!.., Q, IR, and C for the sets of integers, rational 
numbers, real numbers, and complex numbers will also be used to denote 
these sets with their usual ring structures. Of course, as rings they are all 
commutative integral domains, and Q , IR, and C are fields. As an abelian 
group 7!.. is cyclic, so every subgroup is cyclic. Thus every ideal of the ring 7!.. 
is principal (see (2.13)); i.e., is of the form 7!..n = {an I a E 7!..} for some unique 
n ~ O. For each n > 1 and each a E 7!.., denote by [a]n the least positive re­
mainder of a divided by n; that is, [a]n is the unique element of 

7!..n = {O, 1, ... , n - I} 

in the coset a + 7!..n. Now 7!..n is a ring under the usual operations of residues 
modulo n, and it is easy to check that rn: a ~ [a]n is also a surjective ring 
homomorphism 7!.. ---> 7!..n with kernel 7!..n. So (1.5), 7!..n ~ 7!.. j7!..n as rings. 

1.7. Polynomial Rings. We shall relegate the definitions and general 
treatment of polynomial rings to the exercises. (See Exercises (1.16)- (1.18).) 
Here we wish to point out that if R is a ring, then we write 

for the ring of all polynomials over R in the commuting indeterminants 
X I , ... , Xn· Note that R is not a subring of R [XI' ... , Xn] but that it is isomor­
phic, under the obvious map, to the subring of "constant polynomials". Thus 
we shall feel free to identify R with its natural image in R [X I' ... , XnJ. Note 
also that as a notational consequence of this identification 

R[XI] [X2 ] . • . [Xn] = R[XI' X 2 , •. . , XnJ. 
1.8. Products and Function Rings. Let (Ra)'EA be a non-empty indexed 

set of rings, and let 
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R = XAR, 

be the cartesian product of this indexed set of sets. Then the ring structures 
on the factors R, induce a ring structure, defined "coordinatewise" on the 
product R. That is, with respect to the operations 

(r + s)(a) = rea) + sea), (rs)(a) = r(a)s(a) (a E A), 

for all r, s E R, R is a ring with additive and multiplicative identities 0 and 1 
defined by 

O(a) = 0, and l(a) = I, (a E A). 

Using the "A-tuple" notation (0.3), the operations are given by 

and the identities by 

(O~)aEA and 

The resulting ring R is called the (cartesian) product of the rings (R,)aEA' and 
is denoted 

R = nAR~. 

Let R be the product of the rings (R,)aEA' Then the canonical projections 
n,: R -> R, (a E A) are surjective ring homomorphisms. The canonical 
injections La: R, -> R (a E A) defined coordinatewise (see (0.4)) by 

(/JE A) 

preserve both operations and are injections, but if A has at least two 
elements, then the La are not ring homomorphisms. 

A special case of a product ring is a function ring. That is, if A is a non­
empty set and if R is a ring, then the set 

RA = U I f:A -> R} 

of all functions from A to R becomes a ring with "pointwise" operations 

(f + g)(a) = f(a) + g(a), (fg)(a) = f(a)g(a) 

and with identities the "constant functions" 

O(a) = 0, l(a) = 1 

for all a E A. Now define a function A -> {R} by a 1----+ Ra = R. Thus (Ra)~EA 
is an indexed class of "A copies of R". Then it is easy to check that RA is 
precisely the same as the product of (Ra)~EA' Therefore we shall denote this 
ring by 

1.9. Let R be a ring and let A <;; R. Then the set d of all subrings of R 
that contain A is not empty for REd. Moreover, it is easy to check that the 
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intersection nd is a subring of R; it is called the subring of R generated by A. 
Thus, the subring of R generated by A is the unique smallest subring of R 
that contains A. Different subsets of R may generate the same subring. Indeed 
in any ring 0, {O}, and {1} all generate the same sub ring of R. This subring 
can be characterized as the image of the unique ring homomorphism 
X:"l'. --> R and so is isomorphic to some factor ring of"l'.. (See Exercise (1.11).) 

1.10. The Center of a Ring. Let R be a ring. Then its center is 

CenR={rERlrx=xr (xER)}. 

It is easy to check that Cen R is a subring of R. Of course, Cen R is commuta­
tive and R is commutative if and only if R is equal to its center. But it is not 
true in general that Cen R is a maximal commutative subring. We may say 
that an element r E R is central in case r E Cen R. Note that if A <:; Cen R, 
then the subring of R generated by A is also in the center of R. 

1.11. Algebras. Let R be a ring, K a commutative ring, and ¢ : K --> Cen R 
a ring homomorphism. The resulting system (R , K, ¢) is called a K-algebra. 
In practice we tend to suppress the ¢ and we speak of R as a K-algebra or as 
an algebra over K. Thus by (1.5) R is a K-algebra (with respect to some ¢) 
if and only if there is an ideal f of K with Kjf isomorphic to a subring of 
Cen R. Therefore, since {see Exercise (1.11)) there is a unique ring homo­
morphism X:"l'. --> Cen R, the ring R is (in one and only one way) a 
"l'.-algebra. 

Classically this concept has its greatest importance when K is a field 
and the homomorphism ¢ is necessarily injective. In this case the entire 
concept of a K-algebra R is equivalent to the requirements that, in addition 
to being a ring, R be a K-vector space satisfying 

a(ab) = a(ab) = (aa)b 

for all a E K, and all a, b E R. 
If Rand R' are K-algebras, via ¢ and ¢', respectively, then a ring 

homomorphism (J: R --> R' is a K-algebra homomorphism in case for each 
aEK, aER, 

(J(¢(a)a) = ¢'(a)(J(a). 

It is easy to check that the class of K-algebras together with all K-algebra 
homomorphisms and the usual composition is a concrete category (0.11). 

1.12. The Opposite Ring of a Ring. Let R be a ring. From this we con­
struct a new ring ROP, called the opposite ring of R. Both the underlying set 
and the additive structure of ROP are just those of R. But the multiplication on 
WP, which for the present we shall denote by (r,s) r--+ r * s, is defined by 

r * s = sr. 

It is easy to check that ROP is a ring with these operations and that the 
identities of WP are those of R. Clearly, Cen R = Cen WP and R is 
commutative if and only if R = WP. 
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Suppose that Rand S are rings. Then a function ¢ : R -> S is a ring anti­
homomorphism in case ¢ is an abelian group homomorphism, qJ(1) = 1, and 

¢(ab) = ¢(b)¢(a). 

Thus, the function ¢ : R -> S is a ring anti-homomorphism if and only if the 
same function ¢ : R"P -> S is a ring homomorphism. 

1.13. Matrix Rings. Particularly for constructing examples it is often a 
great convenience to have a generalization of the familiar rings of n x n 
matrices over a field. Indeed we want rings of matrices of infinite dimension. 
Clearly the usual multiplication will not generalize without some adjustment 
quite simply because in the infinite case "row dot column" can result in in­
finite sums. Fortunately the adjustment is natural, so we shall permit our­
selves a relaxed treatment omitting some of the rather dull details and 
formalities. Let R be a ring and let [' and A be non-empty sets. Then a [' x A­
matrix over R is simply a function A: [' x A -> R. Let A be a [' x A-matrix 
over R. For each (IX, [3) E [' x A let A( IX, [3) = a,p E R; then we call a.p the 
(IX, f3) entry in A and we write 

A = [a,pLr x A' 

When there is no likelihood of confusion about the sets [' and A we may 
simply write A = [a,p ]. If [" ~ [' and A' ~ A are non-empty subsets, then 
the restriction of A to [" x A' is a submatrix of A and may be denoted 
[ 

11 

! a7p~r ' x A" 

Let IX E [' and [3 E A. Then [a,p ]{ . !)< A and [a,p] r x lIJ) are called the IX row 
of A and the [3 column of A, respectively. The matrix A is said to be row finite 
(column finite) in case each row (column) of A has at most finitely many 
non-zero entries. In practice we shall be interested mainly in matrices that 
are row finite or column finite, The collection of all [' x A-matrices over 
the ring R will be denoted by 

MrxA(R) 

and the subsets of row finite and column finite matrices by 

and 

respectively. If [' = A, then we write simply Mlr(R), IR IFMlr(R) and CIFMl r(R), 
and we call the entries ['-square or [' x ['-square matrices. The diagonal of a 
[' x ['-square matrix A = [a,p] is the indexed set (an)'Er. 

Of course, Mlr x A (R) is simply R r x A and so (see 1.8) it has a natural group 
structure; in particular, it is an abelian group with "pointwise" addition. In 
matrix notation, let 

A = [a.p] , B = [ bap ] 

be elements of Mlr x A(R); then this pointwise or matrix addition IS gIven 
somewhat imprecisely by 

[ a,p ] + [ b.p] = [a,p + b ap ] . 
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The identity of this group structure on IWIl r x ,,(R) is the zero matrix 
o = [OaP], and the inverse (negative) of A is - A = [ - aap]. 

Now suppose that r, A, and a are non-empty sets, and that 

For each IX E rand}' E a consider the formal series LPE" aap bpy . If either A is 
row finite or B is column finite, then this series has at most finitely many 
non-zero terms which sum to a unique element c2y E R, and the r x a-matrix 

AB = [LpE" aap b/ly]r x n 

is called the (matrix) product of A and B (in that order). Note that if both A 
and B are column finite (row finite) then AB is column finite (row finite). It 
is easy (but tedious) to show that wherever this product is defined, it is 
associative and that it distributes over addition on both the right and left. 
Now let Ir be the r x r-square matrix over R 

Ir = [bap ] 

where ball denotes the Kronecker delta over R (0.1). Then dearly, Ir is both 
row finite and column finite. 

We call I r the r x r-identity matrix over R. Now the point is that on 
both of the sets [JUlWIlr(R) and IClFlWIlr(R) the matrix product defines a binary 
operation, which we call matrix multiplication. 

1.14. Proposition. Let R be a ring and let r be a non-empty set. Then with 
pointwise addition and matrix multiplication 

and o 
are rings. 

In the case where r = {l, ... ,m} and A = {l, ... ,n} are finite, all 
matrices are both row finite and column finite, and we write simply 

for the sets of these m x n-matrices over R and the set of n x n-square matrices 
over R, respectively. From (1.14) IWIln(R) is a ring, called the ring of n x n­
matrices over R, with respect to matrix addition and matrix multiplication. 
Also, as usual, we shall adopt the familiar rectangular array notation for an 
m x n-matrix [aij] over R. 

The ideal structure of the matrix rings IWIln(R) is quite easy. It can be shown 
(see Exercise (1.8)) that a subset K of IWIln(R) is an ideal in IWIlrJ(R) if and only if 
there is an ideal I of R with K = {[ aij] E IWIln(R) I aij E I}. 

With a slight perversion of notation this says that 

I I-> IWIl n (I ) 

defines an isomorphism between the ideal lattices of R and of IWIln(R). In 
particular, IWIln(R) is a simple ring if and only if R is a simple ring. 

On the other hand, if r is infinite, then the ideal structure of IClFlWIlr(R), 
say, is not quite so clear. However, in the case of greatest interest, where R is a 
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field, the ideal lattice of 1C1H\/ll r (R) is a chain of more than two elements. (See 
Exercise (14.13).) 

Among the many interesting subrings of ICIFMr(R) there is one that we 
shaH refer to frequently. If r is linearly ordered by :$;, a r x r -square 
matrix A = [a,p] is upper triangular (lower triangular) in case for all r:J., fJ E r 

r:J. > f3 implies a,p = 0 (r:J. < f3 implies a.p = 0). 

Of course every scalar matrix is both upper and lower triangular. Moreover, 
it is easy to see that the set of upper triangular matrices in ICIFMr(R) forms a 
subring of ICIFMr(R) and the set of upper triangular matrices in ~IFMr(R) 
forms a subring of ~IFMr(R). Of course, paraHel statements hold for the sets 
of lower triangular matrices. 

1.15. Endomorphism Rings. We look next at a class of examples that 
motivates much of our subsequent work. Thus, let A be an abelian group 
written additively. By an endomorphism of A we mean of course just a group 
homomorphismf: A -> A; in other words, if we write our functions on the left, 

f(a + b) = f(a) + f(b) (a, bEA). 

It is easy to check that the set E of all such endomorphisms of A forms an 
abelian group with respect to the addition (f, g) f--> f + g defined by 

(f + g)(a) = f(a) + g(a) (a E A). 

Of course the identity and the inverse (= negative) are given by 

O(a) = 0 and ( - f)(a) = - f(a). 

Now on E it also happens that composition of functions is an associative 
operation that distributes over the additive operation on E. So if A =1= 0 
(i.e., if E has at least two elements), then E is actuaHy a ring whose identity is 
the identity map 1 A : A -> A. But note that if f, gEE, then in general, the 
productfg in E depends on whether we consider these as functions operating 
on the left or on the right: 

(fg)(a) = f(g(a)); (a)(fg) = «a)f)g. 

In other words, there arise naturaHy for every (non-zero) abelian group A 
two endomorphism rings, a ring of left endomorphisms and a ring of right 
endomorph isms, denoted 

End'(A) and Endr(A), 

respectively. The fates being what they are, we shaH have need for both of 
these rings. When we have an f E End'(A), we are considering it as a "left" 
endomorphism and shaH denote its valuesf(a). On the other hand, if we have 
fE Endr(A), then we are consideringf as a "right" endomorphism and shaH 
denote its values by (a)! Of course, 

End'(A) = (Endr(A) )"P. 
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It turns out that such endomorphism rings (pick a side) playa role in ring 
theory entirely analogous to that played by the symmetric groups in the 
theory of groups. In fact, there is a perfect analogue of "Cayley's Theorem" 
to the effect that every ring is isomorphic to a subring of an endomorphism 
ring of an abelian group. (See Exercise (1.10).) 

1.16. Idempotents. Let R be a ring. An element e E R is an idempotent in 
case e2 = e. A ring always has at least two idem po tents, namely 0 and 1. An 
idempotent e of R is a central idempotent in case it is in the center of R. As we 
shall see, the arithmetic of idempotents plays a fundamental role in the 
study of rings. For the most part, however, the details of this arithmetic are 
quite straightforward and will be relegated to the exercises. As one small 
example, we note here that if e E R is an idempotent, then so is 1 - e, for 

(1 - e)2 = 1 - e - e + e2 = 1 - e - e + e = 1 - e. 

Also it is easy to check that if e is central, then so is 1 - e. 

Each non-zero idempotent e of a ring R determines a second ring, namely 

eRe = {exe[xER}, 

with addition and multiplication that of R restricted to eRe, and with 
identities 0 = eOe and e = ele. If e +- 1, then the ring eRe is not a subring of 
R and if e is not central, eRe need not be a homomorphic image of R. Of 
course, if e is a central idempotent, then the map 

Te:x~exe (x E R) 

is a surjective ring homomorphism R onto eRe with kernel (1 - e)R(1 - e). 
There is one easy but important class of examples of this last phenomenon. 

Thus, let R be the cartesian product R = ITA R, of rings (Ra)aEA- Let IX E A. 
Then there is an element e, E R defined coordinatewise (0.4) by 

n/3(ea ) = ba/31/3. 

That is, e, = ~ ,(1,) is the identity of Ra at the IXth coordinate and 0 elsewhere. 
Now it is easy to see that ea is a central idempotent of R and that the ring 
ea Rea is isomorphic to Ra via 

(na [ ea Rea): ea Re. -> Ra. 

Moreover, in the case where A is finite, the existence of a ring isomorphism 
R ~ ITA R. can be determined by means of the behavior of the central 
idempotents of R. (See §7.) 

As another important example of idempotents, let R be a ring, let n > 0 
be an integer and consider the matrix ring Mn(R). Let 1 :s; m :s; n and let 
e = [aij] be the matrix defined via 

{ I if i = j :s; m 
aij = 0 otherwise. 

Then it is easy to check that e is a non-zero idempotent and that as rings 
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Incidentally, we can draw the same conclusions provided just that e has 
exactly m non-zero entries, each of which is a 1 on the diagonal. It is important 
to realize that these examples by no means describe all of the idempotents of 
the matrix ring Mn(R). 

1.17. Nilpotent Elements. The antithesis of the idempotents of a ring are 
its nilpotent elements. An element x of a ring R is nilpotent in case there is a 
natural number n such that 

xn = 0; 

the least such n is called the nilpotency index of the element. Clearly 0 is the 
only element of a ring that is simultaneously idempotent and nilpotent. 

If R is a ring and if n > 1, then the matrix ring Mn{R) is fairly rich in 
nilpotent elements. Indeed, every strictly upper triangular matrix (i.e., upper­
triangular with 0 diagonal) and every strictly lower-triangular matrix in 
Mn(R) is nilpotent with nil potency index at most n. 

There is one "zero-like" property of nilpotent elements that is of some 
importance. Indeed if x is nilpotent, then 1 - x is invertible. For if xn = 0, 
then 

(1 - x)(1 + x + ... + xn - l ) = 1 and (1 + x + ... + xn - I )(1 - x) = 1. 

The elementwise concept of nilpotence can be extended. Thus, a subset A 
of a ring R is nilpotent in case there is an integer n > 0 such that 

X I X 2 ···Xn =0 

for every sequence Xl' x 2 , ... , Xn in A. Also, a subset A of a ring is nil in case 
each of its elements is nilpotent. Thus, every nilpotent subset of R is certainly 
nil; but there are nil subsets of rings that are not nilpotent. (See Exercise 
(1.14).) 

As we shall see, the analysis of a ring and its arithmetic is very dependent 
on the behavior of its idempotents and its nilpotent elements. One seeks to 
learn the idempotents of a ring to a large extent because locally they behave 
like the identity; indeed a non-zero idempotent e E R is the identity of the 
induced ring eRe. In a sense the nilpotent elements are relatively weak and 
the extent to which they permeate the ring provides a measure of the arith­
metic strength of the ring. For example (see Exercise (15.14)) a commutative 
ring with no non-zero nilpotent elements can be embedded in a cartesian 
product of fields. On the other hand, rings having substantial amounts of 
nilpotence often suffer from some very weird pathologies. 

1. Exercises 

1. Let (R, + .. ,0) be a system satisfying all the requirements for a ring except 
the existence of a multiplicative identity. Prove that there is a ring 
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(R, +,',0,1) in which (R, + , ',0) is an ideal. [Hint: On R x Z define 
addition and multiplication by (r,n) + (s, m) = (r + s, n + m) and 
(r, n)(s, m) = (rs + mr + ns, nm).] 

2. (1) Prove that a ring in which each non-zero element is left cancellable 
(left invertible) is an integral domain (division ring). 
(2) Prove that every finite integral domain is a division ring. 

3. Let a E R, a ring. Prove that if a has more than one left inverse, then it has 
infinitely many. [Hint : Set A = {a'ERIa'a = I}. Then A =1= 0. Fix 
ao E A. Observe that a' f-+ aa' - 1 + ao defines an injection from A to a 
proper subset of itself.] 

4. Show that the matrix [6i 2j] E Crr:M f>J (IR) is left invertible but not even 
right cancellable. 

5. Let Rand S be rings and ¢ : R ---+ S a surjective ring homomorphism. 
Prove that if a E R is invertible, central, idempotent, or nilpotent, respec­
tively, then so is ¢(a) in S. How about converses? 

6. Let H be the subset of M 2 (C), the 2 x 2 matrices over the complex field, 
of all elements of the form 

[
a + ib 

q= 
-c + id 

C + idJ 
a - ib 

with a, b, c, dE IR. Show that H is a subring of M2 (C). Consider the 
elements 

[1 0J [i 0J r ° 1= 01 i= ° -j j=l:-1 ~J k=[~ ~J 
in H. Thus, the above "typical" element q of H is q = al + bi + cj + dk. 
Show that if q =1= 0, then it is invertible. Deduce that H is a non­
commutative division ring. It is called the ring of quaternions. 

7. Let K be a field. Prove that: 
(1) Mn(K) is a simple ring. 
(2) In the ring Crr:Mf>J(K), the set T of matrices that have only a finite 
number of rows with non-zero entries is a non-trivial ideal. [Hint: If 
aij = ° whenever i > nand [cij ] = [bij ]- [ aiJ then cij = ° whenever 
i > max{klbkj =1= ° and 1 5,j 5, n}.] 
(3) Crr:Mf>J(K) has exactly one non-trivial ideal. 

8. Let R be a ring and let n > 1 be a natural number. For each ideal I of R 
set 

(1) Prove that I f-+ Mn(I) defines an isomorphism from the lattice 
of ideals of R onto the lattice of ideals of Mn(R). This generalizes 
the first part of Exercise (1.7): The ring of n x n matrices over a simple 
ring is a simple ring. [Hint : If 0 is an ideal of Mn(R), then the collection 
of all entries from elements of 0 forms an ideal I of R.] 
(2) Prove that if I is an ideal of R, then Mn(R)/Mn(I) ~. Mn(R//). 
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9. Let R be a ring and A s; R. The R-centralizer of A is CenR(A) = {x E R I 
ax = xa (a E A)}. Thu~ Cen R = Cen R(R). Prove that: 
(1) CenR(A) is a subring of R. 
(2) A is a maximal commutative subring of R iff A = CenR(A). 
(3) If x E CenR(A) is invertible in R, then its inverse is in CenR(A). 
(4) Infer that the center of a simple ring is a field. [Hint: If x E Cen R, 
then {rx IrE R} is an ideal of R.] 

10. Denote the underlying additive group of the ring R by R +. For each 
r E R define two functions A" Pr: R --> R by 

and Pr:x H xr. 

Write each Ar as a left operator and each Pr as a right operator. 
(1) Prove that A: r H Ar defines an injective ring homomorphism into 
End1(R+) and that p: r H Pr defines an injective ring homomorphism into 
Endr(R +). Thus a ring R is isomorphic to a ring of left endomorphisms 
of an abelian group as well as to a ring of right endomorphisms of an 
abelian group. 
(2) Prove that if R + is cyclic, then R is commutative and both I. and P 
are isomorphisms. 

11. Let R be a ring. Prove that there is a unique ring homomorphism 
X: 7L. --> R. The kernel of X is of the form 7L. n for some unique n ;;:: 0 (1.6); 
this n is the characteristic of R. 

12. (1) Let R be a ring and A s; R. Suppose R is generated by A (i.e., R is the 
only subring of R that contains A (1.9)). Prove that if ¢: R --> S is a ring 
homomorphism, then 1m ¢ is the subring of S generated by ¢(A). 
(2) Let X:7L. --> R (see Exercise (1.11)). Deduce that ImX is the subring of 
R generated by {I}. Infer that if R is an integral domain, its characteristic 
is either 0 or a prime. 

13. A ring is a Boolean ring in case each of its elements is idempotent. Prove 
that: 
(1) Every Boolean ring R is commutative and a = - a for all a E R. 
[Hint: Square (a + a) and (a - b).] 
(2) Every subring and every factor ring of a Boolean ring is a Boolean 

nng. 
(3) Every simple Boolean ring is isomorphic to 7L. 2 . 

(4) If A is a set and if R is a Boolean ring, then RA is a Boolean ring. 
14. Let p E IP' be a prime. Prove that for each natural number n the ideals of 

7L.pn form a chain and that each proper ideal is nilpotent. Then show that 
the product 

R=X n >l7L. p" 

has a nil ideal that is not nilpotent. [Hint: For each n > 1 let In be a 
proper ideal of 7L. pn. Let I be the set of all (f E R such that (f(n) E In and is 
not zero for at most finitely many n.] 

15. Let G be a non-empty set and let R be a ring. A functionf: G --> R is zero 
almost always in case its support Sen = {x E G I f(x) 9= O} is finite. The 
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set R(G) of all functions G --> R that are zero almost always is clearly a 
subgroup of the additive group of R(G)under the addition (f, g) ~ f + g 
where (f + g)(x) = f(x) + g(x) for all x E G, for S(f + g) £ S(f) u S(g). 
Now suppose that G is a semigroup (written multiplicatively) with 
identity e. For each pair f, g E R(G) define 

(fg)(x) = Lyz = x f(y)g(z) (x E G). 

(1) Prove that with respect to this addition and multiplication R(G) is a 
ring with identity the function ~(e): x ~ b ex in R(G). This ring is cal1ed the 
semigroup ring (or group ring if G is a group) of Gover R. It is denoted RG. 
(2) For each r E R and each x E G define a(r) and ~(x) in RG by 

and 

Prove that a: r ~ a(r) defines an injective ring homomorphism R --> RG 
and that ~: x ~ ~(x) defines an injective monoid homomorphism 
G --> RG into the multiplicative semigroup of RG. 
(3) Prove that for each non-zero fE R(G) there is a unique sequence 
r l , ... , rn of non-zero elements of R and distinct Xl> ... 'Xn E G such that 
f = a(rd~(xd + ... + a(rn)~(xn). For this reason it is a common practice 
to write f simply in the form r I Xl + ... + r n X n . Observe that in this 
notation, the canonical image of r E R (under a) in RG is re, the identity 
of RG is Ie, and (with the obvious simplification that may be possible on 
the right) 

(Sl Yl + ... + SmYm)(r l Xl + ... + rnXn) = Lr/!, 1.1 SjrjYjXj. 

(4) Let S be a ring and suppose that there is a ring homomorphism 
¢ : R --> S and a monoid homomorphism 8: G --> S such that for each 
r E R and x E G, ¢(r)8(x) = 8(x)¢(r). Prove that there is a unique ring 
homomorphism 1/1: RG --> S such that 1/1 0 a = ¢J and 1/1 C ( = o. 

16. Using the concept of a semigroup ring, polynomial rings can be treated 
without recourse to the artificial invention of an indeterminant. The non­
negative integers ~Jo = {O, 1,2, ... } form a commutative monoid under 
addition. Let R be a ring. Adopting the notation of Exercise (1.15.2) (with 
G = No and e = 0), let X = ~(I) E R No. We cal1 the ring R No the ring 
of polynomials in one indeterminant (i.e., X) over R, and we normaIIy 
denote it by R [Xl The elements of R [X] are cal1ed polynomials in X 
over R. 
(1) Prove that in R[X], if n E No, then ~(n) = xn. [Remember that No 
is an additive semigroup.] Infer that for each non-zero polynomial 
fE R[X] there is a unique n and a unique sequence ro, r l , ... , rn in R 
with rn + 0 andf= roXo + rlX + ... + rnxn. We cal1 this n the degree 
of f (the zero polynomial is assigned degree - r:f) and write deg f = n, 
call r 0, r I, ... , r n the coefficients off and call r n the leading coefficient off 
(2) Prove that if R is commutative, then so is R [Xl 

17. Let S be a ring and let R be a sub ring of S. Let XES such that rx = xr for 
all r E R. Prove that there is a unique ring homomorphism 1/1: R [X] --> S 
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such that 

t/!:roXo + rlX + '" + rnXnl--+rO + rlx + ... + rnxn 

for each ro, r l , ... , rn E R. [See Exercise (1.15.4). Prove then that the image 
oft/! is the subring of S generated by R u {x}.] 

18. Let N~ be the n-fold cartesian product of No. Under coordinatewise 
addition NZ is a commutative monoid. Let R be a ring. Prove that the 
semigroup ring R N ~ is isomorphic to the (iterated) polynomial ring 
R[X I ] [XJ ... [XnJ. We usually denote this ring by R[X), X 2 , ..• , XnJ. 

§2. Modules and Submodules 

Let R be a ring. Then a pair (M, ;.) is a left R-module in case M is an abelian 
group (which we shall write additively) and A is a map from R to the set of left 
endomorphisms of M such that if M is not zero, 

A:R -+ Endl(M) 

is a ring homomorphism. This means simply that for each a E R, there is a 
mapping A(a): M -+ M such that for all a, b E R and all x, y E M 

).(a)(x + y) = ).(a)(x) + A(a)(y), 

A(a + b)(x) = A(a)(x) + ;.(b)(x), 

A(ab)(x) = A(a)().(b)(x)), 

l.(l)(x) = x. 

In practice we usually are able to suppress the I, and the excess parentheses. 
Writing just ax for A(a)(x) we may think of A as defining a "left scalar 
multiplication" R x M -+ M via (a, x) 1--+ ax satisfying for all a, b E Rand 
x, y E M the axioms for a "left R-vector space": 

a(x + y) = ax + ay, 

(a + b)x = ax + bx, 

(ab)x = a(bx), 

Ix = x. 

At the same time we shall usually say simply that M, rather than (M, I,), is 
the left R-module. This allows some potential ambiguity, for a given abelian 
group may admit more than one left R-module structure. In only a few in­
stances will this ambiguity be significant, and in these we shall be able to 
eliminate the ambiguity with special notation. 

By a right R-module we mean an abelian group M and a ring homo­
morphism p of R into the right endomorphism ring of M. Shorn of un­
necessary notation this means that there is a "right scalar mUltiplication" 

(x, a) 1--+ xa (xEM,aER) 

from M x R to M satisfying for all a, b E R and x, y E M 

(x + y)a = xa + ya, 

x(a + b) = xa + xb, 

x(ab) = (xa)b, 

xl = x. 

Thus, it is intuitively obvious (but see Exercise (2.1)) that the right R-modules 
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are essentially the same as the left ROP-moduies. So in particular, if R is com­
mutative, we may be allowed to view the two concepts as identical. 

2.1. Examples.(l) If D is a division ring, then a left D-module is simply our 
old friend a left D-vector space. In most elementary courses, we encounter 
only vector spaces over fields and hence are not concerned with sides. But for 
non-commutative division rings D, a left D-vector space is not the same as a 
right D-vector space. 

(2) If V is a vector space of dimension n over a field K, then the ring 
R = Mn(K) of n x n-matrices over K operates as K-linear transformations, 
and hence as abelian group endomorphisms, on V. Here in particular we have 
considerable choice. If we view R as operating from the left on column 
vectors, then V acquires the structure of a left R-module. If we let R operate 
on the right on row vectors, then V has the structure of a right R-module. But 
there is more. In either case the way that R operates on V is determined by the 
choice of basis; each such choice giving a different module structure to V. 
Of course all of the left structures obtained this way are in some sense 
"isomorphic" as are the various right structures. Still it must be recognized 
that strictly speaking these structures are different. 

(3) For a ring R there is a unique ring homomorphism from 7L to R (see 
Exercise (1.11)). So for every abelian group M there is a unique 7L-module 
structure on M. This is simply the structure given by the usual "multiple 
function" 

(n, x) f-+ nx. 

(4) In Exercise (1.10) we found homomorphisms Ie and p of the ring R 
into the left and right endomorphism rings, respectively, of the additive group 
of R. Thus each ring R induces a left R-module structure on its additive group 
and a right R-module structure on its additive group via the scalar 
multiplications 

(a, x) f-+ ax, and (x, a) f-+ xa, 

where ax and xa denote products in the ring R. These modules induced on the 
additive group of a ring R will be called the regular left and regular right 
modules of R, respectively. 

(5) This last example admits an important extension. Let Rand S be 
rings and let ¢: R ---> S be a ring homomorphism. Then ¢ induces both a left 
and a right R-module structure on the additive group of S. Indeed, the scalar 
multiplication, for the left R-module S, is given by 

(r, s) f-+ ¢(r)s (rER,SES) 

where the product ¢(r)s is computed in the ring S. The right R-module 
structure on S is defined similarly. Clearly this is an extension of the familiar 
business of viewing a field S as a vector space over each of its subfields R. 

(6) There is one particularly important way of constructing new modules 
from old ones. The general theory will be discussed in §6. For now, however, 
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suppose MI, . . . ,M. is a sequence of left R-modules. Then the cartesian 
product MIx ... x M. admits a natural R-module structure. That is, 
writing the elements of this product as n-tuples (Xl' ... ,Xn), the module 
operations are defined by the formulas 

(XI' ... , Xn) + (YI, .. ·,Yn) = (XI + YI' .. . ,x. + Yn) 

r(x1, ... , X n ) = (rx1 , .. · , rx n )· 

This module, which we continue to denote by MIx . .. x Mn is called the 
cartesian product (module) of M I, ... , M n' 

Except for a few exercises we shall not treat much of the elementary 
arithmetic of modules. Indeed, with few exceptions this elementary arith­
metic differs only superficially from that of vector spaces. Perhaps the most 
dramatic difference is that with general modules we can expect ax = 0 even 
though neither a nor X is zero. The interested reader can find the general 
material in several standard texts. 

The concept of a bimodule arises most naturally in the context of endo­
morphism rings of modules (see §4). Nevertheless, bimodules are simple 
enough to introduce directly. Thus, let Rand S be two rings. An abelian 
group M is a left R- right S-bimodule in case M is both a left R-module and a 
right S-module for which the two scalar multiplications jointly satisfy 

r(xs) = (rx)s (r E R, s E S, X EM). 

There are other styles of bimodules depending on the sides on which Rand S 
operate. The crucial identity in the definition of, say, a left R- left S-bimodule 
is then 

r(sx) = s(rx) (rER , SES, xEM). 

There is a very concise and suggestive notational device for describing 
the various flavors of modules. The following partial dictionary should 
suffice to explain this device: 

RM means M is a left R-module 
MR means M is a right R-module 

RMS means M is a left R- right S-bimodule 
R-sM means M is a left R- left S-bimodule. 

The bimodule R -sM is in essence the same object as the bimodule RMSOP 

(see Exercise (2.1)). Thus we shall generally deal with left-right bimodules, 
and simply refer to RMS as an (R, S)-bimodule. Note also that the Z-module 
structure that the abelian group M admits (2.1.3) makes RM into a bimodule 

RM2 · 

Linear Combinations and Submodules 

Let M be a left R-module. Then an abelian subgroup N of M is a (left R-) 
submodule of M in case N is stable under the endomorphisms of M induced 
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by R. In other words, N is a submodule of M if and only if it is a subgroup of 
M "closed" under scalar multiplication by R. In particular, a submodule N 
of M is a left R-module on its own right. It is possible for a subgroup N of a 
left R-module M to be an R-module in terms of some representation 
R -+ End1(N) without being an R-submodule of M. (See Exercise (2.2).) 

If X S;; M and A S;; R, then any element of M of the form 

with Xl' ... ' Xn E X and a l , ... , an E A is a linear combination of X with 
coefficients in A, or simply an A-linear combination of X. We shall denote the 
set of all such A-linear combinations of X by AX. 

2.2. Proposition. Let M be a left R-module and let X be a non-empty subset 
of M. Then RX is an R-submodule of M. 

Proof The R-linear combinations of X are clearly closed under the group 
operation of M, and the identity 

a(rixi + ... + rnxn) = (ardxI + ... + (arn)xn 

finishes the job. o 
The subset {O} of a module M is clearly a submodule of M. We call it the 

zero submodule and usually denote it by 0 alone. To avoid a special case 
later, we agree 

R0 =0; 

that is, 0 is the unique R-linear combination of 0. The following, which is an 
easy exercise, characterizes submodules as those non-empty subsets "closed" 
under all R-linear combinations. 

2.3. Proposition. Let M be a left R-module and let N be a non-empty subset 
of M. Then the following are equivalent: 

(a) N is a submodule of M; 
(b) RN = N ; 
(c) For all a, b E R and all X, yE N 

ax + bYEN. o 
Of course for each of the various types of modules there is a corresponding 

notion of submodule, and there are results analogous to (2 .2) and (2.3). For 
example, given RMS a subset N is an (R, S)-submodule (strictly speaking, a 
left R-, right S-submodule) of M iff N is simultaneously an R-submodule 
and an S-submodule. Also, in this setting, for example, an (R, S)-linear 
combination of X s;; M is simply an element of the form 

with ri E R, Si E S, and Xi E X (i = 1, ... , n). The set of all of these is abbreviated 
RXS. Then a non-empty subset N of M is an (R, S)-submodule if and only 
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if N = RNS. This in turn is equivalent to containing those (R, S)-linear 
combinations of the form rxs + r'x's' with x, x' E N. 

Like the subgroups of a group or the subs paces of a vector space, the set 
of submodules of a module M forms a complete modular lattice with respect 
to the partial order of set inclusion. Thus suppose that M is a module. If N 
is a submodule of M, we denote this fact by 

N :s; M. 

To avoid occasional ambiguity about the ring of scalars, we may also use 
such self-explanatory variations as 

or 

Let M be a left R-module and let L :s; M and N :s; M be submodules. 
Then it is clear from (2.3) that 

L:s;N iff L£N. 

In particular, the set geM) of all submodules of M is partially ordered by :s; 
(which on geM) coincides with set inclusion). The submodules 0 and M of 
M are the unique smallest and largest elements of geM). Moreover, if d 
is any non-empty subset of geM), then it is an immediate consequence of 
(2.3) that 

n.vI E geM). 

Since clearly n.Y1 must be the greatest lower bound of d in g(M), we infer 
that geM) is a complete lattice (see (0.6)). Although the partial order for the 
lattice geM) is set inclusion and the greatest lower bound is intersection, the 
least upper bound of d £ geM) is not generally its union. Indeed the union 
of two submodules is rarely a submodule. (See Example 4 of (0.5).) To 
characterize the join in geM) we introduce some special, but entirely 
standard, notation; if M l, ... , Mn are non-empty subsets of M, we set 

Ml + ... + Mn = {Xl + ... + XnlXiEMi (i = 1, ... ,n)}. 

Another easy consequence of (2.3) is 

2.4. Lemma. If M is a left R-module and if M l , ... , Mn are submodules of 
M, then Ml + ... + Mn is also a submodule of M. In fact, Ml + ... + Mn is 
the set of all R-linear combinations of Ml u ... u Mn' 0 

If:r is an arbitrary collection of subsets of M, then there is no reasonable 
concept of "sum" of :r. However, motivated by this last lemma we do define 
the sum Ld of a family d of submodules of M to be the set of all R-linear 
combinations of ud. It is easy to see that if d = {M, I a E A}, then 

Ld = LAM, = u {Mot + ... + M,.1 aI' ... , an EA (n = 1,2, ... j), 

i.e., each element of LA Mo can be written as a finite sum 
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By (2.2) then, the sum 'Ld of a set d of submodules is again a submodule, and 
moreover, if N is any submodule of M containing all the submodules in d, 
then by (2.3) it must contain the sum 'Ld. Therefore it is this sum 'Ld that 
is the least upper bound of d in Y>(M). 

Let H, K, and L be submodules of M. Then it is easy to check that 

H n (K + L) ~ (H n K) + (H n L). 

In general this inequality may be strict, i.e., Y>(M) need not be a distributive 
lattice. However, if H ~ K and hE H, k E K, IE L with h = k + I then, since 
k E K = H n K, Y>(M) does satisfy the modularity condition (see (0.5)). 

In summary we have 

2.5. Proposition. If M is a left R-module, then the set Y>(M) of submodules 
of M is a complete modular lattice with respect to :::;. In this lattice, if d is a 
non-empty set, then its join and meet are given by 

and nd, 

respectively. In particular, if K and L are submodules of M, then 

K+L and KnL 

are their join and meet, respectively; and if H is another submodule of M, then 

implies H n (K + L) = K + (H n L). o 
These submodule lattices Y>(M) provide a great deal of information 

about the nature of the modules, and hence about the scalar ring. In many 
instances we are able to obtain very explicit information about the ring from 
knowledge of these lattices. Conversely, for certain rings. the behavior of 
these lattices is quite civilized; a familiar example is offered by modules 
(= vector spaces) over fields. In general, however, modules can be very 
unpredictable; just some of the less extreme pathology they display will be 
considered in the exercises. 

Given a module M and a subset X s; M, the set d of all submodules of M 
that contain X contains M and so is non-empty. Its intersection n d is again 
a submodule of M and it is, in fact, the unique smallest submodule of M that 
contains X. We call it the submodule of M spanned by X. 

2.6. Proposition.If M is a left R-module and if X is a subset of M, then the 
submodule of M spanned by X is just RX, the set of all R-/inear combinations 
of X. 

Proof By (2.2), RX is a submodule of M and since lx= x for all x EM, 
we certainly have X s; RX. Finally, by (2.3), any submodule that contains X 
must contain the linear combinations RX. 0 

If (M')'EA are submodules of M, then 'LA M, is the submodule spanned by 
(Ma)'EA. Thus if 
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then we say that the submodules (M.).EA span M. If X is a subset of RM 
such that 

RX=M, 

then X is said to span M, and X is called a spanning set for M. A module with 
a finite spanning set is said to be finit ely spanned. A module with a single 
element spanning set is a cyclic module. Thus a cyclic left module is one of 
the form M = R{x} where x is some element of M ; and we write 

M = Rx = {rxlrER}. 

Of course, the regular modules RR and RR are cyclic. Now it is clear that every 
module is spanned by the set of its cyclic submodules. 

2.7. Proposition. If X is a spanning setfor RM, then 

M = LXEXRx. o 
A module M is simple in case M -+ 0 and it has no non-trivial submodules. 

Not only is such a module cyclic, but clearly a non-zero module is simple iff 
it is spanned by each of its non-zero elements. Somewhat like the primes in 
arithmetic the simple modules are basic building blocks in the theory of 
modules. Indeed note that an abelian group is simple iff it is isomorphic to 
Zp for some prime p E [P. 

Clearly the module itself is the greatest element in its lattice of sub­
modules; hence in the terminology of po sets it is a maximal (indeed the only 
maximal) submodule of itself. But it is the next level, the maximal proper 
submodules, that is of real interest. Dually, the zero submodule is of little 
consequence, but the minimal non-zero submodules of a module are very 
important. As a result one rather weird bit of terminology has evolved. That is, 

maximal submodule means maximal proper submodule 

minimal submodule means minimal non-zero submodule. 

For example, M is simple (hence non-zero) iff M is a minimal and 0 is a 
maximal submodule! The question of existence of minimal or maximal sub­
modules is critical and not trivial. Note for example that the abelian group 
Z has no minimal subgroup (= Z-submodule). (See also Exercise (2.8).) On 
the other hand there is at least one very important class of modules, each with 
maximal submodules. 

2.8 Theorem. Let M be a non-zero left R-module with afinite spanning set. 
Then every proper submodule of M is contained in a maximal submodule. In 
particular, M has a maximal submodule. 

Proof Let K be a proper submodule of M. Then there is a finite sequence 
Xl> .. . , Xn E M such that 

M = K + RXI + ... + Rxn . 

So certainly among all such sequences there is one of minimal length 
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(presumably there are several such sequences), and so we may assume that 
x I' ... , Xn has minimal length. Then 

L = K + RX2 + ... + RXn 

is a proper submodule of M (otherwise the too short sequence X 2 ,···, Xn 

would do for XI' X2' ... ,xn ). Let f!l be the set of all proper submodules of M 
that contain L. Clearly, !!J> is a non-empty subposet of the lattice of sub­
modules of M for L E!!J>. Now a submodule N that contains L is in !!J> iff 
XI 1; N . We apply the Maximal Principle (0.9) to:?l'. Suppose'(J is a non-empty 
chain in the poset f!l. Set V = u'(J. We claim that V is a submodule of M. For 
if a, b E R and x, y E V, then for some N x , Ny E '(J, X E N x and y E Ny. Since '(J 

is a chain, we may assume N x ~ Ny. SO x, y E Ny and (2.3) ax + by E Ny £ V. 
Thus (2.3) V is a submodule of M as claimed. But clearly since XI is in no 
element of '(J, XI 1; V. We have shown then that every non-empty chain in !!J> 
has an upper bound in f!l, namely its union, so by the Maximal Principle f!l 
has a maximal element, say N. Because N is maximal in f!l any strictly larger 
submodule of M is not in f!l, and so contains XI. But then any such module 
must contain N + RXI ~ L + RXI = M. Thus N is a maximal (proper) 
submodule of M containing K. For the final statement of the Theorem let 
K=Q 0 

There is in one case a significant difference between left modules and 
bimodules. If RMS is an R-S-bimodule, and if X E M, then the cyclic submodule 
spanned by X is RxS = (Rx)S, but this need not be just the elements rxs. 
(See Exercise (2.3).) 

Factor Modules 

Just as for vector spaces, there is a factor module of a module with respect to 
each of its submodules. Let M be a left R-module and let K be a submodule. 
Then it is easy to see that the set of co sets 

M /K = {x + KlxEM} 

is a left R-module relative to the addition and scalar multiplication defined via 

(X + K) + (y + K) = (x + y) + K, a(x + K) == ax + K. 

Of course, the additive identity and inverses are given by 

K =0+ K and -(X + K) = -x + K. 

The resulting module M /K is called (the left R1actor module of) M modulo K. 
Entirely similar constructions exist for other types of factor modules. Thus, 
for instance, if we have RMS and an R-S-submodule K, then the factor group 
M /K is a left R- right S-bimodule via 

rex + K)s = rxs + K 

for all r E R, X E M, s E S. 
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Let K be a submodule of M. Then it is easy to see that the set 

.cJ'(M)/K = {HE .cJ'(M)IK::;; H} 

is a sublattice of .cJ'(M). Moreover, for each H in this sublattice 

nK(H) = H/K 

is obviously a submodule of the factor module M /K. Since clearly H ::;; H' 
implies nK(H) ::;; nK(H'), we have that nK defines an order-preserving function 
from .cJ'(M)/K to .cJ'(M/K). On the other hand, if T is a submodule of M/K, 
then 

n'i((T) = {xEMlx+KET} 

is a submodule of M, and, since 0 + K = k + K E T for all k E K, clearly 
K ::;; n'i((T). We see at once that nKn'i((T) = T and n'i(nK(H) ~ H for all 
T E .cJ'(M /K) and for all HE .cJ'(M)/ K. But if x E n'i( nK(H), then x + K = 
a + K for some a E H and so since K ::;; H, we have x E H. Thus, nK and n'i( 
define inverse bijections. Finally, since nj( is also order-preserving, we have 
by (0.8) the important 

2.9. Proposition. Let M he a left R-module and let K be a submodule ofM. 
Then the lattice of submodules of the factor module M / K is lattice isomorphic 
to the submodules of M that contain K via the inverse maps 

nK:H I--> H/K = {x + KlxEH} 

n'i( :Tl-->n'i((T) = {x EMlx + K E T}. D 

Since a module is simple iff its lattice of submodules is a two element chain, 
we have the 

2.10. Corollary. A factor module M /K is simple if and only ifK is a maximal 
submodule of M. D 

Change of Rings 

There are certain important and natural ways that a module over one ring 
inherits a module structure over a second. For example, every module over 
one ring R is, in a completely natural way, a module over all subrings of R. 
In general, some of these "changes of rings" are induced by ring homomor­
phisms. Thus suppose that M is a left S-module, that R is a second ring, and 
that ¢: R ~ S is a ring homomorphism. If the structure sM is obtained from 
the ring homomorphism ),: S ~ End1(M), then 

}'¢:R ~ End1(M) 

induces a left R-structure on M. Here the scalar multiplication is given by 
I /" ,x) I--> ¢(r)x. Thus sM is a left R-module RM with 

rx = ¢(r)x (rER, xEM). 
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If S' is a sub ring of S, then the inclusion map is': S' ---+ S, a ring homomor­
phism, induces an S'-module structure s.M on each sM with the induced 
multiplication 

(s', x) t---> s'x = is'(s')x. 

So with each S-module sM and each ring homomorphism cp: R ---+ S, there 
are four modules 

sM, RM'1>(R)M, lLM. 

Clearly each submodule of anyone of these is a submodule of each subse­
quent one and since the meet and join of submodules an: just intersection 
and sum, the submodule lattice of any of these is a sublattice of that of the 
subsequent modules. Notice also that the submodule lattices of RM and 
1>(R)M are the same. These nearly trivial but important facts we state 
formally in 

2.11. Proposition. Let cp: R ---+ S be a ring homomorphism and let M be an 
abelian group that is simultaneously a left R-module and a left S-module such 
that for all r E R, x E M, rm = cp(r)m. Then, as lattices 

o 
Of course the inclusions stated in (2.11) in general are not equalities. For 

example, in a one-dimensional Ill-vector space there are Q-subspaces that 
are not lIl-subspaces, and there are abelian subgroups that are not 
Q-subspaces. 

Suppose now that M is a left R-module via the ring homomorphism 
A: R ---+ End'(M). As usual though, we abbreviate ax = I.(a)(x). Then the 
kernel 

K = Ked = {aERlax = 0 (xEM)} 

is a two-sided ideal of R, called the annihilator of M in R. If K = 0 (i.e., A is 
injective), we say that M is a faithfuL left R-module. By (1.4) we have that for 
every ideal I of R contained in this annihilator, there is a unique ring 
homomorphism 

IJ: RjI ---+ End'(M) 

such that IJnI = }" Thus, for each such ideal I there is induced on M a left 
RjI module structure called the natural RjI-structure R11M. In this case the 
scalar multiplication is given by 

(a + I, x) t---> (a + I)x = ax (aE R, x EM). 

Thus the R-structure on M is just that induced as in the previous paragraph 
by the RjI structure and the surjective ring homomorphism nI : R ---+ RjI; 
so by (2.11) and (1.4) we have 

2.12. Corollary. Let M be a left R -module, and let I be an ideal of R con­
tained in the annihilator of M. Then 
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(1) a subgroup of M is an R-submodule iff it is an RjJ -submodule. That is, the 
lattices of R-submodules and R j I -submodules coincide; 

(2) M isfaithful as a left R jI-module iff J is the annihilator of M. 0 

As an easy and important illustration of some of this, let M be a finite 
non-zero Z-module (i.e., abelian group). Then its annihilator K in Z is a 
proper ideal. Indeed, K is the (principal) ideal Zk where k is the least positive 
integer with kx = 0 for all x E M. Then M becomes a Z/Z k( ~ Zk) module 
with respect to the scalar multiplication 

(m + Zk)x = mx. 

In particular, if K = Zp with p prime, then Zp is a field, M is naturally a 
Zp-vector space, and the lattice of subgroups of M is precisely that of the 
lattice of Zp-subspaces of the Zp-vector space 7l. pM. 

2.13. Rings as Bimodules. As we saw in (2.1.4) the additive group of a 
ring R is both a left R-module and a right R-module via left and right ring 
multiplications. Since ring multiplication is associative, 

a(xb) = (ax)b, 

it follows that these left and right multiplications give R the structure of a 
bimodule. Henceforth when we speak of a ring R as a module (left, right, or 
two-sided) over itself, we mean this regular module structure, and unless we 
explicitly suspend this agreement, 

and 

will denote these regular modules. 
Clearly, if R is a ring, then a non-empty subset I of R is an ideal iff it is a 

submodule of the bimodule RRR' This is equivalent to 

1= RIR. 

More generally, the submodules of RR are called left ideals of R and the 
submodules of RR are called right ideals of R. Thus a non-empty set I of R is a 
left ideal iff 

1= RI. 

A left, right, or two-sided cyclic ideal is usually said to be principal. 
Since the ideals- left, right, or two-sided-of R are merely the sub­

modules of certain special modules, we have in particular that each of these 
sets is a complete lattice with respect to set inclusion. And of course these 
lattices satisfy the general properties of lattices of submodules. The con­
vention about maximal and minimal submodules also is adopted: maximal 
(left, right, two-sided) ideal means proper and minimal means non-zero. 
Also for example, if A is a non-empty subset of R, then 

RA, AR, and RAR 

are the left ideal, the right ideal, and the (two-sided) ideal of R spanned by A, 
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respectively. In the same way, for example, if I is an ideal of R, then the lattice 
ofleft ideals of R/I is isomorphic to the lattice of left ideals of R that contain I. 
Therefore, we shall feel free to apply our various results about modules in 
general to these special ones. However, as we shall see in the next section, 
when we are considering homomorphisms we shall have to exercise 
caution about such translations. 

Annihilators 

Given a left R-module M we should like to read properties of R from M and 
conversely, properties of M from R. One very valuable tool for obtaining 
some of this exchange of information is provided by "annihilators". We have 
mentioned the annihilator in a ring of an R-module M. More generally, 
let M be a left R-module. Then for each X s; M, the (left) annihilator of X 
in R is 

IR(X) = {r E R I rx = 0 (x E Xj), 

and, for each A s; R, the (right) annihilator of A in M is 

fM(A) = {xEMlax = 0 (aEA)}. 

For singletons {x} and {a}, we usually abbreviate to IR(x) and fM(a). When 
there is no chance for ambiguity, we may omit the subscripts Rand M. Also, 
of course, beginning with a right R-module M, we encounter the right 
annihilator fR(X) and the left annihilator IM(A). There is some other fairly 
obvious terminology; for example, if A s; IR(X), we may say that A 
annihilates X. The value of these annihilators will not be (~vident until much 
later, but their basic properties are easy enough to obtain now. 

2.14. Proposition. Let RMS be a bimodule, let X S; M and let A S; R. Then 
(1) IR(X) is a left ideal of R; 
(2) fM(A) is a submodule of Ms. 

Moreover, if X is a submodule of RM, then IR(X) is an ideal of R. If A is a right 
ideal of R, then rM(A) is a submodule of RMS. If R is commutative, then IR(X) 
is an ideal and fM(A) is a submodule of RMS. 

Proof Consider (2). Let x, y E rM(A) and let s, s' E S. Then for each a E A, 
we have (since RMS is a bimodule): 

a(xs + ys') = a(xs) + a(ys') = (ax)s + (ay)s' = o. 
So (2.3.c) since fM(A) =1= 0 (it must contain 0), it is a submodule of Ms. The 
rest of the proof is equally simple and will be omitted. 0 

2.15. Proposition. Let RM be a left R-module, let X, Y be subsets of M and 
let A, B be subsets of R. Then 

(1) X S; Y implies IR(X) :2 IR(Y) and A S; B implies fM(A) :2 rM(B). 
(2) X S; fM1R(X) and A S; lRfM(A). 
(3) IR(X) = IRrMIR(X) and fM(A) = fM1RfM(A). 
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Proof (1) and (2) are really easy. For (3) apply (2) to IR(X) for 
IR(X) ~ IRrMIR(X). Then apply (1) to the first assertion of (2) for 
IR(X) ;:> IRrMIR(X). 0 

One very significant bit of information has emerged already. Suppose RMS 

is a bimodule. Then 

and 

are order-reversing maps between the poset of left ideals i of R and the poset 
of right S-submodules K of M. Of course these maps are not always bijective 
since the inclusion of (1) and (2) can be strict (consider M = ",Z'",). Also in 
general they are not lattice anti-homomorphisms (see Exercise (2.15)) but as 
the next result shows, they come close. Curiously enough there is an 
important lattice anti-isomorphism (of new lattices) lurking in the wings. 
(See Exercise (2.16).) 

2.16. Proposition. Let RM be a lefi R-module. Let (K,)aEA and (/,),EA be 
subgroups of the additive groups of M and R, respectively. Then 

(1) IRCr.AK,) = n A IR(Kal and rMCr.Aia) = n A rM(/'); 
(2) LA IR(K,) ~ IR( n A Ka) and LA rM(/,) S rM( n A IJ. 

Proof (1) Since Kp :s; LAKa for each [3, apply (2.15.1) to get IR(LAKa) S 

IR(Ka) for each a. On the other hand, if an element r E R annihilates every 
K" then it certainly annihilates every sum of elements from these Ka' Thus, 
n A IR(K,) S IR(LA Ka). A similar argument handles the right annihilators. 

(2) Clearly, nAKa S Kp for each [3 E A. Soby(2.15.1),IR(Kp) S IR(nAK,) 
for each [3. Now IR( nA K,) is a left ideal of R (2.14.1), so LPEA IR(Kp) S 

lR( n A K,). Again a similar argument for right annihilators. 0 

2. Exercises 

1. Let R be a ring and let R"P be its opposite ring. Denote the multiplication 
operation in ROP by *, thus, r * s = sr for all r, s E R. 
(1) Let M be a left R-module. Define a function *:M x R"P -> M via 
(x, r) f-> x * r = rx. Prove that under this operation M is a right ROP 
module; we shall denote it by MOP. [Hint: See (1.15).J 
(2) Let S be a second ring and let M be a left R- left S-bimodule. Prove 
that with the operation *: M x R"P -> M of part (1), M is a left S- right 
R"P-bimodule. 

2. (1) Let M be a non-zero abelian group, L = End/(M), and R = Endr(M). 
Then LM and MR' Show that LMR iff L is commutative. [Hint: Exercise 
(2.1).J 
(2) Let c V be a non-zero complex vector space. The abelian group V 
becomes a left (:-vector space c V with the scalar multiplication 
(a, x) f-> fix (fi is the conjugate of a). Prove that neither of these I[>vector 
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spaces <c V and <c V is a subspace of the other and that these two I[>scalar 
multiplications do not form a (C, C)-bimodule. 

3. Let R be a ring and x E R. Prove that the ideal (i.e., (R, R)-submodule of 
RRR) of R generated by x is the set of all finite sums rtxs 1 + ... + rnXSn 
for nEN, r1, ... ,rn, St, ... ,snER. Give an example showing that 
{rxs I r, S E R} need not be an ideal of R. [Hint: Consider M 2 (Q).] 

4. Let M be a left R-module, let A, B s; R, and let X s; M. Prove that: 
(1) AX ::;; M whenever A is a left ideal of R; 

(2) A(BX) = (AB)X; 

(3) A(Lc X) = Lc AX, whenever each Xi' is a subgroup of TLM (I' E C); 
(4) (Lc A)X = Lc AiX whenever each Ai' is a subgroup of 7LR. 

5. (1) Let I be left ideal and J be a two-sided ideal in R. Prove that if I and J 
are nil (nilpotent), then so is the left ideal I + J. [Hint: Consider 
(l + J)jJ in RjJ. (Also note that I nilpotent means r = 0 for some 
n EN.)] 
(2) Prove that if I is a left ideal in R. then I is nilpotent iff I R is nilpotent. 
Conclude that if I and K are nilpotent left ideals then so is I + K. 
(3) Let..? be a set of nilpotent left ideals of R. Prove that L..? is a nil left 
ideal. 
(4) Let f be a set of nil ideals in R. Prove that LJ is a nil ideal. 

6. These are (Hasse) diagrams of three finite po sets 

c/~" /g /............ /i"", 
I d f ... I • • • 

(i) b" / (u) "'-............. (iii) ""'!/ 
For example, the first poset has seven elements, a through g, a is the meet 
of {b,f} and also of {c,f}, e is the join of {c, d} and of {a, d}, c is the join 
of {b, c} and the pair {d, g} has neither a join nor a meet. 
(1) Prove that if a lattice L has a sublattice with diagram (ii), (respectively 
(iii)), then L is not modular (distributive). Conversely, prove that a non­
modular lattice actually contains a sublattice like (ii). (A non-distributive 
lattice must also contain a copy of (ii) or (iii). (See Birkhoff [66].) 
(2) Let L be a modular lattice and let a, b, eEL with a ::;; b. Prove that 
if a v c = b v c and a /\ c = b /\ c, then a = b. 
(3) Prove that a lattice L is distributive iff a v (b /\ c) = (a v b) /\ 
(a v c) for all a, b, eEL. (See (0.5).) 

7. (1) Sketch the (Hasse) diagrams of the lattices of submodules of the 
£:-modules Z'.8' £:24' Z'.15 , Z'.30' Using the test claimed in Exercise (2.6) 
determine whether any of these are distributive. 
(2) Let R be the ring of all 2 x 2 upper triangular matrices over the field 
Z'.2' Sketch the diagrams of the lattices of submodules of RR, of RR, 
and of RRR' 
(3) Which, if any, of these modules are spanned by their minimal sub­
modules? 
(4) For each module in (1) and (2) determine the intersection of the 
maximal submodules. 

8. Let P E IP be a positive prime. Then M = {a/pn E Q I a E Z'. and n EN} is 
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an additive subgroup of Q with subgroup lL. Denote the factor group 
M IlL by lLpoo. Clearly the elements al pn E M with 0 ::; a ::; pn form a set 
of representatives. 
(I) Prove that for each x E Z p OC and each m =1= 0 in lL, there is ayE lL p'" 

with x = my. 
(2) Prove that every proper subgroup of lLp oo is cyclic and spanned by 
Il pn for some n. Then deduce that the lattice of subgroups of lLp ifJ is a 
well ordered chain and that lLp oo has no maximal subgroup. 

9. Let M be a non-zero module, let N be a proper submodule, and let 
x E M\N. Prove that: 
(1) M has a submodule K maximal with respect to N ::; K and x ¢ K. 
(2) If M = Rx + N, then M has a maximal submodule K with N ::; K 
and x¢ K. 

10. Let I and M be proper ideals of a ring R. Prove that: 
(1) M is a maximal ideal iff R/M is a simple ring. 
(2) R has a maximal ideal that contains /. 
(3) R has at least one maximal ideal. 

11. Let R be commutative. A proper ideal P of R is prime in case ab E P 
implies that a E P or b E P. Prove that 
(1) A proper ideal P is prime iff the factor ring RIP is an integral domain. 
Thus every maximal ideal is prime. 
(2) There exist chains of prime ideals of arbitrary length. [Hint: Consider 
lL[Xl' .. . , Xn].] 
(3) If there is an n E N such that xn = x for each x E R, then every prime 
ideal is maximal. 
(4) Every prime ideal of R contains a minimal (possibly 0) prime ideal. 
[Hint: Apply the dual of the Maximal Principle.] 

12. A commutative ring is a local ring in case it has a unique maximal ideal. 
(See §I5 for the non-commutative generalization.) 
(1) Prove that every commutative ring whose ideal lattice is a chain 
(e.g., lLpn) is a local ring. Can you give an example of a commutative local 
ring whose ideal lattice is not a chain? [Hint: Try a factor ring of 
Q[X, YJ.] 
(2) Let p E lL be a prime and set 

lL(p) = {alb E Q I b ¢ lLp (alb in lowest terms)} 

Prove that lL(p) is a local ring with maximal ideal plL(p). 
(3) Prove that the ideal lattice of the local ring lL(p) is co-well-ordered 
(i.e., every non-empty set has a greatest element). 

13. Generalize Exercise (1.9) by proving that if a ring R, not necessarily 
commutative, has a unique maximal ideal, then Cen R is a local ring. 
Thus, every such ring R can be viewed as a (central) algebra over a local 
ring. Show, however, that a ring whose center is local (even a field!) need 
not have a unique maximal ideal. [Hint: Exercise (2.7.2).J 

14. (1) Let I be a left ideal of a ring R. Prove that IR(RI1) is the unique largest 
two-sided ideal of R that is contained in I. 
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(2) On the other hand show that it is possible for I to be a maximal left 
ideal yet contain no maximal ideal of R. [Hint: Try Exercise (1. 7).] 

15. Let R be the subring of Z[X] x Z[Y] of all (f, g) with frO) = g(O) (i.e., 
all pairs with the same constant term). It is easy to see that R is iso­
morphic to the factor ring of Z[ X, Y] modulo the principal ideal 
generated by XY Let M = RR. Show that the inclusions of (2.16.2) can 
be strict even if we choose the Ka's to be annihilators of ideals and the la's 
to be annihilators of submodules. [Hint: Consider for example the sub­
module generated by (X, 0).] 

16. Let M be a left R-module. Let !i'R(M) = {lR(X) I X £ M} and ~M(R) = 

{rM(A) I A £ R}. Observe that A E !i'R(M) iff A = IRrM(A) and X E ~M(R) 
iff X = rMIR(X), Now prove that: 
(1) Both !i'R(M) and ~M(R) are closed under arbitrary intersections, 
whence as posets partially ordered by set inclusion !i'R(M) and ~M(R) 
are complete lattices. Moreover, if d £ !i'R(M) and ?l' £ ~M(R), then 

infd = nd, 

inf?£ = n?£, 

sup d = IR (rM ('L.s1)) 

sup :r = rM(/R('L.O£'»). 

(2) The maps rM: A f---> rM(A) and IR: X f---> IR(X) are lattice anti-isomor­
phisms between !i'R(M) and ~M(R). 

17. Let V be a left vector space over a division ring D. A subset X £ V is 
linearly independent in case for every finite sequence Xl' ... , Xn of distinct 
elements of X and every d 1> .•• , dl1 E D 

d I X I + ... + dn Xn = 0 implies d I = ... = dn = O. 

A linearly independent spanning set of V is called a basis for V (Note 
that 0 is a basis for 0.) 
(1) Use the Maximal Principle to prove that if Yis a linearly independent 
subset of Vand X is a spanning set, then there exists a subset X' £ X 
such that Yu X' is a basis for V 
(2) Prove that every vector space has a basis, and that every maximal 
linearly independent subset and every minimal spanning set of a vector 
space is a basis. 
(3) Prove that if W ~ V and X is a basis for V, then there is a subset 
X' £ X such that V = W + DX' and W n DX' = O. 

18. If X is a basis for a vector space V, then the dimension of V is 
dim V = card X. This is independent of the choice of basis. Indeed, prove 
that if X and Yare bases for V, then card X = card Y [Hint: If X is 
finite, use Exercise (2.17.1) and induction to show that card Y ~ card X. 
On the other hand suppose that X is infinite. Then for each x E X there 
is a finite subset F(x) = {YI'"'' Yn} of Ysuch that x E DYI + ... + Dyn' 
Show that Y = u XEX F(x) and hence that card Y~:; cardIN x X) = 

card X. (See (0.10).)] 
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§3. Homomorphisms of Modules 

If M and N are two left R-modules, then a function f: M ---> N is a (lejt R-) 
homomorphism in case for all a, b E R and all x, y E M 

f(ax+by) = af(x)+bf(y); 

i.e., in case f is R-linear. Note that here "left" has nothing to do with the side 
on which we write! Thus, if we writefon the right, 

(ax + by)f = a( (x)/) + b( (y)/). 

Or if MR and N R, thenf: M ---> N is a right R-homophorism iff 

f(xa + yb) = f(x)a + f(y)b. 

The point really is that to be a module homomorphism f must preserve the 
defining structure. Thus, if the abelian groups M and N are, say, left R-modules 
via ring homomorphisms ), and X of R into their left endomorphism rings, 
then an abelian group homomorphism f:M ---> N is an R-homomorphism iff 
for each a E R the diagram 

commutes. 
For bimodules we have the obvious variations. Given bimodules RMS and 

RNS' an (R,S)-homomorphism from M to N is simply a functionf:M ---> N 
that is linear over both Rand S; this can be expressed "jointly". Thus, 
f:M ---> N is an (R,S)-homomorphism iff for all r, r' E R, s, s' E S, and x, x' EM 

f(rxs + r'x's') = rf(x)s + r,/(x')s'. 

Since the arithmetic of module homomorphisms is clearly analogous to 
that of abelian group homomorphisms and of linear transformations of 
vector spaces, we shall not discuss it here. We do note, however, that whenever 
two, say, left R-homomorphisms compose as functions, then the resulting 
function is again an R-homomorphism. And that for RM the identity map 
1 M: M ---> M is an R-homomorphism. Thus the class of all left R-modules and 
all R-homomorphisms between them form a concrete category; although it 
will be important later, for the present we shall not be concerned with this 
fact. 

Let M and N be left R-modules and let f :M ---> N be a left R-homo­
morphism. Then the image off, 1m f, and the kernel off, Ker j; are defined by 

1mf = {j(x)ENixEMj, Kerf = {xEMif(x) = OJ. 
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These are readily seen to be submodules of Nand M, respectively. The 
coimage of f and the cokernel of f are defined by 

Coimf = M/Ker j; Coker f = N /1 m I 
The linearity of an R-homomorphism tells us that its behavior is com­

pletely determined by its action on a spanning set. That is, 

3.1 Proposition. Let M and N be left R-modules, let X span M and let 
f:M --> N be an R-homomorphism. Then 1mf is spanned by f(X). Moreover, 
if g is also an R-homomorphismfrom M to N, then 

f = g iff f(x) = g(x) (x EX). 

Proof The first statement follows from (2.7) in view of the fact that 
1m f = f(RX) = Rf(X). 

One implication in the final statement is trivial. For the converse, suppose 
f(x) = g(x) for all x E X. It is easy to check that 

K = {YEMlf(y) = g(y)} 

is a submodule of M. But since X S; K, we have M = RX <;; K by (2.3). Thus 
f(y) = g(y) for all Y E M. 0 

Epimorphisms and Monomorphisms 

A homomorphism f : M --> N is called an epimorphism in case it is surjective 
(i.e., onto N). It is called a monomorphism in case it is injective (i.e., one-to­
one). From time to time we shall use self-explanatory variations of these 
terms (e.g., epic and monic) to simplify our sentence structure. 

If M is a left R-module, then every submodule of M is actually the image 
of some monomorphism. For if K is a submodule of M, then the inclusion 
map iK = iK';M:K --> M (see (O.l)) is an R-monomorphism, also called the 
natural embedding of K in M, with image K. Every submodule of M is also the 
kernel of an epimorphism. For let K be a submodule of M. Then the mapping 
nK:M --> M/K from M onto the factor module M/K defined by 

(xEM) 

is seen to be an R-epimorphism with kernel K. We call nK the natural 
epimorphism of M onto M / K. 

An R-homomorphism f:M --> N is an (R-) isomorphism in case it is a 
bijection. Two modules M and N are said to be (R-) isomorphic, abbreviated 

M;;;,N 

in case there is an R-isomorphism f: M --> N. It is easy to check that this 
relation (of "being isomorphic") is an equivalence relation. 

3.2. Story of "0". Given any pair of left R-modules M and N there is 
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always one R-homomorphism from M to N, namely, the zero homomorphism 
0: M -> N defined via 

(xEM) 

Fortunately, the ambiguity of our multiple use of the symbol "0" for all zero 
elements, all zero submodules, and now all zero homomorphisms, turns out 
to be of no real consequence in practice. Indeed, we note that the zero sub­
module of a module M is the unique single element submodule of M, that 
one whose single element is zero, and that not only are any two zero sub­
modules isomorphic but there is a unique isomorphism between them, 
namely the zero homomorphism. 

While we are on the subject, there are several other conventions con­
cerning O. Since between any two zero modules there is a unique iso­
morphism, we shall feel free to identify all zero modules. Also, given a 
module M there is a unique homomorphism M -> 0, that is necessarily epic, 
and there is a unique homomorphism 0 -> M that is necessarily monic. When 
we write something such as M -> 0 or 0 -> M, we have in mind these unique 
module homomorphisms. Now finally, for any module M, 

no:M->MIO and nM:MIM->O 

are isomorphisms, and again we shall usually identify the factor modules 
MIO and MIM with M and 0, respectively. 

We now state various characterizations of epimorphisms and mono­
morphisms analogous to those for surjections and injections in the category 
of sets and functions. For homomorphisms we have the advantage of the 
O-function, but we no longer can characterize, say, monomorphisms as we 
did injections by means of a one-sided inverse. 

3.3 Proposition. Let M and N be l(!ft R -modules and let f : M -> N be an 
R-homomorphism. Then the following statements are equivalent: 

(a) f is an epimorphism onto N; 
(b) Imf = N; 
(c) For every RK and every pair g, h: N -> K of R-homomorphisms, gf = hI' 

implies g = h; 
(d) For every RK and every R-homomorphism g: N -> K, gf = 0 implies 

g = O. 
Proof (a) ¢> (b) and (a) = (c) are trivial. 
(c) = (d). Let h: N -> K be the zero homomorphism. Then gf = 0 means 

gf = hf; so assuming (c), we have g = h = O. 
(d) = (b). Let 1= Imf Then n[:N -> N il = Coker f clearly satisfies 

nd = O. So assuming (d) this means that n[ = O. But since nI is onto Nil, we 
infer Nil = 0 whence I = N. 0 

3.4. Proposition. Let M and N be left R-modules and let f: M -> N be an 
R-homomorphism. Then the following statements are equivalent: 

(a) fis a monomorphism; 
(b) Kerf = 0; 
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(c) For every RK and every pair g, h:K --> M ofR-homomorphisms,fg = fh 
implies 9 = h; 

(d) For every RK alld every R-homomorphism g: K --> M, fg = 0 implies 
9 = O. 

Proof The implication (d) => (b) is the only one that offers any challenge. 
But let K = Ker f Then iK: K --> M is an R-homophorphism and fiK = O. 
So assuming (d) we have iK = O. But then K = 1m iK = O. 0 

3.5. Proposition. Let M and N be left R-modules and let f: M --> N be an 
R-homomorphism. Then f is an isomorphism iff there arefunctions g, h: N --> M 
such that 

When these last conditions are satisfied, 9 = h is an isomorphism. 

Proof Of course the implication (<=) and the uniqueness assertion are 
easy (g = I M g = hfg = hlN = h). For the converse we observe that if f is an 
isomorphism, and hence a bijection, then there is a function g: N --> M such 
that fg = IN and gf = 1M , (See (0.1).) To complete the proof we need to 
check that 9 is R-linear. But since f is, we have 

f(g(ax+by)) = ax+by =f(ag(x)+bg(y)), 

and then since f is injective, we have the R-linearity of g. o 
When f: M --> N is an isomorphism, the unique R-homomorphism 

g: N --> M satisfying the condition of (3.5) is the inverse of/and is denoted by 
/ -1. (See (0.1).) Note that in (3.3) and (3.4) we did not claim as an equivalent 
condition the existence of one-sided inverses. As we shall see, this omission 
was not accidental. 

The Factor Theorem 

A homomorphism f: M --> N that is the composite of homomorphisms 

/ = gh, 

is said to factor through 9 and h. The following result essentially says that a 
homomorphism/factors uniquely through every epimorphism whose kernel 
is contained in that of f and through every monomorphism whose image 
contains the image of f 

3.6. The Factor Theorem. Let M, M', N, and N' be left R-modules and let 
f: M --> N be an R-homomorphism. 

(1) If g: M --> M' is an epimorphism with Ker 9 s:: Kerf, then there exists a 
unique homomorphism h: M' --> N such that 

f = hg. 

Moreover, Ker h = g(Ker f) and 1m h = Im.f, so that h is monic iff 
Ker 9 = Ker f and h is epic iff f is epic. 
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(2) If g: N' ---+ N is a monomorphism with Imf S; 1m g, then there exists a 
unique homomorphism h: M ---+ N' such that 

f = gh. 

Moreover, Ker h = Ker f and 1m h = g~(lm f), so that h is monic ifff is monic 
and h is epic iflImg = Imf 

M~N M-----L-.N 

\ ! 
M' N' 

(1) (2) 

Proof (1) Since g:M ---+ M' is epic, for each m' E M' there is at least one 
mE M with g(m) = m'. If also IE M with g(l) = m', then clearly m -I E Ker g. 
But since Ker 9 s; Ker 1, we have that f{m) = f(l). Thus, there is a well 
defined function h: M' ---+ N such that f = hg. To see that h is actually an 
R-homomorphism, let x', y' E M' and let x, y E M with g(x) = x', g(y) = y'. 
Then for each a, b E R, g{ax + by) = ax' + by', so that 

h(ax' + by') = flax + by) 
= af(x) + bf(y) = ah(x') + bh(y'). 

The uniqueness of h with these properties is assured by (3.3.c) since 9 is an 
epimorphism. The final assertion is trivial. 

(2) For each mE M, f(m) Elm f s; 1m g. So since 9 is monic, there is a 
unique n' E N' such that g(n') = f(m) . Therefore, there is a function h: M ---+ N' 
(viz., m f---+ n') such that f = gh. The rest of the proof is also easy. 0 

As consequences of the first part of the factor theorem we have the all­
important Noether Isomorphism Theorems. 

3.7. Corollary [The Isomorphism Theorems]. Let M and N be left R­
modules. 

(l) If I: M ---+ N is an epimorphism with Kerf = K, then there is a unique 
isomorphism 11 : M / K ---+ N such that I1(m + K) = f(m)jor all mE M. 

(2) If K ~ L ~ M , then M jL ~ (M jK) j(L jK). 
(3) If H ~ M and K ~ M, then (H +K)jK ~ Hj(H n K). 

Proof (1) Let M' = M j K and let 9 be the natural epimorphism 
9 = nK:M ---+ M jK in (3.6.1). 

To prove (2) and (3) apply (1) to the epimorphism I' :M jK ---+ M jL via 
I'{m + K) = m+ L and to the epimorphism f":H ---+ (H +K)jK via f"(h) = 
h+K.respectively. 0 

3.8. Corollary. Let M and N be left R-modules and let f: M ---+ N be an 
R-epimorphism with kernel K. Then 

Lf---+f(L) = {j(X)IXEL} 
Pf---+f~(P) = {xEMlf(x)EP} 



Homomorphisms of Modules 47 

are inverse lattice isomorphisms between the lattices !/(M)jK of submodules 
of M that contain K and !/(N) of all submodules of N. 

Proof By The First Isomorphism Theorem (3.7.1) we have an iso­
morphism IJ: M / K ~ N such that 

M~N 

n\ f 
MjK 

commutes. Clearly, '1 induces a lattice isomorphism between !/(MjK) and 
!/(N). But by (2.9) nK induces one between !/(M)jK and !/(MjK). Now it is 
simply a matter of checking that these isomorphisms compose into the ones 
claimed. 0 

It is now easy to characterize (to within isomorphism) the cyclic modules 
and the (subclass of) simple modules. This is not to be scoffed at, for as we 
saw in (2.8) every module is spanned by its cyclic submodules and as we shall 
see in §9, modules spanned by simple ones are very well behaved. Given RM 
and x E M right multiplication by x 

(r E R) 

is a left homomorphism from R onto the cyclic submodule Rx with kernel 

Kerpx = 'R(x) = {rERlrx = O} 

the left annihilator (in R) of x. So by (3.7.1) Rj1R(x) ~ Rx. On the other hand, 
if I is a left ideal of R, then RjI is a cyclic left module spanned by 1 + I and with 
'R(1 + l) = I. Thus with an assist from (2.10) 

3.9. Corollary. A left R-module M is cyclic if and only if it is isomorphic 
to a factor module of RR. If M = Rx, then Px: R ~ M is an epimorphism with 
kernelIR(x), so M ~ R/IR(x) and M is simple ij"and only ifIR(x) is a maximal left 
~( 0 

As a final application here of The Factor Theorem, we give 

3.10. Corollary. Let M and K be left R-modules and let): K ~ M be an 
R-monomorphism with 1m) = I. Then there is a unique isomorphism v: I ~ K 
such that)v = if. 

Proof Let I = M, M = N, K = N' and if = f, and) = g in (3.6.2). 0 

3.11. Rings and Other Modules. Again we have been stating our definitions 
and results for left R-modules. Fortunately, with no difliculty everything 
translates to other styles of modules. There is, however, one possible source of 
misunderstanding, namely, that there is a real difference between ring homo­
morphisms of a ring Rand bimodule homomorphisms of RRR. (See Exercise 
(3.6).) Let Rand S be rings and let ¢ : R ~ S be a ring homomorphism. Then 
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(see §2) cf> induces a bimodule structure RSR on S via 

(r, s) ~ cf>(r)s and (s, r) ~ scf>(r). 

Moreover, cf> is then an (R,R)-bimodule homomorphism 

cf> :RRR ---> RSR 

and its image is not only an (R,R)-submodule, but also a sub ring of S. If cf> is 
actually onto S, then the left and right R-submodules of S coincide with the 
same sided ideals of the ring S and we have the ring theoretic version of (3.8), 
namely, that if cf>: R ---> S is a ring homomorphism onto S with kernel K, then 
cf> induces lattice isomorphisms between the left, right and two-sided ideal 
lattices of S and, respectively, the sublattices of left, right and two-sided ideals 
of R that contain K. (Note, however, that if cf> is not onto S, then the images of 
ideals of R, although (R,R)-submodules of S, need not be ideals of S.) 

Exactness 

A pair of homomorphisms 

M'~M~M" 

is said to be exact at M in case ImI = Ker g. We also say that a single homo­
morphism M' ~ M is exact at both M' and M. Finally, a sequence (finite or 
infinite) of homomorphisms 

f;~, M J, M /'" M 
... ~ n-1----+ n--+ n+1--+'" 

is exact in case it is exact at each Mn; i.e., in case for each successive pair 

!",!,,+ 1 

ImIn = Ker j~+ l' 

Immediate from the definition is the following set of special cases. 

3.12. Proposition. Given modules M and N and a homomorphismI: M ---> N, 
the sequence 

(1) 0 ---> M ~ N is exact iff I is monic; 
(2) M ~ N ---> 0 is exact iff I is epic; 
(3) 0 ---> M ~ N ---> 0 is exact iff I is an isomorphism. 0 

To some extent the status of the kernel and cokernel of a homomorphism 
can be summarized as a certain exact sequence. 

3.13. Proposition. II M and N are modules and iff: M ---> N is a homo­
morphism, then 

is exact where 
N ---> N/Imf 

0---> Ker I -.!.. M ~ N --". Coker I ---> 0 

is the inclusion map and n is the natural epimorphism 
o 
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This result, whose proof is trivial, has as special cases the two facts that 
J: M --+ N is monic iff 

o --+ M ~ N ~ Coker J --+ 0 

is exact, whereas it is epic iff 
. f 

0--+ Ker J ..:. M --+ N --+ 0 

is exact. In general, an exact sequence of the form 

O--+K~MJ!..N--+O 

is called a short exact sequence. By (3.12) in such a sequence J is a mono­
morphism and g is an epimorphism. Thus by (3.7.1) and (3.10) there exist 
unique isomorphisms v and 1] such that 

O--+K~MJ!..N--+O 

\/\F 
1mJ M /Kerg 

commutes where i is the inclusion map and n is the natural epimorphism. But 
by exactness 1mJ = Ker g, so v and 1] are isomorphisms such that 

O--+K~MJ!..N--+O 

'-I IMI r~ 
0--+ 1mJ.!... M ~ M /1mJ --+ 0 

commutes. That is, every short exact sequence is "isomorphic" in this latter 
sense to one of the form 

0--+ M'.!... M ~ M /M' --+ 0 

where i is an inclusion map of a submodule M' of M and n is the natural 
epimorphism. A short exact sequence 

O--+K~MJ!..N--+O 

is also called an extension oj K by N. (See Exercise (3.13).) 

Remark. In order to simplify matters we shall try to omit certain un­
necessary symbols. In a given diagram if we fail to specify some homo­
morphism, it is generally because there is really only one natural candidate. 
For example, if we were to write, "consider the short exact sequence 
0--+ Ker J --+ M ~ N --+ 0," we clearly intend Ker J --+ M to be the identity 
embedding. On the other hand, it is often helpful to add more than necessary. 
Examples of this occur in statements such as "consider a monomorphism 
0--+ K ~ M," or such as "given an epimorphism M J!.. N --+ 0." 

For several standard lemmas about commuting diagrams, the usual 
proofs involve a technique known as "diagram chasing". In our next result, 
one of these diagram lemmas, we illustrate this technique. 
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3.14 Lemma. Suppose that the following diagram of modules and homo­
morphisms 

is commutative and has exact rows. 
(1) If Ct., y, and f' are monic, then so is f3; 
(2) If Ct., y, and g are epic, then so is f3: 
(3) If f3 is monic, and if Ct. and g are epic, then y is monic; 
(4) Iff3 is epic, and iff' and yare monic, then Ct. is epic. 

Proof (1) It will suffice to show Ker {J = O. So let bE Ker f3. Since the 
diagram commutes, yg(b) = g'f3(b) = O. Since y is monic, g(b) = 0 whence 
bE Ker g. But the top row is exact, so Ker g = Imf Thus, there is an a E A 
such that b = f(a). Now since the diagram commutes f'Ct.(a) = f3f(a) = 

f3(b) = O. Finally,!' and Ct. are monic, so a = 0, whence b = f(a) = O. 
(4) Let a' E A'. Then since f3 is epic, there is abE B such that f3(b) = f'(a '). 

Since the diagram commutes and the bottom row is exact yg(b) = g'f3(b) = 

g'f'(d) = O. But y is monic, so bE Ker g = Imf Thus, there is an a E A with 
f(a) = b. Sof'Ct.(a) = f3f(a) = f3(b) = f'(a '). Finally,! ' is monic, so Ct.(a) = d .O 

3.15. The "Five Lemma".Suppose that the following diagram of modules 
and homomorphisms 

is commutative and has exact rows. 
(1) If Ct. is epic and f3 and c5 are monic, then y is monic. 
(2) If e is monic and f3 and c5 are epic, then y is epic. 
(3) If Ct., f3, c5, and e are isomorphisms, then so is y. 

Proof By diagram chasing. 

3. Exercises 

D 

1. Let M be a left R-module. Prove that the following assertions are equiva­
lent: (a) M = 0; (b) For each left R-module N there is a unique R-homo­
morphism M -> N; (c) For each left R-module N there is a unique R­
homomorphism N -> M. 

2. Let M be a left R-module. Prove that the following are equivalent: 
(a) M is simple; (b) Every non zero homomorphism M -> N is a mono­
morphism; (c) Every non-zero homomorphism N -+ M is an epi­
morphism. 
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3. Let J: M ~ N be an R-homomorphism. Prove that if J is monic, then 
lR(M) ;2 lR(N), whereas ifJis epic, then lR(M) ~ lR(N). 

4. Let C be a category and let J: A ~ B be a morphism in C. Then J is a 
monomorphism (epimorphism) in case it is cancellable on the left (right) in 
C; i.e., in case for each pair of morphisms g, h: C ~ A(g, h: B ~ C) in C, 
if Jg = J h (if gf = hf), then 9 = h. The morphism J is an isomorphism in 
case it is invertible in C; i.e., in case there is a morphism g: B ~ A with 
gJ = 14 andJg = lB' 
(1) Prove that iff: A ~ Band f': B ~ C are both monomorphisms, epi-
morphisms, isomorphisms, respectively, then Jf is a monomorphism, 
epimorphism, isomorphism. 
(2) Prove that in the concrete category R of all rings and ring homo­
morphisms, the inclusion mapJ:Z ~ II) is both a monomorphism and an 
epimorphism but not an isomorphism. (Also, see Exercise (4.2).) 

5. Let R be a ring and let rt.: R ~ R be a ring automorphism. For each left 
R-module M define a map *: R x M ~ M via (r, m) f---+ r * m = rt.(r)m. Show 
that with respect to this operation M is a left R-modult:; we denote this 
module by M'. (See Exercise (2.2).) However, show that in general, M and 
M' need not be R-isomorphic. [Hint: Let R = 11)[ X, Y], rt. the auto­
morphism that interchanges X and Y, and M = RjJ where J is the ideal 
generated by X. Then use Exercise (3.3).] 

6. Let Rand S be rings and let ¢ : R ~ S be a ring homomorphism, so that S 
is an (R,R)-bimodule with respect to the scalar multiplications 
(r, s)f---+¢(r)s and (s, r)f---+s¢(r). 
(1) Prove that if ¢ is surjective, then the (R,R)-submodules of S are pre­
cisely the ideals of the ring S, but that if ¢ is not surjective, then the 
images of the ideals of R need not be ideals of S. [Hint: Let S be a field.] 
(2) Let 0": II) ~ M 2(11) be defined by 

O":rf---+[r 0J 
Or. 

Then 0" is a ring homomorphism, whence via 0", M 2(10) is an (11),11)­

bimodule. Show that the mappingJ: 1I)f---+ M 2(1I) defined via 

. [r 
j :rf---+ ° 

is an (II),II)-homomorphism but not a ring homomorphism. 

7. Letf:M ~N be an epimorphism and let K sM. Prove that 
(1) If K n Kerf = 0, then (f I K): K ~ N is a monomorphism. 
(2) If K + Kerf = M, then (f I K): K ~ N is an epimorphism. 

8. (1) Prove that if M is a finite cyclic Z-module, then there is a short exact 
sequence 
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(2) Prove that there exists an exact sequence (over Z) 

(3) Prove that there exists an exact sequence (over Z) 

9. Let U, V, W be real vector spaces of dimension one, three, and two res­
pectively. Let {u} be a basis for U, {VI' V2, V3} a basis for V, and {WI' w2} a 
basis for W Finally, let f: U -> V be the IR-homomorphism defined by 
f(au) = av! + aV2 and g: V -> W be the IR-homomorphism defined by 
g(alv!+a2v2+a3v3) = a!w! +a3w2. 

(1) Prove that the sequence 0 -> U ~ V.!!. W -> 0 is exact at U and W but 
not at V. 
(2) Prove that there exists g' : V -> W with 0 -> U ~ V ~ W -> 0 exact. 
(3) Prove that there exists f' : U -> V with 0 -> U £. V.!!. W -> 0 exact. 

10. Let R be a ring and let M' ~ M .!!. M" be a sequence of R-modules and 
R-homomorphisms. Prove that this sequence is exact iff there exists a 
commutative diagram 

o 0 

~/ 
N 

/\ 
M~M--g->M" 

\/ 
K 

/\ 
o 0 

of R-modules and R-homomorphisms in which the "diagonal" sequences 
are all exact. 

11. (1) Prove 'The Five Lemma" (3.15). 
(2) Suppose that the following diagram of modules and homomorphisms 
is commutative and has exact rows: 

O-->A~B~C-++O 

,1 .. pi .:J 
o --> A' ~ B' ~ C' --> 0 

Assume that f3 is an isomorphism. Prove that a is monic and r is epic, and 
that IX is epic iff r is monic. 

12. Suppose that the following diagram of modules and homomorphisms is 
commutative and has exact rows: 
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0 0 0 

1 1 1 
O ...... A'-->B'-->C'-->O 

1 1 1 
O ...... A---B---C---O 

1 1 1 
0 ...... A" ...... B" ...... C" ...... 0 

1 1 1 
0 0 0 

Prove that if the middle column is exact, then the last column is exact iff 
the first column is exact. 

13. Two extensions of K by N 

O ...... K~M~N ...... O 

o ...... K £. M' ~ N ...... 0 

are equivalent in case there is a homomorphism h: M ...... M' such that 

M 

Yj~ O ...... K h N ...... O 

~A' 
M' 

commutes. 
(1) Prove that if the above two extensions are equivalent (via h), then h 
is an isomorphism. 
(2) Prove that the relation of "being equivalent" is an equivalence 
relation on the class of all extensions of K by N. 

(3) Given K and N, there is at least one extension of K by N 

O ...... K-'-+K x N'::'" N ...... 0 

where ( :k f-> (k, 0) and rr :(k, n) f-> n. 
(4) Prove that there are (at least) two inequivalent extensions of 71.2 by 
71.4. 

14. Let R be a commutative integral domain and let M be a left R-module. 
The set T(M) = {x E M 11R(x) =1= O} is a submodule (proof?) called the 
torsion submodule of RM. If T(M) = M, then M is torsion; if T(M) = 0, 
then M is torsion free. Let RM and RN and letf:M ...... N be an R-homo­
morphism. Prove that 

(1) T(M/ T(M), = O. 
(2) If N is torsion free, then T(M) :0:; Kerf 
(3) If M is torsion, then 1mf:O:; T(N). 
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15. Let R be a commutative integral domain. A left R-module M is (R-) 
divisible in case aM = M for each 0 i= a E R; i.e., in case m = ax has a 
solution x E M for each mE M and 0 i= a E R. Let Q be the field of 
fractions of the integral domain R. Prove that 
(1) If M is a Q-vector space, then as an R-module it is divisible and 
torsion free. 
(2) If M is a divisible and torsion free R-module via ;.: R --+ Endl(M), 
then there is a unique ring homomorphism (): Q --+ Endl(M) with 
(() I R) = A; in particular () induces a Q-vector space structure on M. 

(3) Iff: M --+ N is an R-epimorphism and if Mis R-divisible, then so is N. 

16. Let p E [P. Consider the abelian group IZpXc. (See Exercise (2.8).) 
(1) Prove that IZp% is divisible (see Exercise (3.15)). Moreover. show that 
if n E IZ is not divisible by p, then x ~ nx defines an isomorphism 
IZ pc£ --+ IZ pOCo 

(2) Prove that an abelian group M is isomorphic to IZp.c iff M is spanned 
by a countable set 9 I' g2' ... of non zero elements satisfying pg I = 0 and 
pgn+1 = gn(n = 1,2, ... ). 

17. Let pE [P. Consider the abelian group IZpx and let A(p) = Endl(lZpCf). 
The ring A(p) is called the ring of p-adic integers. 
(1) Prove that A(p) has a (unique) subring isomorphic to the ring IZ(p). 
(See Exercises (2.12), (3.15.2), and 3.16.1 ).J 
(2) Let gl, g2"" be a spanning set for IZpx with pgl = 0 and PYn+ I = gn 
(n = 1, 2, ... ). (See Exercise (3.16.2).) Prove that for each 

(J = (an)nE'\, E IZ~. 

there is an endomorphism (j E A(p) defined by 

(j(gn) = algn + a2gn- 1 + ... + angl' 

and that the map (J ~ (j is a bijection from IZ~ onto A(p). Infer that 
A(p) is not isomorphic to IZ(p). 
(3) Denote the endomorphism (j (see (2)) as a "power series" 

(j = a l + az p + a3 p2 + .... 
Show that computations in A(p) with these power series are the natural 
extensions of the usual computations with integers represented to the 
"base" p. In particular, deduce that A(p) is commutative. 

18. An indexed set (Xx)xEA in a vector space V is linearly independent in case 
{xx I IX E A} is linearly independent and IX i= f3 implies Xx i= xp. Thus if 
(X,)aEA is a basis for V, then dim V = card A. (See Exercises (2.17) and 
(2.18).) Let Vand Wbe left D-vector spaces. Prove 
(I) If (x,)/cc is independent in V and (Y,!/EC is an indexed set in Tv, then 
there exists a linear transformation (= D-homomorphism) f: V --+ W 
such thatf(x;) = Y, (i' E C). 
(2) There exists an epimorphism (monomorphism) f: V --+ W iff dim V;::o: 
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dim W (dim V :s:: dim W), and iff is epic (monic) then dim V = dim(Kerf) 
+ dim W (dim W = dim V + dim( Coker f) . 
(3) A linear transformationf: V ~ W is epic (monic) ifffhas a right (left) 
inverse/,: W ~ V 
(4) V ~ Wiffdim V= dim W 

§4. Categories of Modules; Endomorphism Rings 

Given two modules M and N, say left R-modules, every R·homomorphism 
from M to N is an element of the set of functions from M to N; in particular, 
these homomorphisms form a set. The standard notation for this set is 

HomR(M, N). 
Suppose we have left R-modules RM and RN . Then for each pair f, gin 

HomR(M,N) define the functionsf + 9 and (-f) from M to N by 

f + g:xl--+f(x) + g(x) 

(-f):x 1--+ -f(x) 

(XE M). 

(x EM). 

It is completely elementary, if somewhat tedious, to check that each of these 
is a left R-homomorphism from M to N. Using the "negative", (-f), and 
the zero homomorphism, an easy computation gives 

4.1. Proposition. If M and N are left R-modules, then HomR(M, N) is an 
abelian group with respect to the operation of addition (f, g) 1--+ f + 9 defined by 

U + g)(x) = f(x) + g(x) (x EM). o 
Although we shall not need the terminology for several sections, we begin 

now to acclimate ourselves to thinking of modules categorically. Given a 
ring R the category of left R-modules is the system 

where R AI is the class of all left R-modules, HomR :(M, N) 1--+ HomR(M, N) , 
and 0 is the usual composition of functions. Clearly, this is a concrete category 
(0.11) whose objects are left R-modules, (M, ).) with underlying set M, and 
whose morphisms are left R-homomorphisms. Allowing a slight perversion 
of our notation, we may write things like ME RM andf E RM to indicate that 
M is an object in RM andfis a morphism in RM. As we shall see, RM has a rich 
structure. One thing that already distinguishes it from other categories is that 
for each pair M, N E RM, the set HomR(M, N) has the structure of an abelian 
group such that the composition of RM distributes over this addition. 

There are many other module categories that are of interest. Thus there 
is the concrete category MR = (AIR, HomR, 0) of right R-modules and right 
R-homomorphisms. There is the category RMS of left R- right S-bimodules 
and their homomorphisms. Two other very important ones are the category 
RFM of all finitely spanned left R-modules and its sister FMR of all finitely 
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spanned right R-modules. These latter are full subcategories of RM and MR, 
respectively. For more on the subject, including a few examples of functors, 
see the exercises. 

Concerning the homomorphism groups there are two rather simple facts 
that we should note. Suppose we have two S-modules sM and sN and a ring 
homomorphism ¢: R -+ S. Then ¢ induces an R-module structure on both 
M and N and every S-homomorphism f:M -+ N is also an R-homomor­
phism. For 

f(rx) = f(¢(r)x) = ¢(r)f(x) = rf(x). 

(Indeed ¢ induces a functor from sM to RM ; see Exercise (4.15).) Thus as 
abelian groups 

4.2. Homs(M, N) $ HomR(M, N) = Hom<p(R)(M, N) $ Hom1L (M, N) 

Now suppose that RM and RN are R-modules and that I is an ideal of R 
that annihilates both M and N. Then (see §2), M and N both carry natural 
R/I module structures, and certainly every R-homomorphism between them 
is an R/I-homomorphism. Therefore, with one inclusion from (4.2) we have 

4.3. HomR(M , N) = HomR/1(M, N). 

Again, let RM and RN be left R-modules. In general we cannot expect the 
abelian group HomR(M, N) to be an R-module. Of course there is always the 
temptation prompted by our experience in linear algebra, to define a scalar 
product af: M -+ N by af: x 1---+ af(x) (x EM). This is a perfectly good function , 
but it may fail to be "R-linear" unless a E Cen R. For in general we cannot 
conclude that (af)(bx) = af(bx) = abf(x) and b(afl(x) = b(af(x» = baf(x) 
are equal. However, if M = RMS is a bimodule, then for each s E S the function 
obtained by first multiplying by s and then applyingfE HomR(M, N) 

sf:xl---+f(xs) (xEM) 

is an R-homomorphism SfE HomR(M, N). Indeed, it is clearly additive and 

(sfl(rx) = f«rx)s) = f(r(xs) = r(f(xs)) = r(sf)(x). 

In other words, HomR(RMS , RN) is a left S-module with scalar multiplication 
(s,f) 1---+ sf defined by 

(sf)(x) = f(xs) (x EM). 

Thus from the right action of Son M we get a left action of Son HomR(M, N). 
On the other hand if N = RNT , then HomR(RM,RNT ) is a right T-module 
with scalar multiplication (f, t) 1---+ ft defined by 

(ft)(x) = f(x)t (x EM). 

Here the right action of Ton N induced a right action of Ton HomR(M , N). 
Note also that if s E S, t E T, then 

«sflt)(x) = «sfl(x»t =f(xs)t = (ft)(xs) = (s(ft)) (x). 
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These and other equally easy computations give 

4.4. Proposition. Let M and N be abelian groups and I'!t R, S, and T be 
rings. Then the module structure 

(1) RMS' RNT induces a left S- right T-bimodule structure on HomR(M, N) 
via 

(sf)(x) = f (xs) and (ft)(x) = f(x)t; 

(2) sMR, TNR induces a left T- right S-bimodule structure on HomR(M, N) 
via 

(if)(x) = if(x) and (fs)(x) = f(sx). D 

This business of transferring the action of a ring on M or N to action on 
HomR(M, N) has many rather obvious variations. But about all of them there 
are two things to remember. First, the basic R-action on M and N does not 
transfer to HomR(M, N). And second, the sides change when transferring from 
the first variable M, but stay the same when transferring from the second 
variable N. (Incidentally, this latter "contravariant-covariant" phenomenon 
will be treated more fully in subsequent sections.) Concerning notation: 
when, for example, we write HomR(RMS, RNT) we are viewing HomR(M, N) 
with the bimodule structure of (4.4.1). 

The regular bimodule RRR gives rise to important applications of (4.4). 
By (4.4.1) for each RM we have a left R-module HomR(RRR, RM) and a right 
R-module HomR(RM, RRR)' The second of these, called the R-dual of M, will 
receive attention in later sections. The first is just another copy of M: 

4.5. Proposition. Given a left R-module RM there is a left R-isomorphism 
p:M ~ HomR(R, M) defined by 

p(x)(a) = ax (xEM,aER). 

Moreover, if M is a bimodule RMS then p is an (R, S) isomorphism. 

Proof First we see that p(x) is an R-homomorphism from R to M; for 

p(x)(ab + a'b') = (ab + a'b')x = ap(x)(b) + d p(x)(b') 

for all a, d, b, b' E R. Then p itself is R-linear, for 

p(ax + by)(c) = c(ax + by) = cax + cby 

= p(x)(ca) + p(y)(cb) = (ap(x) + bp(y»)(c) 

by (4.4.1). Now p is monic for p(x) = 0 forces x = p(x)(l) =, O. And p is epic 
for if fE HomR(R, M), then f(a) = cif(l) = p(f(l»)(a). The last statement is 
now easy to check. D 

In §20 we shall see that this isomorphism p between M and HomR(R, M) 
is "natural" in that it defines a natural transformation of functors (see 
(0.13». There is a generalization of this that will be quite useful. Let e E R be 
a non-zero idempotent. Then eRe is a ring with identity (1.16). Moreover, if 
RM is a left R-module, then 
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eM = {ex I x EM} 

is clearly a subgroup of M and acquires a left eRe-module structure via the 
scalar multiplication 

(ere, ex) f---> erex. 

Actually, left multiplication by e defines a covariant functor from RM to 
eReM (see Exercise (4.17)). For now, however, we record only the following 
easy generalization of (4.5) whose proof we leave as an exercise. (See Exercise 
(4.9).) 

4.6. Proposition. Let e E R,fE S be non-zero idempotents and let RMS be a 
himodule. TheneReeMs and RMfJSJ are bimodules, and 

p:eM~HomR(Re,M) and ;,:Mf~HomsUS,M) 

defined via 
p (em)(re) = rem and j,(nif)(jr) = nifr 

are bimodule isomorphisms. 

As a particularly important special case we have 

4.7. Corollary. lfe andfare idempotents in a ring R, then 

HomR(Re, Rf) ;;:; eR eeRjJRJ ;;:; HomRU R, eR). 

o 

o 
An R-homomorphism of an R-module M to itself is called an (R-)endo­

morphism of M. An R-isomorphism from M to itself is an (R-)automorphism 
of M. As we have seen (4.1), the set 

HomR(M, M) 

of all R-endomorphisms of RM is an abelian group. Since it is also closed 
under the usual product (= composition) of maps, if M =f 0, then 
HomR(M, M) is a subring of the ring of endomorphisms of the abelian group 
M. But just as for groups, there are two such rings and we must distinguish 
between them. Let 

and End~(M) 

denote the ring of endomorphisms of RM treated as left operators on M and 
as right operators on M, respectively. Thus, these are opposite rings of each 
other. There usually turns out to be a preferred side. Indeed since we shall 
almost always want to write endomorph isms, when considered as elements 
in the endomorphism ring, on the side opposite the scalars, we adopt a 
convention. For a left R-module M we write 

for the endomorphism ring ofM operating on the right and for a right R-module 
N we write 
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for the endomorphism ring ofN operating on the [eji. In other words the endo­
morphisms will operate on the side opposite the interior subscript. 

Before proceeding with real business at hand we shall note versions of 
(4.2) and (4.3) for endomorphism rings. Suppose then that sM is a non-zero 
left S-module and that cp: R -+ S is a ring homomorphism. Then considering 
RM with the R-structure induced by cp, it is clear from (4.2) that as rings 

4.8. End(sM) ~ End(RM) = End(<I>(R)M) ~ End~(M). 

Also, if RM is non-zero and if I is an ideal of R that annihilates M, then 
(see (4.3)) we have that 

4.9. End(RM) = End(R;tM). 

If M is a non-zero left R-module, then End(RM), the ring of R-endo­
morphisms of M viewed as right operators, is actually a subring of End~(M). 
(See (4.8).) This means simply that (M, i) is a right End(RM)-module where 
i:End(RM)-+End~(M) is the inclusion map. That eachfEEnd(RM) is an 
R-endomorphism means that for each suchj; each r E R, and each x EM, 

(rx)f = r(xI). 

In other words, M is a left R- right-End(RM)-bimodule 

This simple fact is reaIly the starting point for the concept of bimodules. For 
suppose also that S is a ring and that M is a right S-module via a ring homo­
morphism p: S -+ End~(M). If s E S, then pis) is in the subring End(RM) iff for 
all r E R and x EM, 

r(xp(s)) = (rx)p(s), 

or writing pis) as a scalar product, 

r(xs) = (rx)s. 

Therefore, the image of p is in the subring End(RM) iff this identity holds for all 
s E S, all r E R, and all x EM; that is, iff M is an (R,S)-bimodule. Reversing 
the roles of Rand S will clearly produce a similar conclusion. From this it 
should be clear how the concept of a bimodule enriches the theory-a 
bimodule is simply the representation of one ring as a ring of endomorphisms 
of a module over another ring. FormaIly summarizing these observations 
we have 

4.10. Proposition. Let Rand S be rings and M an abelian group. If M is a 
left R-module via Ie: R -+ End'(M) and a right S-module via p: S -+ End'(M), 
then the following are equivalent: 

(a) RMS; 
(b) Ie: R -+ End(Ms) is a ring homomorphism; 
(c) p: S -+ End(RM) is a ring homomorphism. 0 

Thus for a bimodule /lM ~ we have the canonical ring homomorphisms 
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"left and right multiplication" 

),: R -> End(Ms) and 

such that for r E R, X E M and S E S 

and p(S): x f-> XS. 

Here RM (respectively, Ms) is faithful iff ). (respectively, p) is injective. If both 
A and p are surjective we say that RMS is a balanced bimodule. In other words, 
the bimodule RMS is balanced in case every S-endomorphism of M is 
"multiplication by" an element of R and every R-endomorphism of M is 
"multiplication by" an element of S. If Ie and p are isomorphisms, then RMS 
is called afaithfitlly balanced bimodule. 

There is an example, perhaps familiar, from elementary linear algebra. 
Let S be a field, let Ms be a non-zero vector space over S, and let R = End(Ms) 
be the ring of S-linear transformations of M viewed as left operators. Then, 
it is clear that RMS (see (4.10)) and both RM and Ms faithful. In particular, 
right mUltiplication by each scalar s E S is an endomorphism of RM. But an 
easy argument (see Exercise (4.4» shows that every (J E End(RM) is in fact just 
such a scalar multiplication. Therefore RMS is a faithfully balanced 
bimodule. 

Another important example of a faithfully balanced bimodule is given in 

4.11. Proposition. If R is a ring and if A and p denote left and right 
multi plication, then 

and 

are ring isomorphisms ; i.e., the regular bimodule RRR isfaithfully balanced. 

Proof That A. and p are ring homomorphisms follows from (4.10). That 
they are bijective follows from (4.5) and its right-hand version. 0 

Consider a left R-module M and its endomorphism ring 

T = End(RM). 

By (4.10) there is a bimodule RMT where the T-action is induced by the 
identity homomorphism T -> End(RM). The endomorphism ring B of M T, 
called the biendomorphism ring ofRM, is abbreviated 

B = BiEnd(RM) = End(MT)' 

The elements of B are called the biendomorphisms of RM. Since RMT is a 
bimodule, (4.10) implies that if the module action of R is given by A., then 
A(r) E BiEnd(RM) for all r E R. That is, / is a ring homomorphism 

;.: R -> BiEnd(RM); 

we call this the natural homomorphism of R into the biendomorphism ring of 
RM. On the other hand, by (4.10), the left R-module M can be made into a 
bimodule 8MT with multiplication 
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(b, x) f-> b(x) 

It is, in fact, a balanced bimodule. 

and (x, t) f-> xt. 

4.12. Proposition. If M is a left R-module, then 

BiEnd! ,M)M End! ,M) 

is afaithfully balanced bimodule. 
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Proof Let T = End(RM) and B = BiEnd(RM) = End(Mr ). Then BM and 
Mr are automatically faithful; and every T-homomorphism is, by definition, 
(multiplication by) an element of B. But because of the ring homomorphism 
A: R -> B with A(r)x = rx, we have End(BM) ~ End(RM) = T (see (4.8)); and 
the proposition is proved. 0 

There is a parallel theory for right modules. If N R, then 

is faithfully balanced. Also right multiplication p: R -> BiEnd(N R) is called 
the natural homomorphism of R into BiEnd(NR). 

4.13. Remark. By (4.12) the natural development that leads from R to 
T = End(RM) to B = BiEnd(RM) stabilizes. That is, T is the "triendo­
morphism ring" T = End(BM) = BiEnd(Mr ). 

There is an important variation of the concept of a balanced bimodule. 
We say that a non-zero left R-module RM is balanced in case the derived 
bimodule 

is a balanced bimodule. Thus, RM is balanced iff the natural homomorphism 

t.: R -> BiEnd(RM) 

is surjective, and RM is both balanced and faithful iff A is an isomorphism. 
Again there is an obvious corresponding notion for right modules. There is a 
more than formal difference between balanced bimodules and balanced one­
sided modules. On the one hand, we see at once that 

4.14. Proposition. If RMS is a (faithfully) balanced bimodule, then RM and 
M s are (faithfuL and) balanced modules. 0 

On the other hand the converse of( 4.14) is false. For if oM is a 2-dimensional 
vector space, both oM and Mo are balanced but the bimodule oMo is not. 
We deduce from (4.11) and (4.14) that both RR and RR are balanced. From 
(4.12) and (4.14) we have, in rather imprecise terminology, that every module 
is balanced both over its endomorphism ring and over its biendomorphism 
ring. 

Let e E R be a non-zero idempotent. An argument very much like that used 
for (4.11) allows us to characterize the ring eRe as the endomorphism ring of 
the principal left ideal Re of R. Again as we shall see in §7 these left ideals and 
their endomorphism rings are of considerable significance in analyzing R. 
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4.15. Proposition. If e is a non-zero idempotent in a ring R, then 

p: eRe --> End(RRe) and 

defined via 

p( ere) : ae f-> aere and ..1.(ere): ea f-> erea 

are ring isomorphisms. In particular, 

o 
Remark. Looking somewhat far ahead we can perhaps get an idea of the 

significance of this study of the biendomorphism ring. Given a specific ring R 
it may be possible to find an especially well-behaved representation 
).:R --> Endl(M). By "well-behaved" we might mean any of a variety of 
things-for example, RM may be simple, or faithful, or its endomorphism 
ring T may be a simple ring, an integral domain, etc. In any event, from this 
good behavior we may be able to deduce the structure of the biendomorphism 
ring B = BiEnd(RM). This is not too far-fetched for we have assumed some 
reasonable behavior for RM, we know how to compute B in terms of RM, and 
with B we have achieved a certain stability (4.13). 

4. Exercises 

l. Let p E IP be a positive prime. Compute each of the following abelian 
groups: 

HomlL(O, Z), HomlL(ZpCL, 0), HomlL(Zpoc, Z). 

[Hint: Exercises (3.14), (3.15), and (3.16).] 
2. Let F be the full subcategory of lLM whose object class consists of all 

torsionfree groups (see Exercise (3.14» and let D be the full subcategory 
of lLM whose object class consists of all divisible groups (see Exercise 
(3.15)). 
(1) Prove that in F the morphism f: Z --> Z defined via f: x f-> 2x is an 
epimorphism even though in the category lLM it is not an epimorphism. 
(See Exercise (3.4).) 
(2) Prove that in D the natural epimorphism f: 0 --> OjZ is a mono­
morphism even though it is not a monomorphism in lLM. (See Exercise 
(3.4).) 

3. Let R be a ring, let K = Cen R, and let RM be a non-zero left R-module. 
Prove that End(RM) is a K-algebra (see (1.11)) via ¢:K --> End(RM) 
where (x)¢(rx) = rxx for all !J.E K and x EM. Moreover, if RM is faithful, 
then ¢ is an injection into Cen(End(RM)). 

4. Let D be a division ring, let VD be a non-zero vector space, and let 
R = End(VD)' Then R VD is a bimodule that is both Rand D faithful 
(4.10). Prove that 
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(1) R VD is balanced. [Hint: Let a E End{R V), let x E V, and suppose x and 
xa are D-linearly independent. Then there is an r E R with rx = 0 and 
r{xa) = x!] 
(2) If X is a basis for VD then R ~ ICIFMx(D). 

5. Let RMS be a faithfully balanced bimodule. Show that there is a ring 
isomorphism ¢: Cen R ~ Cen S such that km = m¢(k) for all mE M 
and k E Cen R. 

6. Let RM be a non-zero module. Prove that 
(1) As sets of functions, Cen(BiEnd(RM)) = Cen(End(RM)). 
(2) If R is commutative, then RM is balanced iff every element in 
Cen(End{RM)) is multiplication by an element of R. 

7. Every abelian group M admits a unique (2, 2)-bimodule structure 7LM7L' 

Prove that if M is a finitely generated abelian group, then 7LM7L is balanced 
iff M is cyclic. 

8. Let I be the ideal of the polynomial ring O[X, Y] generated by 
{X2, XY, y2} and let R = O[X, Y]jI. By Proposition 4.11 the regular 
bimodule RRR is faithfully balanced. Prove that RRR has submodules 
and factor modules that are not balanced. 

9. (1) Prove Proposition 4.6. 
(2) Prove Proposition 4.15. 

10. Compute both the endomorphism ring T and the biendomorphism ring B 
of each of the modules 
(1) 7LO. 
(2) RRe where R is the ring of 3 x 3 lower triangular matrices over a 
field K and 

11. Let M be a non-zero abelian group with S = End'(M). Suppose that M is 
a left R-module via A: R ~ S. Let R' be the S-centralizer of A(R), 

R' = Cens(.Ic(R)). 

(See Exercise (1.9).) Then R'M. Set R" = Cens{R' ), etc. The rings R' and 
R" are sometimes called the first and second centralizers of RM, res­
pectively. Prove that 
(1) R' = (End(RM) )OPand R" = BiEnd{RM). 
(2) Rill = R'. 

12. Let I be a two sided ideal of a ring R. Then RjI is both a ring and a left 
R-module. Letf: R ~ RjI be the natural left R-epimorphism with kernel 
I. Prove that as rings End{R(RjI)) ~ RjI and that there is a ring homo­
morphism ¢: R ~ End(R(R/l)) such thatf(xr) = f(x)¢(r) for all x, r E R. 

13. Generalize the result of Exercise (4.12). That is, let M and N be left 
R-modules and let f: M ~ N be an R-epimorphism. Suppose further 
that Kerf is stable under End(RM); i.e., Kerf is a right End{RM) sub-
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module of M. Prove that there is a ring homomorphism </>: End(RM) ---> 

End(RN) such that f(my) = f(m)</>( y) for all mE M, y E End(RM). Also 
show that 

Ker </> = rEndIRM)(M/Ker f). 

14. Let M and N be left R-modules and letf: M ---> N be an R-isomorphism. 
Prove that 
(1) There is a ring isomorphism </>1 :End(RM) ---> End(RN) such that 
f(my) = f(m)</>I(Y) for all mE M, y E End(RM). [Hint: See Exercise 
(4.13).J 
(2) There is a ring isomorphism </>2: BiEnd(RM) ---> BiEnd(RN) such that 
f(bm) = </>z(b)f(m) for all m E M , b E BiEnd(RM). 
(3) If RM is balanced, then so is RN. 

15. Let Rand S be rings and let </> : R ---> S be a ring homomorphism. For each 
sM let Tq,{M) be the R-module (M, y) where y(r)(x) = </>(r)x for each 
r E R, x E M. For each pair sM, sN and each fE Homs(M, N), let 
Tq,(f) E HomR(Tq,{M), Tq,(N)) be Tq,(f) = f Prove that 
(1) Tq, defines a covariant functor from sM to R M. 
(2) Unless </> is surjective. Tq, restricted to the full subcategory sFM of 
finitely spanned left S-modules need not be a functor to RFM. the category 
of finitely spanned ieft R-modules. 

16. Let I be an ideal of R. For each RM let F(M) be the left R/ I-module 
M / I M. For each RM, RN and eachfE H omR(M, N) let F( fJ: F(M) ---> F(N) 
be defined by F(.f):x + 1M f-> f(x) + IN. Prove that F defines a co­
variant functor from RM to RuM. Show that F restricted to RFM is a 
functor to R!IFM. 

17. Let R be a ring and let e E R be a non-zero idempotent. For each RM 
define T.,: M f-> eM, where eM is the left eRe-module defined on page 58. 
For each pair RM. RN and each left R-homomorphism f:M f-> N, let 
T.,:f f-> (f I eM). Prove that T., defines a covariant additive functor from 
RM toeReM. 



Chapter 2 

Direct Sums and Products 

For each ring R we have derived several module categories-among these 
the category R M of left R-modules. This derivation is not entirely reversible 
for, in general, RM does not characterize R. However, as we shall see in 
Chapter 6 it does come close. Thus, we can expect to uncover substantial 
information about R by mining RM. So in this chapter we start to probe more 
deeply into the structure of the modules themselves. In so far as possible we 
propose to do this in the context of the category R M for in this way at any 
subsequent stage we shall be able to apply the general machinery of category 
theory. 

We begin with the general decomposition theory of modules. This 
parallels closely the more special theories for vector spaces and for abelian 
groups, so many of the fundamental ideas are fairly transparent. In Sections 
5 and 6 we develop the general theory of both internal and external de­
compositions. The substance is reasonably clear, but the necessary 
formalities are occasionally tedious. 

In Section 7 we apply the theory to the regular modules RR, RR' and RRR 
to obtain some of the fundamental results on the theory of ring decomposi­
tions. Finally, in Section 8 we make a natural application to obtain a general 
treatment of the concepts of generating one class of modules by another and 
of its less familiar dual of cogenerating one class by anothl~r. 

§5. Direct Summands 

Given two modules M 1 and M 2 we can construct their cartesian product 
Ml x M 2 . The structure of this product module is then determined "co­
ordinatewise" from that of the factors M 1 and M 2' In this section we shall 
begin by considering when this process can be reversed. That is, given a 
module M we shall concern ourselves with when it can be "factored" in some 
fashion as a type of product of other modules. 

Split Homomorphisms 

Let Ml and M2 be submodules of a module M. Recall that they span M in 
case 

65 



66 Direct Sums and Products 

i.e., in case their supremum in Y(M) is M. At the other extreme, they are 
independent in case 

Ml n M2 = 0; 

i.e., in case their infimum in Y(M) is O. Now there is a canonical R-homo­
morphism i from the cartesian product MIx M 2 module (2.1.6) to M 
defined via 

i : (x l' X 2) f--> Xl + X 2 

with image and kernel 

and Keri = {(x , -x)!XEM) n MJ. 
So i is epic iff M 1 and M 2 span M, and monic iff M) and M 2 are independent. 
If this canonical homomorphism i is an isomorphism (i.e., if M 1 and M 2 are 
independent and span M), then M is the (internal) direct sum of its sub­
modules M) and M 2 , and we write 

M = M) EB M 2 • 

Thus M = M) EB M2 iff for each x E M there exist unique elements 
x) EM) and Xl E Ml such that 

Not every submodule of a module M need appear in such a direct factoriza­
tion of M. Those that do, however, are of considerable interest. A submodule 
M) of M is a direct summand of M in case there is a submodule M2 of M with 
M = M) EB M 2 ; such an M z is also a direct summand, and M) and Ml are 
complementary direct summands or direct complements of each other. Of 
course, even in vector spaces direct summands need not have unique 
complements. 

The following fundamental result shows how one encounters direct sums 
and direct summands in the study of homomorphisms with "one-sided 
inverses". 

5.1. Lemma. Let f: M -+ Nand f': N -+ M be homomorphisms such that 

if' = 1". 

Then f is an epimorphism,!' is a monomorphism and 

M = Ker fEB 1m!'. 

Proof Clearly (see (3.3) and (3.4)), f is epic, f' is monic. If x = F(y) E 

Kerf n 1m!" then 0 = [(x) = frCv) = y and x = F(y) = O. If x E M, then 
f(x -f'f(x)) =f(x) -f(x) = 0, and x = (x -f'f(x)) +f'f(x)EKerf+ 
1m/"'. 0 

If f : M -+ Nand f': N -+ M are homomorphisms with ff' = 1N , we say 
that f is a split epimorphism, and we write 

M -tB -+ N -+ 0: 
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and we say that f' is a split monomorphism, and we write 
f' 

0-+ N -EB-+ M . 

A short exact sequence (see §3) 

0-+M I 1.Mi4M2 -+O 
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is split or is split exact in case f is a split monomorphism and g is a split 
epimorphism. As we see next, if an exact sequence is split at either end, then 
it is split at both ends. 

5.2. Proposition. The following statements about a short exact sequence 

0-+ MI 1. M i4 M2 -+ 0 
in RM are equivalent : 

(a) The sequence is split; 
(b) The monomorphism f: M I -+ M is split; 
(c) The epimorphism g: M -+ M 2 is split; 
(d) 1mf = Ker g is a direct summand of M; 
(e) Every homomorphism h: MI -+ N factors throughf; 
(0 Every homomorphism h: N -+ M 2 factors through g. 

N 

I 
0-+ MI ---L...... M 

Proof (a) => (b) and (a) => (c) are trivial, and (b) => (d) and (c) => (d) are 
by (5.1). Since (b) and (c) together give (a), it will suffice to prove 
(d) => (e) => (b) and (d) => (f) => (c). 

(d) => (e). Suppose M = 1mjEB K and h:MI -+ N. Sincejis monic, for 
each m_EM there is a unique m t EMI and kEK with m =j(m l ) + k. 
Define h : M -+ N by 

h:m =f(mtl + kf.-.... h(mtl· 
- -

Then clearly h is an R-homomorphism with hf = h. 
(d) => (f). Suppose M = Ker g EB K and h:N -+ M 2' Since K (\ Ker g = 0 

and g(M) = g(K), we see that (g I K):K -+ M2 is an isomorphism. Let 
g': M 2 -+ K be its inverse. Then Ji = g' h: N -+ M is an R-homomorphism 
with gh = h. 

(e) => (b) and (0 => (c). Let h = 1", where in the first case N = M I and in 
the other N = M 2 · 0 

Let M I and M 2 be two modules. Then with their product module 
M I X M 2 are associated the natural injections and projections 

and 

U = 1,2), defined by 

't(x I ) = (XI' 0). 
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and 

These are clearly R-homomorphisms for which 

0-> MI .!2. MI X M2 ~ M2 -> 0 

0-> M2 ~ MI X M2 ~ MI -> 0 

are exact. Moreover, since 

and 

these sequences are split exact. 
Observe also that 

and 

We now prove that, as we might expect, these sequences are the prototypes 
of all split exact sequences. 

5.3. Proposition. For a sequence of R-homomorphisms 

0-> Ml 4 M 4 M2 -> 0 

the following statements are equivalent: 
(a) The sequence is split exact; 
(b) There exists a sequence of R-homomorphisms 

0-- M2 4 M !4 MI -> 0 

(necessarily split exact) such that for i,j E {I, 2}, 

and 

(c) There exists an isomorphism h : MI x M2 -> M such that the following 
diagram commutes: 

Proof (a) ~ (c). To prove this implication define h:M I x M2 -> M by 
h(x 1, xJ = fl(x l ) + j~(X2) where f2 :M2 -> M satisfies g2j~ = 1M,. Then the 
diagram commutes, and h is an isomorphism by The Five Lemma (3.15). 

(c) ~ (b). Given an isomorphism h making the diagram commute, define 
f2 = II 12 and 9 1 = Tf. I h - I. Then 

gJ; = Tf.jh - Ih'j = Tf.j 'j = 6ijlM, 
and 

fl 9 1 + j~ 9 2 = h, I Tf. I h - 1 + h, 2 Tf. 2 h - I 

= h('ITf.[ + L2 Tf. 2 )h - 1 = hh - 1 = 1M , 

(b)~(a). Assume (b). Then flgl +flgZ = 1M , so M = Imfl + Imf~· 
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But glil = 0 implies Imfl <:; Ker gz, and gli2 = 1M2 implies (see (5.1)) 
M = Ker g2 8j Imf2. So by modularity 

Ker g2 = Imfl + (Ker gz n Imfz) = Imfl· 

Thus the sequence 

0-> Ml D M 4 M2 -> 0 

is exact at M; and since gJi, = 1M, and g2f2 = 1M2' it is split exact. 0 

Projections 

Let K be a direct summand of M with complementary direct summand K', 
so M = K EB K'. Then 

PK:k + k' f-> k 

defines an epimorphism 

(k E K, k' E K') 

PK:M -> K 

called the projection of M on K along K' . 

5.4. Proposition. If M = K 8j K', then the projection oIM on K along K' 
is the unique epimorphism 

satisfying 

and Ker PK = K'. 

Proof That PK does satisfy these conditions is an immediate consequence 
of its definition. If g: M -> K is such that (g I K) = 1 K and Ker 9 = K', then 
for all k E K, k' E K', g(k + k') = g(k) + g(k') = k = PK(k -+- k'). 0 

Again let K be a direct summand of M with complementary direct 
summand K', 

M = K 8j K'. 

Then K' is a direct summand of M with complementary direct summand K. 
Moreover, if PK is the projection of M on K along K', then the projection 
PK· of M on K' along K can be characterized by 

(m EM). 

Now if iK : K -> M and iK ·: K' -> M are the inclusion maps, then by (5.4) 
and (5.2), 

o ---> K' ~ M ~ K ---> 0 

o ---> K ~ M ~ K' ---> 0 

are split exact. Also it is clear that, with the obvious notational changes, 
these maps satisfy the identities of (5.3). 
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In general, a direct summand of a module has many complementary 
direct summands; the projections provide a useful characterization of these. 

5.5. Proposition. Let M = K ttl K', let PK be the projection of M on K 
along K, and let L be a submodule of M. Then 

M = L ttl K' 

ifand only it 

is an isomorphism. 

Proof Let L :::; M = K ttl K'. Then Ker(PK I L) = L n Ker PK = L n K' 
so that (PK I L) is monic iff L n K' = O. On the other hand, since (PK I K) = 1 K 
and Ker PK = K', 

PK(L) = PK(L + K) = PK((L + K') n (K + K')) 

= PK(((L + K') n K) + K') = PK((L + K') n K) 

= (L + K') n K 

so that PK(L) = K iff K <;; L + K' iff L + K' = M. 

Idempotent Endomorphisms 

o 

Suppose that RM = K ttl K' and PK is the projection of M on K along K'. 
Define eK E End(RM) by 

(x EM). 

Then since (PK I K) = IK' eK is an idempotent endomorphism of M, 

eK = ei E End(RM), 

and (note that eK is a right operator on M) 

K = MeK . 

Thus each direct summand of M is the image of an idempotent endo­
morphism of M. As we see from the following lemma, the converse is also true. 

5.6. Lemma. Let e be an idempotent in End( RM). Then 1 - e is an idem­
potent in End(RM) such that 

Kere = {xEMlx = x(1 - e)} = Im(l - e), 

Ime = {xEMlx = xeJ = Ker(1- e) 

and M = Me ttl M(l - e). 

Proof In (1.16) we saw that 1 - e is an idempotent. Since e2 = e, 
(1 - e)2 = (1 - e), and e(1 - e) = (l - e)e = 0, we have at once the 
inclusions 
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Ime S; {xEMlx = xe} S; Ker(1 - e), 

Im(l - e) S; {xEMlx = x(l - e)} S; Kere. 

But since x = xe + x(l - e) for all x E M, these are not strict and 
M = Me + M(l - e). Finally, Me n M(l - e) = 0, for if xe = y(1 - e), 
then xe = xe2 = (y(l - e»e = o. 0 

5.7. Proposition. If RM = K EB K', then there is a unique idempotent 
eK E End(RM) such that 

and 

Proof The proposition follows from (5.4) and (5.6) which combine to tell us 
that if e E End(RM) is idempotent, then x 1--+ xe is the projection of M on Me 
along M(l - e). 0 

5.S. Corollary. A submodule K ~ M is a direct summand of M if and only 
ifK = 1m efor some idempotent endomorphism e ofM. 0 

It should be noted that a direct summand K of M can be the image of 
several different idempotent endomorphisms (see Exercise (5.13», but for 
each decomposition M = K EB K' the associated pair of idempotents (5.7) 
is unique. The idempotents of a direct summand K provide a tool for 
computing the endomorphism ring of K. 

5.9. Proposition. Let e be an idempotent in End(RM). Then there is a ring 
isomorphism 

¢:eEnd{RM)e -> End(RMe), 

such that for all s E End(RM) and all x E M 

¢(ese): xe 1--+ xese. 

Proof It is a routine matter to check that there is an injective ring 
homomorphism ¢ from e End{RM)e into End{RMe) satisfying the required 
condition. Now e:Me -> M is a split monomorphism (5.6). So (5.2) if 
9 E End{RMe) (i.e., g: Me -> Me ~ M), then 9 factors through e 

M 

;I ~" ,~, 
Me~M. 

Thus for each 9 E End{RMe) there is agE End{RM) such that for all xe E Me 

xe¢(ege) = xege = xege = xeg. 

Thus ¢ is an isomorphism. o 
It is clear that every non-zero module M has at least two direct summands, 

namely, 0 and M. A non-zero module M is indecomposable if 0 and Mare 
its only direct summands. Such indecomposable modules will playa central 
role in our work. 



72 Direct Sums and Products 

A pair of idempotents e l and e2 in a ring R are said to be orthogonal if 

An idempotent e E R is called a primitive idempotent in case e =1= 0 and for 
every pair e l , e2 of orthogonal idempotents 

implies e l = 0 or e2 = o. 
If e = eZ E R, then e and 1 - e are orthogonal idempotents such that 

1 = e + (1 - e). 
Thus, applying (5.8) and (5.6) we have 

5.10. Proposition. Let M be a non-zero module. Then the following are 
equivalent: 

(a) M is indecomposable. 
(b) 0 and 1 are the only idempotents in End(M). 
(c) I is a primitive idempotent in End(M). 0 
If e is a non-zero idempotent in a ring R, then e is primitive if and only if 

the identity e of the ring eRe is a primitive idempotent. Indeed, if 
e = e 1 + ez where el and ez are orthogonal idempotents in R, then 
e 1 = ee 1 e E eRe and ez = eez e E eRe. Hence the preceding two propositions 
yield 

5.11. Corollary. Let e be a non-zero idempotent endomorphism of a left 
module M. Then the direct summand Me ofM is indecomposable ifand only if 
e is a primitive idempotent in End(M). 0 

Essential and Superfluous Submodules 

A submodule K or M is a direct summand of M iff there is a submodule K' 
of M with 

KnK'=O and K + K' = M, 

that is, iff K is complemented in the lattice of submodules of M. For any 
submodule K of M we can always find a submodule satisfying, with K, one 
or the other of these conditions. Indeed, 

KnO=O and K + M = M. 

Those submodules for which one of these is the "best" turn out to be of great 
significance in our subsequent work. Specifically, a submodule K of M is 
essential (or large) in M, abbreviated 

K <:J M, 

in case for every submodule L S; M, 

KnL=O implies L = O. 

Dually, a submodule K of M is superfluous (or small) in M, abbreviated 

K« M, 
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in case for every submodule L :S; M 

K+L=M implies L=M. 

The three concepts, direct summand, essential submodule, and super­
fluous submodule, are reminiscent of the topological concepts of connected 
component, dense, and nowhere dense. In a sense an essential submodule 
of M dominates the lattice of submodules in that it is independent of no 
non-zero submodule, whereas a superfluous submodule is quite ineffective 
in that it contributes nothing to spanning M. Note, however, that a 
submodule can be both essential and superfluous; indeed this is true of every 
non-trivial submodule of 7L p oc . 

A monomorphism f: K ---> M is said to be essential in case 1mf <l M. 
An epimorphism g: M ---> N is superj7uous in case Ker g « M. As we shall 
see below (particularly (5.13) and (5.15)) these two concepts are dual in the 
category RM. That is, any statement about an essential monomorphism stated 
in terms of RM is true iff the statement obtained by reversing the arrows is 
true about superfluous epimorphisms. Thus perhaps it would be best to state 
our results in "arrowese" where their duals are natural. However, in practice 
we shall more often be concerned with the behavior of the essential and 
superfluous submodules of M in the lattice Y'(M). Therefore most of the 
results are in lattice theoretic terms. See the exercises for the categorical 
formulation. (Particularly, Exercises (5.l4)~(5.16).) 

5.12. Proposition. For a submodule K of M the following statements are 
equivalent: 

(a) K <l M. 
(b) The inclusion map iK : K ---> M is an essential monomorphism. 
(c) For every module N and for each hE Hom(M, N), 

(Ker h) n K = 0 implies Kerh = o. 

Proof (a) ¢> (b) and (a) = (c) are both clear. 
(c) = (a). Suppose that L :S; M and K n L = O. Let nr.:M ---> M IL be the 

natural epimorphism. Then clearly (Ker nd n K = O. So assuming (c), 
L = Ker nL = O. 0 

Suppose f is a monomorphism and h is a homomorphism such that f 0 h 
is monic. Then clearly h is also a monomorphism. On the other hand, 

5.13. Corollary. A monomorphism f: L ---> M is essential if and only if, for 
all homomorphisms (equivalently, epimorphisms) h, ifhfis monic, then h is monic. 

Proof Let K = 1mf Then by (3.10) there is an isomorphism v:K ---> L 
such that fv = iK . Thus it follows that hf is monic iff hiK is monic. But the 
latter condition holds iff (Ker 11) n K = O. For the parenthetical version note 
that h is an epimorphism onto 1m h. 0 

The proofs of the following duals to Proposition (5.12) and Corollary 
(5.13) are left as exercises. 
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5.14. Proposition. For a suhmodule K of M the following statements are 
equivalent: 

(a) K« M . 
(b) The natural map PK: M --+ M / K is a superfluous epimorphism. 
(c) For every module N andfor every hE Hom(N, M) 

(Imh) + K = M implies 1m h = M. o 

5.15. Corollary. An epimorphism g: M --+ N is superfluous if and only if 
for all homomorphisms (equivalently, monomorphisms) h, ifgh is epic, then h is 
~ 0 

The essential submodules of M form an important sublattice of the lattice 
of all submodules of M; specifically, 

5.16. Proposition. Let M he a module with suhmodules K :s N :s M and 
H:s M. Then 

(1) K<JMiffK<JNandN~M; 
(2) H n K <J Miff H <J M and K <J M. 

Proof (1) Let K <J M and suppose 0 =1= L :s M, then L n K =1= O. In 
particular this is true if L :s N, so K <J N. But also K :S N so L n N =1= 0 
whence N <J M. 

Conversely, if K ~ Nand N <J M and L :S M, then L n K = 0 implies 
L n N = 0 implies L = O. 

(2) One implication follows at once from (1). For the other, suppose 
H <J M and K <J M. If L :S M with L n H n K = 0, then L (\ H = 0 
because K <J M. Whence L = 0 because H <J M. 0 

This result has a natural dual for superfluous submodules. In categorical 
terminology its statement is quite obvious. The lattice theoretic version, 
whose proof we omit, goes as follows. 

5.17. Proposition. Let M he a module with suhmodules K :S N :S M and 
H :S M. Then 

( 1) N « M iff K « M and N / K « M / K ; 
(2) H + K « M iff H « M and K « M. 0 

The following lemma concerning superfluous submodules also has a dual. 
However, we shall relegate it to the exercises where we can give a proper 
formulation. 

5.18. Lemma. IfK « M andf:M --+ N is a homomorphism thenf(K) « N. 
In particular, if K « M :S N then K « N . 

Proof Let L :S N and assume L + f(K) = N . Thenf - (L) + K = M. 
Since K « M, this implies K :S M = f - (Ll, sof(K) :S L, and L = N. 0 

Our next lemma gives an extraordinarily useful test for essential 
inclusions. 



Direct Summands 75 

5.19. Lemma. A submodule K ~ M is essential in M ifand only if for each 
Of-x E M there exists an r E R such that 0 =!= rx E K. 

Proof (=) If K <J M and 0 i= XE M, then Rx n K i= O. 
(<=) If the condition holds and 0 i= x E L ~ M, then there is an r E R such 

that 0 f- rx E K n L. 0 
Using these two lemmas we have 

5.20. Proposition. Suppose that K[ ~ MI ~ M, K2 ~ M2 ~ M, and 
M = M j E8 M2 :then 

(1) KI E8 K 2 « MI E8 M2 iffK[ «MI and K 2 « M2 : 

(2) K j E8 K2 <J M j E8 Ml iff K j <J M1 and K z ::5! M 2 • 

Proof (1) Let p;: M --> M; denote the projection of M on M; along M j 

(i f- j). Then K; = p;(K;); so necessity follows from (5.18). 
Conversely, if K;« M; ~ M (i = L 2), then by (5.18) and (5.17.2) 

K1 E8 K z = K1 + K2 « M. 
(2) Suppose, say, K I is not essential in M [0 i.e., Kin L I = 0 for some 

o f- L 1 ~ MI' Then the necessity is proved by observing that 

(KI + K 2 ) n LI = 0; 

for if kl E K 1 , kl E K z and II ELI with kl + k z = II' then 

k2 = II - k1 E MI n M z = O. 

For the sufficiency suppose that K; <J M; and 0 f- x; E M; (i = 1,2), then 
by (5.19) there is an rl E R such that 0 f- r1x I E K I . If r l x 2 E K z then, by 
independence,O =f rlx l + r l x 2 E KI E8 K z. If rlxz if KI then again by (5.19) 
there is an r2 ER with 0 f- rzrlx z E K 2 , and we have 

o =!= rZr1x 1 + rzr1x z E KI E8 K z· 

o 
Let N be a submodule of M. If N' ~ M is maximal with respect to 

N n N' = 0, then we say that N' is an M-complement of N. Using the 
Maximal Principle we readily see that if N ~ M, then the set of those sub­
modules of M whose intersection with N is zero contains a maximal element 
N. This proves the first part of 

5.21. Proposition. Every submodule N ~ M has an M-complement. More-
over, if N' is an M -complement of N, then 

(1) N E8 N ' <J M; 
(2) (N E8 N') jN' <:J M jN'. 

Proof (I) If 0 i= L ~ M and (N E8 N') n L = 0, then it readily follows 
that N n (N' + L) = 0, contrary to the maximality of N'. 

(2) Suppose that L 2: N' with L n (N + N') :S: N'; then by modularity 

(L n N) E8 N' = L n (N + N') :S: N'. 

Therefore, L n N = 0 and by maximality of N', L = N'. o 
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5. Exercises 

1. Let RM be a left R-module. Prove that every epimorphism f: M ---> RR 
splits. However, show that there can be monomorphisms g: RR ---> M 
that do not split. [Hint: Let R = Z.J 

2. Let M be a non-zero module. In M2 = M x M, let MI = {(m, 0) I m E M} 
and M2 = {(O, m) I mE M}. For each (J E End(RM), set 

M" = {(m, m(J) I mE M}. 

Then M" S; M2. Let K S; M2. Prove that 
(1) M2 = K EB M2 iff K = M" for some (J E End(RM). 
(2) If K = M" for some automorphism (J E End(RM), then 

M2 = MI EB K. 

3. Prove that if RM has a distributive lattice (see (0.5» Y'(M) of sub­
modules, then each direct summand has a unique complement. For 
example, show that if R is a Boolean algebra, then RR has a distributive 
lattice of submodules. 

4. Let M = K EB K' = L EB L. Prove 
(1) K = L implies K' ~ L, but does not imply K' = L. 
(2) K s; H S; M implies H = K EB (H n K'). 
(3) K n L = 0 does not imply that K + L is a direct summand of M. 
[Hint: Consider Z x Z in Exercise (5.2.l).J 

5. Let M = K + L and let f: M ---> N be an epimorphism. Prove that 
N = f(K) EB feLl if K n L = Kerf 

6. (1) In order to give meaning to M = H EB K EB L, prove that if 
M = H EB H' and H' = K EB L, then M = (H + K) EB Land H + K = 

H EB K. (I.e., H EB (K EB L) = (H EB K) EB L.) 
(2) Let H, K, L S; M. Prove that M = H EB K EB L iff H n K = 0 = 
L n K and M/K = (H + K)/K EB (L + K)/K. 

7. (1) Give an example of an indecomposable module that has a de­
composable submodule. [Hint: Try a factor module of RR where 
R = Q[X, Y].J 
(2) Give an example of an indecomposable module that has a de­
composable factor module. 

8. Let M = MI EB M2 and let f:M ---> N be an epimorphism with 
K = Kerf Then (see Exercise (5.5» 

N = f(M I ) + f(M 2 ). 

(1) Prove that if K = (K (I MIl + (K n M2l, e.g., if the submodule 
lattice Y'(M) is distributive, then this sum is direct. 
(2) Show that in general, however, this sum is not direct. [Hint: Let L be a 
module, M = L x L andf: M ---> L viaf(ll' 12 ) = II - 12 .J 

9. Let M = MI EB M2 and let N S; M. Then 

N 2 (N n MIl EB (N n M2)' 
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If either Ml ~ N or M2 ~ N , or if the submodule lattice f/'(M) is 
distributive, then equality holds. Show that in general, however, the 
inequality may be strict. 

10. Let M = Ml EB M 2 and let pdi = 1,2) be the corresponding projections. 
(1) Prove that if N ~ M, then Pl(N)/N n Ml ~ P2(N)/N n M 2. 
(2) Conversely, prove that if K j ~ N j ~ M j (i = 1,2), and if Nl /Kl ~ 
N 2 /K2, then there is an N ~ M with K j = N n M j , and N j = pj(N) 
(i = 1,2). [Hint : Let a: N 1 1K 1 --> N 2/ K2 be an isomorphism and 
N = {n l + n21 n2 + K2 = a(nl + K l )}·J 
(3) The two extreme cases are of interest; they occur when N = 

(N n Md + (N n M 2 ) and when N n Ml = N n M2 = O. Give a non­
trivial example of each of these. 

11 . Let g : N --> M and f: K --> N be homomorphisms. Prove 
(1) Iffand g are both split monomorphisms (epimorphisms), then gfis a 
split monomorphism (epimorphism). 
(2) Show the converse of (1) is false. 
(3) Infer from (1) that a direct summand of a direct summand is a direct 
summand. 

12. Suppose that the following diagram of modules and homomorphisms is 
commutative 

and that (1., /3, )' are isomorphisms. Prove that the top row is (split) exact 
iff the bottom row is (split) exact. 

13. (1) Let e E R be an idempotent. Show that for each x E R, t = e + (1 - e)xe 
is also an idempotent. Moreover, show that for each such t there is ayE R 
with e = t + (1 - t)yt. [Hint: Since et = e and te = t, it follows that 
y = -(1 - e)xeworks.J 
(2) Let RM be a non-zero module and let e E End(RM) be an idempotent. 
For each idempotent t E End(RM) prove that 1m t = 1m e iff t = 

e + (1 - e)xeforsomexEEnd(RM). 
14. Consider the following commutative diagrams in RM: 

K 

I~ 
O-->N-->M 

9 

K 

/~ 
M-->N-+O 

9 

(I) Prove that if in the first g is monic, then h is an essential mono­
morphism iff both f and g are. [Hint: (5.13).J Deduce Proposition 
(5.16.1 ). 
(2) Prove that if in the second g is epic, then h is a superfluous epi­
morphism iff both f and g are. [Hint: (5.15).J Deduce Proposition 
(5 .17.1). 

15. Consider the following commutative diagram in the category RM 
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(1) Assume that both rows are exact and (J. is epic. Prove that if the 9 is 
superfluous, so is g'. 
(2) Show that (1) is equivalent to (5.18). 

16. (1) In Exercise (5.15) assume both rows are exact and)' is monic. Prove 
that iff' is essential, then so isf. 
(2) Deduce that if K <l M and if x E M, then 

p';(K) = {rERlrxEK}<l RR. 

17. Let M be a non-zero module and let K be an (R, End(RM J J-submodule 
K ~ RMEnd(,M)' 
(1) Prove that if RM = MI EB M 2, then K = (K n MIl EB (K n M2)' 
(2) Prove that if RK « RM, and if R(M/K) is indecomposable, then RM 
is indecomposable. 
(3 J Prove that if K <l M and if K is indecomposable, then M is in­
decomposable. 

18. Let I be a nilpotent left ideal of R. Prove that for each left R-module M, 
IM« M. [Hint: If 1M + N = M, then 12M + IN + N = M.] 

19. Let M be an abelian group and K ~ M. Prove that 
(1) Every homomorphism f: K ---+ 0 has an extension 1: M ---+ O. [Hint: 
The set G = {gL I L ~ M and gL E Hom 7L (L, O)} is partially ordered by 
set inclusion (each 9 EGis a set of ordered pairs). There is a gL E G 
maximal with respect to K ~ Land ({h I K) = f If x E M\L, then for 
some 11, tlx n L = 7lnx =!= 0 and there is an h: tlx + L ---+ 0 with 
h(mx + I) = mn-1gL(nx) t gL(/)'] 
(2) Every monomorphism g: 0 ---> M splits. 

§6. Direct Sums and Products of Modules 

In this section we consider two (dual) generalizations of finite products of 
modules (2.1.6) and of internal direct sums M = M I EB M 2 of a module. 

Throughout this section we shall suppose that (M,J7EA is an indexed class 
of left R-modules. Analogues for right modules and bimodules should prove 
no difficulty. 

Direct Products 

The cartesian product XI M, of the sets (M7)'EA becomes an R-module with 
operations defined coordinatewise. That is, if 1[7 denotes the (J.-th coordinate 
map, then for each pair x, y in the product and each r E R 
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n,(x + y) = n,(x) + n,(y) n,(rx) = r1l:,(x). 

That these are (well-defined) operations on the product is immediate from 
(0.4), and it is elementary to check that they do induce the claimed module 
structure. In A-tuple notation the operations on the product are given, 
somewhat imprecisely, by 

(x,) + (Ya) = (Xa + Ya), r(x,) = (rxaJ. 

The resulting module, called the direct (or cartesian) product of (M')'EA' will 
be denoted by 

llAMa' 

or some reasonably natural variation such as lli = 1 M i , or M1 x ... x Mn 
in the finite case. If M, = M for all CI. E A, we write 

MA = llAM. 

This is simply the set of all functions from A to M with coordinatewise 
operations. If A = 0, the product has exactly one element (the empty 
function) and so 

lloM, = 0 = MO. 

The fundamental property of ITA Ma is given in 

6.1. Proposition. Let (M')'EA be an indexed set of modules. Let N be a 
module and U:)'EA be homomorphisms fa : N -+ M a' Then there exists a unique 
homomorphism f: N -+ llA M, such that for each CI. E A the following diagram 
commutes 

Proof For each x E N define f(x) E ITA M, coordinatewise (see (0.4)) by 

nJ(x) = fa(x) (CI. E A). 

Since the n, and the f~ are homomorphisms, it follows also that f: x f--+ f(x) 
defines a homomorphism N -+ llA M. Moreover naf = f, for all CI. E A. To 
complete the proof suppose that g: N -+ ITA Ma is a homomorphism such 
that nag = f, for all CI. E A. Then for each x E M and each CI. E A we have 
nag(x) = nJ(x) so g(x) = f(x). (See (0.4).) Thus g = f D 

The unique homomorphism f: N -+ II AMain (6.l) is called the direct 
product of U~)'EA and is often denoted by f = IT Afa. It is characterized by 

(CI. E A). 

6.2. Corollary. Let!,: N -+ M, (CI. E A) be an indexed set c{homomorphisms. 
Then 
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Proof Set f = TI AI., and let x E N. Then f(x) = 0 iff nJ(x) = 0 for all 
IX E A iff I.(x) = 0 for all IX E A. 0 

If B £; A, then we have the two products TIBMp and TIAMa. If x E TIBMp, 
then x is a function with domain B and has a unique extension to an element 
x E ITA Ma that is zero on all IX ¢ B. So there is a map 

'B:TIBMp --> TIAMa 

defined by 'B:X~X. Clearly 'B is an R-monomorphism whose image is the 
submodule of TIA M, consisting of those A-tuples that vanish outside of B. 
On the other hand, for each x E TIA M a , a function with domain A, its 
restriction (x I B) is an element of TIBMp. Clearly the restriction map 

nB:TIAMa --> TIBMp 

defined by nB:x~(x I B) is an R-homomorphism from TIAM, onto TIBMp. 
With the help of (5.1) and (5.3) it is easy to check the following properties of 
these maps. 

6.3. Proposition. Let (M,)aEA be an indexed set of modules and let A be the 
disjoint union A = B \:) C. Then 

(1) nB lB = 1n ,M, ; 

(2) TIAMa = lB(TIBMp) EEl ldTIcM); 

(3) 0 --> ITBMp ~ TIA Ma ~ TICMy --> 0 is split exact. 0 

In practice if {3 E A, we usually identify TI{P} M p with M p itself, and nIP) 

with np. Also we usually write 'fJ for LIP}' This monomorphism 

lfJ:Mp --> nAMa, 

called the {3-coordinate injection, is characterized by 

(IXEA). 

Of course, it is a special case of (6.3) that the sequences 

O M 'I' TI M 'A"" TI M 0 --> f3 ---> A a ------> A\{.8 } a--> 

are split exact. 
The "universal mapping property" of TIA M" described in Proposition 6.1 

actually serves to characterize the direct product. Thus a pair (M'(P,)aEA) 
consisting of a module M and homomorphisms 

Pa: M --> Ma (IX E A) 

is called a (direct) product of (Ma)aEA in case for each module N and each set of 
homomorphisms 

j~:N --> Ma 
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there exists a unique homomorphismf: N -+ M such that 

f, = pJ (IXEA). 

Very informally, a product of (M')'EA is a gadget that stores in a single 
homomorphism any collection of homomorphisms (f~: N -+ M~) from a 
module to the M~ and is programmed to sort them out again (via the p~). 

Observe that Proposition (6.1) says, in particular, that the indexed set 
(M,LEA does have at least one product, namely its cartesian product 
(n A M~,(n~)~EA)' We now see that all products of the (M')'EA are actually 
isomorphic in a strong sense. 

6.4. Theorem. Let (M, (P')'EA) be a product of (M~)'EA- Then a pair 
(M', (P~)'EA)' where each p~: M' -+ Ma is an R-homomorphism (IX E A), is also a 
product of (Ma)aEA if and only if there exists a (necessarily unique) iso­
morphism p: M' -+ M such that PaP = p~ for each IX E A. 

M'~M 

~~ 
M~ 

Proof Since (M, (P')'EA) is a product, there is a unique homomorphism 
P :M' -+ M with PaP = p~ for each If. E A. 

(=). If (M', (P~)aEA) is also a product, then there is a unique homo­
morphism P' : M -+ M' with p~ p' = Pa for each IX. Then p~ ,= Pa P = p~ P' p. 

M' --.!'..L..., M' 

~/ 
Ma 

But p~ = IM'P~, so by uniqueness, P'p = 1M" Similarly, PP' = 1M, 
(=). Suppose that j~: N -+ M, (IX E A) are R-homomorphisms. Since 

(M, (P')'EA) is a product, there is a unique homomorphism h making the 
outside triangle in 

\,,~~-'-Yl 
I'\;l/p, 

Ma 

commute for each If. E A. So assuming P is an isomorphism and taking 
f = p-Ih we have that (M', (P~)'EA) is a product. 0 

6.5. Examples. (1) Let V be a two-dimensional vector space over a field 
K, and let (Xl' Xz) be a basis for V. If (PI' pz) are the usual linear functionals 
with kernels (Kxz, Kx l ), then (V, (PI' pz)) is a product of(K, K). In particular, 
a module M may be a product of an indexed set (Ma)aEA via many different 
homomorphisms (pJ'EA' 
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(2) Consider the abelian group 1'30' The residues modulo 2, 3, and 5, 
respectively, give epimorphisms 

P2:1'30 ...... 1'2' P3:1'30 ...... 1'3' PS:1'30 ...... 1'S· 

Therefore, by (6.1) there is a homomorphism p from 1'30 to the product 
1'2 x 1'3 x 1's such that p, = n.p (ex = 2,3,5) where the n, are the co­
ordinate projections of the product. By (6.2) 

Ker p = Ker P2 n Ker P3 n Ker Ps = 21'30 n 31'30 n 51'30 = O. 

Thus P is a monomorphism. So since 1'30 and 1'2 x 1'3 x 1's have the same 
finite cardinality, P is an isomorphism. Observe that this implies by (6.4) 
that (1'3o, (P2' P3' Ps)) is an (abstract) product of(1'2' 1'3- 1's); clearly though, 
1'30 and the cartesian product 1'2 x 1'3 x 1's are quite different sets. 

Direct Sums-Coproducts 

Recall that a product of (M')'EA is something of a computer to organize sets 
of homomorphisms into the M •. We now turn to the dual question of studying 
gadgets that organize homomorphisms from the M •. The definition is almost 
self-evident; we simply reverse the arrows in the definition of a product. 

Formally, then, a paIr (M, U,)'EA) consisting of a module M and 
homomorphisms 

),:M ....... M 

is a direct sum (or a coproduct) of (Ma).EA in case for each module N and each 
set of homomorphisms 

fa: M, --> N (ex E A) 

there is a unique homomorphismf: M ...... N such that 

f~ = fj, (ex E A). 

The next result, whose proof is obtained by reversing the arrows in that of 
(6.4), establishes that if direct sums do exist, they are essentially unique. 

6.6. Theorem. Let (M, U,),EA) be a direct sum of (M')'EA" Then a pair 
(M', U~)'EA)' where each j~: Ma ...... M' is an R-homomorphism (ex E A), is also a 
direct sum of(M')'EA if and only if there exists a (necessarily unique) isomorphism 
j:M ...... M' such thatj), =j~for each exEA. 

M', M 

~I 
M, 

External Direct Sums 

Now we establish that direct sums do exist. An element x E ilA M. is zero for 
almost all ex E A (or almost always zero) in case its support 
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S(x) = {:XEA I X(:x) = n~(x) j O} 

is finite. Since 0 is almost always zero and since both S(x + y) <:; S(x) u Sly) 
and S(rx) <:; S(x), it follows that 

EEl A M~ = {x E nA M, I x is almost always zero} 

is a submodule of nA Ma. This submodule is the (external) direct sum of 
(M')'EA; as we shall see, the use of "direct sum" is justified. We employ 
natural variations of this notation. such as EEl?= IMj in the finite case. Of 
course, if A is finite, then the external direct sum is the cartesian product. 
Moreover, if Ma = M for all :x E A, then 

M(A) = EBAM 

designates the external direct sum of card A copies of M. 
In general. for an indexed set (M,)aEA and for each :x E A, the image 

~,(M~) is the set of XEnAM~ with S(x) <:; {IX}. Moreover, XEnAM, has 
finite support iff it is a finite sum of elements each of whose support is a 
singleton. Thus EEl A Ma is the submodule of n A M, spanned by its submodules 
(~2(Mx))'EA' Since the images ~2(M,) are in EElAM" we usually feel free to 
treat each La also as a monomorphism from M, to EB A M,. Similarly. we 
often view each n, as an epimorphism from EB A M, to Ma. 

Now suppose that N is a module and that (j~)'EA is an indexed set of 
homomorphisms 

J,:M,-->N (IX E A). 

For each x E EB A Ma, its support, S(x) = {IX E A I n,(x) = O}, is finite so there 
is a functionJ: EB AM, --> N defined by 

f(x) = LXES(X)j~na(x) 

(where we let f(x) = 0 if S(x) = 0). It is easy to check, since the !a and n, 
are homomorphisms, that J is a homomorphism. We call J the direct sum of 
(f,),EA and write both 

Also it is clear that for each IX E A, JL 2 = j~. This direct sum behaves very 
much like a regular sum (see Exercise (6.7)). For example. if g: N --> K, then 
gj', : M, --> K for each:x E A, and 

6.7. Proposition. Let (M')'EA be an indexed set oj modules. Let N be a 
module and (fa)aEA he an indexed class oj homomorphisms J,:Ma --> N Jor 
IX E A. Then there exists a unique homomorphism f: EEl AM, -.... N (necessarily 
J = EB Ai,) such that 
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83lAM,~N 

~~ 
M, 

commutes jor each rt E A. Thus (83l AM" (")'EA) is a direct sum oj(M')'EA­

Proof In view of our above remarks only the question of uniqueness 
remains. But that the sum j = 83l AI. is unique with the desired properties 
follows from (3.1). D 

There is one simple fact about direct sums of homomorphisms that we 
might record now. Suppose j = 83l AI.. Then since jt, = I., it is clear that 
Imj, ::; Imf Thus it is immediate from the definition that 

6.8. Proposition. If f = 83l A f~ is the direct sum of homomorphisms 
f~:M, -> N, then 

Imf = LA ImJ~. D 

Suppose B s; A. Then it is easy to check that the restriction of L B to 
83l BMp is a homomorphism into the direct sum 83l A M,. Similarly, the 
restriction of 7rB to 83l AM, is an epimorphism onto the direct sum 83lBMp. 
Again we conserve notation and denote these restrictions by tB and 7r B • 

From (6.3) we infer 

6.9. Proposition. Let (M')'EA be an indexed set of modules and let A be the 
disjoint union A = B v C. Then 

(1) 7rB tB = 1 nBM/i; 

(2) 83l AM. = 'B(83lBMp)83ltd83lcM.); 

(3) 0 -> 83lBMp...!..4 83l AM, -"4 83lcM, -> 0 is split exact. 

Internal Direct Sums 

D 

Let M 1 , M2 be submodules of a module M. and let il :Ml -> M, and 
i2 : M 2 -> M be their inclusion maps. Then (see §5) M is the internal direct 
sum of M 1 and M 2 iff in our present terminology i 1 83l i2 is an isomorphism. 
By virtue of (6.6) and (6.7) this is equivalent to having (M, (iI' i2)) a direct 
sum of (Ml' M2)' 

More generally, suppose that (M')'EA is an indexed set of submonules of 
a module M. Let 

i,:M, -> M (rt E A) 

be the corresponding inclusion maps. Generalizing our definition in §5 we 
say that M is the (internal) direct sum of its submodules (M ')'d in case the 
direct sum map 

i = EBAi,:EBAM, -> M 

is an isomorphism. This condition holds. namely i is an isomorphism, iff 
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each x E M has a unique representation as a sum 

with Xa E Ma zero for almost all C( E A. With this summation notation, we 
have, since i is an R-homomorphism, 

and 

Also iff: M ---+ N is a homomorphism, then since each of these LAX' is really 
just a finite sum in M, 

In other words, if M is the internal direct sum of (MJ'EA' then we can study M 
"coordinatewise". 

We now have three concepts of "direct sum", the abstract direct sum 
(= coproduct), the external direct sum of an indexed set of modules, and the 
internal direct sum of submodules. We assume that the distinctions among 
them are reasonably clear. (But see the exercises, particularly Exercise (6.4).) 

Let (MaJaEA be an indexed set of submodules of M with inclusion maps 
(ia)aEA' Then by (6.8) we have 

Im(EB AU = LA 1m i, = LAMa. 

So whether or not it is epic, if the direct sum map i = EB A i, is monic, then 
the submodule LAM, is an internal direct sum of its submodules (M,)aEA' 
As for the case of two submodules (§5) we can characterize this in the lattice 
!/,(M) of submodules. We say (MJaEA is independent in case for each C( E A 

Ma Ii (Lp'I',Mp) = O. 

Clearly this is consistent with our earlier definition for two submodules. Of 
course, it is possible for (M')'EA to be independent in pairs without being 
independent. However, 

6.10. Proposition. Let (Ma)aEA be an indexed set of submodules of a module 
M with inclusion maps (iaLA' Then the following are equivalent: 

(a) LAMa is the internal direct sum of (M,)aEA; 
(b) i = EBAia:EBAM, ---+ M is monic; 
(c) (M,)aEA is independent; 
(d) (Ma)'EF is independent for every finite subset F s; A; 
(e) For every pair B, C s; A, if B Ii C = 0, then 

(LBMp) Ii (LcMJ = O. 

Proof Each one of these conditions is clearly equivalent to stating that 0 
has a unique representation 0 = LAX, with Xa E Ma zero for almost all 
C( E A. D 

6.11. Corollary. The module M is the internal direct sum of its submodules 
(Ma)aEA if and only if(M,laEA is independent and spans M. D 



86 Direct Sums and Products 

If the submodules (M')'EA of M are independent, we say that the sum 
'i. A M. is direct and write 

'i.AM, = (£JAM,; 

we may also refer to this as a direct decomposition of 'i.AM,. As usual we shall 
allow more or less self-explanatory variations of this notation and terminology. 

Now the external direct sum of (M')'EA is the internal direct sum of the 
images (L,(M'))'EA but not the internal direct sum of (M')'EA' Thus the nota­
tion EB is being asked to serve two distinct, but related, duties. Only on rare 
occasions does this cause difficulty. On these we may denote the external 
direct sum by 

or in the finite case 

Ml8;l···8;l Mn" 

6.12. Proposition. Let (Ml , ... , Mn) be ajinite sequence oj modules. Then 

Ml x ... x Mn = Ml8;l ... 8;lMn = L t<Ml)(£J ... (£J (n(M,.). 0 

6.13. Examples. (1) Let V be a vector space over a field K, and let (X')'EA 
be an indexed set in V. Then (X')'EA span V iff V = 'i.4Kx,. Also (X.J'EA is an 
independent set of vectors iff the indexed set (KX')'EA of cyclic submodules 
of V is independent. Thus V is the internal direct sum 

V = 'i.AKx, = (£J A Kx, 

iff (X')' EA is a basis for V. 
(2) Consider again the abelian group LZ 30 . (See (6.5).) It has subgroups 

15LZ 3o , IOLZ 3o , 6LZ 30 ; let i2 , i3 , is be the corresponding inclusion maps. Then 
by (6.7) the direct sum i = i2 (£J i3 (£J is is a homomorphism 

i:(15LZ 30 J (£J (IOLZ 30 ) (£J (6LZ 30 ) -> LZ 30. 

Now 

1m i = 15LZ 3u + IOLZ 3o + 6LZ 30 = LZ 30, 

so i is epic. By a cardinality argument it follows that i is an isomorphism. 
Thus LZ30 is the internal direct sum of its submodules (l5LZ 3o , IOLZ 3o , 6LZ 30 ). 
Note also that these modules are isomorphic, respectively, to LZ 2 • LZ 3, LZs, So 

LZ30 = (15LZ 30 J (£J(lOLZ 30 J (£J (6LZ 30 ) 

;;: LZ l 8;l LZ3 8;l LZs = LZ2 X LZ3 X LZs· 

Properties of Independence 

In addition to the characterizations given in (6.10) there are three other 
properties of independence having special importance. The first is a generali-
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zation of the familiar fact that in a vector space an ordered set of vectors is 
independent iff no one of the vectors depends on its predecessors. 

6.14. Proposition. A sequence M I, M 2"" of submodules of M is independent 
if alld only iffor each n ~ 1 

(MI + .. . + Mn) n Mn+ I = O. 

Proof (=). See (6.10.e). (-¢=). If Xi E Mi , and XI + ... + X n+ I = 0 then 
Xn+IE(MI + ... + Mn)nMn+l · 0 

The next result is a formal statement of the simple fact that independent 
sets of submodules of independent submodules form an independent set of 
submodules. 

6.15. Proposition. Let (Mp)PEB be independent submodules of a module M. 
For each [J E B, let (L,p)7pEAp be an indexed class of submodules of Mp. Let A 
be the disjoint union A = \.:..I BAp . If (L,pl7pEAp is independent for each [J E B, 
then (L7)'EA is independent. 

Proof Suppose there is a finite set !J. I' ... , !J.n E A and Xi E:: L'i with 

XI + ... + Xn = O. 

We may assume there is a k and a [J with !J.I, .. . ,!J.k E Ap and !J. k + I, ... , 
!J.n ¢ Ail' The independence of (Mp)PEB then forces 

XI + ... + X k = 0 = X k + I + ... + Xn-

and the independence of (L,p)7p EAp forces Xl = ... = X k = 0, etc. 0 

This has the following very useful corollary about internal direct sums. 

6.16. Corollary. Let M = LBMp, let Mp = LApL,pfor each [JEB, and let 
A be the disjoint union A = UBAp. Then 

M = (BAL, iff M = (BBMp and Mp = (B Ap L7p ([JEB). 

Proof (<=). By (6.15). (=). By (6.10.e). 0 

Our final result on independence is the important one that independence 
is preserved under "essential changes" of the submodules. 

6.17. Proposition. Suppose that (L7)'EA is a set of independent submodules 
of M. If(M')'EA is a set of submodules of M such that L, <J M,for each !J. E A, 
then 

(1) (M7)7EA is independent, and 
(2) (BAL7~ (BAM,. 

Proof Suppose that LI and L2 are independent submodules of M with 
LI <J MI and L2 <J M 2. Then 

(Ll nM2)nL2 = LI nL2 = 0 

so, since L2 <J M 2, we have LI n M2 = O. But 
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(M j nM2)nL j :S; L j nM2 = O. 

So, since L j <l M l' Min M 2 = O. That is, (M l' M 2) is an independent set of 
submodules of M. Moreover, by (S.20.2), we have L j EB L2 <l M1 EB M 2 . 

Now if (1) and (2) hold for F = {0(1"'" O(n} <;; A, then for any IXn+ 1 E A\ F the 
sum 

is direct, and 

Thus, arguing inductively, (1) and (2) hold for every finite subset of F <;; A, 
and by (6.10.d) (M')'E A is independent. But if 0 =1= x E EB A M., then there 
exists a finite subset F <;; A such that 0 =1= XE EBFM •. So since EBFLx<l 
EBFM., by (S .19) there is an rE R with 

0=1= rx E EBFL. :s; EBAL. 

and hence EB A La <l EB AM •. o 

The Idempotents for a Decomposition 

Suppose M has an (internal) direct decomposition M = EB A Ma ' Then (see 
(6.16») for each (J. E A 

M = Ma EB (I.{J,/,. Mp); 

so by (S.6) and (S.7), there is a unique idempotent ea E End(RM) with 

Ma = Im ea and 

We call the idempotents (ea)aEA the idempotents for the decomposition 
M = EB A Ma, and for each (J. E A, we call ea the idempotent for M. in this 
decomposition. 

6.18. Proposition. Let (Malad be submodules of a module M. Then 
M = EB A M. if and only if there exists an (necessarily unique) indexed set 
(e.).EA of idempotent endomorph isms ofM such that for all 0( E A 

M. = Im ea and 

Moreover, if such idempotent endomorph isms o{ M exist, then ea is the 
idempotent for M . in the decomposition M = EB AM •. 

Proof We need only prove the sufficiency. So assume (e,laEA satisfies the 
stated condition. Then by (S.6) since Im ea n Ker ea = 0 for each IX E A, it 
follows that (Ma)aEA is independent. But also by (S.6), Im ea + Ker e. = M. 
So clearly (M,J'EA spans M. The final claim follows from the uniqueness 
assertion in (S.7). 0 

A set of idempotents (e')'EA in a ring is said to be orthogonal in case the 
set is "pair-wise" orthogonal, i.e .. 
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(ex, f3 E A). 

6.19. Corollary. The idempotents (e')'E4 for a decomposition M = . EEl 4 M, 
are orthogonal. Moreover, if x E M, then xe, = 0 for almost all ex E A and 

Proof If ex -# f3, then Mp S; L ),,*,Ml' = Ker e, so Mepe, = Mpe, = O. 
Moreover, writing x = LAX. with x, E M. = Me, zero for almost all 
ex E A, we have 

for all f3 E A. o 
A finite orthogonal set of idempotents e I, ... , en in a ring R is said to be 

complete in case 

e l + ... + en = 1 E R. 

From the following corollary we see that there is a 1 ~ 1 correspondence 
between the finite direct decompositions of a module and the complete sets 
of orthogonal idem po tents in its endomorphism ring. 

6.20. Corollary. Let M I , ... , Mn be submodules of M. Then 

M = MI EEl ... EEl M n 

if and only if there exists a (necessarily unique) complete set e l , ... , en of 
orthogonal idempotents in End(RM) with 

(i=l, ... ,n). 

Proof (=». Let el' ... , en be the idempotents for M =, MI EEl ... EEl Mn. 
By (6.19) they are orthogonal and 1M = e\ + ... + en for 

(x EM). 

(<=). If e \, ... , en are as claimed, then for each x E M 

x = x(e\ + ... + en) = xe l + ... + xen, 

so clearly M j = 1m ej and LjTj M j = Ker ej. Now apply (6.1 8). o 

A Characterization of Direct Sums 

There is a variation of these last results that provides a valuable characteriza­
tion of abstract direct sums. Its real value will be evident when we begin 
studying additive functors. 

6.21. Proposition. Let (M')'EA be an indexed set of modules, let M be a 
module, and for each ex E A, let j,: M, -> M be a homomorphism. Then 
(M,0')'EA) is a direct sum of (M')'EA if and only if there exist (necessarily 
unique) homomorphisms q,: M -> M, (ex E A) satisfying, for all cx, f3 E A and all 
xEM, 



90 Direct Sums and Products 

(i) qpja = DaplMa' 
(ii) qa(x) = 0 jor almost all a E A, 

(iii) I.Ajaqa(x) = X. 

Moreover, if (M, Ua)aEA) is a direct sum of (Ma)aEA and if fa: M, ~ N 
(a E A) are homomorphisms, then 

(XE M) 

is the unique homomorphismf:M ~ N such thatfa =j]a (cxEA). 

Proof (=). Suppose that (M, (ja)aEA) is a direct sum of (Ma)aEk Then 
((6.6) and (6.7)) the direct sum map j = EBAja: EBAMa ~ M is an iso­
morphism. Let La and na be the usual coordinate maps for the external 
direct sum EBAMa. For each aEA let 

q, = naj-I:M ~ Ma· 

Then since ja = j La for each a E A, it is easy to see that the qa satisfy (i) 
and (ii). Now for each x E M, 

x = jT I(X) = j(I. A t,n,T I(x)) 

= I.AjLanaT l(X) = I.Aj,qa(x), 

By (6.8), M = LA 1m/" so in view of (i) and (3.1), the qa are unique. 
(-¢:). If (q,)aEA satisfy the three conditions and fa: Ma --> N (a E A), then 

definef: M ~ N by 

(x EM). 

Then for all a E A and all xa E M a , 

j]a(Xa) = I.pEAfpqp(ja(xa)) = falx,). 

Moreover, if g: M ~ N with gja = f, for each a E A, then for all x E M 

g(x) = g(I. Aja qa(x)) = I. A fa qa(X) = f(x). o 
This important characterization assumes a particularly nice form for the 

case of finite direct sums. 

6.22. Corollary. Let (MI, ... ,Mn) be a finite sequence of modules and let 
);: Mi --> M (i = 1, ... , n) be homomorphisms. Then (M, U I' ... ,jn)) is a direct 
sum of (M l' ... , M n) if and only if there exist homomorphisms qi: M ~ Mi 
(i = 1, ... , n) such that for all 1 :s; i, k :s; n 

and o 

Products and Sums of Functions 

6.23. Let (MJaEA be an indexed set of modules. Let (M, (Pa)aEA) be a 
product of (Ma)aEk Then by (6.4) and (6.1), there is a unique isomorphism 
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p: nA M, ---+ M such that p,p = na , the a-coordinate map of nA M,. For each 
IX E A define i, = P ',: M, ---+ M. Then for each a, f3 E A 

Paip = Pa(Plp} = (p,p}lp = n, 'p = 8a/il Mp ' 

We infer from (5.1) that the maps 

p,:M ---+ M, 

are a split monomorphism and a split epimorphism, with 

M = (1m U EB (Ker Pal· 

The homomorphisms (ia}aoA and (P')'EA are the injections and the projections, 
respectively, of the product (M, (Pa)'EA)' If N is another module and if 
Ja: N ---+ M, (a E Al are homomorphisms, then by definition there is a unique 
f: N ---+ M with PaJ = J~ (IX E A). Generalizing our earlier definition, we call 
fthe direct product OfUa)aEA relative to the projections (Pa)aEA' Using (6.2) and 
the fact that Pa = na P - 1, we have 

Kerf = n A Kerf.. 

6.24. Dually, let (M, U')'EA) be a direct sum of (M JaEA' Let (q')'EA be the 
homomorphisms guaranteed by (6.21). Then since qpj, = 8,plMa . we infer 
from (5.1) that 

j,:M, -> M 

are a split monomorphism and a split epimorphism with 

M = (lmj.l EB (Ker qa). 

We call (j')'EA and (qa)'EA the injections and projections of the direct sum 
(M,(j')'EA)' Suppose/,: M, ---+ N (a E A) are homomorphisms. Then the unique 
f:M ---+ N withEa = J~ (a E A) is called the direct sum Of(laIaEA relative to the 
injections (j'}'EA' With an assist from (6.8) the characterization (6.21) of f 

1mf = LA 1mJ~. 

6.25. There is yet another useful variation. Let (M~)aEA be a second 
indexed set of modules indexed by A and for each rJ. E A let 

If(P, (PaJA) and (P', (P~)A) are products respectively of these modules, then it is 
easy to see that there is a unique homomorphism P ---+ P', which we also 
denote by n A /, such that 

(a E A). 

Dually, if(S, (ja)A) and (S' , (j~}A) are direct sums, then there is a unique homo­
morphism S ---> S', which we also denote by EBAj~ such that 
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Finally, for cartesian products and for external direct sums, it is easy to 
prove that under either of these maps 

(X.l'EA f-> (f,(x,) l'EA 

and that 

and 

(Note that this last statement does not make sense in the cases of the 
"abstract" direct product and sum. But of course, it does have an obvious 
in terpreta tion.) 

6. Exercises 

1. Let (M')'EA be an indexed set of modules, let M be a module and let 
). : M. -> M and P.: M -> M. (rx E A) be homomorphisms. 
(1) Assume (M, (P.l'EA) is a direct product of (M')'EA with injections 
U.)'E.1. Prove that (M, U')'E.1) is a direct sum of (M')'EA iff A is finite. 
(2) Assume (M. U.l'EA) is a direct sum of (M')'EA with projections 
(P')'EA. Prove that (M, (P').EA) is a direct product of (M')'EA iff A is finite. 

2. Let (M')'EA be an indexed set of modules, let K, :::;; M. (rx E A), and let 
i,:M, /K, -> (EBAM,)/(EBAK,) and p,:(fIAM,)/(fIAK,) -> M. /K, be the 
canonical maps. Prove that 
(1) (8:) A M,/ EB A K" (i, )'EA) is a direct sum of (M. / K')'EA· 
(2) (rI.4 M,/fIA K" (P')'EAl is a direct product of (M,/ K,l'EA" 

3. Let (Mal'EA be an indexed set of left R-modules and let I be a left ideal of 
R. Prove that 

and 

4. Let (M.l'EA be an indexed set of modules. 
(1) For each rx E A let),: M, -> M be a monomorphism. Prove that 
(M, U')'E.1) is a direct sum of (M')'EA iff M is the internal direct sum of the 
images (l m ),).EA" 
(2) On the other hand suppose that each M. is a submodule of M with 
inclusion maps i.: M, -> M. Prove that M is the internal direct sum of 
(M,l'EA iff (M, (i')'EA) is a direct sum. Show that it is possible for 
M to be isomorphic to the external direct sum 8:) A M. yet not be the 
internal direct sum of these submodules. 
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5. Assume that M has a decomposition M = EB A M.. Prove that if 
f:M -> N is an isomorphism, then N = EBAf(M.). 

6. Let <jJ : R -> S be a ring homomorphism. Let M be a left S-module with a 
direct decomposition M = EB A M.. Prove that with the R-module 
structure induced by <jJ, M is also the internal direct sum of its sub­
modules (M.).Ek 

7. Let f.: M. -> M and g.: M. -> M be homomorphisms (IZ E A), let 
f = EB AI, and g = EEl A g. be their direct sums, let h: M -> N. Prove that 
f + g = EElAU. + g.) and hf= EBA(hf,)· 

8. Prove that O/Z ~ EB" Zpoc. 
9. Let R be a commutative integral domain and let (M.)'EA be an indexed 

set of R-modules. Prove that each M. is divisible (torsion free) iff IlA M. 
(EB A M.) is divisible (torsion free). [Hint: See Exercises (3.14) and (3.15).] 

10. Let M be a torsion free abelian group (Exercise (3.14) ). Prove that there 
is a monomorphismf:M -> OM. [Hint: If 0 =1= xEM, there is a homo­
morphism fx: M -> 0 with fAx) =1= O. (Exercise (5.19).)] 

11. (1) Prove that ZN/Z(N) cannot be embedded in a product ZA. [Hint: 
Let x E ZN with nn(x) = 2n for each n E N. Its image in ZN/Z(N) is 
divisible by every power of 2.] 
(2) Prove that the natural monomorphism 0 -> Z(N) -> ZN does not 
split. 

12. Let MI, M 2 , ... be an independent sequence of submodules of M. Show 
that it is possible for each sum L7 ~ 1 Mi to be a direct summand of M 
without L:~ 1 Mn = EEl'::;" 1 Mn being a direct summand of M. [Hint: 
Exercise (6.11).] 

13. Let MI :s; M2 :s; ... be a chain of submodules of M with each Mn a 
direct summand of M. Prove that there exists a sequence M'1, M~, ... 
of direct summands of M such that Mn = M'1 EB M~ EB ... EB M~ 
(n = 1,2, ... ). [Hint: See Exercise (5.4.2).] 

14. Let % be a set of non-zero submodules of M and let N :s; M. 
(1) Prove that there is an indexed set (K.)'EA in % maximal with respect 
to N + LA K. = N EEl (EB A K.). [Hint: Apply The Maximal Principle 
to those independent indexed sets (K')'EA with 

N n (LA K.) = 0.] 
(2) In particular, if M = EB A K., there is a subset B S A maximal with 
respect to N n (EElBKp) = O. Show though that even if N is a direct 
summand of M, the sum N + LBKp need not be. [Hint: Exercise 
(5.4.3).] 

15. Let RM have a finite spanning set. Prove that every direct decomposition 
M = EEl A M. of M has at most finitely many non-zero terms. On the 
other hand, prove that the number of terms need not be bounded. 

16. Let M be a module and A be a set. Then by definition, 
card(M(A) :s; card(MA) = (card M)(cardA) 

Prove that if M # 0 
(1) If either A or M is infinite, then card(M(A) = (card M)'(card A). 
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[Hint: Consider the set of finite subsets of M x A (see (0.10)).J 
(2) card(~N) = card(~(N»). (But these real vector spaces are not ISO­

morphic. Can you prove it?) 
17. Let M be a left R-module and let A and B be sets. Define maps 

¢ :(MA)B --+ (MB)A and 8: (MA)B --+ MA x H by 

[(¢f)(a)J(b) = [j(b)J(a) and [8(f)(b)](a) = f(a, b). 

Prove that 
(1) Both ¢ and 8 are left R-isomorphisms. 
(2) ¢ restricted to (MA)(B) is a monomorphism into (M(B))A. 
(3) The restriction of (2) need not be epic. 

18. Let (Ma)2EA be an indexed set of submodules of M. It is co-independel1t 
in case Ma + (np*,M p) = M for each ClEA. This gives rise to a notion 
dual to that of an internal direct sum. Indeed, consider the homo­
morphismf:M --+ nA(M/M,) defined coordinatewise by 

and prove 
naf:x I--> X + Ma, 

(1) fis monic iff "A M, = O. 
(2) Iffis epic, then (Ma)2EA is co-independent. [Hint: For each x E M and 
'1. E A there is an x, such that npf(x,) = i5,px + Mp (f3 E A).J 
(3) If A is finite and if (MJ'EA is co-independent, thenfis epic. 

19. Let (M')'EA be an indexed set of modules and let M ::;; nA Ma. Then M 
is a subdirect product of (MaJ'EA in case (n, I M):M --+!vi, is an epi­
morphism for each Cl E A. Clearly both nA M, and EB A Ma are subdirect 
products of (Ma)'EA' 
(I) Let C(~) ::;; be the IR-submodule of all functions f: ~ --+ ~ that 
are continuous in the usual topology. Prove that C(~) is a subdirect 
product of ~-copies of ~. Deduce that a subdirect product need not 
contain the direct sum. 
(2) Prove that a module M is isomorphic to a subdirect product of 
(Ma)'EA iff there exists an indexed class (f,JaEA of epimorphisms 
j~:M --+ M, ('1. E A) with n A Kerf, = O. 
(3) Prove that Il is isomorphic to a subdirect product of (Iln)n> l' More­
over, prove that if A is an infinite subset of N (e.g., if A = IP), then Il is 
isomorphic to a subdirect product of (Iln)nEA' 
(4) Prove that if X s; ~ is a dense subset (e.g., if X = 0), then C(~) is 
isomorphic to a subdirect product of X copies of~. [Hint: See (1) and 
(2).J 

20. For many purposes the concept of a subdirect product is not a very 
sharp one. Even simple examples like those of Exercise (6.19) should 
make it clear that a single module may be representable as a subdirect 
product in a number of vastly different ways. At one extreme, however, 
we say that a non-zero module M is subdirectly irreducible in case 
whenever there is a monomorphismf:M --+ nAMa with each n,1epic, 
then at least one n,1 is an isomorphism. Thus if M is subdirectly 
irreducible, then whenever it is isomorphic to a subdirect product of 
modules, it is actually isomorphic to one of them. 
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(1) Prove that RM is subdirectly irreducible iff the intersection of its non­
zero submodules is non-zero. (See Exercise (6.19.2).) 
(2) Using The Maximal Principle prove that if 0 1= x E M, then there is a 
sub module N x <M maximal with respect to the property x $ N x . Then 
prove that MINx is subdirectly irreducible. 
(3) Prove that every module is isomorphic to a subdirect product of 
subdirectly irreducible modules. [Hint: (Ix'/'oNx = O.J 

21. Let RM be a non-zero module. Set T = End(RM). Let A 1= 0. Infor­
mally each (X')'EA E M(A) can be viewed as a 1 x A row finite "matrix 
over M". If [t,p] is an A-square row finite matrix over T, define 

(X').EA [t,p] = (L'EA x.t,P)PEA" 

(1) Prove that relative to this right scalar multiplication, M(A) is a left R-, 
right ~IFMA(T) bimodule. 
(2) Prove that the bimodule of (1) is balanced whenever RM is balanced. 
(3) In particular, prove that 

and 

22. Let m, n EN. Then HomR(RR(m), RR(n)) is a left Mm(R) right Mn(R) bi­
module. (See (4.4) and Exercise (6.21).) Prove that there is a bimodule 
isomorphism 

§7. Decomposition of Rings 

For each ring R there are the three "regular" modules RR, RR' and RRR' 
and each has its own decomposition theory. The results of the previous 
sections readily specialize to give us basic information about the decomposi­
tions of RR and of RR. Indeed, as we saw in (4.11), right multiplication p and 
left multiplication ;. are ring isomorphisms. 

Thus, (5.8) and (5.6) apply to give a characterization of the direct summands 
of RR (and of RR): 

7.1. Proposition. A left ideal I of a ring R is a direct summand of RR if and 
only if there is an idempotent e E R such that 

1= Re. 

Moreover, if e E R is an idempotent, then so is 1 - e, and Re and R(1 - e) are 
direct complements of each other. That is, 

RR = Re EB R(1 - e). o 
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No direct decomposition of RR (or of RR) can have infinitely many 
non-zero summands. Indeed, suppose that 

R = <;B Ala 

is a decomposition of RR as a direct sum of left ideals (la)'EA' and let (P,)aEA 
be the projection maps p,: R --> I,. By (6.21), p,(l) =!= 0 for at most finitely 
0( E A. But 

fa = 1m Pa = Rp,(l), 

so I, =!= 0 for at most finitely many 0( E A. It should be noted, however, that 
there need be no bound on the number of non-zero terms that can appear 
in a direct decomposition of RR (or RR)' (Consider Z N.) Now recalling 
that e I, ez' ... , en E R is a complete set of pairwise orthogonal idempotents if 
and only if 0 

(i,j = 1, ... , n) 

and 

we have by (6.20) the following extension of (7.1): 

7.2. Proposition. Let II' .... In be left ideals of the ring R. Then the/allowing 
statements are equivalent about the lejt R-module RR: 

(a) R = I I <;B ... <;B In; 
(b) Each element r E R has a unique expression 

with ri E Ii (i = I, .... n); 
(c) There exists a (necessarily unique) complete set el .... , en of pairwise 

orthogonal idempotents in R with 

(i = 1. ... , n). 

Note in particular, that if e l , .... en are idempotents in R that satisfy (c), 
then for each r E R 

r = rei + .,. + ren' 

Thus in the unique expression r = r l + ... + rn for r promised in (b) we have 
r i = rei (i = 1, .... n). Since a result similar to (7.2) holds for the decomposi­
tions of the right regular module RR we have 

7.3. Corollary. If e l , .... en is a complete set of pairwise orthogonal idem-
po tents jar the ring R. then 

and 

o 
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Recall that an idempotent e E R is primitive in case it is non-zero and 
cannot be written as a sum e = e' + e" of non-zero orthogonal idempotents. 
A left (right) ideal of R is primitive in case it is of the form Re (eR) for some 
primitive idempotent e E R. Since the endomorphism ring of Re is iso­
morphic to eRe, we have by (5.1 0) and (5.11) 

7.4. Corollary. Let e E R be a non-zero idempotent. Then the following 
statements are equivalent : 

(a) e is a primitive idempotent; 
(b) Re is a primitive left ideal of R; 
(c) eR is a primitive right ideal of R; 
(d) Re is an indecomposable direct summand of RR; 
(e) eR is an indecomposable direct summand of RR; 
(f) The ring eRe has exactly one non-zero idempotent, namely e. 0 

In later sections we shall be very much concerned with the existence and 
properties of "indecomposable decompositions" of modules (see, for example, 
gI2). For RR this means simply that RR is a direct sum of (necessarily) 
finitely many primitive left ideals, or by (7.2) and (7.4) : 

7.5. Corollary. For a ring R the left regular module RR is a direct sum 
II <;B ... <;B In of primitive left ideals if and only if there exists a complete set 
e l' . . . , en of pairwise orthogonal primitive idempotents in R with 

(i = 1, . .. , n). o 
Of course, (7.4) and (7.3) show that if RR has an indecomposable de­

composition, so does RR' The existence of such decompositions for R is far 
from common, but many rings that are met in practice do have indecom­
posable left and right decompositions. (See Exercise (7.4).) These ideas will 
be developed further in Chapter 7. 

Suppose now that R has a decomposition as a direct sum of ideals. That 
is, suppose that 

RR = Rl <;B .. . <;B Rn 

where each Ri is a non-zero two-sided ideal of R. Then by (7.2) there exists a 
unique set u 1, • •. , Un of non-zero pairwise orthogonal idempotents in R with 

1 = U 1 + ... + un 

and 

(i = 1, . . . , n). 

For each i since Ui E Ri, and since Ri is an ideal, Ui R s: R i. Thus, if i =1= j, then 

uiRuj s: uiR n RUj s: Ri n R j = O. 

So, for each r E R, 
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In other words, each U j is a central idempotent and each 

is a ring with identity U j • Conversely, if U j , ••• , Un is an orthogonal set of non­
zero central idem po tents of R with 1 = U 1 + ... + Un' then clearly each 

(i = 1, ... , n) 

is an ideal of Rand 

Observe also that this is a decomposition of R as a right module RR and as a 
bimodule RRR' When R has such a decomposition, we say that R is the ring 
direct sum of the ideals R 1, ... , Rn, we call R 1, ••.• Rn ring direct summands of 
R, and write 

R = Rl -i- ... -i- R n . 

We also say that this is a ring decomposition of R. 
Suppose now that R is the ring direct sum of the ideals R 1, .•.• Rn and 

that u l' ...• Un are the associated central idem po tents. Then it is easy to check 
that the map defined by 

(r E R) 

is a ring isomorphism from R onto the cartesian product R 1 X ... x Rn of 
the rings R 1 • .••• Rn. Conversely, if R l' ... , Rn is a finite sequence of rings and 
if t \0 .•. , tIl are the canonical injections of these rings into the product 
R 1 X ... x Rn , then again it is easy to check that 

Rl x ... x Rn = t l(Rd -i- ... -i- tn(Rn). 

Here, of course, the central idempotents in RI x ... x Rn of this decomposi­
tion are just t 1 (11 ), ... , 'n(1n), the natural images of the identities of the rings 
R I , ... , Rn- Now summarizing we have: 

7.6. Proposition. Let R I' ... , Rn be non-zero two-sided ideals of R. Then 
the following statements are equivalent: 

(a) R = Rl -i- ... -i- Rn; 
(b) RR = R j EB ... EB Rn; 
(c) As an abelian group R is the direct sum of R I ••..• Rn; 
(d) There exist pairwise orthogonal central idempotents Uj "'" Un E R 

with 1 = U1 + ... + un' and 

(i=1, ... ,n). D 

Our use of the terminology "ring" direct sum may appear to conflict 
with the terminology of category theory in the sense that it is practically 
never a direct sum (= coproduct) in the category of rings. (See Exercise 
(7.18).) Fortunately, in formal category theory the accepted term is 
"coproduct". Thus we shall allow historical precedent and our frequent 
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desire to view this notion in the context of module decomposition to override 
this slight conflict. 

A ring R is said to be indecomposable in case it has no ring decomposi­
tions with more than one term. 

7.7. Corollary. A ring R is an indecomposable ring if and only ifl is the only 
non-zero central idempotent of R. 

Proof The sufficiency is clear from (7.6). Conversely, if U is a non-zero 
central idempotent, then I - U and U are orthogonal central idempotents, 
so by (7.6) if R is indecomposable, 1 - U = 0 and U = 1. 0 

In general, a ring need not admit a ring decomposition into indecom­
posable rings. (See Exercise (7.8).) However, if such a decomposition does 
exist, then it is unique in a strong sense. 

7.S. Proposition. Let R = Rl + ... + Rn be a ring decomposition of R with 
each R l , ... . Rn indecomposable as a ring. Let u l , .. . , un be the central idem-
po tents of this decomposition. If R = Sl + ... + Sm is a ring decomposition 
of R with associated central idempotents VI' . .. , Vm, then there is a partition 
AI, ... , Am of {I ..... n} such that 

(i = I, .... m). 
So. in particular. 

(i = I •.. . , m). 

Proof For each i and j, it is clear that Vi uj is a central idempotent of R j ; 

so by (7.7) either Vi Uj = 0 or Vi Uj = uj . Set 

Ai = UI viu j = uJ. 

Now since VI' ... , Vm are orthogonal, AI' ... , Am are pairwise disjoint, and 
since I = VI -;- ... + Vn! ' we have Al U ... U Am = {l, .... n}. Finally, since 
1 = Ul + ... + Un. we have Vi = ViU I + ... + ViUn = LA,U j . 0 

The central idempotents of any ring form a Boolean algebra, and indeed 
this last result is simply a special case of a proposition about Boolean 
algebras. (See Exercise (7.7).) 

There is one important class of rings that do have decompositions as a 
direct sum of indecomposable rings- those rings R for which the module RR 
has a decomposition as a direct sum of primitive left ideals. Indeed, for such a 
ring R there is a valuable method for determining the (necessarily unique) 
indecomposable ring decomposition of R from anyone of its (possibly many) 
left decompositions. Thus suppose that RR has a decomposition as a direct 
sum of primitive left ideals. By (7.5) this means there exists a complete set 
e I •... , en of pairwise orthogonal primitive idempotents in R. Set 

On E define a relation - by 
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in case there is a 1 ::; k ::; n with 

and 

Then ~ is a reflexive and symmetric relation on E. It can be extended to an 
equivalence relation ~ defined by 

in case there is a sequence ii' ... , i, in {I, ... , n} such that 

Observe that if U E R is a non-zero central idempotent and ue j =1= 0, then ue j 
and (1 - U)el are orthogonal idempotents, ej = ue j + (1 - u)e l, and ej is 
primitive, so ue j = ej. So if ej, ek E E with ek Re j =1= 0 and ue j =1= 0, then 
uekRej = ekRuej = ekRe j =1= 0; whence 0 =1= uek = ek. Arguing thusly, we see 
that if ej ~ ej , then uej =1= 0 iff ue j =1= O. This extends to give that if ej ~ ej , 

then 

ue j =1= 0 iff 

Let E I , ... , Em be the ~ equivalence classes of E, and for each 
i = I, ... , m, let 

u j = LEj 

be the sum of the idempotents ej in the class E j • Then (Exercise (7.5)) each U j 

is a non-zero idempotent of R and the set u I' ... , Um is pairwise orthogonal 
with 1 = UI + ... + Urn' These idempotents ul , ... , Um are called the block 
idempotents of R and the rings ulRu l , ... , umRum are the hlocks of R deter­
mined by E. As one consequence of the next result, these block idempotents 
and their blocks are independent of the primitive idempotents E. 

7.9. The Block Decomposition Theorem. Let R be a ring whose identity can 
he written as a sum 

I = el + ... + ell 

of pairwise orthogonal primitive idempotents; let UI, ...• Um be the block idem­
potents of R determined by E = {e l , ... , en}. Then ul, ... , Urn are pairwise 
orthogonal central idempotents, with 

Moreover, each block Uj RU j (i = 1, ... , m) is an indecomposable ring, and 

R = (uIRu l ) -+- ... -+- (urn RUm) 

is a (necessarily unique) decomposition of R into indecomposable rings. 

Proof As we noted above, U I, ... , Um are pairwise orthogonal and 
I = u 1 + ... + Urn' If i =1= j, then by the way ~ is defined, Uj RU j = O. So for 
each rER we have ujr = ujr(u l + ... + urn) = U;I"U j = (u l + ... + um)ru j = 

ru j • That is, each U j is central. To complete the proof it will now suffice to 
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prove that Ui is the unique non-zero central idempotent of uiRui. If, on the 
contrary there is a non-zero central idempotent v E Ui RUi with v =1= Ui' then 
w = U i - v and v are orthogonal non-zero central idempotents in R with 

v = VU i and W = WU i . 

Thus, if Ei is the class ofu i in {e}, ... ,en}, there must be ej,ekEEi with 

and 

Since ej and ek are primitive, this means 

But since vw = 0, this implies that 

ve j =1= 0 

and 

and 

which, as we saw in the discussion preceding the theorem, is contrary to 
~~~. 0 

As we have now seen, the decomposition theory of a ring R and that of its 
left regular and right regular modules RR and RR are simply equivalent to 
that of its idem po tents. Since idempotents are preserved under ring homo­
morphisms, the direct summands of R yield direct summands of the factor 
rings of R. Specifically, we have 

7.10. Proposition. Let I be a proper ideal of the ring R. lIe E R is a (central) 
idempotent of R, then e + I is a (central) idempotent of the factor ring R/I, and 
both as left R-modules and left R/ I -modules. 

(R/I)(e + l) = (Re + 1)/1 ~ Re/le. 

In particular, if e I, ... , en E R is a pairwise orthogonal set of idempotents of R 
with 1 = e} + ... + en, then 

R/I ~ Ret/lei EB ... EB Ren/len 

both as left R-modules and left Rll-modules. 

Proof Most of this is a trivial consequence of the fact that the natural 
map R -+ R/I is a surjective ring homomorphism. Thus, finally, since 

Re n I = {re E R I re E I} = Ie 

we have by (3.7.3) that 

(Re + 1)/1 ~ Re/(Re n I) = Relle. o 
Of course, in a factor ring of R there may be considerably more decom­

posability than just that inherited from R. Indeed, if I is an ideal of Rand 
e E R\l is a primitive idempotent, then e + 1 is certainly a non-zero 
idempotent of R/1, but it need not be primitive. A problem of great interest 
that we shall consider later (see §27) is that of determining conditions under 
which decomposition of RII "lift" to ones of R. 
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7. Exercises 

1. Let R be the ring of all 2 x 2 upper triangular matrices over 7L 2 . (See 
Exercise (2.7.2).) 
(l) List all direct summands of RR and of RR ' 
(2) For each direct summand in (1) list all idempotents spanning it. 
(3) Find two idempotents e,f E R with Re = Rf and eR +- fR. 

2. Let e andfbe idempotents in a ring R. Prove that 
(1) Re = RfiffJ = e + (1 - e)xe for some x E R. [See Exercise (S.13).J 
(2) Re ~ Rfiff there exist x E eRfand Y Ef Re with xy = e and yx = f 
(3) Re ;:;: Rf iff eR ~ f R. 
(4) If e,fE Cen R (in particular, if R is commutative), then Re ~ RI 
iff e = f 

3. Let VQ be a vector space over a field Q, and R = End( VQ). 

(1) Prove that an idempotent e E R is primitive iff dim(Im e) = 1. 
(2) Prove that if e,fE R are primitive idempotents, then Re ~ Rf [See 
Exercise (7.2.2).J 
(3) Prove that if dim V= n, then R has a complete set ej , ... ,en of 
orthogonal primitive idempotents. 

4. Let Q be a field and n > 1. Consider Mn(Q). 
(1) Find a complete set of pairwise orthogonal primitive idempotents in 
Mn(Q). [Hint : See Exercise (7.3.2).J 
(2) Find two different complete sets of pairwise orthogonal primitive 
idempotents in the subring R of all n x n upper triangular matrices. 

S. Let e j, ... , en be pairwise orthogonal idempotents in a ring R. 
(1) Prove that e = e j + .. . + en is an idempotent of R. 
(2) Prove that e I' ... , e,l' 1 - e is a complete set of pairwise orthogonal 
idempotents of R if e # 1. 

6. Let e, I be idempotents in a ring R. 
(1) Prove that if either eI = Ie or Ie = 0, then e + I - ef is idempotent 
and Re + R{= R(e + f- ej). 
(2) Show that it is possible for ef = ° without e and I being orthogonal. 
(3) Prove that Re + RI = Re EEl R(f - fe). 
(4) Show that in general e + f - eI need not be idempotent. [Hint: 
Consider M 2 (Z).J 

7. (1) Let B be a Boolean ring (see Exercise (1.13)). Suppose that there is a 
set e j , • • • , en E B of pairwise orthogonal primitive idempotents with 
1 = e I + .. . + en" Prove that if a E B is non-zero, then there exists a 
unique subset {iI, ... , im } <:; {I, ... , n} such that a = ei1 + ... + eim . 

(2) Let B(R) be the set of central idem po tents of a ring R. Define an 
operation I- on B(R) by e I- I = e + f - ef Prove that B(R) is a 
Boolean ring with the multiplication from R and with addition =I . 
[Hint: See Exercise (7.6).J 
(3) Deduce Proposition (7.8) from (1) and (2). 

8. Let R be the ring of all continuous functions I: I[j) -+ IR. Prove that there 
is a bijection from B(R) (see Exercise (7.7)) to the set of e10pen sets of I[j). 
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Deduce that R has infinitely many complete sets of pairwise orthogonal 
idempotents but not even one primitive idempotent. 

9. Let p be a binary relation on a set A. Define a relation p on A by apb in 
case there exists a finite sequence x 1, ... ,XnEA with apx 1, xnpb, and 
Xi PXi + 1 (i = 1, ... , 11 - 1). Clearly p = p iff p is transitive. 
(1) Prove that p is transitive; it is the transitive extension of p. 
(2) Prove that if p is reflexive and symmetric, then p is an equivalence 
relation. 

10. Let E = {e 1, ... , en} be a complete set of pairwise orthogonal primitive 
idempotents for a ring R. Recall that ei ~ ej in case ek Rei =f. 0 and 
ek Rej =f. 0 for some ek. Define a relation p Oil E by ei pej in case 
eiRej =f. 0 or ejRei =f. O. 
(1) Show that p and ~ need not be the same. [Hint: Upper triangular 
matrices.] 
(2) Prove that p and ~ have the same transitive extension. 

11. Let I be a non-zero left ideal of a ring R. If I is a ring direct summand of 
R, then it is both a direct summand of RR and an ideal of R. 
(1) Show that the converse of this last statement is false. [Hint: Consider 
upper triangular matrices.] 
(2) Show that a non-zero ideal I of R is a ring direct summand iff 
there is an idempotent e E R such that I = eR = Re. 

12. Let R be a ring and I a left ideal of R. Prove that: 
(1) If I is a direct summand of RR, then 12 = 1. 
(2) Even if R is a commutative ring, 12 = I does not force I to be a direct 
summand. [Hint: An infinite product of fields.] 
(3) If R is commutative, I is finitely generated, and 12 = I, then I is a 
direct summand. [Hint: Say I = RXI + ... + RXn = IXI + ... + Ixn. 
Suppose ti E I with (1 - t;)I s; I Xi + ... + I x .. Then there is a ti + lEI 

with (1 - ti+ 1)1 s; Ix i+ 1 + ... + Ix .. Set e = tn+ l' and note that 
1= Re.] 

13. Let 11, ... , In be ideals of a ring R. They are (pairwise) comaximal in case 
Ii + Ij = R whenever i =f. j. For example, if each Ii is a maximal ideal, 
then the ideals are comaximal. 
(1) Prove The Chinese Remainder Theorem: If II" .. , In are comaximal 
ideals, then the natural map ¢: R -> R/Il x ... x R/In is a surjective 
ring homomorphism with kernel 11 II ... II I.. [Hlllt: The (R,R) bi­
modules I I" .• , In are co-independent (Exercise (6.18); for example, 

II + II 7=2Ii;;> (11 + 12) ... (11 + In) = R"-I = R.] 

(2) From (1) deduce the classical Chinese Remainder Theorem of 
elementary number theory. 

14. Let R be the ring of n x n upper triangular matrices over a field 
Q (n > 1). For each k let Ik = {[ad E R I akk = O}, and let J = IIZ=I I k . 

(1) Prove that each Ik is a maximal ideal of R with R/Ik ~ Q. 
(2) Using The Chinese Remainder Theorem (Exercise (7.13)) prove that 
R/ J is isomorphic to a product of n copies of Q. 
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15. Let R be a ring, let I be an ideal of R, and let u E R be idempotent 
modulo I (that is, u2 - U E I). Then u can be lifted to an idempotent in R 
in case there is an idempotent e in R with e - u E I. 
(1) Let n > 1 in N. Prove that if n is not a power of a prime, then there 
exist idempotents modulo £.n in £. that cannot be lifted to idempotents 
in £.. 
(2) Prove that if R is the ring of n x n upper triangular matrices over a 
field Q and if J is the ideal of matrices having zero on the diagonal, then 
every idempotent modulo J can be lifted to an idempotent in R. [Hint: 
See Exercises (7.14) and (7.7).J 
(3) Prove that with R as in (2) there are idempotents that are central 
modulo J that cannot be lifted to central idem po tents of R. 

16. Let (R')'EA be an indexed set of rings and let R be a subring of nA R • . 
Then R is a suhdirect product of (R,l'd in case the homomorphism 
(n,1 RJ: R -+ R7 is surjective for each C( E A. (See Exercise (6.19).) 
(1 J Let (/')'EA be an indexed set of ideals of a ring R. Prove that the 
image of the natural map ¢: R -+ n A (R/ I,) defined coordinatewise by 
n7 ¢ :n-+ r + 17 is a subdirect product of (R/I,)'EA with Ker ¢ = "AI •. 
(2) Prove that there exist two indexed sets (R')'EA and (Sp)PEB of rings 
with no pair R, and SII isomorphic such that the ring £. is isomorphic to a 
subdirect product of (R,J'EA and to a subdirect product of (Sp)PEB. 
(3) Let R be a Boolean ring and let 0 +- x E R. Prove that there is a 
maximal ideal Ix of R with x 1: Ix. Deduce that R is isomorphic to a sub­
direct product of copies of £'2. [Hint: Note that R(1 - x) is a proper ideal 
excluding x. See Exercise (1.13).J 

17. Let G be a group of order n, and let K be a commutative ring in which 
n = n· 1 is invertible. Let R = KG be the group ring of Gover K (see 
Exercise (1.15)), and let I be a left ideal of R. Then of course R is a left 
K-module and I is a K-submodule of KR. 
(1) Suppose that KI is a direct summand of KR with a projection map 
p: KR -+ KI (along some complement of KI in KR). Set 

e = n- I 'i.Gg-1p(g). 

Prove that for each hE G, he = n - I 'i.G g - 1 p(gh); then deduce that e is 
an idempotent in R, eEl, and xe = x for each x E I. 
(2) Prove the remarkable fact that KI is a direct summand of KR iff RI 
is a direct summand of RR. 

18. Let (R')'EA be an indexed class of rings. 
(1) A pair (R, (P,!aEA) consisting of a ring R and ring homomorphisms 
p,: R -+ R, (C( E A) is a product of (R 7 )'EA in case for each ring S and each 
indexed class (q')7EA of ring homomorphisms q,: S -+ R7 (C( E A), there is a 
unique ring homomorphism ¢: S -+ R such that q, = p, ¢ for each C( EA. 
Prove that 

(nA R" (n7)'EA) 

is a product of (R,)'EA and that if (R, (P7)'EA) is a product of (R 7 )7EA' then 
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there is a ring homomorphism ¢: n A Ra ---> R with 1[, = p, ¢ for each 
(X E A. 
(2) Dualizing the concept of a product define a coproduct (R, (ia)aEA) of 
(Ra).EA" Let m and n be natural numbers. Prove that (Em' En) has a co­
product iff m and n are not relatively prime. (Note, however, that if m and 
n are relatively prime, then there is, in some sense, no "need" for a 
coproduct.) 

§8. Generating and Cogenerating 

The important concept of a spanning set for a module is not categorical and 
does not have a natural dual. There is, however, an effectively equivalent 
one that is categorical and that does have a very important dual. These dual 
concepts of generating and cogenerating are the subjects of this section. 

We resume our practice of assuming that all modules and homomor­
phisms are left R-modules and left R-homomorphisms over a ring R. 

Generated and Cogenerated Classes 

Let ilIf be a class of modules. A module M is (finitely) generated by ilIf (or ilIf 
(finitely) generates M) in case there is a (finite) indexed set (V. )aE A in ilIf and an 
epimorphism 

EBA V. ---> M ---> O. 

If ilIf = {V} is a singleton, then we simply say that V (finitely) generates M; 
of course this means that there is an epimorphism 

V( A) --->M--->O 

for some (finite) set A. One of the most important examples is given in 

8.1. Theorem. If a module RM has a spanning set X s; M, then there is an 
epimorphism 

Moreover, Rfinitely generates M if and only if M has afinite spanning set. 

Proof Let X s; M span M. For each x E X, right multiplication 
Px : r 1--+ rx is a left R-homomorphism R ---> M. Let P = EBx Px be the direct 
sum of these homomorphisms. Then 

p:R(X)---> M 

and 1m p = Lx 1m Px = Lx Rx = M. Thus p is epic. The final statement is 
now clear. 0 

There is another simple and familiar example that s(~rves very well to 
illustrate this entire section. 
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8.2. Example. Recall that a grouP?lM is torsion in case each of its elements 
has finite order. So if ?l M is torsion, then for each x E M there is an 
nIx) > 0 in N and a homomorphismj~ :1'n(x) ~ M with Imfx = 1'x, and the 
direct sumf = tPJ,..d, is an epimorphism 

f: tPJ M1'n(xl ~ M. 

Conversely, if M is an epimorphic image of a direct sum of finite cyclic 
groups, it is clearly spanned by elements of finite order, so it is torsion. In 
other words an abelian group is torsion iff it is generated by 

JIf = {1'nln = 2,3, ... }. 

Observe also that this is equivalent to being generated by the single group 
tPJ f\j 1'1I' (See (8.9).) 

The notion of generating is categorical. It depends only on the objects 
and the morphisms of the category R M and not on the elements of any 
module M. And of course this concept has a natural dual- simply turn the 
arrows around. 

Let JIf be a class of modules. A module M is (finitely) cogenerated by JIf (or 
JIf (finitely) cogenerates M) in case there is a (finite) indexed set (U' ).E A in JIf 
and a monomorphism 

o ~ M ~ 0AU., 

We make the obvious adjustments in terminology if JIf = {U} is a singleton. 
Again there is a particularly easy and illuminating example in ?l M. 

8.3. Example. If M is a torsion-free abelian group, then there is a mono­
morphism M ~ QM (see Exercise (6.10)); thus, ?lM is cogenerated by ?lQ. 
On the other hand, any subgroup of QA is certainly torsion free. In other 
words, the torsion-free abelian groups are precisely the abelian groups 
cogenerated by Q. 

Let °li be a class of modules. The class of all modules generated by Olf is 
denoted Gen(OIi) and the class cogenerated by JIf is denoted Cog (JIf). Also 
FGen(JIf) and FCog(JIf) denote the classes finitely generated and finitely 
cogenerated by JIf, respectively. 

For example, if JIf = {1'n In > I}, then Gen(JIf) is the class of torsion 
groups, whereas Cog(Q) is the class of torsion-free groups. Viewed in the 
light of these examples, the next two propositions are rather obvious. 

8.4. Proposition. Let JIf be a class of modules. 
(l) If M is in Gen(JIf)(FGen(Olf», then so is every epimorphic image of M. 
(2) If (M' )'EA is a (finite) indexed set in Gen(J7I)(FGeneli» , thenEB AM, 

is in Gen(J7/)(FGen( J7I)). 

Proof (1) Iff: tPJ A U, ~ M and g: M ~ M' are epimorphisms, then, so is 
gj:tPJA U, ~ M' . 

(2) Letf~ :tPJ B Up ~ M, be an epimorphism for each :x EA. Then (6.25) 
the direct sum f = tPJ A j~ is an epimorphism 

f:EBA(EBB,Up) ~ tPJAM •. 
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o 
Stated somewhat informally this last result says that the class of modules 

(finitely) generated by iJII is closed in R M under isomorphism, forming factor 
modules, and taking (finite) direct sums. We omit the proof of the following, 
a simple dual to that of (8.4). 

8.5. Proposition. Let iJII be a class of modules. 
(1) If M is in Cog(iJIIHFCog(iJII)), and if g: M' -'> M is a monomorphism, 

then M ' is in Cog(4/)(FCog(4/)); 
(2) If (M')'EA is a (finite) indexed set in Cog(.JU)(FCog(JlI), then TIA M. 

is in Cog(.JU)(FCoge7l)). 0 

There is an easy consequence of these propositions. In effect it says that 
generating and cogenerating are "transitive". 

8.6. Corollary. Let Olf and l' be classes of modules. 
(1) If l' is contained in Gen(Olf)(FGen(Olf)), then so is Gen("Y)(FGen("r». 
(2) If l' is contained in Cog(Olf)(FCog(Olf», then so is Cog("Y)(FCog("Y». 

8.7. Remark. There is another way of describing each of the concepts 
generating and cogenerating that is related to those of spanning and of sub­
direct product (Exercise (6.19). These formulations are also immediate from 
(6.8) and (6.2). 

(1) The class Olf generates M if I M is a sum of submodules each an epi­
morphic image of some module of Olf. 

(2) The class Olf cogenerates M iff there is a set .% of submodules of M such 
that M / K is embedded in some module of Olf for each K E :f{ and n.% = O. 

Generators and Cogenerators 

It follows from Corollary (8.6) that if ~71 and 'I . are classes of modules that 
generate each other, then Gen(OIL) = Gen(l'"); in particular, 6lt and "r could 
be quite different yet generate the same classes. Thus, given 'iii it is appropriate 
to seek out some canonical class that also generates Gen(6lt). 

Of course there is one essentially trivial reduction. A set Olf' ~ :ill is a 
class of representatives (of the isomorphism types) of J7I in case each U E.JU is 
isomorphic to some element of 4/' ; if in addition, no two elements of :ill' are 
isomorphic, then the class of representatives is irredundant (see (0.2». Clearly, 
if J7I' is a class of representatives of J7I, then Gen(:iII) = Gen(.JU') and 
Cog(Olf) = Cog(Olf'). 

Given a class Olf, a module G is a generator for Gen(Olf) in case 
Gen(Olf) = Gen(G). A module C is a cogenerator for Cog(Olf) in case 
Cog(Olf) = Cog(C). A generator (cogenerator) for the class RAt of all left 
R-modules is usually called simply a (left R-) generator (cooenerator) without 
reference to the class. In this terminology the first half of (8 .1) can be 
rephrased. 
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8.8. Corollary. The regular module RR is a generacor. 

As we mentioned above, in §18 we shall prove that dually there is a 
natural left R-cogenerator. Also in this terminology, Example (8.3) says that 
Q is a cogenerator for the class of torsion-free groups, and Example (8.2) 
says that G = E9 11 > I :in is a generator for the class of torsion groups. 

It follows immediately from (8.6) that G generates Gen(~) iff G E Gen(~) 

and G generates each V E~. And of course the dual assertion holds for co­
generators. With these observations, it is nearly trivial to prove 

8.9. Proposition. If Ju has a set {Va I !Y. E A} of representatives, then 
(1) E9 A Va is a generator for Gen(~); 
(2) E9 A Va and flA V, are cogeneratorsfor Cog(~). 

Proof (2) By (8.5) both ITA Va and its submodule EB A Va are in Cog(J//). 
The injection maps t,: Va -> EB A Va are monic, so E9 A V, cogenerates each 
Va; hence it cogenerates Cog(~). Trivially ITA V, cogenerates EBA V,. 0 

For a module V, the next result gives a very useful characterization of 
Gen(V) and Cog(V). 

8.10. Proposition. Let V and M be modules. Then 
(1) V (finitely) generates M if and only if there is a (finite) subset 

H <;; HomR(V,M)withM = L.hEHlmh: 
(2) V (finitely) cogenerates M if and only if there is a (finite) subset 

H <;; HomR(M, V) with 0 = n kEH Ker h. 

Proof The proof of (1) is an easy variation of that of (8.1). For (2) suppose 
V cogenerates M. Say f: M -> V A is a monomorphism. Then for each IX E A, 
.r. = nJ: M -> V is a homomorphism. Since f is the direct product of 
(f~)aE A' n A Ker fa = 0 (6.2). Conversely, if H <;; HomR(M, V), then the direct 
product 

has kernel n il Ker h. o 
A corollary says in effect that V generates (cogenerates)M iff HomR(V, M) 

(resp., HomR(M, V)) "separates points" in HomR(M, N) (resp., HomR(N, M)) 
for every module N. 

8.11. Corollary. Let V and M be modules. Then 
(1) V generates M iff for every non-zero homomorphism f: M -> N there 

exists an hE HomR(V, M) such thatfh =f 0; 
(2) V cogenerates M iff for every non-zero homomorphism f: N -> M there 

exists an hE HomR(M, V) such that hf =f o. 
Proof (1) Set H=Hom(V,M), and T=L.Hlmh:s;M.lfj':M->N, 

then f h = 0 for all hE H iff T :s; Kerf On the other hand T is contained in 
the kernel of the natural map M -> M I T Now apply (8.10.1). (2) is even 
~~r. 0 
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The Trace and Reject 

Let 0/1 be a class of modules. From (8.7) it is clear that whether or not 0/1 
generates M, there is a unique largest submodule of M generated by 0/1. And 
dually, there is a unique largest factor module of M cogenerated by 0/1. The 
trace ofo/l in M and the reject ofo/l in M are defined by 

TrM(o/I) = L{Im h I h: U --> M for some U EO o/I} 
and 

RejM(o/I) = n {Ker h I h:M --> U for some U Eo/I}. 

Observe that even though the class 0/1 need not be a set, these sums and 
intersections are taken over sets of submodules of M, and thus are well­
defined submodules of M. In the particular case where 0/1 = {U} is a singleton, 
these assume the simpler form. 

TrM(U) = L {1m h I hE HomR(U, M)}, 

RejM(U) = n {Ker h I hE HomR(M, U)}. 

As an easy extension of (8.10) we have 

8.12. Proposition. Let 0/1 be a class of modules, and let M be a module. Then 
(1) TrM(o/I) is the unique largest submodule L of M generated by 0/1; 
(2) RejM(o/I) is the unique smallest submodule K of M such that M IK is 

cogenerated by 0/1. 

Proof (1) Let (U.)'EA be an indexed set in 0/1 and let h: EBA Ua --> M. Then 
1m h = LA Im(hl,) ~ TrM(o/I), so every submodule of M in Gen(o/I) is con­
tained in TrM(o/I) . On the other hand there is an indexed set (U')'EA and 
homomorphisms h,: U, --> M with TrM(o/I) = LA 1m h,. Thus EB A h.: EB A Ua --> 

M has image TrM(o/I) (see (6.8)), so TrM(o/I) is in Gen(o/I). 
(2) Let (Ua)a EA be an indexed set in 0/1, let h: M ---> TIA Ma , and let 

K = Ker h. Then K = n A Ker(n, h) ;:> Rej M(o/I), so if M I K is cogenerated by 
0/1, K ;:> Rej M(o/I) . On the other hand there is an indexed set (U.).EA in 0/1 and 
h,:M --> U, with RejM(o/I) = n A Ker ha. Thus TIAh,:M -c. TIA U, has kernel 
RejM(o/I) (see (6.2)), so MIRejM(o/I) is in Cog (0/1) . D 

8.13. Corollary. Let M be a module and 0/1 a class of modules. Then 
(1) 0/1 generates M iff TrM(o/I) = M; 
(2) 0/1 cogenerates Miff RejM(o/I) = O. D 

One part of the next corollary says in effect that the trace of the trace is the 
trace. Another says that if the reject is factored out, there is zero reject. 

8.14. Corollary. Let M be a module and Jlf a class of modules. Let K ~ M. 
Then 

(1) K = TrM(o/I) iff K z TrM(Olf) and TrK(o/I) = K; 
(2) K = RejM(o/I) iff K ~ RejM(o/I) and RejM/K(o/I) = O. 

In particular, 
TrTr M (1/)(0/1) = TrM(o/I) and Rej M/Rej M (fi)(o/I) = O. D 
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8.15. Examples. (I) If .J11 = {,In I n = 2,3, ... }, then for each abelian 
group M, the trace TrM(011) is simply the torsion subgroup T(M) of M. (See 
Exercise (8.8).) Of course T(M) is the unique largest torsion subgroup of M, 
and T(T(M)) = T(M). 

(2) If M is an abelian group, then RejM(Q) is the intersection of all 
K s M with M /K torsion free. So RejM(Q) is again just the torsion sub­
group T(M) of M, the unique smallest subgroup with M/T(M) torsion free. 
And of course T(M / T(M)) = O. 

Clearly both TrM(o/i) and RejM(011) are left R-submodules of M . More­
over, they are both stable under endomorphisms of M. 

8.16. Proposition. Let 011 be a class of modules, let M and N be modules, 
and let f: M --> N be a homomorphism. Theil 

and 

In particular, Tr M(41) and Re.iM(11) are left R- right End(RJI,1)-bisubmodules 
ofM. 

Proof For the first, simply observe that for each hE HomR(U, M) we have 
fhEHomR(U , N) andf(Jmh) = Imfh. For the second, if xERejM(U) and 
hE HomR(N, U), then hfE HomR(M, U) so h(f(x)) = O. 0 

In general, the image of the trace or reject need not be the trace or reject 
of the image. For instance, consider the natural map ,I --> ,In in the setting of 
Example (8.15). But with the hypothesis of (8.16) we do have 

8.17. Corollary. (1) Iff :M --> N is monic and Tr'l(011) £ Imj; then 

f(Tr M(011)) = TrN(011); 

(2) Iff: M -~ N is epic and Kerf £ RejM(011), then 

f(RejM(011)) = RejN(011)· 

Proof We shall prove (2). By (8.16), f(ReiM(J/I)) s Rejw(JII). But iff is 
epic with Kerf £ Reju(011), then by The Factor Theorem (3.6), there is an 
isomorphism 

M jRejA[(011) --> N/I(RejM(Ol1j). 

By (8.14) the rejects of 011 in these are both zero, so by (8.14.2), we have 
f(RejM(011)) = RejN(011)· 0 

For an indexed set (Ma)aEA of modules and class of modules J11, the 
direct sum of the traces TrM,(011) and the direct sum of the rejects RejM,(Ol1) 
are both contained in EB A Ma . In fact, these are the trace and reject of 011, 
respectively in EBAM,. 

8.18. Proposition. If (M,)aE A is an indexed set of modules, then for each 
module M 

and 
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Proof We shall do the trace. A similar argument works for the reject. 
Applying (8.16) to the natural injections " and projections n, we have 

TrffJAM,(OU) = LL,n,(TrffJAM,(OU» 

S LL,(TrM,(q/» S TrffJAM,(OU). 

Thus the inequalities are equalities. But 

LL,(TrM,(OU)) = EBA TrMJOU). 

8.19. Lemma. Let OIl and "f/ be classes of modules. 
(1) If "I " <:; Gen(OU), then TrM("f/) s TrM(OU); 
(2) ff"f/ <:; Cog (011), then RejM(OU) s RejM(i/). 

o 

Proof We shall do (2). Suppose x ¢ ReiM("f/). Then there is a homo­
morphism f: M -> V with V E j/" and x ¢ Kerf Since V E Cog (011), there is a 
homomorphism h: V -> U with U E OIl and f(x) ¢ Ker h. Now Iif:M -> U 
with x ¢ Ker /if. So x ¢ RejM(OU). 0 

8.20. Proposition. Let G be a generator for Gen(OU) and let C be a co­
generator for Cog(JU). Thenfor each M 

and 

In particular, if(U,)aEA is an indexed set of modules 

TrM(EB A UJ = LA TrM(Ua) 

RejM(n A U,) = n A RejM(U,) = RejM(tB A U,). 

Proof By (8.9) and (8.19). 

Two Special Cases 

o 

Since RR is a generator (for RvIt) it follows from (8.6) that RM is a generator 
iff it generates RR. Whether or not RM is a generator, its trace in R is a 
measure of how close it comes to being one. 

8.21. Proposition. For each class OIl of left R-modules, the trace TrR(OU) 
is a two sided ideal. Moreover, a module RM is a generator if and only if 
TrR(M) = R. 

Proof By (4.11), the endomorphisms of RR are the right multiplications 
p(r) by elements of R. Thus by (8.16) TrR(OU) is a two-sided ideal. The last 
statement is by (8.8), (8.13.1) and (8.6.1). 0 

Recall that if RM is a module, then its (left) annihilator is 

iR(M) = {r E R I rx = 0 (x E M)}, 

and that M is faithful in case iR(M) = O. 

8.22. Proposition. For each left R-module M 
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In particular, M is faitJiful if and only if M cogenerates R. 

Proof Using (4.5) we have 

RejRM = n {Kerf I fE Hom(R, M)} 

n {Kerp(x)lxEM} 

n xEM 'R(X) = 'R(M). o 
Motivated by this last fact, we define, for a class OU of left R-modules, its 

annihilator: 

'R(OlI) = RejR(OU). 

Thus 'R(OU) is simply the intersection of all left ideals I of R such that R/I 
embeds in some element of 011. 

8.23. Corollary. For each class OU of left R-modules, the reject 

RejR(ol1) = lR(OU) 

is a two-sided ideal. 

8. Exercises 

1. Prove that there exist modules U and M such that: 

o 

(1) M is generated by U but not every submodule of M is generated by U. 
[Hint: Let R be the ring of 2 x 2 upper triangular matrices over a field 
and let U = M be a left ideal of R.] 
(2) M is cogenerated by U but not every factor module of M is 
cogenerated by U. 

2. If U generates or cogenerates M, then 'R(U) <:; 'R(M). Show, however, 
that the converse is false. 

3. Prove that for a module RM the following are equivalent: (a) RM is 
faithful; (b) M cogenerates R; (c) M cogenerates a generator. 

4. Prove that RG is a generator iff for some natural number n and some 
module RL there is an isomorphism G(n) :::;:::: R 8:1 L. [Hint: See Exercise 
(5.1).] 

5. Prove that if N :::; M and if M either generates N or cogenerates M / N, 
then N is a BiEnd(RM) submodule of M. 

6. Let M be a left R-module with S = End(RM). Let e E S be idempotent. 
Prove that 

TrM(Me) = (Me)S and 

7. Let M and U be left R-modules. Prove that 

HomR(M, Tru(M)) :::;:::: HomR(M, U) 

HomR(M/RejM(U), U):::;:::: HomR(M, U). 
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8. Let I be a left ideal of R and let M be a left R-module. Prove that 
TrM(RjI) = RrM(l)· 

9. Let Olt be the set of all simple abelian groups. Prove that for an abelian 
group M, 
(1) Tr M( J/i) = {x E M I x has square free order}. 

(2) RejM(Olt) = (\ {N ~ MIN is a maximal subgroup of M}. 
10. Let R be the ring of n x n upper triangular matrices over a field Q, and 

let Olt be the class of simple left R-modules. Prove that: 
(1) TrR(Olt) = { [ aij] E R I aij = 0 (i ~ 2)}. 
(2) RejR(Olt) = {[aij] E R I akk = 0 (k = 1, ... , n)}. 

11. An indexed set (X,)aEA of elements of a module is linearly independent in 
case for every finite sequence C( I, ... , C(n of distinct elements of A and 
every r I' ... , r n E R 

rlx" + ... + rnxa" = 0 implies r1 = ... = fn = O. 

An R-module F with a linearly independent spanning set (X')'EA is called 
afree R-module (of rank card A) with free basis (xalaEA" 
(1) Let (X,)aEA be an indexed set in a left R-module F. For each C( let 
Pa: R ---> F be the right multiplication r 1--+ rXa' Prove that the following 
are eq uivalen t : 
(a) F is free with free basis (x,)aEA; 
(b) ffiAP,:R(A) ---> F is an isomorphism; 
(c) For every RM and every indexed set (Y')'EA in M there is a unique 
homomorphismf: F ---> M with{(x,) = y, (C( E A). 
(2) Prove that a module RF is free of rank card A iff F ;;;;: R(A). Thus there 
exist free modules of arbitrary rank. 
(3) Prove that every free module is a generator. 
(4) Prove that if RF is free, then every epimorphism f:M ---> F splits. 
[Hint: Use (c) of part (1).] 

12. Let FR be a free right R-module with free basis (X' )'EA and let 
S = End(FR)' For each a E S and each xp there is an indexed set 
(a,p).EA in R with almost all a.p zero such that 

a(xp) = I:aE A a,px •. 

Prove that a 1--+ [a,p J (a ,p)EA x A defines a ring isomorphism from S = 

End(FR) onto the ring CIFMA(R) of all A x A column finite matrices 
over R. 

13. Let F be a free module of rank card A. Prove that: 
(1) If A is infinite, every free basis for F has cardinality card A. 
(2) If F has a finite spanning set, then A is finite. 

14. A ring R is left SBN (for "single basis number") in case all non-zero free 
modules of finite rank are isomorphic to RR. 
(1) Prove that the following are equivalent: 
(a) R is left SBN; 
(b) RR ;;;;: RR(2); 

(c) There exist a,d,b, b'ER with ab + db' = 1, ba = b'd = 1, and 
b' a = bd = 0 [Hint: For (b) ~ (c), see (5.3).]; 
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(d) R is right SBN. 
(2) Prove that if R is SBN, then so is every factor ring of R. 
(3) Prove that if 1 is an infinite set, then the ring R of all I-square 
column finite matrices over a ring S is left SBN. [Hint: Since 1 is infinite, 
it is the disjoint union of two subsets 1', In each with cardinality card 1. 
Now consider condition (b) of part (1).] 
(4) Give an example ofa simple SBN ring. [Hint: Parts (2) and (3).] 

15. A ring R is left IBN (for "invariant basis number") in case no two free left 
R-modules of different ranks are isomorphic. Thus (see Exercise (8.13)), 
R is IBN iff R(m) ~ R(n) implies m = n. Prove that: 
(1) Left IBN implies right IBN. [Hint: Exercise (6.22).] 
(2) If I is an ideal of R and if Rj I is IBN, then so is R. [Hint : Exercise 
(6.3).] 
(3) Every field is IBN. 
(4) Every commutative ring is IBN. 

16. Recall that a commutative integral domain R is a principal ideal domain 
(= P.I.D.) in case every ideal of R is principal. Of course 1L is a P .I.D. 
Essentially all results for abelian groups extend to ones for modules 
over P.I.D.'s. Show that standard proofs for abelian groups extend to 
prove the following results for modules over a principal ideal domain R: 
(1) Every finitely spanned torsion-free R-module M is free. (Note: 
"torsion-free" means ax = 0 for x E M and a E R implies a = 0 or 
x = 0.) 
(2) Every submodule of a free R-module is free. 



Chapter 3 

Finiteness Conditions for Modules 

The first round of generalities is over, and it is now time for us to apply this 
formal machinery to the study of specific classes of rings and modules. We 
begin in this chapter with an investigation of the structure of classes of 
modules having certain natural finiteness properties. In the next chapter we 
return to the rings themselves. 

The lattice of submodules of a module reveals a substantial amount of 
information about the module and provides a natural means for classifying 
the module. Our point of departure is the observation that the modules with 
the simplest possible non-trivial submodule lattices are both simple and 
indecomposable. We then classify modules with respect to how they are 
pieced together from simple or from indecomposable modules. 

In Section 9 we study those modules that are generated by simple modules. 
These are precisely the modules that have decompositions as direct sums of 
simple modules. Such "semisimple" modules form perhaps the most impor­
tant single class of modules and provide the basic building blocks of much of 
the theory. In the next two sections we turn to the modules whose submodule 
lattices satisfy one of the so-called "chain conditions". 

Modules satisfying both of these conditions have finite maximal chains­
composition series-that generalize the familiar prime factorization of finite 
abelian groups. Finally, in Section 12 we study modules with yet another 
"finiteness" property, that is, modules that have indecomposable decom­
positions. Here, one of our major concerns is the uniqueness of such 
decompositions and the way such decompositions generalize the notion of a 
basis for a vector space. 

§9. Semisimple Modules-The Socle and the Radical 

From the point of view of module theory among the most remarkable 
features of a vector space are that it has a basis, that the cardinality of this 
basis is an invariant of the module, and that any independent set can be 
extended to a basis by adjoining elements from a given basis. These 
properties can be rephrased in module theoretic terms, and as we shall see in 
this section, they hold in any module that is generated by simple modules. 
These are the "semisimple" modules. 

Throughout this section we shall continue our agreement that R is a ring, 
that "module" means "left R-module", etc. 

115 
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Simple Modules 

Recall that a non-zero module R T is simple in case it has no non-trivial sub­
modules. A simple module can be characterized in R M as a non-zero module 
Tsuch that every non-zero homomorphism T ---> N (N ---> T) in R M is a mono­
morphism (epimorphism). (See Exercise (3.2).) From (2.10) and (3.9) we have 

9.1. Proposition. A left R-module T is simple if and only if T ~ RIM for 
some maximal left ideal M of R. 0 

Since the maximal left ideals of R form a set, there is a set Y of representa­
tives of the isomorphism types of simple modules. (See p. 107.) Note, also. 
that since RR is cyclic, it does have at least one maximal left ideal (2.8), so 
there do exist simple modules. 

Semisimple Modules 

Let (T,)aEA be an indexed set of simple submodules of M. If M is the direct 
sum of this set, then 

M=EBAT, 

is a semisimpie decomposition of M. A module M is said to be semisimple in 
case it has a semisimple decomposition. Clearly every simple module is semi­
simple, so for every ring there do exist semisimple modules. As we shall see, 
semisimple modules need not be plentiful, but since any direct sum of simple 
modules is semisimple, they are numerous. 

If a module M is spanned by simple submodules (T,)aE A' then the T, 
behave very much like the one-dimensional subspaces spanned by a span­
ning set for a vector space. Evidence of this is given by the fundamental 

9.2. Lemma. Let (T,)aE A be an indexed set of simple submodules of the left 
R-module M. If 

M = LA T" 
then for each submodule K of M there is a subset B <;; A such that (Tp)PEB is 
independent and 

M = K EB (EBB Tp). 

Proof Let K ::s; M. By The Maximum Principle there is a subset B <;; A 
maximal with respect to the conditions that (1p)PEB is independent and 
K n (LB Tp) = O. (See Exercise (6.14).) Then the sum 

N = K + (L B 1p) = K EB (EB B 1p) 

is direct. We claim N = M. For let G( E A. Since T, is simple, either 
T, n N = T, or T, n N = O. But T, n N = 0 would contradict the maxi­
mality of B. Thus T, ::s; N for each G( E A, so M = N. 0 
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As one consequ\:nce of this fundamental lemma we have the following 
generalization of thc"fact that in a vector space every spanning set contains 
a basis. 

9.3. Proposition. If a module M is spanned by an indexed set (T,).EA of 
simple submodules, then for some B s::: A 

M=EBB7p; 
that is, M is semisimple. 

Proof In (9.2) let K = o. o 
9.4. Propo!,itiorh Let M be a s emisimple left R-module with semisimple 

decomposition .M . ~ EB A T,. If 

O--K~M.!!..N--O 

is an exact sequer:ce of R-modules, then the sequence splits and both K and N 
are semisimple. IndL?ed, there is a subset B s::: A and isomorphisms 

N ~ EBB TrJ and K ~ EBAIB T, . 

Proof Since Imf i:> a submodule of M, by (9.2) there IS a subset B s::: A 
such that M = (1m!) (±1 (EBB 7p). Thus the sequence splits and N ~ M/Imf 
~ EBB Tp. But also M =,(EB A1B T,) EB (EBB 7p), so that (see (5.5)) 

K ~ Imf~ EBAIB T,. o 
This is a very significant result. Every submodule and every factor 

module of a semisimple module are semisimple. Moreover, every submodule 
is a direct summand. As we shall see below (9.6) this property actually 
characterizes semisimple modules. 

9.5. Corollary. Let (T,).EA be an indexed set Gf ~imple submodules of M. If 
T is a simple submodule of M such that 

then there is an a E A such that T ~ T,. 

Proof If T is simple and Tn (LA T,) =1= 0, then T::; LA T,. So clearly we 
may assume that M = LA T,. Then by (9.3) we have that M is semisimple 
and M = EBB 7p for some B s::: A. Finally, apply (9.4). D 

Now we have the following fundamental characterizations of semisimple 
modules. 

9.6. Theorem. For a left R-module the following statements are equivalent: 
(a) M is semisimple; 
(b) M is generated by simple modules; 
(c) M is the sum of some set of simple submodules; 
(d) M is the sum of its simple submodules; 
(e) Every submodule of M is a direct summand; 
(f) Every short exact sequence 
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of left R-modules splits. 

Proof The implication (a) => (f) is by (9.4), (f)=> (e) is by (5.2), and 
(b) => (a) is by (9.3). Also (b) =- (c) =- (d) are all trivial. Finally, 

(e) => (d). Assume that M satisfies (e). We claim that every non-zero 
submodule of M has a simple submodule. Indeed, let x =1= 0 in M. Then (2.8) 
Rx has a maximal submodule, say H. By (e), we have that M ~= H E8 H' for 
some H' s; M. Thus, by modularity (2.5), Rx = Rx II M = H E8 (Rx II H') 
and Rx II H' ;:;: RxjH is simple (2.10). So Rx has a simpl~ subrnodule. Let N 
be the sum of all simple submodules of M. Then M = N En N' by (e) for some 
N' s; M. Since Nil N' = 0, N' has no simple submodu ~. But as we have 
just seen, this means N' = O. So N = M. 0 

It is clear then that if R is a division ring, then every R-vector space RM 
is semisimple, for M is generated by its cyclic modules ap,d every non-zero 
cyclic R-module is simple. Also by (9.6.d) an abelian gro1lp M is semisimple 
iff it is spanned by its elements of prime order. (See Exercise (9.1 ).) 

The Socle 

The equivalence (a) =- (b) in (9.6) says that the class of semis imp Ie left 
R-modules is precisely the class Gen(.'j)) of modllies generated by the simple 
modules Y'. Therefore, each module M has a (unique) largest semisimple 
submodule, the trace of Y' in M. This suhmodule, usually called the soc/e of M 
(from the French word for "pedestal"), and abbreviated 

Soc M = TrM(Y'). 

is of fundamental importance. Clearly, M is semisimple iff M = Soc M. An 
important multiple characterization of the socle is 

9.7. Proposition. If M is a left R-module. then 
Soc M = I{ K S; M I K is minimal in M} 

= niL s; MIL is essential in M}. 

Proof The first equality is trivial. To prove the final equality, let T S; M 
be simple. If L:::s! M, then TilL =1= 0, so T S; L. Thus Soc]'v[ is contained in 
every essential submodule of M. On the other hand, set H = n: L S; M I 
L<J M}. We claim that H is semisimple. For let N S; H and let N' :S; M be 
a complement of N. (See (5.21).) Then N + N' = N E8 N' <J M. But then 
N S; H S; N E8 N', and by modularity 

H = H II (N E8 N') = N E8 (H II N'). 

Thus N is a direct summand of II. Therefore (9.6.e), H is semisimple; so 
H S; Soc M. 0 

Many properties of the socle are immediate from the fact that Soc M is 
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just the trace in M of some class of modules. For example, Soc(RR) is an 
ideal of R. (See (8.21).) More generally, 

9.8. Proposition. Let M and N be left R-modules and let f: M ~ N be an 
R-homomorphism. Then 

f(Soc M) :S Soc N. 

In particular, Soc M is a left R-right End(RM) submodule of M. 

Proof By (8.16). 

9.9. Corollary. Let M be a module and let K :S M. Then 

Soc K = K !l Soc M. 

In particular, 

Soc (Soc M) = Soc M. 

o 

Proof By (9.8) Soc K :S Soc M. By (9.4) K !l Soc M is semisimple so 
contained in Soc K. 0 

Now the socle Soc M of M is the largest submodule of M that is con­
tained in every essential submodule of M. In general, though, Soc M need 
not be essential in M; in fact, non-zero modules can have zero socles. (See 
Exercise (9.2).) However, we do have 

9.10. Corollary. Let M be a left R-module. Then Soc M <J M if and only 
if every non-zero submodule of M contains a minimal submodule. 

Proof This follows from (9.7) and (9.9). 0 
As we have noted, the class of simple left R-modules has a set :Y of 

representatives. So from (8.20) we have 

9.11. Proposition. Let .7 be a set of representatives of the simple left R­
modules. Thenjor each RM 

o 
Note that one consequence of (9.11) is that the class of semisimple 

R-modules has a semisimple generator, namely EB, T If Tis simple, then the 
trace TrM(T) of T in M is called the T-homogeneous component of Soc M. 
Of course, TrM(T) is generated by a simple module, so it is semisimple and in 
Soc M. By (9.5) every simple submodule of TrM(T) is isomorphic to T For 
example, the Zp-homogeneous component of the socle of an abelian group M 
is simply the set of elements of order p. (See Exercise (9.1).) 

A semisimple module H is T-homogeneous in case 

Thus it is clear that for any module M, the T-homogeneous component of 
Soc M is the unique largest T-homogeneous semisimple submodule of M. 
Of course, if M has no simple submodules isomorphic: to T, then the 
T-homogeneous component of its socle is zero. By (9.11) the homogeneous 
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components of Soc M span Soc M; by (9.5) they are independent (see 
Exercise (9.8)); and by (8.16) they are stable under endomorphisms of M. 
Thus we have 

9.12. Proposition. The socle of a left R-module M is, as a left R- right 
End(RM)-bimodule, a direct sum of its homogeneous components. D 

The Radical 

The socle of a module M is the largest submodule of M generated by the 
class :/ of simple modules. There is a dual: for every module M there is a 
unique '"largest" factor module of M cogenerated by ,Cf. However we focus less 
on this factor module of M, called the capital of M, than on the corresponding 
reject of:/ in M. 

Let :/ be the class of simple left R-modules. For each left R-module M 
the (Jacobson) radical of M is the reject in M of :/: 

Rad M = Rej,w(:/). 

A dual version of (9.7) is now given by the following characterization of the 
radical. 

9.13. Proposition. Let M be a left R-module. Then 

Rad M = n : K ::; M I K is maximal in M} 
= L{ L ::; MIL is superfluous in M}. 

Proof Since K ::; M is maximal in M iff M/K is simple, the first equality 
is immediate from the definition of the reject in M of a class. For the second 
equality, let L « M. If K is a maximal submodule of M, and if L 1,. K, then 
K + L = M; but then since L « M, we have K = M, a contradiction. We 
infer that every superfluous submodule of M is contained in Rad M. On the 
other hand, let x E M. If N ::; M with Rx + N = M, then either N = M or 
there is a maximal submodule K of M with N ::; K and x ¢ K. (See Exercise 
(2.9).) If x E Rad M, then the latter cannot occur; thus x E Rad M forces 
Rx « M and the second equality is proved. D 

Since the radical of M is simply the reject in M of a class of modules, we 
infer many properties of Rad M from those of rejects. For example (8.23) 
Rad(RR) is an ideal of R. More generally, by (8.16) we have 

9.14. Proposition. Let M and N be left R-modules and let f: M -> N be an 
R-homomorphism. Then 

f(Rad M) ::; Rad N. 

In particular, Rad M is a left R- right End(RM)-submodule olM. D 

Given a homomorphism f: M -> N we have just seen that f(Rad M) ::; 
Rad N. Even if f is an epimorphism, we cannot expect f(Rad M) to be the 
radical of N. (See Exercise (9.2).) However, an immediate consequence of 
(8.17.2) is 
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9.15. Proposition. Iff: M -+ N is an epimorphism and if Kerf::; Rad M, 
then Rad N = f(Rad M). In particular, 

Rad(M/ Rad M) = O. D 

Recall that Soc M = M iff M is semisimple. The dual statement is 

9.16. Proposition. Let M be a left R-rnodule. Then Rad M = 0 if and only if 
M is cogenerated by the class of simple modules. In particular, if M is semi­
simple, then Rad M = O. 

Proof The first assertion is by (8.13.2) and the second by the fact that a 
direct sum of simples is contained in a product of simples. 0 

The dual of the T-homogeneous component of the socle of M is the reject 
RejM(T). And dual to (9.11) we have by (8.20) 

9.17. Proposition. Let ff be a set of representatives of the simple lefi R­
modules. Thenfor each RM, 

Rad M = RejM(nr T) = Re.iM(EB" T) = "'., RejM(T). 

Now the radical of M is the smallest submodule of M that contains all 
superfluous submodules. However, the radical need not be superfluous. (See 
Exercise (9.2).) We do have an important sufficient condition for Rad M « M, 
but surprisingly the condition is not necessary. (See (9.10) and Exercise (9.4).) 

9.18. Proposition. If every proper subrnodule of M is contained in a maximal 
submodule of M, then Rad M is the unique largest superfluous submodule of M. 

Proof Let L be a proper sub module of M and let K be a maximal sub-
module with L ::; K. Then by (9.13) L + Rad M ::; K i= M. 0 

We conclude this section by noting that both the socle and the radical 
behave well toward direct sums. (But see Exercise (9.12) for the product.) 
For by (8.18) we have 

9.19. Proposition. If (M",jaEA is an indexed set of submodules of M with 
M = EBAMa, then 

Soc M = EB A Soc Ma and Rad M = EBA Rad Ma. o 

9. Exercises 

1. Let 1LM be an abelian group. 
(1) Prove that Soc M is the subgroup spanned by the elements of prime 
order. (See Exercise (8.8.) 
(2) Prove that the 1'p-homogeneous component of Soc M is rM(p). 
(3) Let n EN. Prove that 1'n is semisimple iff n is square free (i.e., n is 
divisible by no square other than 1). 

2. Let 1LM be an abelian group. Prove that: (1) If 1LM is torsion-free, then 
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Soc M = 0; (2) If liM is torsion, then Soc M <J M; (3) If li M is divisible, 
then Rad M = M. 

3. Compute both the socle and the radical of each of the following left 
E-modules: 
(1) E; (2) En; (3) IR; (4) E(p) ; (5) Ep YC 

4. Since IE generates I ' II (see (8.1)), there exists an epimorphism.f: E (A) -+ G. 
Prove that Kerf = K is contained in no maximal subgroup of E(A). 

Deduce that for a module M, Rad M « M does not imply that every 
proper submodule is contained in a maximal one. 

5. Let R be the ring of 2 x 2 upper triangular matrices over a field. 
(1) Compute the socle and the radical of both RR and RR' [Note that 
each of these four is an ideal of R; also note any similarities or 
dissimilarities.] 
(2) Show that R has two non-isomorphic simple modules, but that 
Soc(RR) has only one non-zero homogeneous component. 

6. Let D be a division ring and let M D be a finite dimensional vector space 
over D. Let R = End(MD ). Prove that 
(1) Rad(RR) = Rad(RR) = 0. 
(2) Soc(RR) = SOC(RR) = R. 

7. Let M be a left R-module. Prove that the following are equivalent: 
(a) Mis semisimple; (b) For every K :S M a l1d every R-homomorphism 
f: K -+ H there is an extension f: M -+ H off: (c) For every K :S M and 
every R-homomorphism g: H -+ M / K there is a homomorphism 
g:H -+ M with g = nKg. 

8. Let (T,)'EA and (Sp )PEB be indexed sets of simple submodules of a module 
RM. Prove that if (~A 1',) n (~BSp) -+ 0, then T, ::::: Sp for some rx E A 
and f3 E B. 

9. Let M and N be left R-modules and letf:M -+ N be an epimorphism. 
Show that it is possible for Rad N '* f(Rad M). But prove that if 
M /Rad Mis semisimple, then Rad(N) = f(Rad M). 

10. Let M be a left R-module and let K :S M. Prove that: 
(1) K = Rad Miff K :S Rad M and Rad(M/K) = 0. 
(2) K = Soc M iff K ;;::: Soc M and Soc K = K. 
(3) If K « M and Rad M /K = 0, then K = Rad M. 
(4) If K <J M and Soc K = K , then K = Soc M. 

11. Prove that Rad M = ° iff M is a subdirect product of simples. But show 
that Rad M = 0 is possible even though M is neither a sum nor product 
of simple modules. 

12. Show that a product ITA M, of simple modules Ma (rx E A) need not be 
semisimple. [Hint: Let K be a field and let R = KA. Then RR is a 
product of simple modules. Compute the socle.] 

13. Let T be a simple left R-module. Assume that RR = SOC RR. Prove that 
the T-homogeneous component of RR is a ring direct summand of R, 
and deduce that as a ring, R is the direct sum of its homogeneous 
components. 

14. A module M is co-semisimple in case every submodule of M is the 
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intersection of maximal submodules. Prove that: 
(1) Mis co-semisimple iff Rad(MjK) = ° for all K :::; M. 
(2) Every submodule and every factor module of a co-semisimple 
module is co-semisimple. 
(3) Every semisimple module is co-semisimple. 
(4) If R is a Boolean ring, then RR is co-semisimple. Infer that co­
semisimple modules need not be semisimple. [Hint: Let K be a sub­
module of R. Then R/K is a Boolean ring as well as a factor module of R. 
Apply Exercise (7.16.3) to get that RR is co-semisimple. For the final 
assertion, let K = 7L2 in the Hint for Exercise (9.12).J 

§10. Finitely Generated and Finitely Cogenerated Modules-Chain 
Conditions 

As we have noted, the concepts of spanning sets, and finite spanning sets are 
not categorical and do not have duals. Here, however, we reformulate the 
concept of finitely spanned both lattice theoretically and categorically, and 
we do obtain an important dual. 

Finitely Generated Modules 

A module M is finitely generated in case for every set d of submodules of M 
that spans M, there is a finite set ff s; d that spans M; that is, 

"i.d=M implies "i.ff = M 

for some finite ff s; d. This is nothing really new; it is simply a reformula­
tion of a familiar concept. 

10.1. Proposition. The following statements about a left R-module are 
equ iva lent : 

(a) M is finitely generated; 
(b) For every setf, :V, ---> M (~EA) with M = "i. A 1m!" there is a finite 

set F S; A with M = "i.F Imf,; 
(c) For every indexed set (V,)'EA and epimorphism EBA U, ---> M ---> 0, there 

is a finite set F S; A and an epimorphism EB F V, ---> M ---> 0; 
(d) Every module that generates M finitely generates M; 
(e) M contains a finite spanning set. 

Proof The implications (a) = (b) and (c) = (d) are both clear. 
(b) = (c). By (6.8) we have that f: EB A Va ---> M is an epimorphism iff 

"i. A Imft o = M. And of course ft,: Va ---> M (~E A). 
(d) = (e). This follows from (8.1). 
(e) = (a). Suppose that {Xl' . . . , Xn} is a finite spanning set in M and 

suppose that d is a set of submodules of M with M = :Ed. Then for each 
Xi there is a finite subset :Ii'; S; .<:1 with Xi E "i.:Ii';. Set ff = ffl V .. . v ffn • 
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Then :F is finite, and since L:F is a submodule of M that contains a spanning 
set for M, L:F = M. That is, M is finitely generated. 0 

Finitely Cogenerated Modules 

The definition of a finitely generated module has an obvious if not so 
familiar dual. A module M is finitely cogenerated in case for every set .w of 
submodules of M 

r\cw = 0 implies n:F = 0 

for some finite :F <:; .w. 
For example, the abelian group Z is finitely generated but not finitely 

cogenerated. The group ZpYC is finitely cogenerated but not finitely generated. 
Only four of the conditions of Proposition 10.1 have duals and sur­

prisingly only three of these are equivalent. Although we state these 
equivalences now, we have no immediate need of one of the implications and 
the proof of this one will be postponed until §18 (see (18.17)). 

10.2. Proposition. The following statements about a leit R-module Mare 
equivalent: 

(a) M is finitely cogenerated; 
(b) For every setf,:M -. V, (IXEA) with n A Kerfa = 0, there is aiinite 

set F <:; A with npKeri~ = 0; 
(c) For every indexed set (V,)aEA and monomorphism 0 -. M -. n 4 V" 

there is aiinite set F <:; A and a monomorphism 0 -. M -. TIp V,. 

Proof (a) = (b). This is clear. 
(b) = (a). Let {MaIIXEA} be submodules of M with nAMa = O. Apply 

(b) to the natural mapsf,: M -. M/Ma (CI: E A) to get (a). 
(b) = (c). Suppose f: M -. n 4 V, is a monomorphism. Then by (6.2), 

11.4 Ker 7[,1 = O. So by (b) there is a finite set F <:; A with np Ker 7[,/ = o. 
So again by (6.2) 7[Fi: M -. TIp V, is a monomorphism. 

(c) = (b). This implication is proved in (18.17). However, see Exercise 
(10.4). 0 

10.3. Corollary. If M is finitely cogenerated, then every module that co­
generales M finitely cogenerates M. 

Proof By the implication (b) = (c) of (10.2). o 
The property of finitely cogenerated modules stated in (10.3) is the dual 

of (lO.l.d); however, it does not characterize finitely cogenerated modules. 
F or example, the abelian group ttl" Zp is not finitely cogenerated yet every 
group that cogenerates it finitely cogenerates it. (See Exercise (10.2).) This 
fact does not flaw the Principle of Duality that the dual of a theorem is a 
theorem. The implication (d) = (a) in (10.1) is simply not a theorem in the 
category RM, for to obtain it requires some version of the non-categorical 
statement (lO.l.e). One version of (lO.l.e) is that RR is a finitely generated 
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generator in RM. And sure enough whenever RM has a finitely cogenerated 
cogenerator, then the converse of (10.3) is true in RM. (See Exercise (l0.3).) 

The Roles of the Radical and the SocIe 

Next we state fundamental characterizations of finitely generated and 
finitely cogenerated modules. They show that "finitely generated" and 
"finitely cogenerated" are determined by the radical and the socle, res­
pectively. 

10.4. Theorem. Let M be a left R-module. Then 
(1) M isjinitely generated if and only if M/Rad M is finitely generated and 

the natural epimorphism 

M ~ M/RadM ~ 0 

is superfluous (i.e., Rad M « M); 
(2) M is finitely cogenerated if and only if Soc M is finitely cogenerated 

and the inclusion map 
o ~ SocM ~ M 

is essential (i.e., Soc M <J M). 

Proof We shall prove (2). The proof of (1) is dual. 
(=). Clearly a submodule of a finitely cogenerated module is finitely 

cogenerated. So it will suffice to show that if M is finitely cogenerated, then 
Soc M <J M. But suppose K ::;; M with (Soc M) 11 K = O. Now Soc M is the 
intersection of all essential submodules of M (see (9.7», so since M is finitely 
cogenerated, there exist essential submodules L l , ... , Ln of M with Ll 11 ... 

11 Ln 11 K = O. But (Ll 11 ... 11 Ln) <J M (see (5.16.2», whence K = O. 
(<=). Let Soc M be finitely cogenerated and essential in M. Let d be any 

set of submodules of M with nd = O. Then n{(A 11 Soc M) I A E ow} = O. 
This forces 

(AI 11 ... 11 An) 11 (Soc M) = (AI 11 Soc M) 11 ... 11 (An 11 Soc M) = 0 

for some AI,"" An E d. But Soc M <J M whence Al 11 ... 11 An = O. D 

10.5. Corollary. Let M be a non-zero module. 
(1) If M is finitely generated, then M has a maximal submodule; 
(2) If M is finitely cogenerated, then M has a minimal submodule. D 

For semisimple modules the two concepts are equivalent and we have 

10.6. Proposition. The following statements about a semisimple module M 
are equivalent: 

(a) M is finitely cogenerated; 
(b) M = TI EB .. · EEl T" with I; simple (i = 1, ... , n); 
(c) M is finitely generated. 

Proof (a) = (b). Assume (a). Then since M clearly can be embedded in a 
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product of simple modules and since (l0.2.c) holds, M can be embedded in a 
product of finitely many simples. Now apply (9.4). 

(b) => (c). Assume (b). Then clearly M has a finite spanning set. Apply 
(10.1). 

(c) => (a). Assume (c). Since M is semisimple, it is spanned by simple 
submodules. So by (c) it is spanned by a finite set T1, ... , 1'" of simple sub­
modules. We shall prove (a) by induction on 11. Certainly if n = 1, then M is 
simple, and finitely cogenerated. Assume inductively that n > 1 and that 
any module spanned by fewer than n simple modules is finitely cogenerated. 
Now suppose d is a set of submodules of M with n ,rd = 0, Then 
1'" n L = 0 for some LEd, By (9.4), L = SI E8 ,., E8 Sm with each Si simple 
and m < n. Set d' = {N n LIN Ed }, so d' is a set of submodules of L 
with n .rd' = O. So for some finite set {N I."" N k } S; ,rd. 

L n N 1 n , .. n N k = O. 

and M is finitely cogenerated. o 
This last Proposition and (10.4,2) combine to establish the following 

characterization of finitely cogenerated modules. 

10.7. Proposition. A module is finitely cogenerated if and only if its $Oele is 
essential and finitely generated. 0 

It is clear from the definitions that if M is finitely generated (finitely 
cogenerated). then so is every factor module (submodule) of M, Thus we have 
at once the necessity of the conditions in the next result. 

10.8. Proposition. Let M = MI E8 .. . E8 Mn. Then M isfinitely generated 
(finitely cogeneraled) if and only if each Mi (i = 1, ... , n) is finitely generated 
(finitely cogenerated). 

Proof Since the union of spanning sets for the Mi (i = 1" .. , n) is a span­
ning set for M. the finitely generated case is settled by (10.1). So it suffices to 
show that if M i (i = 1, ." , n) is finitely cogenerated, then so is M, But we 
know (9.19) 

Soc M = (Soc Mtl E8 , .. E8 (Soc M n), 

Since each Mi is finitely cogenerated, each Soc Mi is finitely generated by 
(10,7), Thus Soc M is finitely generated by the other part of this Proposition, 
Also by (10.7) each Soc Mi <:J M i , whence by (6,17) Soc M <:J M, Finally 
another application of (10.7) gives that M is finitely cogenerated. 0 

The Chain Conditions 

Modules for which every submodule (every factor module) is finitely genera­
ted (finitely cogencrated) can be characterized in terms of certain "chain 
conditions". In general, neither of these finiteness conditions implies the 
other although in some very special settings they may be equivalent. Note for 
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example, that the submodules of Z are finitely generated and the factor 
modules of Zp'" are finitely cogenerated. A set 2' of submodules of M satisfies 
the ascending chain condition in case for every chain 

Ll ::; L2 ::; .. . ::; Ln ::; ... 

in 2', there is an n with Ln + i = Ln (i = 1, 2, .. . ). Turn the inequalities around 
for the descending chain condition. (See Exercise (10.9).) 

A module M is noetherian in case the lattice Y(M) of all submodules of 
M satisfies the ascending chain condition. It is artinian in case Y(M) 
satisfies the descending chain condition. 

10.9. Proposition. For a module M the following statements are equivalent : 
(a) M is noetherian; 
(b) Every submodule of M is finitely generated; 
(c) Every non-empty set of submodules of M has a maximal element. 0 

The proof of this proposition is dual to that of the next proposition and 
therefore it will be omitted. 

10.10. Proposition. For a module M the following statements are equiva-
lent. 

(a) M is artinian; 
(b) Every factor module of M is finitely cogenerated ; 
(c) Every non-empty set of submodules of M has a minimal element. 

Proof (a) = (c). Let d be a non-empty set of submodules of M and 
suppose that d does not have a minimal element. Then for each LEd the 
set {L E d I L < L} is not empty. Thus, by the Axiom of Choice (0.2), there is 
a function L r--.. L with L > L for each LEd. Let LEd. Then 

L>L>L' > ... 

is an infinite descending chain of submodules of M. 
(c) = (b). Assume (c). Then by (2.9) it will suffice to show that if K ::; M 

and if .~ is a collection of submodules of M with K ' = nd, then K = n:IF 
for some finite subset .? S; d. But set ~ = {n:IF I :IF s; d is finite} . Then 
by (c), ~ has a minimal element, n .? Clearly, K = n:IF. 

(b) = (a). Assume (b) and suppose that M has a descending chain 

Ll ~ L2 ~ .. . ~ Ln ~ ... 

of sub modules. Set K = n f'j Ln' Then since M/K is finitely cogenerated, there 
must be some n with K = Ln whence Ln + 1 = Ln (i = L 2, ... ). 0 

10.11. Corollary. Let M be a non-zero module. 
(1) If M is artinian, then M has a simpLe submoduLe; in fact, Soc M is an 

essential sub moduLe ; 
(2) If M is noetherian, then M has a maximal submoduLe; in fact , Rad M 

is a superfluous submodule. 0 
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10.12. Proposition. Let 

be an exact sequence of left R-modules. Then M is artinian (noetherian) if and 
only if both K and N are artinian (noetherian). 

Proof. Let M be artinian. Then since K is isomorphic to a submodule of M, 
K is artinian by the definition. Also every factor module of N is isomorphic 
to a factor module of M (3.7), so by (10.10) N is artinian. 

Conversely, suppose K and N are both artinian; we claim that M is 
art in ian. Clearly we may assume that K :c;; M and that M /K = N. Now 
suppose that 

L) :2: L2 :2: ... :2: Ln :2: ... 

is a descending chain of submodules of M. Since M /K ~ N is artinian, there 
is an integer m such that 

(i = 1,2, . .. ). 

Since K is artinian, there is an integer n :2: m such that 

(i = 1,2, ... ). 

Thus USIng modularity and the fact that Ln:2: Ln+i, we have for each 
i = 1,2, ... , 

Ln = Ln n (Ln + K) = Ln n (L n+i + K) 

= Ln+i + (Ln n K) = Ln +i + (Ln+i n K) = Ln+i" 

Therefore M is artinian. The proof of the noetherian case is dual. 0 

10.13. Corollary. Let M = M J ffi ... ffi Mn" Then M is arlinian (noether-
ian) if and only if each Mi(i = 1, ... , n) is artinian (noetherian). 0 

One of the most significant properties of artinian and noetherian modules 
is that each such module admits a finite indecomposable direct decomposi­
tion. Note, however, that modules that are just finitely generated need not 
have such a decomposition; for example, if R is a product of infinitely many 
copies of a field , then RR is cyclic but has no indecomposable decomposition 
(also see Exercise (7.8)). 

10.14. Proposition. Let M be a non-zero module that has either the ascend­
ing or the descending chain condition on direct summands (e.g., if M is artinian 
or noetherian). Then M is the direct sum 

M = M J ffi ... ffi Mn 

of a finite set of indecomposable submodules. 

Proof. For each non-zero module M that does not have a finite inde­
composable decomposition choose a proper decomposition 

M = N ' ffi M' 
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such that M' has no finite indecomposable decomposition. Suppose M is 
non-zero and is not a finite direct sum of indecomposable modules. Then 

M = N'EB M', M' = N" EB M", ... 

is a sequence of proper decompositions. So there exist infinite chains 

N' < N' EB N" < ... and M> M' > M" > ... 

of direct summands of M. o 

The four finiteness conditions are equivalent for semisimple modules. 

10.15. Proposition. For each module M the following statements are equi-
valent: 

(a) Rad M = 0 and M is artinian; 
(b) Rad M = 0 and M is finitely cogenerated; 
(c) M is semisimpie and finitely generated; 
(d) M is semisimple and noetherian; 
(e) M is the direct sum ofafinite set of simple submodules. 

Proof The implications (a) = (b) and (d) = (c) are immediate from 
Propositions (10.10) and (10.9), respectively. 

(b) = (e). Assume (b). Then by (9.16) and (iO.2.c) M is isomorphic to a 
submodule of a finite product P of simple modules. Since such a product is 
necessarily a direct sum (6.12), P is semisimple. Now apply (9.4). 

(c) -= (e). By Proposition 10.6. 
(e) = (a) and (e) = (d). Assume (e). Then M is semisimple, and by (9.16) 

we have Rad M = o. Clearly a simple module is both artinian and noetherian. 
Now apply (10.13). 0 

10.16. Corollary. For a semisimple module M the following statements are 
equivalent : 

(a) M is art in ian ; 
(b) M is noetherian; 
(c) M isfinitely generated; 
(d) M is finitely cogenerated. 0 

Chain Conditions for Rings 

A ring R is left artinian (right artinian) in case the left (right) regular module 
RR (RR) is an artinian module. The ring is artinian in case it is both left 
artinian and right artinian; i.e., in case RR and RR are both artinian modules. 
The concepts left noetherian, right noetherian or simply noetherian for a ring 
are similarly defined in terms of the regular modules RR and RR. 
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It is easy to see that the ring R of all 2 x 2 upper triangular matrices 

with a, bE IR and Y E OJ is both left artinian and left noetherian, but it is 
neither right artinian nor right noetherian. Of course, 71. is a noetherian ring 
that is not artinian. However, in §15 we shall prove the remarkable fact that 
every (left) artinian ring is (left) noetherian. 

10.17. Proposition. If R is either left or right artinian or noetherian, then R 
has a block decomposition 

R = R} -i- .. . -i- Rn 

as a ring direct sum of indecomposable rings. 

Proof By (10.14) and (7.5), R has a complete set of pairwise orthogonal 
primitive idempotents. Now apply (7.9). 0 

Observe that if R is left or right artinian, then certainly RRR is artinian; 
i.e., the ring R has the descending chain condition on (two-sided) ideals. On 
the other hand, a ring R can have the descending chain condition on ideals 
yet be neither left nor right artinian; indeed (see Exercise (10.14» there are 
simple rings that are not artinian. 

10.18. Proposition. For each ring R the following statements are equivalent: 
(a) R is left art inian; 
(b) R has a generator R G that is art in ian ; 
(c) Every finitely generated left R-module is artinian; 
(d) Every finitely generated left R-module is finitely cogenerated. 

Proof (a) = (b). This follows since RR is a generator (8.8). 
(b) = (c). Assuming (b), we have that for each finite set F, G(F) is artinian 

by (10.13). But if M is finitely generated, then by (1O.l.d), M is isomorphic to a 
factor of G(F) for some finite set F. Now apply (10.12) to deduce that M is 
artinian. 

(c) = (d). Immediate from (10.10). 
(d) = (a). Assume (d). Since RR is finitely generated, so is every factor 

module of RR. SO by (d) every factor module of RR is finitely cogenerated. 
Now apply (10.10). 0 

The proof of the following result, similar to that of (10.18), will be 
omitted. 

10.19. Proposition. For each ring R thefollowing statements are equivalent: 
(a) R is left noetherian; 
(b) R has a generator RG that is noetherian; 
(c) Every finitely generated left R-module is noetherian; 
(d) Every submodule of every finitely generated left R-module is finitel), 

generated. 0 
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10. Exercises 

1. (1) Prove that if RM is finitely generated (finitely cogenerated), then so is 
every factor module (submodule) of M. 
(2) Give an example of a finitely generated module (in fact, a cyclic one) 
with submodules that are not finitely generated. 

2. Prove that every Z-module that cogenerates M = ffi~ Zp finitely co­
generates M, but that M is not finitely cogenerated. 

3. (1) Let R be a ring that has a finitely cogenerated cogenerator RC. 
Prove that for RM the following are equivalent: 
(a) M is finitely cogenerated; (b) Every module that cogenerates M 
finitely cogenerates M; (c) There is an n EN and a monomorphism 
M -+ Cn). 

(2) Generalize Exercise (10.2) by proving that if R is a ring with an 
infinite set (T,,)nE N of pairwise non-isomorphic simple modules, then 
M = EB N T" satisfies (l.b) but is not finitely cogenerated. 

4. A slight variation of the condition of Corollary (10.3) does characterize 
finitely cogenerated modules. Prove that RM is finitely cogenerated iff 
for every module V and every set A, if there is a monomorphism 
f : M -+ VA, then there is a finite subset F <;; A such that 1rF 0 f: M -+ V F 

is a monomorphism. [Hint: (<=) Suppose Ma ::; M and nAMa = O. 
Set V = OA M /Ma and consider some monomorphism M -+ VA.] 

5. Prove that RM is finitely generated iff for every chain ~ of proper sub­
modules of M, its union U ~ is also a proper submodule. [Hint: Assume 
that the submodules of M satisfy the condition. Consider the set 
~ = {K ::; M I M/K is not finitely generated} . If 9 + 0, then the 
condition on chains of submodules implies that !?2 has a maximal 
element, say N (why?). But if x E M \ N , and N E~, then N + Rx is also 
in~, a contradiction. So since M ¢~, we must conclude that ~ = O.] 

6. Prove that RM is finitely cogenerated iff for every chain ~ of non-zero 
submodules of M its intersection n(1} is not zero. [Hint: Suppose M is 
not finitely cogenerated. Then there is a set . .J of submodules maximal 
with respect to n .r1 = 0 and n/F =1= 0 for all finite /F <;; sI. Let '€ be a 
maximal chain in sI. If nC(j "* 0, then since sI is closed under finite 
intersections. n't5 E .c1t'.] 

7. Let 4>: Q -+ R be a ring homomorphism and let M be a left R-module. 
Then via <p, M is a left Q-module (see Exercise (4.15». Prove that if 
QM is artinian or noetherian, then so is RM. Deduce that if R is a finite 
dimensional algebra (via ¢J) over a field Q, then the following are 
equivalent: (a) RM is artinian and noetherian; (b) RM is finitely generated; 
(c) QM is finite dimensional. 

8. Let MR be a non-zero homogeneous semisimple module (e.g., a vector 
space) and let S = End(MR)' Prove that 
(1) The set V = {y E S I 1m y is finitely generated} is the unique smallest 
non-zero ideal of S. [Hint: If T1, T2 are simple submodules of M, then by 



132 Finiteness Conditions for Modules 

the homogeneity of M and by Exercise (9.7) there exist ej = e? E Sand 
fE S with ejM = T; and (ede l I TI): TI -+ T2 an isomorphism.] 
(2) Soc(sS) = Soc(Ss) = U and Rad(sS) = Rad(Ss) = O. 

9. A poset (P, ::;) satisfies the ascending (descending) chain condition in case 
there is no infinite properly ascending (descending) chain a l < a2 < 
a3 < ... (a l > az > a3 > ... ) in P. 
(1) Prove that a poset P satisfies the ascending (descending) chain con­
dition iff it satisfies the maximum (minimum) condition (i.e" every non­
empty subset of P contains a maximal (minimal) element). 
(2) Apply (1) to obtain another proof of (10.14). [Hint: If M has the a.c.c. 
on direct summands, let f!J be the set of direct summands of M having 
finite indecomposable decompositions. Let N E f!J be maximal and 
suppose M = N Gj N' with N' =1= O. The set f!J' of proper direct sum­
mands of N' has a maximal element N " and N' = N" (±) N'" for some 
N'" =1= O. Consider N Gj N"' .] 

10. (1) A lattice L with greatest element u has the finite join property 
(abbreviated FJP) in case each subset sf with join u has a finite subset :F 
with join u. Prove that L has the ascending chain condition iff for each 
a E L the sublattice 

has the FJP. 
(2) A lattice L with least element 0 has the finite meet property (FMP) 
in case its dual has the FJP. Prove that L has the descending chain 
condition iff for each a E L the sublattice 

a + = {xELlx~a} 

has the FMP. [Hint: This should follow from (l)!] 
11. Prove that the following statements about a non-zero module RM are 

equivalent: 
(a) The set of direct summands of M has the ascending chain condition; 
(b) The set of direct summands of M has the descending chain condition; 
(c) End(RM) has no infinite orthogonal set of non-zero idem po tents. 
[Hint : For (a) ¢> (b) consider Exercise (10.9). For (c) = (b) suppose 
M = Lo ~ L J ~ L2 2 ... is a chain of direct summands. Then for each n, 
M = K j (±) ... Gj Kn Gj Ln with Kn Gj Ln = L n- j • Let en be the idem­
potent of Kn in this decomposition.] 

12. Over a field Q let R be the set of all N-square row finite matrices 
A = [IXmn ] such that IXmm = IXnn for all m and n (i.e., with constant 
diagonal) and IXmn = 0 if m -+ 1 and m =1= n (i.e., only the first row can be 
non-zero off the diagonal). 
(1) Prove that R is a subalgebra of the Q-algebra !RIHwllr:,,(Q) of N-square 
row finite matrices over Q. [Note that R is isomorphic to the ring 
Q[X j , Xz , ... ] of polynomials in "N indeterminants" modulo the ideal 
generated by all X j Xj (i ,j = 1,2, ... ).] 
(2) Prove that R is a commutative local ring (i.e., R has a unique maximal 
idea\). 
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(3) Prove that RR is finitely generated but not noetherian. [Hint: If J is 
the unique maximal ideal, then RJ is not noetherian.] 
(4) Let M be the left R-module HomQ(RR' Q). (See (4.4).) Prove that M 
is finitely cogenerated but not artinian. [Hint: The set K of all f E M 
with J ::;; Kerf is the unique minimal submodule of RM and K <l M.] 

13. Let R be the ring of all 2 x 2 upper triangular matrices 

with a, b E IR and Y E Q. Prove that R is left artinian and left noetherian 
but neither right noetherian nor right artinian. 

14. Let Q be a field and let n EN. For each A E tW1I n (Q) let D(A) be the N x N 
matrix over Q given in block form : 

A 

A 

A 
o 

D(A) = 

o 

Let R be the set of all D(A) for A E tW1I n (Q) and n EN. 
(1) Prove that R is a simple subring of the ring Cnwll N (Q) of column 
finite matrices over Q. 
(2) Prove that RR satisfies neither the ascending nor the descending 
chain conditions for direct summands. [Hint: In the descending case, 
consider the idempotents En with (i,j) entry <>i2n<>j2n'J 
(3) Deduce that R is a simple Q-algebra that is not finite dimensional 
and not a division ring. 

15. Prove that every finitely cogenerated module has a finite indecomposable 
decomposition. 

16. (1) Prove that for a Boolean ring R, the following are equivalent: 
(a) R is artinian; (b) R is noetherian; (c) R is finite; (d) R is semisimple. 
[Hint : If R is not finite, then for each 0 +- a E R, one of the rings Ra or 
R(l - a) is not finite.] 
(2) Prove that if RM is an artinian or noetherian module over a Boolean 
ring R, then M is semisimple. 

§ll. Modules with Composition Series 

Suppose that M is a non-zero module with the property that every non-zero 
submodule of M has a maximal submodule. For example, by (10.11) and 
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(10.12) we have that every non-zero noetherian module has this property. 
In any event, given such a module M it has a maximal submodule M j , and 
either M j = 0 or in turn it has a maximal submodule M 2 • Then clearly 
every such process leads to an infinite descending chain 

M > M j > M2 > ... 

of submodules, each maximal in its predecessor, or there is finite chain 

M > M j > M2 > ... > Mn = 0 

with each term maximal in its predecessor. Observe that if in addition M is 
artinian, then only the latter option can occur. 

Similarly, if M is a non-zero module with the property that every non-zero 
factor module has a simple submodule (e.g., if Mis artinian), then there is an 
ascending chain 

0< L j < L2 < ... 

of submodules of M each maximal in its successor. Again, if M is noetherian, 
the chain terminates at M after finitely many terms; i.e., Ln = M for some n. 

From the existence of such chains of submodules it is possible to prove a 
substantial number of the familiar arithmetic properties of dimension for 
vector spaces. 

Composition Series 

Let M be a non-zero module. A finite chain of n + 1 submodules of M 

M = Mo > M j > ... > Mn = 0 

is called a composition series of length n for M provided that Mi _ Ii Mi is 
simpie (i = 1,2, ... , n); i.e., provided each term in the chain is maximal in its 
predecessor. We have just noted that if a module is both artinian and 
noetherian, then it has such a series. Indeed those are the only modules with 
composition series. 

11.1. Proposition. A non-zero module M has a composition series if and 
only if M is both artinian and noetherian. 

Proof In view of the above remarks it suffices to prove the necessity of 
the condition. So suppose that M has a composition series; we shall induct 
on the minimum length, say n, of all such series. Certainly if n = 1, then M 
is simple and we are done. Otherwise, if 

M = Mo > M j > ... > Mn = 0 

is a composition series of minimal length for M, then M j has a composition 
series of length n - 1 and MIM j is simple. Now apply (10.12). 0 

11.2. Corollary. Let K. M, and N be non-zero modules and suppose there is 
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an exact sequence 

O-+K-+M-+N-+O 

of homomorphisms. Then M has a composition series if and only if K and N both 
have composition series. 

Proof This is immediate from (10.12) and (11.1). o 
We shall return to this corollary later in the section and obtain a 

sharpened form of one direction of it, a form that is the basis for some of the 
arithmetic properties of such modules. 

Now let M be an arbitrary module and let L s M. Then whether or not 
L is a term in a composition series for M, if L has a maximal submodule K, 
the simple module LIK is called a composition factor of M. Moreover, if M 
has a composition series 

M = Mo > M j > ... > Mn = 0, 

then the simple modules 

Mo IM j , MdMz, .. . , Mn - dMn 

are called the composition factors of the series. If M has a second composition 
series 

M = No > N j > ... > Np = 0 

then the two series are equivalent in case n = p and there is a permutation (J 

of{1,2, ... ,n} such that 

(i = 1,2, ... , n). 

Observe that equivalence simply means that for each simple R-module T the 
number of isomorphic copies of T in the sequence of composition factors 
for the one composition series equals the number of isomorphic copies of T 
in the other. 

11.3. The Jordan-HOlder Theorem. If a module M has a composition series, 
then every pair of composition series for M are equivalent. 

Proof If M has a composition series, then denote by c(M) the minimum 
length of such a series for M. We shall induct on c(M). Clearly, if c(M) = 1, 
there is no challenge. So assume that c(M) = n > 1 and that any module 
with a composition series of smaller length has all of its composition series 
equivalent. Let 

(1) M = Mo > M j > ... > Mn = 0 

be a composition series of minimal length for M and let 

(2) M = No > N j > ... > Np = 0 

be a second composition series for M. If M j = N j , then by the induction 
hypothesis, since c(Md s n - 1, the two series are equivalent. So we may 
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assume that Ml + N 1• Then since Ml is a maximal submodule of M, we 
have Ml + Nl = M, so by (3.7.3). 

(3) 

and 

(4) 

Thus M] n N] is maximal in both Ml and N 1• Now by (11.2), M] n Nl has 
a composition series 

So 

and 

N 1 > Lo > ... > Lk = 0 

are composition series for M] and N]. Since c(M]) < n, every two composi­
tion series for M] are equivalent, so the two series 

M = Mo > M] > M2 > ... > Mn = 0 

and 

M = M 0 > M 1 > Lo > ... > Lk = 0 

are equivalent. In particular, k < n - 1, so clearly c(N d < n. Thus by our 
induction hypothesis, every two composition series for N 1 are equivalent. 
Thus the two series 

and 

M = No > N] > Lo > ... > Lk = 0 

are equivalent. But as we noted in (3) and (4) 

and 

thus the series (1) and (2) are equivalent, and we are done. 

Composition Length 

o 

It is an immediate consequence of the Jordan-Holder Theorem that for any 
module having a composition series, all composition series for that module 
have the same length. A module M that is both artinian and noetherian is 
said to be ofjinite length; as we have just noted, for such a module M we can 
define its (composition) length c(M) unambiguously by 

) {o if M = 0 
c(M = 'f M h . . . f I h n 1 as a compOSItIOn serIes 0 engt n. 
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If a module M is not of finite length, we say it is of irifinite length and write 

c(M) = 00. 

A finite dimensional vector space clearly has a composition length and this 
length is simply the dimension of the space. Indeed the function c of 
composition length behaves on modules of finite length very much like the 
dimension function behaves on finite dimensional vector spaces. 

Now we prove the promised revision of one half of Corollary (11.2). Let 
K, M, and N be modules and let 

0-+ Ki..M..!!..N-+O 

be an exact sequence. Suppose further that 

K = Ko > K J > ... > Kn = 0 

and 

N = No > N J > ... > Np = 0 

are composition series for K and N, respectively. For each i = 0,1, ... , n, 
let K; = f(KJ and for each j = 0, 1, ... , p, let Nj = g~(N). Then by (3.8) the 
senes 

M = N~ > N~ > ... > N~ = K~ > K~ > ... > K~ = 0 

is a composition series for M. Thus, in view of the uniqueness of length of 
such composition series, we have 

11.4. Corollary. Let K, M, and N be modules and suppose there is an exact 
sequence 

of homomorphisms. Then 

c(M) = c(N) + c(K). D 

From this Corollary we deduce easily the following fundamental result: 

11.5. Corollary. [The Dimension Theorem.] Let M be a module of finite 
length and let K and N be submodules of M. Then 

c(K + N) + c(K n N) = c(K) + c(N). 

Proof By (3.7), (K + N)/ N ~ K/(K n N). Then apply (11.4) to the two 
exact sequences 

0-+ N -+ K + N -+ (K + N)/N -+ 0 

and 

0-+ K n N -+ K -+ K/(K n N) -+ 0 

to get 

c(K + N) - c(N) = c(K) - c(K n N). D 
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Fitting's Lemma 

An endomorphism f of a finite dimensional vector space induces a direct 
decomposition of the space into two subspaces, on one of which f is nil­
potent and on the other of whichf is invertible. This fact has a generalization 
of fundamental importance to the study of modules of finite length. Its proof 
depends on 

11.6. Lemma. Let M be a module and let f be an endomorphism of M. 
(1) If M is artinian, then Imf" + Kerf" = M for some n, whence f is an 

automorphism if and only if it is monic; 
(2) If M is noetherian, then Imfn n Kerf" = 0 for some n, whence f is an 

automorphism if and only if it is epic. 

Proof For (1) observe that 

Imf~ ImF ~ .... 

Assume that M is artinian. Then this descending chain is finite, and there is 
an n such that ImI2n = Imf". 

Let xEM. Thenf"(xlElmI2n, sof"(x) =I2n(y) for some YEM. Clearly 

x = f"(y) + (x - f"(y») E Imf" + Kerf". 

Finally, if/is monic, then Kerf" = 0, so that Imf" = M whence Imf= M. 
We omit the proof of (2). D 

11.7. Proposition. [Fitting's Lemma.] If M is a module oIfinite length nand 
if I is an endomorphism of M, then 

M = Imf" EEl Kerf". 

Proof By (11.1), M is both artinian and noetherian, so by the Lemma, 
there is an m with M = Imfm EEl Ker 1m. But since M has length n, both 
Imf" = Imlm and Kerf" = Kerfm. 0 

11.8. Corollary. Let M be an indecomposable module oIfinite length. Then 
the following statements about an endomorphism f of M are equivalent: 

(a) fis a monomorphism; 
(b) fis an epimorphism; 
(c) I is an automorphism; 
(d) lis not nilpotent. D 

11. Exercises 

1. Let n be a positive integer. 
(1) Determine the composition length c(Zn) of the .I-module .In" 
(2) Characterize those n for which .In has a unique composition series. 

2. Give examples of modules M such that c(M) = 2 and such that: 
(1) M has exactly one composition series. 
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(2) M has exactly two composition series. 
(3) M has infinitely many composition series. 

3. Give an example of a module M that does not have a composition series 
but for which every non-zero submodule has a maximal submodule and 
every non-zero factor module has a minimal submodule. 

4. Let M I , ... ,Mn be submodules of M such that each MjMi has finite 
length. Prove that Mj(MI 11 ... 11 Mn} has finite length. Moreover 
determine a formula for computing this length. 

5. (I) Let M be a module of finite length and let (M,)aEA be an indexed set 
of submodules with M = LAMa. Prove that c(M) = LAC(Ma) iff 
M = EBAM,. 
(2) Let M be semisimple. Prove that c(M) is finite iff M is finitely 
generated. 

6. Prove the Schreier Refinement Theorem: If M is a module of finite 
length and if 

M = No > NI > ... > Np = 0 

is a chain of submodules of M, then there is a composition series for M 
whose terms include No, N I, ... , N p. 

7. Prove that if L ~ MjK and T is isomorphic to a composition factor 
of M then T is isomorphic to a composition factor of either K or L 
(even if M isn't of finite length). 

8. Let M be noetherian and letIbe an endomorphism of M. Suppose that 
Coker I has finite length. Prove that both Coker f" and Kerf" have 
finite length (n = 1, 2, ... ). 
[Hint: By (11.6.2) there is an m with Ker Im 11 ImIm = 0.] 

9. (1) Prove that if RM is either artinian or noetherian and if m, n EN 
with M(m) ~ M(n), then m = n. [Hint: (11.6).] 
(2) Deduce that if R has an ideal I such that Rjl is left noetherian or left 
artinian, then R is IBN. (See Exercise (8.15).) 
(3) Find a simple ring that is neither left art in ian, right artinian, left 
noetherian nor right noetherian. 

10. Let (L, ::;) be a complete modular lattice. Prove that if L has a maximal 
chain of finite length, then every two maximal chains have the same 
length. [Hint: Use an induction argument similar to that in the proof of 
(11.3). Also see Exercise (2.6.2).] 

11. Prove that if M has two semisimple decompositions M = EB A 4. = 
EBBSp then these two decompositions are equivalent, i.e., there is a 
bijection 0': A ---> B such that 4. ~ Sat') (a E A). [Hint: One may assume 
that M is homogeneous. (Why?) If A is finite use the Jordan-Holder 
Theorem. If A is infinite, argue as in Exercise (2.18).] 

12. Prove the following version of Fitting's Lemma: If M is a module of 
finite length and I: M ---> M is an endomorphism, then there exist sub­
modules I and K such that M = I EB K, (f I I): I ---> I is an automorphism 
and (fl K):K ---> K is nilpotent. [Hint: If c(M) = n, let 1= Imf" and 
K = KerIn.] 
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§12. Indecomposable Decompositions of Modules 

Recall that a module is indecomposable in case it is non-zero and has no 
non-trivial direct summands. A direct decomposition 

M = EBAM, 

of a module M as a direct sum of indecomposable submodules (M')'EA is an 
indecomposable decomposition. For example, semisimple modules (§9), 
artinian modules and noetherian modules (10.14) all have such decomposi­
tions. Indeed, as we have observed in §9 it is the existence of such in­
decomposable decompositions with simple terms that allowed us to prove, for 
semisimple modules, analogues of the standard properties of vector spaces. 

Not every module admits an indecomposable decomposition. Indeed, if 
R is the ring of all continuous functions from iIJ to IR:, then the left regular 
module RR has no indecomposable direct summands, so certainly no in­
decomposable decompositions (see Exercise (7.8)). Nevertheless a significant 
number of the modules met in practice do have indecomposable decomposi­
tions, and the study of these modules and their decomposition theories is one 
of the most important in ring theory. There are two main directions this study 
takes, the study of the structure of indecomposable modules and the study 
of the behavior of the decompositions themselves. Anything even resembling 
a definitive study of these awaits the work of future generations. The 
structure of indecomposable modules, even over comparatively simple rings, 
can be staggeringly complex. In this section we concern ourselves with the 
decompositions and shall see that even if there is an indecomposable 
decomposition, there is no guarantee that it is particularly well behaved. 

Equivalent Decompositions 

We begin our study with an important concept for decompositions that 
generalizes one of the fundamental properties of bases in vector spaces. Let 
M be a module. Two direct decompositions 

M = EBAM, = EB8Np 

of M are said to be equivalent in case there IS a bijection, called an 
equivalence map, (J: A --> B such that 

(ex E A). 

For example, every two indecomposable decompositions of a semisimple 
module are equivalent (Exercise (11.11)). 

It is easy to check that in the set of all direct decompositions of a module 
the property of being equivalent defines an equivalence relation. 

12.1. Proposition. Let (M')'EA and (Np )PE8 be indexed sets oJ non-zero sub­
modules oJM. Suppose 
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Let a: A -> B be a map. These two decompositions are equivalent via a if and 
only if there is an automorphismJ oj M withJ(Ma) = Nu(a)Jor each ry, E A. 

Proof (=». For each ry,EA, letf,:Ma -> Nu(a) be an isomorphism. Then 
since a is bijective, the direct sum (see (6.25)) J = ~ A f,: M -> M is an auto­
morphism withJ(Ma ) = j~(Ma) = Nu(a)' 

(-=). It will suffice to show that a: A -> B is a bijection. But ry, =1= ry,' in A 
implies Ma i= Ma, whence N*) i= Nu(a') and a(ry,) i= a(ry,'). Now 

J(M) = EEl A J(Ma) = EEl A Nu(a) = M. 

So if f3 E Band f3 fj a(A), then Np = Np n M = Np n (LA Nu(a)) = 0 which is 
not the case. 0 

It is immediate that any decomposition of a module that is equivalent to 
an indecomposable one is indecomposable. On the other hand two inde­
composable decompositions of a module need not be equivalent. For one 
example of this phenomenon see Exercise (12.4). Thus it is important, 
although non-trivial, to devise meaningful sufficient conditions for inde­
composable decompositions to be equivalent. 

Decompositions that Complement Direct Summands 

We consider next a generalization of a fundamental property of semisimple 
modules (9.2). First recall that if M is a module, then a direct summand K of 
M is a maximal direct summand of M if and only if K has an indecomposable 
direct complement N in M. Now a decomposition 

M = ~AMa 

of a module M as a direct sum of non-zero submodules (Ma)aEA is said to 
complement direct summands (complement maximal direct summands) in case 
for every (every maximal) direct summand K of M there is a subset B s; A 
with 

M = (EElBMp) EEl K. 

Of course, a decomposition that complements direct summands comple­
ments maximal direct summands. The converse fails, for as we have seen 
(Exercise (7.8)) there are modules having no indecomposable direct sum­
mands and for such a module every decomposition complements maximal 
direct summands. A decomposition that complements (all) direct summands 
is necessarily indecomposable. (See Exercise (12.2).) 

Now suppose that a module M has a direct decomposition 

M = ~AMa 

that complements (maximal) direct summands. If M' IS a second module 
and ifJ:M -> M' is an isomorphism, then 
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is a direct decomposition of M' that complements (maximal) direct sum­
mands. In particular, by Proposition 12.1 if one of two equivalent de­
compositions of M complements (maximal) direct summands, then so does 
the other. (See Exercise (12.1).) 

12.2. Lemma. Let M = EB A Ma be a decomposition that complements maxi­
mal direct summands. ~r 

with each N 1 , ... , N n indecomposable, then there exist 0: 1, ... , an E A such that 

(i = 1, ... , n), 

and for each 1 ::::; I ::::; n, 

M = Mal EB ... EB Mal EB N 1+ 1 EB ... EB N n EB K. 

Proof We induct on n. If n = 1, then K is a maximal direct summand, so 
the result is immediate. Suppose 

M = N1 EB ... EB Nn EB Nn+ 1 EB K 

with the Ni indecomposable, and let Mal' ...• Man satisfy the conclusion of 
the lemma through I = n. Then 

Mal EB ... EB Man EB K 

is a maximal direct summand of M with direct complement Nn + l' So there is 
an Man + l' necessarily isomorphic to Nn + 1, such that 

M = Mal EB ... EB Man EB Ma n+l EB K. 0 

Our first main goal is to show that if M has an indecomposable de­
composItIOn complementing maximal direct summands, then every two 
indecomposable decompositions are equivalent, whence every indecom­
posable decomposition complements maximal direct summands. To show 
this we require the following lemma. 

12.3. Lemma. Let M = EB A Ma be a decomposition that complements 
(maximal) direct summands. Let A' c:; A and set M' = LA' M a,. Then 

M' = EBA,Ma , 

is a decomposition of M' that complements (maximal) direct summands. More­
over, if M has a decomposition that complements direct summands, then so does 
every direct summand of M. 

Proof It is clear that M' = EB A' M a , is a decomposition of M'. Suppose 
that K is a (maximal) direct summand of M'. Then 

(EBA\A,M,) EB K 

is a (maximal) direct summand of M. So by hypothesis there is a subset 
B' c:; A such that 
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M = (EDA1A,Mo ) ED (EDB,M{J') ED K. 

But then clearly we must have B' s; A' and 

M' = (ED B , Mp') ED K. 

This proves the first statement The final statement follows from the first in 
view of the fact that if M = ED A Mo, if N is a direct summand of M, and if 
B s; A with M = (EDBMp) EB N, then N ~ EDA \BM!1. ' 0 

Incidentally, it is apparently not known whether the last assertion of 
(12.3) holds for decompositions just complementing maximal direct sum­
mands. 

12.4. Theorem. If a module M has an indecomposable decomposition that 
complements maximal direct summands, then all indecomposable decomposi­
tions of M are equivalent. 

Proof Suppose that M = ED A Mo and M = EDe Ny, are indecomposable 
decompositions and that the first complements maximal direct summands. 
For each indecomposable direct summand L of M set 

A(L) = {rx E A I M, ~ L} and C(L) = {YECiN;, ~ L}. 

Then to complete the proof it will stffice to show that for each L, there is a 
bijection from A(L) onto C(L) or equivalently that 

card A(L) = card C(L). 

This will involve several steps. 
First, suppose that A(L) is finite. Then by (12.2) for each finite subset 

F = {y 1, . . . , Yn} s; C(L), there is an injection T F: F -> A such that 

(i = 1, . . " n). 

Thus 1m TF s; A(L) and in this case card C(L) ::;; card A(L), 
Next suppose that A(L) is infinite. Let (P))'Ee be the projections for the 

decomposition M = EBeN)' . For each rx E A, set 

F. = {y E C I M = M a ED (ED p l' y' N p) }. 

Clearly by (5.5), Y E F. iff (Pi 1M,): Ma -> N)' is an isomorphism. Also 
M = EDAM. complements each EB{HyNp, so clearly 

C(L) = U AU.) F,. 

Let rx E A. Since (NJ YEC spans M, there exist "I" ... , Yn E C with 

Mo II (NYI + ... + N:,J =1= O. 

Thus, Ker(p )' IMo) = 0 only if YE{Yl, ... ,Yn}; hence each Fo is finite. But 
this means rx 1-+ Fo is a mapping from A(L) to a set of fini te subsets of C(L) 
that cover C(L). Therefore card C(L) ::;; card (N x A(L)). But since A(L) is 
infinite, card (N x A(L)) = card A(L), (See (0.10).) 

We now have that for each indecomposable direct summand L of M, 
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card C(L) ::;; card A(L). That is, there is an injection (J: C --> A such that 
N; ~ M,,(y) for each Y E C. Therefore there is an isomorphism 

f:M = 0:JCN i --> 0:Jc M ,,(,.) 

such that f(N,.) = M,,(;) for each Y E C. Thus, by (12.3) the decomposition 
M = 0:Jc Ny also complements maximal direct summands. So we can reverse 
the roles of A and C and infer that for each indecomposable module L, 

card A(L) ::;; card C(L) 

So (0.1 0) there is a bijection C(L) --> A(L). o 
12.5. Corollary. If a module M has an indecomposable decomposition that 

complements (maximal) direct summands, then every indecomposable decom­
position of M complements (maximal) direct summands. 0 

Azumaya's Decomposition Theorem 

A ring R is said to be local in case for each pair a, b E R if a + b is invertible, 
then either a or b is invertible. (Also see Exercise (2.12).) We shall have more 
to say about such rings in §15. For now we simply observe (see Exercise 
(12.9)) that if R is local, then 0 and 1 are its only idempotents. So, in 
particular, a module with a local endomorphism ring must be indecompos­
able (5.10). This establishes the first assertion of the following important 
theorem of Azumaya. 

12.6. Theorem [AzumayaJ. If a module has a direct decomposition 

M = 0:JAM, 

where each endomorphism ring End(M,) is local, then this is an indecomposable 
decomposition and 

(1) Every non-zero direct summand of M has an indecomposable direct 

summand; 
(2) The decomposition M = 0:J A M, complements maximal direct summands 

and thus is equivalent to every indecomposable decomposition of M. 

Proof Throughout this proof we shall treat the elements of the various 
endomorphism rings as right operators. Now suppose that 

(1) M = 0:J A M, 

is a decomposition whose terms have local endomorphism rings, and that 
M = N 0:J N' is a decomposition of M with N non-zero. Let e and e' = 1 - e 
be the orthogonal idempotents in End(M) such that 

N = Me and N' = Me'. 

We claim that N has a decomposition N = K EB N" such that, for some 
'Y. E A, e restricts to an isomorphism (e I M,): M, --> K. First observe that 
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since the submodules (M')'EA span M, there is a finite set aI' ... , IXn E A such 
that 

N n (M"l 8j ... 8j M"J =1= o. 
Next let el be the idempotent for M"l in the decomposition (1). Then 
e l End(M)e l , which is isomorphic to End(M"I) by (5.9), is a local ring with 
identity e I. Thus since 

one of these terms must be invertible in el End(M)eI. Thus for some 
il E {e, e'}, elile l is invertible in el End(M)e l • Set 

(2) 

Since both elile l and e1 are isomorphisms from Mal to M'l' 

(3) (/1 I M"I):Mal ...... KI and (e l I KI):K I -. M"l 

are isomorphisms. Now the second of these together with (5.5) gIves a 
decomposition 

in which each term has a local endomorphism ring. If n > 1, then let ez be 
the idempotent for M'2 in the decomposition (1)1. Repeating this last argu­
ment we obtain j~ E {e, e'} with 

and isomorphisms 

and 

so that 

We can continue this until we have 

and a sequenceil,f~, ... ,In from {e, e'} with each 

U; I M".l: M", ...... K j 

an isomorphism. At least one of the j; must be e for if all the J; are e', then 
e' = I - e would restrict to an isomorphism 

Mal 8j ... 8j Man ...... KI 8j ... 8j Kn; 

this is impossible, however, because 

(Ker e') n (Mal 8j ... 8j M,,,l = N n (Mal EB ... EB M,,,l =1= o. 
Therefore for some I ::; i ::; n,f; = e, and we have that K j is a direct summand 
of M that is contained in N = Me such that (e 1M",): M" ...... K j is an iso-
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morphism. Thus, taking :x = :Xi and K = Ki we have 

(4) N=Kc:BN" 

such that e restricts to an isomorphism 

(5) (e I M , ) :M , --> K. 

This essentially completes the proof. For first K ~ M, is an indecomposable 
direct summand of N , and second if N is indecomposable, then we must have 
K = N so that, by (5) and (5.5), M, is a complement of the maximal direct 
summand N' of M. Of course the last assertion of part (2) now follows from 
(12.4). 0 

12.7. Corollary. If M has alinite direct decomposition 

M = M 1 c:B ... c:B Mil 

where each endomorphism ring End(Mi) is local, then this decomposition 
complements direct summands. 

Proof Let M = N c:B K where N =f- O. Then by (12.6) there is a 1 :s; i l :s; n 
and an NI :s; N with M = Mil c:B Nt c:B K. If NI =f- 0, then again by (12.6) 
there is a 1 :s; i2 :s; n and an N z :s; Nt with M = Mil c:B Mi2 c:B N z c:B K, 
and clearly i l =f- i2 . Continuing by induction and noting that this can 
continue for at most n steps, we conclude that there exist it, ... , ik for some 
k :s; n with 

o 
The condition of local endomorphism rings is not necessary for a 

decomposition to complement maximal direct summands. Indeed any in­
decomposable module, with or without a local endomorphism ring, has a 
decomposition that complements direct summands. Of course a module that 
has no indecomposable direct summands has a decomposition that com­
plements maximal direct summands. 

The Krull-Schmidt Theorem 

The classical Krull-Schmidt Theorem is now an easy consequence of 
Azumaya's Theorem and the following 

12.8. Lemma. If M is an indecomposable module of finite length. then 
End(M) is a local ring. 

Proof Let M be an indecomposable module of finite length c(M) = n. 
Let f , g E End(M). and suppose that f + g is invertible in End(M). It will 
suffice to show that if g is not invertible, then f is. But if f + g is invertible, 
then for some automorphism h, 

U+ g)h = 1M 



Indecomposable Decompositions of Modules 147 

in End(M). If g is not invertible, then by (11.8) neither is gil, so also by (11.8) 
gh is nilpotent; in fact, (gh)" = 0. Thus 

(1 - gh)(1 + gh + ... (ghrl) = 1. 

In other words fh is invertible whence f is invertible. D 

12.9. The Krull-Schmidt Theorem. Let M be a non-zero module of finite 
length. Then M has ajinite indecomposable decomposition 

M = Ml EB ... EB Mil 

such that for every indecomposable decomposition 

M = Nl EB ... EB Nko 

n = k and there is a permutation (J of {I, ... , n} such that 

(i = 1, ... , n), 

and for each 1 :s;; I:s;; n, 

M = M(1(l) EB ... EB M(1(1) EEl N 1+ 1 EEl ... EEl Nil· 

Infact the decomposition M = M1 EEl .. . EEl Mil complements direct summands. 

Proof Since M has finite length, we know that it does have a finite 
indecomposable decomposition 

M = M1 EB ... EB Mil' 

(See (1l.l) and (10.14).) We have from (12.8) then that each End(M;l is local; 
thus, the corollary (12.7) to Azumaya's Theorem applies, and the decomposi­
tion complements direct summands. The other assertions follow at once 
from (12.2). 0 

As we noted earlier, the hypothesis of local endomorphism rings is not 
necessary for an indecomposable decomposition to complement maximal 
direct summands. However, one consequence of the following result is that 
if both M and M(2) = M x M have indecomposable decompositions that 
complement maximal direct summands, then the endomorphism rings of the 
terms in these decompositions must be local. 

12.10. Proposition. Let M = EB A Ma be an indecomposable decomposition 
that complements maximal direct summands. If Ma appears at least twice in this 
decomposition (i.e., there is a f3 of r:J. in A such that M p ~ Ma), then End(Ma) is a 
local ring. 

Proof. In view of Lemma 12.3 it will suffice to show that if M is an in­
decomposable module and if the decomposition 

M(2) = M x M = M 1 EB M 2 

where 

Ml = {(m,O)lmEM} and M2 = {(O,m)lmEM}, 
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complements maximal direct summands, then End(M) is a local ring. So 
suppose that we have these hypotheses and let 

(i = 1,2) 

be the natural coordinate projections with Ker n i = M j (i =f. j). Now let 
j; g E End(RM) with 

f-g = Iw 

It will suffice to prove that either f or g is an automorphism. So set 

M' = {(mf, mg) I mE M} and 1'vld = {(m,m)lmEM}. 

Then, from the fact that (»if, mg) = (n, n) implies m = m(f - g) = n - n = 0, 
and the identity 

(m, n) = ((m - n)f, (m - n)g) + (m - (m - n)f, m - (m - n)f), 

we have M(Z) = Md EB M'. 

But also we see at once that M ~ Md' Whence M' is a maximal direct 
summand of M(2). Thus, either M(Z) = M 1 EB M' or M(Z) = M Z EB M', and 
therefore, either 

(nzIM'):M'--->M or (nil M'):M' ---> M 

is an isomorphism. Finally it is easy to check that this means either f or g 

is an automorphism, as desired. 0 

12. Exercises 

1. Letf:M ---> N be an isomorphism and let M = EBAMo ' Prove that this 
decomposition complements (maximal) direct summands iff N = 

EB Af(M,) complements (maximal) direct summands. 
2. Prove that if M = EB A M, is a decomposition that complements direct 

summands, then each M, is indecomposable. 
3. Let A be an infinite set and let S = IJ\\:A. 

(1) Prove that sS does not have an indecomposable decomposition. 
(2) The constant functions in S form a subring of S isomorphic to II\\:. 
Prove that the resulting module ~S has an indecomposable decomposi­
tion. 
(3) Give an example of an indecomposable IJ\\:-direct summand of S that 
is not an S-direct summand of S. 

4. (1) Let I and J be left ideals of a ring R such that I + J = R. Prove that 
as left R-modules, I EB J ~ REB (I n J). [Hint: The natural epimor­
phism I EB J ---> R splits. (Exercise (5.1).)J 
(2) Let R = Z[FS]. Prove that R has a module M having inequivalent 
indecomposable decompositions. [Hint: For each r = a + bJ-=5 in R 
define r = a - b J ~-S, and 
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II r II = rr = a2 + 5b 2 . 

Show that II rs II = II r IIII s II· Deduce then that the ideal I generated by 
{3,2 + J=5} is not principal and similarly that the ideal J generated 
by {3, 2 - J=-5} is not principal.J 

5. An indexed set (Ma)aeA is homologically independent in case rx =f. {3 implies 
HomR(Ma, MfJ) = O. Let M = EB A Ma with (Ma)aEA homologically in­
dependent. 
(1) Prove that if each Ma is indecomposable and if K is a non-zero direct 
summand of M, then K = EB 8 MfJ for some (necessarily unique) B c;::: A. 
[Hint: Let (e')'EA be the idem po tents in End(RM) for the given de­
composition. Let e = e2 E End(RM). Then rx =f. {3 implies efJ ee. = O.J 
(2) If each Ma has an indecomposable decomposition that complements 
(maximal) direct summands, then so does M. 

6. Give an example of an indecomposable decomposition M = EB AM, 
with A infinite that complements direct summands and no End(RM.) 
local. [Hint: See Exercise (12.5). J 

7. Let M be a left R-module and set B = BiEnd(RM). Let K, L, M. (rx E A) 
and N;, (I' E C) be submodules of RM. Prove that 
(1) K is an (indecomposable) direct summand of RM iff K is an (in­
decomposable) direct summand of 8M. [Hint: See Proposition (4.12).] 
(2) If K is a direct summand of M, then End(RK) = End(8K). 
(3) K and L are R-isomorphic direct summands of RM iff they are 
B-isomorphic direct summands of 8M. 
(4) M = EB AM, = EBc Ny are equivalent decompositions of RM iff they 
are equivalent decompositions of HM. 
(5) M = EB A M, complements (maximal) direct summands in RM iff it 
complements (maximal) direct summands in 8M. 
(6) If RM is simple (semisimple), then 8M is simple (semisimple). 
(7) If 8M is semisimple, then RM has a decomposition that complements 
direct summands. 

8. Let M have the property that every direct summand has an indecom­
posable decomposition. Prove that if M has a decomposition that 
complements maximal direct summands, then so does every direct 
summand. 

9. Prove that if R is a local ring, then 0 and 1 are its only idempotents. Show 
that the converse is false. 

10. (I) Deduce from Proposition 12.10 that the Z-module Z EB Z does not 
have an indecomposable decomposition that complements maximal 
direct summands. Observe, however, that every two indecomposable 
decompositions of Z EB Z are equivalent. [Hint: Exercise (8.16).J 
(2) Determine a maximal direct summand of Z EB Z that is not com­
plemented by the decomposition Z (1,1) EB Z (1, 2). 



Chapter 4 

Classical Ring-Structure Theorems 

As we saw in the last chapter semisimple modules playa distinguished role 
in the theory of modules. Classically, the most important class of rings 
consists of those rings R whose category RM has a semisimple generator. A 
characteristic property of such a ring R, called a "semisimple" ring, is that 
each left R-module is semisimple. These rings are the objects of study in 
Section 13 where we prove the fundamental Wedderburn-Artin characteri­
zation of these rings as direct sums of matrix rings over division rings. In 
particular, a semisimple ring is a direct sum of rings each having a simple 
faithful left module. In Section 14 we study rings characterized by this latter 
property-the "(left) primitive" rings. Here we prove Jacobson's important 
generalization of the semisimple case characterizing left primitive rings as 
"dense rings" of linear transformations. 

If R is a ring, then the radical of the regular module RR is an ideal, the 
"radical" of the ring R. This ideal, an object of considerable importance, is the 
focus of attention in Section 15. It is characterized as the unique smallest 
ideal of R modulo which R can be suitably represented as a subring of a 
product of left primitive rings. 

§13. Semisimple Rings 

As we have noted several times, the good behavior of vector spaces is often a 
consequence of their special decomposition theory. It is more than that 
vector spaces are direct sums of simple modules; it is that they are direct 
sums of copies of the same simple module. Module theoretically this property 
of division rings D is just that the category of left D-modules has a simple 
generator. It is not restricted to division rings- indeed any endomorphism 
ring of a finite dimensional vector space also has this property. We begin by 
considering this from the point of view of matrices. 

A Simple Example 

13.1. Let D be a division ring and n E N. Let iCn(D) be the set of all n x 
column matrices over D and let IRn(D) be the set of all 1 x n row matrices 
over D. Then iCn(D) is an n-dimensional right D-vector space and IR n(D) is 
an n-dimensional left D-vector space: 

and 

150 
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Moreover, the usual matrix multiplications J. and p are ring isomorphisms 

A: Mn(D) -> End(Cn(D)v) 

p: Mn(D) -> End(vlRn(D». 

So Cn(D) and IRn(D) are left and right Mn(D) modules respectively. But 
notice that Cn(D) is a simple left Mn(D)-module and IRn(D) is a simple right 
Mn{D)-module. (See Exercise (13.3).) Let E1, E2 , ••• , En be the primitive 
diagonal idempotents of Mn(D). Then as a left Mn(D)-module 

Mn(D) = M n(D)E1 EB ... EB Mn(D)En 

~ Cn(D) EB ... EB Cn(D) 

and as a right Mn(D)-module 

Mn(D) = El Mn(D) EB ... EB En Mn(D) 

~ IRn(D) EB . . . EB IRn(D). 

In particular, Mn(D) is generated both as a left module and as a right module 
over itself by a simple module. So by (8.8) and (8.6) every left Mn(D)-module 
is generated by the simple Mn(D) module Cn(D) and every right Mn(D) is 
generated by IRn(D). 

This rather inelegant looking example (but see Exercise (13.2» is really 
the whole story. For as we shall see, the property of having a simple generator 
characterizes (to within isomorphism) such matrix rings. Thus, in particular, 
from this assumption on one side, we can deduce it on the other side. The first 
step for the converse of this example will deal with endomorphism rings of 
finite direct sums of a module. 

Simple Artinian Rings 

Let R be an arbitrary ring, RM a non-zero left R-module, and n > 0 a 
natural number. In what follows we shall write the endomorphisms of M and 
of M(n) as right operators, and we shall also write the natural injections and 
projections 

and 

on the right. Now for each rx = [ rxiJ E Mn(End(M» define p(rx) E End(M(n» 
coordinate wise by 

(xp(rx»n j = Lixnirxij. 

Then xp(rx) is simply the usual matrix product 

xp(rx) = [x l' ... , xnJ [rxij] 

where the elements x of M(n) are considered as 1 x n row matrices 
x = [x 1, .. . , xnJ over M. Thus it follows from computations just as in 
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ordinary matrix multiplication that M(n) is a bimodule 

via p. That is, 

is a ring homomorphism. (See Proposition 4.10.) 

13.2. Proposition. Let M be a non-zero lefi R-module and let n > 0 be a 
natural number. Then 

is a ring isomorphism. 

Proof If ex E Ker p, then for each i, j, ex ij = (iP(ex)n j = 0, so p is injective. 
Finally, if)' E End(M("»), then 

(xp([tkyn,]))n j = Lixni(tiyn) = (xy)n:j 

and p is an isomorphism. o 
13.3. Schur's Lemma. If R T is a simple module, then End(R T) is a division 

ring. 

Proof Every non-zero endomorphism T -> T is an isomorphism. 0 

Now we have the very fundamental Wedderburn characterization of 
simple artinian rings (see (13.5)) phrased in terms of simple generators. 

13.4. Theorem [Wedderburn]. The ring R has a simple left generator if and 
only if R is isomf)rphic to the full matrix ring fMi"(D) for some division ring D 
and some natural number n. Moreover, if R T is a simple left generator for R, 
then as a ring 

R;;: fMi"(D) 

where D = End(R T) and n = c(RR). 

Proof With the notation of (13.1) C"(D), a simple left fMi,,(D)-module, 
generates every left fMi"(Dl-module (see (8.8) and (8.6)), so fMi"(D) has a simple 
left generator. 

For the rest of the Theorem it will suffice to prove the final assertion. So 
suppose R T is a simple generator for R. Since RR is finitely generated and 
since T generates R, there is an integer m and an epimorphism T(m) -> RR -> o. 
So by (9.4) RR ~ T(") for some natural number n. Therefore RR has a com­
position series of length n (see Exercise (11.5)), so c(RR) = n (see §11). Now 
by (4.11) and (13.2), as rings 

R ~ End(RR) ~ End(R T("») ~ f\v1l"(End(T)). 

Finally, by Schur's Lemma (13.3), End(T) = D is a division ring. o 
Observe that this Theorem implies that if R has a simple generator R T, 
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then TD is a finite dimensional vector space over the division ring 
D = End(R T) and R ~ End(TD)' (See Exercise (13.1).) In §14 we shall return 
to consider the WedderbUl'n Theorem from this point of view as a special 
case of a general result on biendomorp!1ism rings. 

There are other important characterizations of rings having simple left 
generators. Of particular interest are that they are precisely the simple left 
artinian rings and that they are also, symmetrically, the rings having simple 
right generators. 

13.5. Proposition. For a ring R the following statements are equivalent: 
(a) R has a simple left generator; 
(a') R has a simple right generator; 
(b) R is simple and left artinian; 
(b') R is simple and right artinian; 
(c) For some simple R T, RR ~ T(n) for some n; 
(c') For some simple TR, RR ~ T(n) for some n; 
(d) R is simple and RR is semisimpie; 
(d') R is simple and RR is semisimple. 

Proof (a) ¢> (c). This is clear. 
(a) => (d). Assume R has a simple left generator T Let I be a proper ideal 

of R. Then I is contained in a maximal left ideal L of R, and we have R/ L ~ T. 
But clearly R T is faithful. So, since I R ~ L, 

I :s lR(R/L) = iR(T) = 0 

and R is simple. Since (a) => (c), R is semisimple. 
(d) => (b). If RR is a direct sum of simples, it must be a finite direct sum of 

simples (see §7), so (see (10.15)), RR is artinian. 
(b) => (a). If R is left artinian, then (10.11) R has a minimal non-zero left 

ideal T Now the trace TrR(T) i= 0 of Tin R is an ideal (8.21) of R, so if R is 
simple, then TrR(T) = R. That is, RR is generated by T. 

(a) ¢> (a'). Since Mn(D) has a simple left generator and a simple right 
generator, (13.4) establishes this equivalence. 

(a') ¢> (b') ¢> (c') ¢> (d') are now clear. 0 

In particular, from this proposition we see that for simple rings, the 
conditions, left artinian, right artinian, and artinian are equivalent. A ring 
satisfying the equivalent conditions of (13.5) (i.e., a ring that is isomorphic 
to an n x n matrix ring over a division ring) is usually referred to as a simple 
artinian ring. 

The Wedderburn-Artin Theorem 
A ring R is said to be semisimple in case the left regular module RR is semi­
simple. By (13.5) we have that every simple artinian ring is semisimple. Also it 
follows that any ring direct sum of semisimple rings is also semisimple. (See 
Exercise (13.6).) Thus, we have one implication in the following result-one 
of the most important theorems in all of algebra. 
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13.6. Theorem [Wedderburn-Artin]. A ring R is semisimple if and only if it 
is a (ring) direct sum of a jinite number of simple artinian rings. 

This version actually understates the case. Indeed, to prove the remaining 
implication of the Wedderburn-Artin Theorem we shall make the following 
analysis of the 

13.7. Structure of a Semisimple Ring [Wedderburn-Artin]. Let R be a 
semisimple ring. Then R contains a finite set T j , T2 , ... , Tm of minimal left ideals 
which comprise an irredundant set of representatives of the simple left R­
modules. Moreover for each such set the homogeneous components 

(i = 1,2, ... , m) 

are simple artinian rings and R is the ring direct sum 

R = R T j R + .. . + R Tm R. 

Finally, I; is a simple generator for the ring R I;R and 

where 

nj = c(RI;R) and 

(i = 1,2, . . . , m). 

Proof By (9.1) and (9.4) every simple left R-module is isomorphic to a 
minimal left ideal of R. In particular, for each simple R T the trace 
TrR(T) +- O. Now RR is the direct sum of these traces (9.12); so (see §7) there 
is a finite set T j , T2, ..• , Tm of minimal left ideals of R that is an irredundant 
set of representatives of simple left R-modules. By (8.21) each of the traces 
TrR(I;} is an ideal of R and hence 

RRR = TrR(T1 } EB ... EB TrR (Tm)· 

So, by (7.6) each TrR(I;} is a ring and this latter is a ring direct sum 

R = TrR(TIl + ... + TrR(Tm). 

Certainly I; S; TrR(I;) and so by (7.6) it follows that I; is a simple left ideal 
of the ring TrR(I;}. Since I; generates TrR(I;} as an R-module (8.12) it gener­
ates it as a TrR(I;)-module. Thus by (13.5), TrR(I;) is a simple ring, hence a 
minimal two-sided ideal of R, so 

The rest of the proof is now an easy application of( 13.4}. 

13.8. Corollary. A ring R is semisimpie if and only if RR is semisimpie. 

Proof This is clear from (13.5) and (13.6). 

o 

o 
Now we easily deduce the following important characterizations of 

semisimple rings. 



Semis imp Ie Rings 

13.9. Proposition. For a ring R the following statements are equivalent: 
(a) R is semisimple; 
(b) R has a semisimple left generator; 
(c) Every short exact sequence 

O->K->M->N->O 

of left R -modules splits; 
(d) Every left R-module is semisimple. 
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Moreover, these statements are equivalent if throughout "left" is replaced by 
"right". 

Proof In view of (13.8) it will clearly suffice to prove the equivalence of 
the "left"-hand version of the conditions. 

(a) => (b). By (8.8), RR is a left generator. 
(b) => (d). Every module is an epimorphic image of a direct sum of copies 

of any generator. Now apply (9.4). 
(d) => (c) => (a). This is by Theorem (9.6). D 

This result implies immediately the following characterization of cate­
gories of RM for which R is a semisimple ring. 

13.10. Corollary. For a ring R the following statements are equivalent: 
(a) R is semisimple; 
(b) Every monomorphism in R M splits; 
(c) Every epimorphism in RM splits. D 

13. Exercises 

1. Let R have a simple generator R T and let D = End(R T). 
(1) Prove that if RM is simple, then M ~ T. 
(2) For some n, RR ~ T(n) and R ~ Mn(D). (See (13.4).) Prove that 
dim(TD) = n and that A: R -> BiEnd(R T) is an isomorphism. [Hint: With 
the notation of (13.1), Cn(D) is a simple left R-module.J 
(3) Prove that Cen R ~ Cen(End(R T)). [Hint: Exercise (4.6).J 

2. Let Vbe an n-dimensional right D-vector space over the division ring D. 
Let VI' ... , Vn be a basis for V Set R = End(VD). 
(1) Prove that R V is a simple generator (for RM). 
(2) For each 1 .$ i, j .$ n, let eij E R with 

(k = 1, ... , n). 

Prove that e ii = ei is an idempotent of R and that Rei ~ R V 
(3) Prove that RR = Rei E8 ... E8 Ren. 
(4) Deduce that RR = e l R EB ... EB enR, whence eiR is a simple generator 
for RR. 

3. Let D be a division ring, n EN, 1 .$ k .$ n, and set 
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C(k) = {[ :Xij] E Mn(D) I :Xij = b jk:Xij} 

R(k) = {[:xd E Mn(D) l:Xij = bik:Xij}. 

(1) Prove that C(k) is a simple left ideal of Mn{D) and R{k) is a simple 
right ideal of Mn{D). [Hint: Exercise (13.2).J 
(2) Prove that as left Min(D) modules C(k) ~ ICIl{D) (see 13.1) and as 
right Min(D) modules, R(k) ~ IRIl(D). 
(3) Prove that the left (right) regular module over MIl(D) is the direct sum 
of C(1), ... , C(n) (resp. R(l), ... , R(n». 

4. (1) Let R be a semisimple ring and let I be a proper ideal of R. Prove that 
R/I is also a semisimple ring. 
(2) Show that sub rings of semisimple rings need not be semisimple. 

5. (l) Let cP: R -+ S be a surjective ring homomorphism. Prove that S is a 
semisimple ring iff RS is semisimple. 
(2) State and prove necessary and sufficient conditions in order that "Z1l 
be a semisimple ring. [Hint: Exercise (9.3).J 

6. Let (R')'EA be an indexed class of rings. Prove that the product n A R, is 
semisimple iff A is finite and each R, is semisimple. 

7. (1) Prove that if R is isomorphic to a subdirect product of a finite set 
(RklZ = 1 of simple rings, then R is a ring direct sum of simple rings. [Hint: 
Exercises (7.13) and (7.16).J 
(2) Prove that if R is isomorphic to a subdirect product of a finite set of 
semisimple rings, then R is semisimple. 

8. (1) Let I be a minimal left ideal of a ring R. Prove that I is a direct 
summand of RR iff 12 =1= O. [Hint: If 12 =1= 0, then 1 = Ix for some XEI. 
So there is an eEl such that ex = x. Now suppose 0 9= R(e - e2 ).J 
(2) Prove that for a left artinian ring R the following are equivalent: 
(a) R is semisimple; (b) R contains no non-zero nilpotent (nil) left ideals; 
(c) R contains no non-zero left ideals with square zero; (d) for all x E R, 
xRx = 0 implies x = O. 

9. (1) Prove that the converse of Schur's Lemma is false. That is, show that 
there exists a non-simple module whose endomorphism ring is a 
division ring. [Hint: Consider a ring of upper triangular matrices.J 
(2) Let R be a ring having no non-zero nilpotent left ideals. Prove that if 
I is a left ideal of R such that End(Rl) is a division ring, then RI is simple. 
[Hint: Let 0 =1= x E l. Then Rx is not nilpotent, so for some r E R, 
Prx: I -+ I is a non-zero endomorphism of I.J 

10. A ring R is left co.semisimple (or a left V ring) in case RM has a semisimple 
cogenerator. 
(1) Prove that for a ring R the following are equivalent: 
(a) R is left cosemisimple; (b) Rad(Af) = 0 for all left R-modules M; 
(c) Every left R-module is cosemisimple; (d) RM has a cosemisimple 
cogenerator. [Hint: See Exercise (9.14).J 
(2) Prove that every semisimple ring is cosemisimple. 
(3) Prove that if RM has a simple cogenerator, then R is a simple ring. 
(4) Prove that for a ring R the following are equivalent: 
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(a) R is simple artinian; (b) Every non-zero left R-module is a generator; 
(c) Every non-zero left R-module is a cogenerator. 

11. Let G be a finite group of order n and let K be a field whose characteristic 
does not divide n. Thus n = wI is invertible in K. Using the results of 
Exercise (7.17) prove 

Maschke's Theorem If G is a group of order n and if K is a field whose 
characteristic does not divide n, then the group ring KG is semisimple. 

12. Let R be a finite dimensional algebra over an algebraically closed field. 
Prove that if R is a simple ring, then R :;::;:: M"(K}. [Hint: First R is 
artinian (Exercise (1O.7)). If R :;::;:: MI(D) where D is a division ring, then 
Cen D = Cen R = K (see Exercises (4.4) and (4.5)). So D is finite 
dimensional over K. Thus K = D.] 

13. (I) Using the fact that every finite division ring is a field, prove 
Theorem. Let R be a simple ring of m elements and let K be its center. 
Then: K = GF(p") for some prime p and some n; m =, (p")k2 for some k; 
and 

R :;::;:: Mk(GF(p")). 

[Here GF(p") is the unique (to within isomorphism) finite field of p" 
elements.] 
(2) Deduce that there is a natural bijection between the finite semisimple 
rings (to within isomorphism) and the set of all finite St:quences 

(PI. nl' k l ), ... , (PI' n l , k l ) 

of triples of natural numbers with PI' ... , PI prime. 

§14. The Density Theorem 

Recall that if T is a faithful left R-module, then the natural map 
;.: R --+ BiEnd(R T} is an injective ring homomorphism. One consequence of 
the last section (see Exercise (13.1)) is that if R has a simple generator T, then 
R T is faithful, the mapping l is an isomorphism, and BiEnd(R T) is the endo­
morphism ring of a finite dimensional vector space Tv over a division ring 
D = End(R T). More generally, in this section we consider those rings R 
having a faithful simple module T For such a ring BiEnd(R T} is the endo­
morphism ring of a (possibly infinite dimensional) vector space. Then the 
classical Jacobson-Chevalley Density Theorem asserts that the canonical 
image of R in BiEnd(R T) is a "dense" subring. The first step toward proving 
this is a lemma concerning biendomorphism rings. 

Biendomorphism Rings of Direct Sums 

Suppose that the module M has a direct summand M'. Then M' is stable 
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under BiEnd(RM). Indeed, if M = M' EB M" and if e E End(RM) is the idem­
potent for M' in this decomposition, then for each bE BiEnd(RM) 

b(M') = b(Me) = (bM)e £ M'. 

Also every endomorphism of M' extends to one of M, so the restriction to M' 
of a biendomorphism of M is a biendomorphism of M' and the restriction 
map 

BiEnd(RM) ~ BiEnd(RM') 

is a ring homomorphism. 

14.1. Lemma. Let the left R-module M be the direct sum M = M' EB M" 
of submodules M' and M". Then the restriction map Res is a ring homomorphism 
making the diagram 

commute. Moreover, 
(1) If M' generates or cogenerates M", then Res is injective; 
(2) If M' generates and cogenerates M", then Res is an isomorphism. 

Proof The first assertion is an immediate consequence of the preceding 
remarks. For the others, let 

S = End(RM), 

and let e E S be the idempotent for M' in the direct decomposition 
M = M' EB M". Then by (5.9) there is a ring isomorphism p: eSe ---> End(RM') 
where for each s E S and each x EM', p(ese): x f---> xese. Thus, it follows that 
M' is a right eSe module, and 

BiEnd(RM') = End(M~se). 

So now let bE BiEnd(RM) and suppose that (b 1M') = O. If M' generates M", 
then clearly it generates M (8.4) whence M'S = TrM(M') = M (see Exercise 
(8.6)), so b(M) = b(M'S) = (bM')S = O. On the other hand suppose M' 
cogenerates M". Then M' cogenerates M whence (see Exercise (8.6)), 
lM(Se) = RejM(M') = O. But (bM)Se = b(MSe) ::::; bM' = 0 so that bM = O. 
In either case b = 0 and (1) is established. 

Now for part (2) suppose that M' generates and cogenerates M"; then we 
need only show that Res: BiEnd(RM) ---> BiEnd(RM') is surjective. But let 
a E BtEnd(RM') = End(M~se). We claim that there is an S-homomorphism 
a :M'S ---> M such that 

for all Xi E M' and Si E S. Indeed, suppose L XiSi = O. Then for each s E S, 
(L(axi)s;)se = L(ax;)esise = a(L xiesise) = 0. But since M' cogenerates M, 
'M(Se) = 0, so L(ax;)si = 0, and our claim follows. Also since M' generates 
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M, M'S = M, so Zi E BiEnd(RM). Finally, it is clear that (Zi 1M') = a, and 
thus (2) is proved. 0 

Now let M be a non-zero left R-module and let A be a non-empty set. 
Since M is a left BiEnd(RM)-module, the direct sum M(A) is not only a left 
R-module but also a left BiEnd(RM) module with respect to "coordinatewise" 
scalar multiplication. That is, for each b E BiEnd(RM) and each 
x = (X')'EA E M(A), 

bx = (bX')'EA' 

Equivalently (see §2), there is a ring homomorphism J.1 from BiEnd(RM) to 
to Z-endomorphism ring of M(A) such that 

J.1(b)(x) = (bX')'EA ' 

We claim that in fact these Z-endomorphisms J.1(b) of M(A) are the biendo­
morphisms of RM(A). To see this, first let us denote, for each a E A, the 
a-coordinate injection and projection of M(A) by L. and 7[., respectively, and 
let us view,. and 7[. as right operators. It is clear that '. and 7[. are also the 
a-coordinate injection and projection of M(A) viewed as a BiEnd(RM)­
module. (See Exercise (12.7).) Let)' E A. Then L;: M -> M L; is an R-isomor­
phism so (see Exercise (4.14)) there is a ring isomorphism ¢ :BiEnd(RM)-> 
BiEnd(RM ,) such that 

¢(b)(mL) = (bm)L i • = b(mL )' ). 

By (14.1) Res:BiEnd(RM(A)) -> BiEnd(RML..) is an isomorphism. For each 
bE BiEnd(RM) let b = Res-1(¢(b)) E BiEnd(RM(AJ). Then 

b(mL)') = ¢(b)(mL ). ) = (bm), ) .. 

Then for each a E A, since 7[). L. E End(RM(A)), we have 
- - -
b(m L,) = b(m Ly. 7[y. L,) = (b(m L)') )7[; L, 

= ((bm)L)7[;L, = b(mL.) = J.1(b)(mL,). 

Thus, since (1m ',).EA spans M(A) over Z, we see that J.1(b) = b. Therefore 
J.1 = Res - 1 0 ¢ is a ring isomorphism wBiEnd(RM) -> BiEnd(RM(A)) and we 
have proved 

14.2. Proposition. Let M be a non-zero left R-module and let A be a non­
empty set. Then there is a ring isomorphism 

J.1: BiEnd(RM) -> BiEnd(RM(A)) 

defined coordinatewise by J.1(b)(X')'EA = (bX')'EA' 

Now we are ready to prove 

The Density Theorem 

o 

14.3. The Density Theorem. Let M be a semisimple left R-module. If 
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Xl> ... , Xn E M and bE BiEnd(RMj, then there is an r E R such that 

(i = 1, .. . , n). 

Proof Since M is semisimple, M(n) is also semisimple. Thus the cyclic 
submodule R(x l, ... , x,,) of M(n) is a direct summand of M(n); so R(Xl' . .. , x,,) 
is also a BiEnd(RM(nl) submodule of Min). Then by (14.2), R(Xl ' ... , xn) is a 
BiEnd(RM)-submodule of Min); in particular, 

(BiEnd(RM))(xl, .. . ,xl1) = R(x, ... ,x,,). 

Thus, for bE BiEnd(RMj there is an r E R such that 

(bxl ' ... , bx,,) = b(x l, .. . , x l1 ) 

o 
There is sound topological justification for the name of this theorem. 

Indeed, consider the cartesian product MM. Then the product topology on 
MM induced by the discrete topology on M is called the "finite topology" on 
11/1'\1. ForfE MM a neighborhood base forfin this topology consists of the sets 

(g E MM I f(x;l = g(xi ) for all XI' .. . , x l1 } 

as {Xl ' ... , X,,} ranges over the finite subsets of M Now suppose that M is an 
abelian group, and let Rand S be subrings of End(M). In particular, Rand S 
inherit the finite topology from MM. Thus, if R is a subring of S we say that R 
is dense in S (over M) in case in the finite topology R is a dense subset of S. Of 
course this means that for every finite set X I, ... , ."1:" EM and every s E S there 
is an r E R such that 

(i = I , ... ,n). 

Suppose next that M is a left R-module. Then the image i,(R) of R under the 
natural map }:R --+ Elld(M 71 ) is a subring of BiEnd(RM), and The Density 
Theorem states that if RM is semisimple, then l(R) is dense in BiEnd(RM). 

Now we tllrn to Jacobson's generalization of simple art in ian rings and the 
Wedderburn Structure Theorem for these ring~. A ring R is left primitive in 
case it has a simple faithful left module. Since a simple artinian ring has a 
simple left generator and since a generator is faithful, every simple art in ian 
ring is left primitive. The Wedderburn Theorem asserts that a simple artinian 
ring is isomorphic to the ring of endomorph isms of a finite dimensional 
vector space. The generalization for primitive rings is the following. 

14.4. The Density Theorem for Primitive Rings. Let R be a left primitive 
ring with simple faithful module R T, and let 

D = End(R T). 

Then D is a division ring, TD is a D-vector space and, via left mUltiplication I" ~ 

R is isomorphic to a dense subring of End(TD)' In particular, for every finite 
D-lillearly independent set X 10 ... , X I1 E T and every Yl"'" y" E T there is an 
r E R such that 
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(i = 1, ... , n). 

Proof By Schur's Lemma (13.2), D is a division ring, whence TD is a 
D-vector space. Since R T is faithful and simple, the ring homomorphism 
J.: R ---> End(TD) = BiEnd(R T) is injective and The Density Theorem (14.3) 
establishes that the image is dense in End(TD)' For the final statement suppose 
Xl' ... , Xn E Tare D-linearly independent and YI, ... , Yn E T Then there is a 
linear transformation bE End(TD) such that b(xi ) = Yi (,' = 1, ... , n). Now 
apply (14.3). 0 

The converse is also true and thus there is the following important 
characterization of left primitive rings. 

14.5. Corollary. A ring is Lejt primitive if and onLy if it is isomorphic to a 
dense ring of lillear transformations of a vector space. In other words, a ring R 
is Left primitive if and onLy if there is a division ring D and a bimoduLe R TD with 
R T faithful such that for every jinite D-linearly independent set Xl' ... , Xn E T 
and every Yl' ... , Yn E T there is an r E R such that 

(i=I, ... ,n). 

Proof In view of (14.4) it will suffice to prove that if D is a division ring 
and R TD satisfies the final condition, then R is left primitive. But by hypothesis 
R T is faithful. Moreover, it is simple. For if X E T is non-zero, then {x} is 
D-lineariy independent, so again by hypothesis Rx = T: Hence R is left 
primitive. 0 

14.6. Remarks. 
(1) We claimed above that Theorem (14.4) is a generalization of the 

Wedderburn Theorem for simple artinian rings. For as we noted then a 
simple artinian ring R is left primitive, so by (14.4) it is isomorphic to a dense 
subring of End(MD) for some D-vector space MD' Using the fact that R is left 
artinian, it is easy to show (see Exercise (14.4)) that MD is finite dimensional. 
Then using density we have another proof of the fact that R is isomorphic to 
End(MD)· 

(2) Every simple ring is primitive (see Exercise (14.1)). The converse fails, 
however. For example, by (14.5), End(M D) is primitive for every vector space 
MD, but unless MD is finite dimensional, then End(MD) is not simple. On the 
other hand there are simple rings that are not art in ian. (See Exercise (11.9).) 

(3) One notable feature of the structure theorems for simple artinian 
rings in §13 was the left-right symmetry of these theorems. Such symmetry 
does not extend to primitive rings. By a right primitive ring we mean a ring 
having a simple faithful right module. Then it can be seen that left primitive 
rings need not be right primitive. (See Bergman [64].) In this connection 
we shall let primitive ring mean left primitive ring. 

Matrix Representation 

If D is a division ring and M D is a right D-vcctor space, then M D is free (see 
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Exercises (8.11) and (2.17) l so the ring End(M D) of endomorphisms of M D is 
isomorphic to a ring of column finite matrices over D. (Exercise (8.12).) That 
is, if (X,l'En is a basis for M D' then the mapping 

a f---> [aaP] 

from End(MD) to the ring IC IFMn(D) of all column-finite a x a-matrices 
over D defined by 

a(xpl = 2.,x,a,p 

is an isomorphism. Because of the help this matrix representation can 
provide, particularly in the study of examples, it deserves a bit of attention 
here. 

Just as in elementary linear algebra, the vector space MD can be viewed as 
the set of all column finite a x I-column vectors over D. Moreover, M D then 
has a basis (ealaEn where the column vector ea is 1 in the ":x-row" and 0 
elsewhere. Then with the isomorphism 

a f---> [ axp ] 

from End(MDl onto ICIFMn(D) determined by this basis, we have 

a(ep) = [axp]efl 

for each a E End(MDl and f3 E a. In other words, we can view MD as 
a-column vectors, End(M D) as the ring ICIFMn(D) of ax a-column finite 
matrices over D, and the action of End(MDl as given by matrix multiplication. 

Now it is easy to check that a subring R of End(MD) is dense (over MD) if 
and only if for each finite set f31' "' ' f3n E a and finite set YI''' ' ,Yn E M D, 

there is an a E R with 

(i = 1, .. . , n). 

(See Exercise (14.3).) That is, the density condition only needs to be tested on 
finite subsets of a given basis. For matrix rings this implies that if D is a 
division ring, if a is a non-empty set, and if R is a subring of ICIFMn(D) such 
that for every finite set r ~ a the restriction of R to a x r is ICIFMn x r(D), 
then R is primitive. Of course the converse is true in the sense that every 
primitive ring is isomorphic to such a subring of some ICIFMn(D). In 
particular, if D is a division ring and if R is a subring of ICIFMN(D), then R is 
dense in ICIFMN(D) (and hence is primitive) iff for each n EN and each 
U E Mn(D), there is a matrix in R of the form 

14. Exercises 

1. (1) Prove that every simple ring is both left and right primitive. 
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(2) Prove that every commutative primitive ring is a field. 
2. Let Q be a field. For each n EN, each A E Mn(Q), and each SEQ, let 

[A, s] E Mf\J(Q) be the matrix 

A 
S o 

[A, s] = 0 
S 

Let S be a subring of Q and R = {[A, s] Is E S, A E Mn(Q), n EN}. 
(1) Prove that R is a primitive subring of CIFMf\J(Q) with Cen R ~ S. 
Thus each subring of a field is the center of some primitive ring. (See 
Exercise (1.9).) 
(2) Prove that if S is not a field, then R has a non-primitive factor ring. 

3. Let D be a division ring and let M D be a right D-vector space with basis 
(X7 )7EA' Let R be a subring of End(M D)' Prove that R is dense in 
End(MD) iff for each finite subset F c:; A and every set (mi'»)'EF of elements 
of M, there is an r E R with r(x;-l = my for all Y E F. 

4. Let D be a division ring, let MD be a right D-vector space, and let R be a 
dense subring of End(MD). Prove that if X 1,X2,X3,,,, are D-linearly 
independent in M, then 

5. Let M D be an infinite dimensional vector space over a division ring D and 
let R be a sub ring of End(MD), Prove that if R is dense in End(MD), then 
for each n EN there is a subring Sn of R and a surjective ring homomor­
phism cPn:Sn -. Mn(D). 

6, Let n > 1 and let R be a primitive ring such that xn = x for each x E R. 
Prove that R is a division ring. (Actually, R is a field. Can you prove it?) 

7. (1) Prove that if R is primitive and e E R is a non-zero idempotent, then 
eRe is primitive, [Hint: If RM is simple, then eM is either 0 or eRe­
simple.] 
(2) Let R be a ring and let n > 1. Prove that R is left primitive iff Mn(R) 
is left primitive. [Hint: Exercise (1.8),] 

8. Let M and N be left R-modules. Prove that 
(1) If M is balanced and either generates or cogenerates N, then 
M 8j N is balanced, 
(2) If M generates and cogenerates Nand N generates and cogenerates 
M, then 

BiEnd(RM) ~ BiEnd(RN) and Cen(End(RM)) ~ Cen(End(RN», 

[Hint: Exercise (4.6).J 
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9. Let M be a left R-module and let }, be the canonical ring homomorphism 
R --> BiEnd(RM). 
(1) Prove that the following assertions are equivalent : (a) A(R) is dense 
in BiEnd(RM): (b) For each n> 0, each R-submodule of M(n) is a 
BiEnd(RM) submodule of M(n,; (c) For each n > 0, each R-submodule of 
M(n) is a BiEnd( RM(n)) submodule of M(n) . 
(2) Prove that if RM is a cogenerator, then ),(R) is dense in BiEnd(RM). 
[Hint: Part (1) and Exercise (8 .5).J 

10. A ring R is prime in case each non-zero left ideal is faithful. Prove that 
(1) A commutative ring is prime iff it is an integral domain. 
(2) For a ring R, these are equivalent: 
(a) R is prime: 
(b) Every non-zero right ideal is (right) faithful: 
(c) For each pair II' 12 of non-zero ideals, II 12 =1= 0: 
(d) For all x, Y E R, xRy = ° implies x = ° or y = 0. 
(3) Every primitive ring is prime. 
(4) Every left artinian prime ring is simple. 

11. (I) Let R be a prime ring. Prove that if Soc RR =1= 0, then R is primitive, 
Soc RR is homogeneous, and Soc RR <J RR. 
(2) Prove that if R is prime and Soc RR is non-zero and of finite length, 
then R is simple artinian. 
(3) Prove that if R is prime and Soc RR is a simple left ideal, then R is a 
division ring. 
(4) Show that there exist primitive rings R with Soc RR = 0. [Hint: 
End(MD) for MD a vector space has a simple factor ring.J 

12. (I) Prove that if R is a prime ring and e E R is a non-zero idempotent, 
then eRe is a prime ring. [Hint: Exercise (14.1O.2).J 
(2) Let R be a ring and n > 1. Prove that R is prime iff Mn(R) is prime. 
[Hint: Exercise (1.8).J 

13. Let V be an infinite dimensional vector space over a division ring D. For 
eachIE End(VD) define the rank ofIby rankI = dim(lmf). 
(1) Let c be an infinite cardinal. Prove that 

Ie = {IE End(VD) I rankI < c} 

is an ideal of End(VD). 
(2) Let I be an ideal of End(VD) and letIE 1. Prove that 

(g E End(VD) I rank 9 .::; rankIJ 

is contained in 1. 
(3) Prove that I~o is the unique minimal ideal of End(VD) and Idim V is 
the unique maximal ideal of End(VD). 
(4) It can be shown that the collection of cardinal numbers that are less 
than or equal to a given cardinal is well ordered by .::;. (See Stoll [63].) 
Using this fact prove that I =/= ° is a proper ideal of End(VD) iff I = Ie for 
some cardinal c such that l"o .::; c .::; dim V. Conclude that the ideal lattice 
of End(VD) is well ordered. 
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§15. The Radical of a Ring-Local Rings and Artinian Rings 

Let R be a ring. Then End(RR) is simply the ring of right multiplications by 
elements of R (see (4.11)). Thus, by (9.l4) the radical Rad(RR) of RR is a 
(two-sided) ideal of R. This ideal of R is called the (Jacobson) radical ofR, and 
we usually abbreviate 

J(R) = Rad(RR). 

One consequence of the first theorem of this section (15.3) is that this radical 
is also Rad(RR); therefore we have to contend with no left-right ambiguity. 

Primitive Ideals 

The first goal of this section is to obtain several characterizations of the 
radical J(R) of a ring. One of the more important of these is that J(R) is the 
smallest ideal modulo which R is "residually primitive". We say that an ideal 
P of R is a (left) primitive ideal in case R j P is a (left) primitive ring. Similarly, a 
right primitive ideal is an ideal P of R such that Rj P is a right primitive ring. 
Since every simple ring is primitive (see Exercise (l4.l)), every maximal ideal 
is both left and right primitive. However, although a left primitive ideal of R 
is a two-sided ideal, it need not be right primitive (see Bergman [64]). Of 
course, the primitive ideals of R are simply the kernels of the ring homo­
morphisms of R onto dense rings of linear transformations of vector spaces. 
Another easy characterization: 

15.1. Proposition. An ideal P of a ring R is a primitive ideal if and only if 
there exists a maximal left ideal M of R such that 

P = lR(RIM) = RejR(RjM). 

Proof The factor ring RIP is primitive iff RIP has a faithful simple module 
iff (2.12) P is the annihilator of a simple left R-module. The second equality 
is by (S .22). 0 

Characterizations of the Radical 

Since R is finitely generated as a left R-module, its radical J(R) is the 
unique largest superfluous left R-submodule of R. (See (9.1S) and (10.5.1).) 
Also since every nilpotent left ideal of R is superfluous in RR, the radical 
J(R) contains all nilpotent left ideals. (See Exercise (5.1S).) Indeed, if R is left 
artinian, then J(R) is the unique largest nilpotent left ideal of R. (See(15.19).) 
In general, however, J(R) is not nilpotent, or even nil. But there is a useful 
generalization of nilpotence that leads to a generalization of the above 
characterization of J(R) for left artinian rings. 

An element x E R is left quasi-regular in case 1 - x has a left inverse in R. 
Similarly x E R is right quasi-regular (quasi-regular) in case 1 - x has a right 
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(two-sided) inverse in R. Of course, an element of R can be left quasi-rc:gular 
but not right quasi-regular. A subset of R is left quasi-regular (etc.) in case 
each element of R is left quasi-regular (etc.). This does generalize nilpotence. 
For if x E R with xn = 0, then 

(I + x + ... + xn - I )(1 - x) = 1 = (1 - x)(1 + x + .. . + xn - I) 

so x is quasi-regular. 

15.2. Proposition. For a left ideal I oj R the following statements are 
equivalent: 

(a) I is left quasi-regular; 
(b) I is quasi-regular ; 
(c) I is superfluous in R. 

Proof (a) => (b). Assume (a) and let x E I. Then x is left quasi-regular, so 
x'(l - x) = 1 for some x' E R. Thus since x'x E I is left quasi-regular and 
since x' = 1 + x 'x = 1 - (- x'x), there is ayE R such that yx' = I . But then 
x' is invertible and y = 1 - x. So (1 - x)x' = 1 and x is quasi-regular. 

(b) => (c). Assume (b) and let K be a left ideal of R with R = I + K. Then 
there exist x E I and k E K with I = x + k. So k = I - x is invertible whence 
1 E K and K = R. 

(c) => (a). Assume (c) and let x E 1. Then Rx « R. But R = Rx + R(I - x), 
whence R(I - x) = R. so 1 - x has a left inverse. 0 

Now we come to an important multiple characterization of J(R). One 
consequence of it is that there is a fourth condition equivalent to the three 
of (15.2), namely, that I is right quasi-regular. 

15.3. Theorem. Given a ring R each of the following subsets of R is equal to 
the radical J(R) of R. 

(J I ) The intersection of all maximal left (right) ideals ofR ; 
(J2 ) The intersection of all left (right) primitive ideals oj R; 
(J3 ) {x E R rxs is quasi-regular jar all r, S E R}; 
(J4 ) {x E R rx is quasi-regularfor all r E R }; 
(Js ) {x E R xs is quasi-regular for all s E R}; 
(J6 ) The union ojall the quasi-regular left (right) ideals ojR: 
(J i ) The union of all the quasi-regular ideals ojR; 
(Js ) The unique largest supe~fluous left (right) ideal oj R. 

Moreover, (J3 ), (J4 ), (Js ), (Jb ) and (J7 ) also describe the radical J(R) if"quasi­
regular" is replaced by "left quasi-regular" or by "right quasi-regular". 

Proof To denote the right-hand version of(J I ) , (J2 ), (J6 ) and (Js ) we shall 
append an asterisk. Thus Jf is the intersection of all maximal right ideals of 
R. Now by (9.17) and (15.1), we have that 

J I = Rad(RR) = n{RejR(T) IRTissimple} = J2 • 

Also since RR is finitely generated, we know from (9.13) and (lOA. 1) that 
J1 = J8 and by (15.2) we see that J6 = J8 . Of course, also 
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1j = 1! = 1~ = 1~. 

But since 12 and 1'1 are ideals, 16 and 1~ are ideals. So clearly 16 = 1~ = 17. 
Now it is immediate that 

and 

so we do have the equality claimed by the first assertion of the theorem. Also 
in their left quasi-regular versions 

17 <:; 13 <:; 14 <:; 16. 

But thanks to (15.2) the left quasi-regular version and the quasi-regular 
version of 16 are equal as are the two versions of 17. Similarly, the right 
quasi-regular versions of 13, 15 , 1~ and 17 equal 1(R). Now we have all the 
claimed sets equal 1(R) except for the left quasi-regular versions of 
15 (= 1~ with left quasi-regular) and the right quasi-regular versions of 
14 (= 16 with right quasi-regular). We shall show that the right quasi-regular 
version of 14 is the radical and let symmetry handle the other. Clearly, in their 
right quasi-regular forms 13 <:; 14 and as we have seen, 1:; = 1j; so in order 
to accomplish this it only remains to show that every right quasi-regular left 
ideal is contained in 1j = Rad(RR). Suppose then that Rx is right quasi­
regular and that x ¢ 1j; then there exists a maximal right ideal K of R with 
x ¢ K. Thus for some r E Rand k E K 

1 = xr + k. 

Now rx is right quasi-regular, so there is a u E R with 

(1 - rx)u = 1. 

Therefore, 

x = x(1 - rx)u = (x - xrx)u 

= xu - (1 - k )xu = kxu E K. 

This contradiction means that Rx <:; 1j as claimed, and the proof is 
complete. D 

15.4. Corollary. If R is a ring, then 

D 

In view of (8.22), (15.1), and the fact (15.3) that 1(R) ,= 11 = 12 , we have 
immediately 

15.5. Corollary. If R is a ring, then 1(R) is the annihilator in R of the class 
of simple left (right) R-modules. D 

A key fact about the Jacobson radical 1(R) of R (or indeed about any 
"radical"; see p. 174) is 
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15.6. Corollary. If I is an ideal of a ring R, and if J(RjI) = 0, then J(R) c:;: I. 

Proof If x ¢ I, there exists a maximal left ideal M of R with I c:;: M and 
x ¢ M (see (15.3) and (3.8)), so x ¢ J(R). 0 

15.7. Corollary. For an ideal I ofa ring R thefollowing are equivalent: 
(a) 1= J(R) ; 
(b) I is left quasi-regular and J(RjI) = 0; 
(c) I is left quasi-regular and J(R) c:;: I; 
(d) RI is superfluous in RR and J(R/l) = 0; 
(e) RI is superfluous in RR and J(R) c:;: 1. 0 

The radical of a factor ring of R is at least as big as the corresponding 
factor of J(R), but they need not be equal. Indeed, the ring 7!.. has zero 
radical, but 7!..4 does not. (See Exercise (15.1).) 

15.8. Corollary. If Rand S are rings and if ¢: R ..... S is a surjective ring 
homomorphism, then ¢(J(R)) c:;: J(S). Moreover, if Ker ¢ c:;: J(R), then 
¢(J(R)) = J(S). In particular, 

J(R/J(R)) = O. 

Proof Clearly since ¢ is surjective, ¢(J(R)) is a quasi-regular ideal of S; 
thus ¢(J(R)) c:;: J(S) by (15.3). On the other hand suppose Ker ¢ c:;: J(R). If M 
is a maximal left ideal of R, then Ker ¢ c:;: J(R) c:;: M, so by (3.11), ¢(M) is a 
maximal left ideal of S and by (15.3), J(S) c:;: ¢(M). But also by (15.3) and 
(3.11). ¢(J(R)) is the intersection of all cjJ(M) for M a maximal left ideal of R. 
So J(S) c:;: ¢(J(R)) 0 

15.9. Corollary. If R is the ring direct sum of ideals R I, R2, ... , Rn, then 

J(R) = J(R I) + J(R2) + ... + J(Rnl. 

Prool Let 1 = U 1 + u2 + ... + Un where u l , u2 , . .. , Un are pairwise ortho­
gonal central idempotents. Then it is easy to see that I is a quasi-regular ideal 
inRifand only if I = II + ... + In where, for each k = 1, ... , n,Ik isaquasi­
regular ideal in the ring ukRuk = Rk . 0 

As we have already noted, J(R) contains every nilpotent left ideal of R. 
Recall that an ideal (left, right, or two-sided) is nil in case each of its elements 
is nilpotent. Thus, more generally, 

15.10. Corollary. If R is a ring, then every nil left, right, or two-sided ideal 
of R is left quasi-regular, whence every nil left, right, or two-sided ideal of R is 
contained in J (R). 

Proof Every nilpotent element x E R is left quasi-regular, for if xn = 0, 
(1 + x + . .. + xn - 1)( 1 - x) = 1. 0 

15.11. Corollary. If R is a ring, then J(R) contains no non-zero idempotent . 

Proof If e E R is idempotent and if e E J(R), then Re is a superfluous 
direct summand of RR. Thus, e = O. 0 
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15.12. Corollary. Let 1 be an ideal of the ring R. If 1 is nil and if J(R/f) = 0, 
then 1 = J(R). On the other hand, if 1 <;; J(R) and if every non-zero left ideal 
of Rll contains a non-zero idempotent, then 1 = J(R). 

Proof The first assertion is immediate from (15.7) and (15.10). The 
second follows from (15.11) and (15.8). 0 

Recall (9.18) and (10.5) that if RM is non-zero and finitely generated, then 
Rad M oF M. Using this fact we have the following very useful characteriza­
tion of J(R). It is often called Nakayama's Lemma. 

15.13. Corollary. For a left ideal 1 of a ring R, the following are 
equivalent: 

(a) I :::; J(R); 
(b) For every finitely generated left R-module M, if 1 M ,= M, then M = 0; 
(c) For every finitely generated left R-module M, 1M is: superfluous in M. 

Proof (a) = (b). Suppose M oF 0 is finitely generated. Then M has a 
maximal submodule K. (See (10.5).) So by (15.5), J(R)M :::; K. 

(b) = (c). Suppose N :::; M and 1M + N = M. Then 

[(MIN) = (1M + N)IN = MIN. 

SO if M is finitely generated, (b) implies M / N = O. 
(c) => (a). Assume (c). Then since RR is finitely generated, 1 R « R. Thus, 

[ :::; 1 R :::; J (R). 0 

Semiprimitive Rings 

A ring R is semiprimitive in case J(R) = O. In particular, a primitive ring is 
semiprimitive. The left-right symmetry that holds for simple artinian and 
semisimple rings but that fails for primitive rings (see (14.6.3)) reappears for 
semi primitive ones. 

15.14. Proposition. For a ring R the following are equivalent: 
(a) R is semiprimitive; 
(b) RR is cogenerated by the class of simple left R-modules; 
(c) RR is cogenerated by the class of simple right R-modules; 
(d) R has a faithful semisimple module. 

Proof This is immediate by (15.5) and (9.17). o 
Since J(R) = J2 (see (15.3)), a ring R is semi primitive iff it is isomorphic 

to a subdirect product of primitive rings. (See Exercise (7.16).) 

Remark. The term "semisimple" is often used for rings R with J(R) = O. 
This is confusing because a semi primitive ring need not be semisimple. 
However (see (15.16)), the semisimple rings are precisely the artinian semi­
primitive rings. 
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Local Rings 

Recall from §12 that a ring R is a local ring in case the set of non-invertible 
elements of R is closed under addition. Using the radical we have the 
following characterization of this important class of rings. 

15.15. Proposition. For a ring R the following statements are equivalent: 
(a) R is a local ring ; 
(b) R has a unique maximal left ideal; 
(c) J(R) is a maximal left ideal; 
(d) The set of elements of R without left inverses is closed under addition; 
(e) J(R) = {xER I Rx +- R}; 
(f) R/J(R) is a division ring; 
(g) J(R) = {x E R I x is not invertible}; 
(h) If x E R then either x or 1 - x is invertible. 

Proof (b) ~ (c). This is immediate from the definition of J(R). 
(c) => (d). Assume (c). Then by (1S.3) J(R) is the unique maximal left ideal 

of R. Let x, y E R be non left invertible. Then since every proper left ideal is 
contained in a maximal one (10.S), Rx, Ry ::; J(R), whence x + y E J(R). So 
x + y is not left invertible. 

(d) => (e). Assume (d). Since J(R) is a proper left ideal it will clearly suffice 
to prove that if x E R with Rx +- R, then x E J(R). But then for each r E R, rx 
does not have a left inverse and 1 = rx + (l - rx), so by (d), 1 - rx does have 
a left inverse. Thus by (1S.3), xEJ4 = J(R). 

(e) => (f). Assuming (e) it follows that every non-zero element of R!J(R) 
has a left inverse there. Thus R!J(R) is a division ring. (See Exercise (1.2).) 

(f) => (b). Since a division ring has no non-trivial left ideals, if R!J(R) is a 
division ring, then J(R) is a maximal left ideal. (See (3.8).) 

(h) => (g). Assume (h). Let x E R be non-invertible, say x has no left 
inverse. Then no rx is invertible, so by (h) each rx is quasi-regular. Thus 
xEJ(R). 

(f) => (g). Assume (f). Suppose x E R and x $ J(R). Then by hypothesis x 
is invertible modulo J(R). That is, Rx + J(R) = Rand xR + J(R) = R. 
But since J(R) = J8 in (IS.3), Rx = Rand xR = R. So x is invertible. 

(g) => (f) and (g) => (a) => (h). These are clear. 0 

Rings Semisimple Modulo the Radical 

One of the most significant of these characterizations is that R is local iff it is 
a division ring modulo its radical. In particular, a local ring is semisimple 
modulo its radical. Another class of rings with this property is the class of 
artinian rings. 

15.16. Proposition. Let R be left artinian. Then R is semisimpie if and only 
ilJ(R) = O. In particular, R!J(R) is semisimple. 
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Proof The first assertion is just (10.15). The second follows from the first 
and (15.8) since R/l(R) is a left artinian ring. D 

In general rings do not have any semisimple factor rings. For example, no 
simple non-semisimple ring can have a semisimple factor ring (see Exercise 
(10.14». However, rings R for which R/l (R) is semisimple are of considerable 
interest. Some of the reason for their importance is given in: 

15.17. Proposition. For a ring R with radical J(R) the following statements 
are equi valent: 

(a) R/l(R) is semisimple; 
(b) R/l(R) is left artinian; 
(c) Every product of simple left R-modules is semisimple; 
(d) Every product of semisimple left R-modules is semisimpie; 
(e) For every left R-module M, Soc M = rM(J(R» . 

Proof (a) -= (b) is immediate from (15.l6), (10.15), and the fact (15.8) that 
J(R/l(R» = o. 

(a) = (e). By (15.5), J(R) annihilates every simple left R-module. Thus, 
Soc M s rM(J(R» for every RM. But J(R)rM(J(R» = O. Therefore rM(J(R» 
is an R/l(R) module. So assuming (a), we have that rM(J(R» is semisimple 
and contained in Soc M . 

(e) = (d). Since J(R) annihilates all semisimple modules it annihilates all 
products of semisimple modules. Thus, assuming (e) we have that every 
product of semisimple modules is its own socle and hence is semisimple. 

(d) = (c). This is clear. 
(c) = (a). We know that R/J(R) is cogenerated by simple R-modules. 

Thus by (9.4) it follows that (c) implies (a). D 

For any left R-module M the factor module M/Rad Mis cogenerated by 
the simple left R-modules. But by (15.5) we know that J(R) annihilates all 
simple modules, so certainly it annihilates M / Rad M. In other words, 

J(R)M :s; Rad M . 

In general, equality does not hold. But if R is semisimple modulo its radical, 
then not only does J(R) determine the socle of each RM, by Soc M = rM(J(R», 
but also, it determines the radical of M. Specifically, 

15.18. Corollary. Let R be a ring with radical J = J(R). Thenfor every left 
R-module M, 

JM :s; Rad M. 

If R is semisimple modulo its radical, then for every left R-module M , 

JM = RadM 

and M/JM is semisimple. 

Proof The first inequality has been established above. Now assume that 
R/J is semisimple. Let M be a left R-module. Then M/lM is a semisimple 
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RjJ-module, and hence (2.12) a semisimple R-module. Therefore 

Rad(MjJM) = 0 

and by (9.15) it fo!lows that Rad M :s; J M. 

The Radical of an Artinian Ring 

D 

If R is left artinian, then its radical J(R) is the unique smallest ideal modulo 
which R is semisimple. Now we can also characterize J(R) for artinian rings 
as the unique largest nilpotent ideal. 

15.19. Theorem. If R is a left artinian ring, then its radical J(R) is the unique 
largest nilpotent left, right, or two-sided ideal in R. 

Proof In view of (15.10) it will suffice to prove that for a left artinian ring R 
its radical J = J(R) is nilpotent. But since we do have 

J 2 J2 2 J3 2 ... , 

if R is left artinian, then J" = J" + 1 for some n > O. Suppose J" 1= O. Then the 
collection of left ideals of R that are not annihilated by In is not empty. So 
(10.10) there is a left ideal I of R minimal with respect to the property 
J"I1= O. Let xEI with J"x 1= O. Then Jx:s; Rx :s; I and J"(Jx) = J"+lX = 
Jnx 1= O. So by the minimality of I, we have Jx = Rx, contrary to (15.13). D 

N ow it is easy to prove the following very remarkable result: 

15.20. Theorem [Hopkins]. Let R be a ring with J = J(R). Then R is left 
artinian if and only ifR is left noetherian, J is nilpotent, and RjJ is semisimple. 

Proof If R is left artinian, then by (15.19) J is nilpotent and by (15.16) Rj J 
is semisimple. So we may assume that RjJ is semisimple and that J is nil­
potent, say In = O. We induct on n. If n = 1, then R = RjJ is semisimple, so 
(10.16) gives the proof. So let n > 1 and assume the result for every ring of 
nilpotency index less than n. By (15.12), J(RjJ"-l) = JjJ"-l, so our inductive 
assumption implies that RjJ" - 1 is left artinian iff it is left noetherian. Now 
there is a short exact sequence of left R-modules: 

0--> J"-l --> R --> RjJ"-l --> O. 

So by (10.12) R is left artinian (noetherian) iff both J" .. 1 and RjJ"- 1 are. But 
since J" = J( J" - 1) = 0 and since RjJ is semisimple, J". 1 is semisimple. 
Thus by (10.16), In- 1 is art in ian iff it is noetherian. D 

15.21. Corollary. Let R be left artinian. If M is a left R-module, then 

and RadM = JM« M. 

M oreover,for M the following statements are equivalent: 
(a) M is finitely generated; 
(b) M is noetherian; 
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(c) M has a composition series; 
(d) M is artinian; 
(e) MjJM is finitely generated. 
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Proof Let 0 =1= x E M . Then Rx is a factor of R, hence, Rx is art in ian and 
Soc Rx = Rx n (Soc M) =1= 0 by (10.11). By (15.16) RjJ is semisimple, so by 
(15.17.e), Soc M = rM(J). By (15.16) and (15.18), Rad M = JM. By (15.19), J 
is nilpotent, so JM « M. (See Exercise (5.18).) 

(a) = (c). If M is finitely generated, then there is an R-epimorphism 
R(n) --> M --> O. But then since RR is both artinian and noetherian, so is M 
«10.12) and (10.13)), i.e., M has a composition series (l1.1I. 

(c) = (b) and (d). By (11.1). 
(b) = (a). By (10.9). 
(d) = (e). If Mis artinian, then so is MjJM (10.12); hence by (15.18) and 

(l0.15) MjJM is finitely generated. 
(e) <=> (a). Since JM « M, this follows from (15.18) and (lOA). 0 

Levitzki's Theorem 

It follows from (15.10) and (15.19) that if R is left artinian, then every nil one­
sided ideal of R is actually nilpotent. This fact admits the following 
generalization to left noetherian rings. 

15.22. Theorem [Levitzki]. ffR is lefr noetherian, then every nil one-sided 
ideal of R is nilpotent. 

Proof Let R be left noetherian. Then by (10.9) R has a maximal nilpotent 
ideal, say N . Let S = R /N. Then 0 is the only nilpotent ideal in S. We claim 
that 0 is the only nil right ideal in S. To see this, suppose 0 =1= I :S Ss is nil. 
Since S is left noetherian, the set {/s(x) I 0 =1= x E I} has a maximal element, say 
Is(x). Let s E S with xs =1= O. Now xs E I is nilpotent, say (xsl + 1 = 0 and 
(XS)k =1= O. Clearly Is(x) S; Is«xd), so by maximality Is(x) = Is«xsn Thus 
xsx = O. Therefore (SXS)2 = 0, X = 0, and the claim is established. Thus if I 
is a nil right ideal in R, then (I -I- N)/ N = 0 E R / Nand f S; N, i.e., N contains 
every nil right ideal of R. But if a E Rand Ra is nil, then aR is also nil (if 
(raJn = 0, then (ar)" + 1 = 0) so we see that N also contains every nil left ideal 
of R. Since N is nilpotent, this completes the proof. 0 

Combining (15.20) and (15.22) we have 

15.23. Corollary. Let R be left noetherian. If RjJ(R) is semisimple and if 
J(R) is nil, then R is lejt artinian. 

General Radicals 

Given any non-empty class [Jj) of rings, there is for each ring R an associated 
[Jj)-radical, Rad~(R), the intersection of all kernels of the surjective homo-
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morphisms R ~ P for P E f!/J. Many of the fundamental properties of these 
general radicals are very easy to prove. For example, the f!/J-radical is an ideal, 
the ring modulo the f!/J-radical has zero 2I'-radical, the f!/J-radical is 0 iff R is 
isomorphic to a subdirect product (see Exercise (7.16)) of rings in 21', etc. 
The Jacobson radical J(R) is just the f!/J-radical for f!/J the class of primitive 
rings. In the exercises we shall look at another important radical, namely the 
one induced by the class of "prime rings". 

15. Exercises 

1. Compute the Jacobson radical of each of the following rings: 
(1) 7L. 
(2) 7L n • 

(3) R where R is a Boolean ring. 
(4) The ring of all n x n upper triangular matrices over a field K. 

2. Let R be the ring of all upper triangular N x N-matrices over a 
field that are 0 a.e. off the main diagonal. 
(1) Show that the Jacobson radical J(R) of R is the subset of all strictly 
upper triangular matrices (i.e., all [ad E R with aii = 0 for all i). 
(2) Show that J(R) is nil but not nilpotent. 

3. Let (Ma)aEA be an indexed class of left R-modules and let I be a right 
ideal of R. 
(J) Prove that J(nAM,J ~ nA(/M,) and that equality holds whenever I 
is finitely generated. 
(2) Show that if I is not finitely generated, then equality need not hold in 
part (J). [Hint: Try R = TL N and J = Z(N).] 
(3) Prove that if R is right artinian, then Rad(nAMa) = nA(Rad Ma). 

4. Let (Ra)aEA be an indexed class of rings. Prove that 

(IXEA)}. 

That is, with a few notational liberties, J(nARa) = I1 AJ(Ra). 
5. Let R be a commutative ring, and let ~ be the set of all maximal ideals of 

R. Prove that Rad(M) = n I E f I M. [Hint: If L is a maximal submodule 
of M, then MIL;;; Rll for some I E~ and 1M ~ L.] 

6. Let R be left artinian with radical J and with T1 , •• • , 1'" a complete set of 
representatives of the simple left R-modules. Prove that 
(J) A two-sided ideal of R is primitive iff it is maximal. 
(2) RejR(T1), ... , RejR(1',,) is the set of maximal ideals of R. 
(3) J = n7= 1 RejR(TJ 
(4) If R Tis simple, then R/ReiR(T) ;;; TrR;J(T). 

7. Let P E IP' be a prime and let J be the radical of 7L(P) . (See Exercise (2.12).) 
Prove that J is not nil but that n ;;"= 11" = O. 

8. Let Q be an uncountable well-ordered set, let Q be a field, and let V be a 
right Q-vector space with ordered basis (xa)aEn. For each IX E Q, set 
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v, = r.p< x Qxp. 

Let R be the subset of End(VQ ) ofthosefsuch that for some scalar af 

(i) dim K Im(f - af1V) < 00 

(ii) (f-aJ 1v )(xa )Ev, (c(EQ). 
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(1) Prove that R is a subring of End(VQ ). [Note: R can be represented as 
the ring of all Q x Q upper triangular matrices over Q, constant (= a f) 
on the diagonal and with at most finitely many non-zero rows above the 
diagonal.] 
(2) Prove that J = J(R) = {IE R I af = a}. 
(3) Prove that if (fIJ2' ... ) is any sequence in J, then there exists an n 
such that fJn _ 1 .. .fl = 0. [Hint: For each C( E Q, let C(n En be least such 
that Im(fJn-l ···fd ::; v,n' IffJn-l ··.fl +- ° for all n, then C(I > C(2 > 
... > C(n > ... , a contradiction.] 
(4) In particular, deduce from (3) that J is nil. 
(5) Prove, however, that n:= I r +- 0. [Hint: Let (J) be the first element 
of Q such that {C( E Q I C( < w} is uncountable. Define ell and fn by 

{o if C( < n {o if C( < w 
en(xx) = 'f - fn(x,) = 'j' 

X n I C( > n Xn I C( ::::-: w 

Thenf! = eJ2 = e!e2 f3 = .... ] 
9. A ring R with J = J(R) is semiprimary in case RIJ is semisimple and J is 

nilpotent. Prove that if M is a left module over a semiprimary ring R, then 
Soc M = 'M(J)-<J M, Rad M = JM« M, and M is artinian iff M is 
noetherian. 

10. (1) Prove that if R is left artinian, then there exists a finite sequence 
M I, ... , N n of distinct maximal ideals of R with Min ... n Mn nilpotent. 
(2) Use part (1), Exercises (13.7) and (14.4), and the Density Theorem to 
obtain another version of the Wedderburn-Artin Theorem (13.7): If R 
is left artinian with no non-zero nilpotent ideals, then R is isomorphic 
to a direct sum of rings R!, ... , Rn each the endomorphIsm ring of a finite 
dimensional vector space V; over a division ring Di . 

11. Let e andfbe idempotents in a ring R and let J be the Jacobson radical 
of R. 
(1) Prove that Rad(Re) = Je. 
(2) Prove that if e +- 0, then J(eRe) = eJe. 
(3) Deduce that the following statements are equivalent: 
(a) Re ::;;; Rf; (b) ReIJe ::;;; RflJf; (c) eR ::;;; f R; (d) eRleJ ::;;; f Rlf J. 

12. Prove that the following are equivalent for an element a in a ring R: 
(a) Ra is a direct summand of RR; (b) a = axa for some x E R; (c) aR is a 
direct summand of RR' 

13. A ring R is von Neumann regular in case a E aRa for each a E R. It follows 
from Exercise (15.12) that R is von Neumann regular iff every principal 
left ideal is a direct summand iff every principal right ideal is a direct 
summand. 
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(1) Prove that R is von Neumann regular iff every finitely generated left 
(right) ideal is a direct summand. [Hint: Let e = e2 E R and a E R. Then 
by hypothesis there existsf = f2 E R such that Rf = Ra(l - e) s; Ra + Re. 
Show that Re + Ra = Re + Rfand apply Exercise (7.6.1).J 
(2) Prove that every von Neumann regular ring is semiprimitive. 
(3) Prove that every factor ring of a von Neumann regular ring is von 
Neumann regular. 
(4) Prove that if e is a non-zero idempotent in a von Neumann regular 
ring R, then eRe is von Neumann regular. 
(5) Prove that a commutative ring is von Neumann regular iff 12 = I for 
each ideal I of R . 
(6) Prove that for a von Neumann regular ring the following properties 
are equivalent : (a) semisimple; (b) left artinian ; (c) right artinian ; (d) left 
noetherian; (e) right noetherian. 
(7) Prove that if Ms is semisimple, then End(Ms) is von Neumann regular. 
[Hint: If a E R, then M = Ker a EB L = K EB 1m a. Let x = 0 EB (a I L)-l. 
Consider axa.J 
(8) Let R be the primitive ring of Exercise (14.2). Prove that R is von 
Neumann regular iff the subring S is a subfield of Q. 

14. An ideal P of a ring R is a prime ideal in case R/P is a prime ring (see 
Exercise (14.10)). Thus an ideal P is prime iff for each x, y E R, xRy s; P 
implies x E P or YEP. Note that for commutative rings this agrees with 
the definition given in Exercise (2.11). The prime radical or the lower nil 
radical N(R) ofa ring R is the intersection of all prime ideals of R. A ring 
R is semiprime in case N(R) = 0, that is, in case R is isomorphic to a sub­
direct product of prime rings. (See Exercise (7.16).) 
(1) Let I be an ideal of R. Prove that N(R/ i) = 0 iff I is an intersection of 
prime ideals of R. In particular, N(R/N(R)) = O. 
(2) Prove that N(R) = 0 iff R has no non-zero nilpotent left ideals. 
[Hint: (=». See Exercise (14.10.2). (<=). Let Rx be non-nilpotent and let P 
be an ideal of R maximal with respect to (Rx)" '* P for all n EN. By 
(1 4. 1O.2.c) P is a prime ideal.J 
(3) Let U(R) be the unique largest nil ideal of R. (See Exercise (2.5). This 
ideal is called the upper nil radical of R.) Prove that N(R) S; U(R); thus 
N(R) is a nil ideal of R. [Hint: By (2), N(R/ U(R)) = 0; now apply (1).J 
(4) Prove that if R is left noetherian, then N(R) = U(R) is the unique 
largest nilpotent ideal of R. 
(5) Prove that J(R) ;2 N(R), but that they need not be equal. 
(6) Prove that if R is artinian, then J(R) = N(R), in fact, that every prime 
ideal is maximal. 
(7) Prove that if R is commutative, then N(R) is just the set of nilpotent 
elements of R, so R is semiprime iff R has no non-zero nilpotent 
elements. 
(8) Prove that a commutative ring R is semiprime iffit can be embedded 
in a prod uct of fields. 
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Functors Between Module Categories 

It should now be clear that the structure of the category RM determines to a 
significant extent the structure of the ring R. Thus in this c:hapter we turn to 
the direct study of these categories RM. Our starting point will be the study of 
certain natural "functors" or "homomorphisms" between pairs of these 
categories. 

The various module categories that we study have one important feature 
distinct from many other classes of categories. For each pair M, N of R 
modules, the set HomR(M, N) is an abelian group. Since this property is an 
integral part of the structure of these categories, we shall study only functors 
that respect it. Thus suppose C is a full subcategory of R-modules and that 
D is a full subcategory of S-modules. Then a functor T from C to D is 
additive in case for each M, N, modules in C, and each pair f, g: M ---> N in C, 

T(f + g) = T(f) + T(g). 

In particular, if T is additive and covariant, then the restriction 

T:HomR(M, N) ---> Homs(T(M), T(N)) 

is an abelian group homomorphism, whereas if T is additive and contra­
variant, then the restriction 

T:HomR(M , N) ---> Homs(T(N), T(M)) 

is an abelian group homomorphism. 
In Sections 16 and 19 we study the two most important classes of additive 

functors, the "Hom" and "tensor" functors, between module categories. 
Certain pathologies of these functors vanish for some distinguished classes 
of modules. These modules, the projective, injective, and flat modules, are the 
centers of attention in Sections 17, 18, and part of 19. Projective and 
injective modules, duals of each other, are particularly important for their 
universal splitting properties-- for example, an injective module is a direct 
summand of each of its extensions. 

Finally, in Section 20 we investigate the notion of a natural transformation 
between functors. Here we show the naturality of many of the homo­
morphisms of earlier sections. As we shall see, it is this naturality that allows 
us to make some very significant comparisons of rings and their categories 
by means of the Hom and tensor functors. 

177 
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§16. The Hom Functors and Exactness-Projectivity and Injectivity 

Let Rand S be rings and let U = R Us be a bimodule. Then (see (4.4)) for 
each left R-module RM there are two S-modules, 

and 

Thus M 1---+ HamR(US , M) and M 1---+ HamR(M, Us) define functions from RA 
to sA and to As, respectively. These two functions can be extended to 
additive functors from RM to sM and to Ms. The resulting functors are of 
fundamental importance in our analysis of module categories. 

Definition of the Hom Functors 

As above, let V = R Vs be a bimodule. Let 

I:RM ---> RN 

be an R-homomorphism in RM. Then for each Y E HamR(V, M), we have 
I y E HomR(V, N). We claim that 

HomfV,f): ;' 1---+ j }' 

is an S-homomorphism 

HomR(V,f):HomR(U, M) ---> HomR(U, N). 

For if Y 1,}'2 E HomR(V , M) and 51' S2 E S, then for all u E V, 

I J (s 1 'I 1 + s 2 }' 2 )( u) = I ( }' tI us 1 ) + }' 2 ( us 2 ) ) 

h'dustl + j}' 2 (US 2 ) 

= (s tI h' tl + $2 (f}'2) )(u). 

Th us, we do have a function H omR ( V, _): R M ---> sM defined by 

HaI11 R(V, _): M 1---+ HOI1l R(V, M) 

HOI11R(V, - ):fl---+ HomR(V,f). 

The notation HamR(V,f) can be awkward, so if there is no ambiguity with 
the module V, we are likely to abbreviate 

j~ = HOIflR(U,f) · 

Note that iff: M ---> N in RM, thenj~ is characterized by 

M~N 

~ / 1" 
V 

Now it is an easy matter to check that this function HOI11 R(V, _) is actually 
an additive covariant functor from RM to sM. 
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On the other hand, for the R-homomorphismf:RM -> RN we can define 
a mapping 

vIa 

HomR(!, U):yl--->yf 

It is straightforward to show thatf* = HomR(!, U) is an S-homomorphism. 
Forf* we have 

M~N 

I*(~ I 
U 

Here then we have a function HomR(_, U):RM -> Ms defined by 

HomR(_, U):M I---> HomR(M, U) 

HomR(_, U):fl---> HomR(!, U). 

Now finally, 

16.1. Theorem. Let Rand S be rings and let U = R Us be a bimodule. Then 

HomR(U, -):R M -> sM 

is an additive covariant functor and 

HomR(_, U):R M -> Ms 

is an additive contravariant functor. 

Proof We shall show that HomR(_, U) reverses composition and pre­
serves addition. The rest of the proof is at least as routine and will be 
omitted. Suppose then that g: M -> M' and f: M' -> M" are morphisms in 
RM. If y E HomR(M", U), then 

(fc g)*(y) = V ofo g = g*(f*(y)) = (g* cf*)(,'), 

Next suppose that f: M -> Nand g: M -> N are morphisms in RM. If 
y E Hom(N, U), then 

(f + g)*(V) = yo (f + g) = (y of) + (y c g) = f*(y) + g*(V). 0 

Appealing to opposite rings we can deduce from this Theorem the 
existence of a variety of additive functors. For example, a bimodule R-S V 
yields a covariant functor 

HomR(sV, -):R M -> Ms, 

and a contravariant functor 

HomR(_,sV):RM -> sM. 

We shall frequently refer to this class of functors as the "Hom functors". 
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General Properties of Additive Functors 

Before proceeding to the explicit study of these Hom functors, we shall 
prove a pair of results about additive functors that we shall need subse­
quently. 

16.2. Proposition. Let C and 0 be full subcategories of the categories of left 
(or right) modules over rings Rand S. Let F: C -> 0 (G: C -> 0) be an additive 
covariant (contravariant)functor. If 

f 9 

O->K-EB->M-EB->N->O 

is split exact in C, then both 

0-> F(K) ~ F(M) ~ F(N) -> 0 

0-> G(N) ~ G(M) ~ G(K) -> 0 

are split exact in O. In particular, if g: M -> N is an isomorphism, then both 
F(g) and G(g) are isomorphisms. 

We shall prove this result jointly with 

16.3. Proposition. Let C, 0, F, and G be as in (16.2). If M, M I , ... , Mn are 
modules in C and if M = MI EB ' " EB Mn is a direct sum with injections 
L 1 , ••• , 'n and projections n I' . • . , nn ' then 

(1) F(M) is a direct sum of F(M 1)' ... , F(Mn) with injections F( (Il, ... , 
F(c n) and projections F(ntl, ... , F(nn): 

(2) G(M) is a direct sum of G(Mtl, ... , G(Mn) with injections G(n ti, ... , 
G(nn) and projections G( L ti, ... , G( Ln}' 

Proof (of (16.2) and (16.3)). For each pair M, N in C, F:HomR(M, N)-> 
Homs(F(M), F(N)) is a group homomorphism. Thus F of the zero map is 
the zero map. Now for (16.3.1) we have from (6.22), and the additivity and 
covariance of F: 

L7= 1 F(L;)F(ni) = F(L7= 1 Lin;) = F(lM) = IF(M) ; 

F(n;)F( L j) = F(ni L j) = F((jij) = (jij 1 F(M,)' 

A similar argument takes care of (16.3.2). Finally, (16.2) now follows as a 
special case of(16.3) by virtut: of(S.3.b) and (6.22). 0 

Suppose again that C, 0, F and G are as ill (16.2). Let J;: Mi -> N 
(i = 1, ... , n) be homomorphisms in C. Applying F to the appropriate 
diagrams we have for each i = 1, .. . , n, 

F(EBM;) F I EE> },}) F(N) 

F~ A ;} 
F(Md 

Thus by (16.3) and the uniqueness of the direct sum map, 
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hence, relative to the injections F(, 1), ... , F( In), F preserves finite direct sums 
of homomorphisms as well as of modules. Of course we can also write 

F(n7= 1 gil = n7= 1 F(gd, 

and 

G(n7= 1 gd = (£l7= 1 G(gJ 

Direct Sums and Products under Hom 

Given a bimodule RUS the functors Hom R(_, U) and HomR(U, _) are both 
additive, so by (16.3) they "preserve" finite direct sums. In fact, they do even 
better as the next proposition shows. 

16.4. Proposition. Let R Us be a bimodule and let (Ma)aEA be an indexed set 
of left R-modules. 

(1) If(M, (qa)'EA) is a direct product of(Ma),EA' then 

(HomR(US , M), (HomR(US ' qal)'EA) 

is a direct product of the left S-modules (H omR( Us, Ma) )aEA; 
(2) If(M, U')'EA) is a direct sum of(Ma)aEA' then 

(HomR(M, Us), (HomRUa, US»'EA) 

is a direct product of the right S-modules (HomR(Ma, Us) )aEA-

Proof We leave (1) as an exercise. To prove (2) let (na)'EA be the projections 
for the direct product n A HomR(M" Us). Then by (6.1) there is an S-homo­
morphism Y/ making the diagrams 

HomR(M, Us) -+nA HomR(Ma, Us) 

HomR(J,.~ ~ 
HomR(M" Us) 

commute for all rx E A. If Y E Ker Y/ then 

0= naY/(Y) = HomRUa, U)(y) = ';ja 

for all rx E A. But this, since M = LA Imja (see (6.21.iii», forces y = O. Thus Y/ is 
monic. If (Ya)aEA En A HomR(M" Us), then the direct sum map (£lAY" making 
the diagrams 
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commute (ex: E A), satisfies 

1r,"I(EB A'Y, ) = HomU" VS)(EB Af, ) 

= (EBAy,)j, = I"~ (ex: E A). 

Thus "I is an isomorphism, and by (6.4) the proof is complete. o 
Reversing the variables, we see that Proposition (16.4) relates the 

functors HomR(EB A Va' _) and HomR(_, TIA V,) to the functors HomR(V,,_) 
and HomR(_. V,). That is, 

HomR(EB A Va' M) ~ TIA HomR(V" M), 

HomR(M , TIA Va) ~ TIA HomR(M, V, ). 

(See (6.4).) The next corollary asserts that these relationships are "natural". 
(See §20.) 

16.5. Corollary. Let ( V, )'EA be an indexed set of left R -modules. If M and N 
are felt R-modules, then there exist E.-isomorphisms "1M, "IN, vN and VM such that 
for allf:RM -+ RN the diagrams 

(1 ) 

l/om l (£ ,L .. /) H (ep V N) 
, om, w:r 

n , HomIL,.NI TI H (V N) 
) A omR a' 

and 

Hum! }. n, V,I H (M TI V) 
~ omR , A ex 

(2) ,,,1 
n , IHom(j. V,I TI H (N' V) 

) A omR , , 

are commutative. 

Proof Again we omit the proof of (1). To prove (2) let (q')'EA be the pro­
jections for TIA V, and let (1r')'EA and (1r~)aE A be the projections for 
TIA HomR(N, Va) and TIA HomR(M, V,), respectively. Then (see (16.4.1) and 
(6.4)) there are isomorphisms 

vN:HomR(N, TIA Va) -+ TIA HomR(N, Va) 

and 

such that 

(ex:EA) 

and 

(ex:EA). 
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If Y E HomR(N, n A U,) then for all rJ. E A 

n~(nA Hom(f, U,)(vN(y))) = Hom(f, U,Hn, vN(Y)) 

= Hom(f, U.HHom(N, q,)(y)) = q.yf 

= Hom(M, q,)(Hom(f, n A U,)(y)) 

= n~(vM(Hom(f, n A U,)(y))). 

Thus the diagram commutes, as desired. 
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o 
Although the Hom functors preserve split exact sequences, in general 

they need not preserve all exactness. For the remainder of this section we shall 
be primarily concerned with the behavior of the Hom functors on exact 
sequences. 

Exact Functors 

Let C and D be the full subcategories of categories of modules and let 
F: C ~ D be a covariant functor. If for every short exact sequence in C 

O~K~M~N~O 

the sequence 

o ~ F(K) ~ F(M) ~ F(N) 

is exact in D, then F is said to be left exact. On the other hand if 

F(K) ~ F(M) ~ F(N) ~ 0 

is exact in D, then F is said to be right exact. In the contravariant case the 
defining diagrams are 

o ~ G(N) ~ G(M) ~ G(K) 

for left exact and 

G(N) ~ G(M) ~ G(K) ~ 0 

for right exact. A functor that is both left and right exact is called simply an 
exact functor. This name is well chosen, for (see Exercise (16.4)) the image of 
any exact sequence under an exact functor on R M is exact. 

16.6. Proposition. The Hom functors are left exact. Thus, in particular if 
R U is a module, then for every exact sequence 0 ~ K ~ M .!!. N ~ 0 in R M 
the sequences 

and 

are exact. 
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Proof We shall do the contravariant case. If IE HomR(N, U) and 
0= g*(y) = Ig then y = 0 because g is epic. Thus g* is monic. Since the Hom 
functors are additive we havef*g* = (gf)* = 0* = 0; so that 1m g* c;:: Kerf*. 
If 13 E Kerf*, then f3f = f*(f3) = 0, so Ker 13 c;:: Imf = Ker g. So the Factor 
Theorem tells us that 13 factors through g. Therefore 13 = yg = g*(/) E 1m g* 
and we have proved that 1m g* = Kerf*· 0 

The left exactness of the Hom functors HomR(V, _) and HomR(_, V) on 
M R can be established by considering opposite rings. 

M-projective and M-injective Modules 

Let RU be a module. Then in general the functors HomR(U, _) and 
HomR(_, U) are not exact. For example, it is easy to see that neither 
Hom;IJ1L z, _) nor Hom;z(_, 1L 2 ) preserves the exactness of the natural short 
exact sequence 

0-> 1L -> 1L -> 1L2 -> O. 

Nevertheless, the functors HomR(U, _) and HomR(_, U) do preserve the 
exactness of some short exact sequences. We now look at some aspects of 
this "local exactness". 

Let RUbe a module. If RM is a module, then U is projective relative to M 
(or U is M-projective) in case for each epimorphism g: RM -> RN and each 
homomorphism t': R U -> RN there is an R-homomorphism ;: U -> M such 
that the diagram 

U 

l' 
Ai -> N -> 0 

4 

commutes. On the other hand U is injective relative to M (or U is M-injective) 
in case for each monomorphism f: K -> M and each homomorphism 
'r: RK -> R U there is an R-homomorphism ;: M -> U such that the diagram 

U 

I 
O->KrM 

commutes. The next two results assert that U is M -projective (M -injective) 
if and only if HomR(U, _) (respectively HomR(_, U)) preserves the exactness 
of all short exact sequences with middle term M. 

16.7. Proposition. Let U and M be left R-modules. Then the following are 
equivalent: 

(a) U is M -projective; 
(b) For every short exact sequence with middle term M 

O->K~M-'!.,.N->O 
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in RM, the sequence 

0---> HomR(U , K) £; HomR(U , M) ~ HomR(U , N) ---> 0 

is exact; 
(c) For each submodule RK ::;; RM, every R-homomorphism h: U ---> M/K 

factors through the natural epimorphism nK:M ---> M /K. 

Proof (a) ¢> (b). By (l6.6) condition (b) holds if and only if for every 
epimorphism M.!.. N ---> 0 the sequence HomR(U, M) £; HomR(U, N) ---> 0 
is exact. But f* is epic if and only if for each i E H om( U, N) there is a 
Y E HomR(U, M) such that 'r = j~(y) = n· 

(a) => (c). This is clear. 
(c) => (a). Suppose we have an epimorphism g: M ---> N with K = Ker g. 

Then by The Factor Theorem (3.6.1) there is an isomorphism h:N ---> M /K 
such that hg = nK. By hypothesis, if y : u ---> N then hy factors through nK; that 
is, there is a y such that 

commutes. Thus we have hgy = nK y = hy. So since h is an isomorphism, 
gy = y and U is M-projective. D 

Similar methods prove 

16.8. Proposition. Let U and M be left R-modules. Then the following are 
equivalent : 

(a) U is M-injective; 
(b) For every short exact sequence with middle term M 

O--->K.!..M~N--->O 

in RM , the sequence 

0---> HomR(N, U) ~ HomR(M, U) C HomR(K, U) ---> 0 

is exact: 
(c) For each submodule RK ::;; RM, every R-homomorphism h: K ---> U can 

be extended to an R-homomorphism h: M ---> U (i.e ., every h: K ---> U jactors 
through the natural monomorphism iK: K ---> M). D 

A module RP is said to be projective in case it is projective relative to every 
module RM. And a module RQ is injective in case it is injective relative to every 
module RM. Thus, 

16.9. Corollary. A modulf' RP is projective if and only if the additive co­
variant jimctor H omR(P, _) is exact on R M. A module RQ is injective if and onLy 
if the additive contravariant functor Hom R (_, Q) is exact on JIM. 
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Projectivity and Injectivity Classes 

Although there exist modules that are neither projective nor injective, we 
shall see in later sections that over a ring R there do exist many projective and 
injective modules. Of course it is trivial that the zero module is both projective 
and injective. Now let RM be a module. Denote by 9~(M) (respectively, 
~n(M)) the class of all M-projective (M-injective) modules. Thus 9i(M) and 
~ n(M) contain all the projective and injective modules, respectively, so in 
particular, they both contain O. Our next result implies that 9~(M) is 
"closed" under direct sums and that .~ n(M) is "closed" under direct 
products. 

16.10. Proposition. Let M be a left R-module and let (VaJaEA be an indexed 
set of left R-modules. Then 

(1) EB A Va is M -projective if and only if each V, is M -projective; 
(2) n 4 Va is M-injective ifand only if each V, is M-injective. 

Proof This follows from (16.5). For example, Hom(EB VaJ) is epic ifand 
only if each Hom( V,J) is epic. (See also Remark (6.25).) 0 

16.11. Corollary. Let (V ,)aEA be an indexed set of left R -modules. Then 
(I) EBA V, is projective ifand only ijeach V, is projective; 
(2) ITA Va is injective ij'and only ij'each V, is injective. 

Projectivity and Injectivity Domains 

The projectivity domain of a left R-module V is 9 ·[ - I (V), the collection of all 
modules RM such that V is M-projective. The injectivity domain of V is 
I n- I(V) which consists of those modules M such that V is M-injective. 
Again it is trivial that 0 belongs to both 9J- I(V) and ~n-I(V). Also it is 
immediate that V is projective or injective, respectively, if and only if 
9i- I(V) or .In-I(V) contains all left R-modules. The most important 
properties of the classes 9i - I (V) and I:n - l( V) are that they are both closed 
under submodules and epimorphic images, that 9J - l( V) is closed under 
finite direct sums and that ~:n - I (V) is closed under arbitrary direct sums. 

16.12. Proposition. Let V be a left R-module. 
(1) If 0 ---+ M'!!. M.!'... M" ---+ 0 is exact in RM and U is M-projective, then 

V is projective relative to hoth M' and M". 
(2) ffU is projective relative to each ofMI .... , Mn , then U is EBi'=1 Mj -

projective. 
Moreover, ij U is finitely generated and M,-projective (IX E A), then V is 

projective relative to EB AM,. 

Proof (1) Let U be M -projective and let 

o ---+ M' !!. M .!'... M" ---+ 0 

be exact. If g: M" --> N" is epic, then since V is M -projective and gk is epic 
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g*k* = (gk)* 

is epic. But then g* is epic so U is M" -projective. To prove that M' is U­
projective, we may assume that M' s;; M. If K' s;; M' then there is a 
commutative diagram 

0--> M' --> M 

n, 1 1 

o 
1 

--> M j M' --> 0 

1 
0--> M' j K' --> M j K' --> M jM' --> 0 

111 
o o o 

with exact rows and columns. Applying HomR(U, _) to this diagram we have 
the commutative diagram 

o 
1 

0--> HomR(U, M ' ) --> HomR(U, M) --> HomR(U, M /M') 
",,1·1 1 1 

0--> HomR(U, M' j K') --> HomR(U, M jK') --> HomR(U, M /M') 

1 1 
o o 

with exact rows and columns. But now it follows from (3.14.4) that (n K ')* is 
epic. Thus U is M' -projective. 

(2) Clearly it is sufficient to show that if U is projective relative to M 1 and 
M 2 , then U is M1 (£l Mz-projective. So suppose K s;; Ml EB M 2 . Then the 
obvious maps yield the commutative diagram 

O----->,M 1-EB---->M) (£l M 2--(£l -----.M 2 ---..... ,0 
1 n,l 1 

0--> (M) + K)/K --> (M1 (£l M 2 )/K --> (M1 (£l M 2 )/(M1 + K) --> 0 

1 1 1 
o o o 

with exact rows and columns. To prove that (nK )* is epic, apply HomR(U, _) 
and The Five Lemma (3.15). 

Finally, suppose that U is finitely generated and projective relative to 
each Ma (IX E A). If we have the solid part of 

U 
;/ 1; 

(£lAM: J!. N --> 0 

then, since 1m y is fini tely genera ted and 9 is epic, there exist x), . .. , Xn E EB A M a 

such that {g(x t ), ... , g(xn )} is a spanning set for Imy. Let M' = Rx) + ... + 
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RXn ::s; ffi A Ma· Then M' is contained in a finite direct sum t£h M, ::s; ffi A Ma; 
and hence by (1) and (2) U is M'-projective. Thus there exists a y making 

U 

yt 
M' ~ Imy --+ 0 

(and hence the first diagram) commute. o 
16.13. Proposition. Let U be a left R-module. 
(1) If 0 --+ M' ~ M ~ M" --+ 0 is exact in R M and U is M -injective, then U 

is injective relative to both M' and M". 
(2) If U is injective relative to each of the R-modules Ma(Ct. E A), then U is 

ffi A Ma-injective. 

Proof (1) This proof is similar to that of(16.12.1): Iff:K' --+ M' is monic, 
then so is hf: K' --+ M. Thus 

f*h* = (hf)* 

is epic, f* is epic, and hence U is M' -injective. To see that U is M"­
injective, assume that M' ::s; K ::s; M and that M" = M/M'. Then apply 
Hom R (_, U) to the canonical diagram 

o 
i 

0--+ M' --+ M --+ M / M' --+ 0 

iii 
o --+ M' --+ K --+ K/ M' --+ 0 

iii 
o o o 

(2) Suppose that M = ffi A Ma and U is Ma-injective for all Ct. E A. Let 
K ::s; M and h : R K --+ R U. Let 

~ = {f:L --+ U I K ::s; L ::s; M and (f I K) = h}. 

Then ~ is ordered by set inclusion (i.e.,!::s; g if and only iff ~ g ~ M x UJ 
and ~ is clearly inductive. Let 

h: N--+U 

be a maximal element in ~. To complete the proof we need only show that 
each M, is contained in N. Let 

K, = Ma n N. 

Then 

(h I K,):K. --+ U, 
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so since K, ::;; M, and U is M,-injective, there is a map 
-
h,:M, ---+ U 

with 

(h, I K,) = (h I K,). 

If m,ElI1, and_ nEN ~uch that m, + n = 0, then m" = -nEK, and 
h,(m,) + h(n) = h( - n) + h(n) = 0. Thus 

- -
f:m, + n f---+ h,(m,) + h(n) 

is a well-defined R-map 

f:M, + N -+ U. 

But (f I N) = h. So by the maximality of h, M, s N. o 

16.14. Corollary. Let U be a left R-module and suppose that G is a generator 

in RM. 
(l) If U is G-injective, then U is injective. 
(2) If U is finitely generated and G-projective, then U is projective. 

Proof Every left R-module is an epimorph of a direct sum of copies of G. 
Thus (16.13) and (16.12) apply. 0 

16. Exercises 

1. (1) Let cp: R -+ S be a ring homomorphism. Prove that the functor 
T¢: sM -+ R M of Exercise (4.15) is exact. 
(2) Let e E R be a non-zero idempotent. Prove that the functor 
T.,:RM -+ eReM of Exercise (4.17) is exact. 

2. Let F: RM -+ sM be an additive functor, and let RM E RJlt. For each 
K ::;; M let iK :> M denote the inclusion map. Prove that 
(1) If F is covariant, then K f---+ 1m F(iK:>M) defines an order preserving 
map from the lattice /I'(M) of submodules of M to the lattice .'/'(F(M» 
of submodules of F(M). 
(2) IfF is contravariant, then K f---+ Ker F(iK:>M) defines an order reversing 
map !f'(M) -+ !f'(F(M». 

3. Let RUbe finitely generated and let (M, tEA be an indexed set of left 
R-modules. Prove that HomR(U, EB4M,) ~ EB4 HomR(U, M,). [Hint: 
There is a natural monomorphism one way.] 

4. Let C be a full subcategory of R M that contains with each M all sub­
modules and factor modules of M. Let F: C -+ s M be a covariant additive 
functor (there are obvious variations of this exercise for contravariant 
functors). Prove that 
(1) F is exact iff for each exact sequence M' .4 M .!!., M" in C the induced 
sequence 
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F(M') ~ F(M) ~ F(M") 
is exact in sM. [Hint: See Exercise (3.10).] 
(2) F is left exact iff for each exact sequence 0 ..... M' ..... M ..... M" in C 
the induced sequence 0 ..... F(M') ..... F(M) ..... F(M") is exact in sM. 
(3) State and prove the "right exact" version of part (2). 

5. (1) Let E be (U-)injective and let U finitely cogenerate V Prove that 
TrE(V) ::; TrE(U). In particular, if V generates E, then so does U. 
(2) Let P be (U -)projective and let U generate V Prove that Rej p( V) 2 
Rejp( U). In particular, if V cogenerates P, then so does U. 

6. Let R be the ring of all 2 x 2 upper triangular matrices over QI. Using 
Exercise (16.5) prove that Soc R is not injective and RjJ(R) is not 
projective. 

7. Prove that an exact sequence 0 ..... K ..... M ..... N ..... 0 of R-homo­
morphisms splits if either K is M-injective or N is M-projective. 

8. Prove that the following statements about a left R-module Mare 
equivalent: (a) Every left R-module is M-projective; (b) Every left 
R-module is M-injective; (c) Every simple left R-module is M-projective; 
(d) Mis semis imp Ie. [Hint: (a) = (d) and (b) = (d) by Exercise (16.7). For 
(c) = (d), first assume that M is cyclic.] 

9. Prove that the following statements about a ring R are equivalent: 
(a) R is semisimple; (b) Every left R-module is projective; (c) Every left 
R-module is injective; (d) Every simple left R-module is projective. [Hint: 
Exercise (16.8).] 

10. (1) Prove that every divisible abelian group is projective relative to the 
regular module TLZ but no non-zero divisible group is a projective 
Z-module. So 7LQI is 7LZ-projective but not projective. Deduce that 
!J>? -1 (QI) is not closed under direct sums. [Hint: If TLD is divisible, then 
Hom7L(D, Zn) = 0.] 
(2) Prove that every torsion-free abelian group F is injective relative to 
every torsion group T, but that the torsion-free group TLZ is not an 
injective Z-module. Deduce that §n - I(Z) is not closed under direct 
products. [Hint: fI[Jl>Zp has a torsion-free subgroup.] 

1l. Let R be a P.I.D. Prove that if a module RM is divisible (see Exercise 
(3.15)), then it is injective relative to R and hence is injective over R. 

12. Let RG be a generator, let RU have a spanning set X, and let U be 
G(X)-projective. Prove that R U is projective. 

13. Let U, V, M be R-modules with V::; U. Prove that: 
(1) If U is M-injective and Tru(M) ::; V, then Vis M-injective. 
(2) If U is M-projective and V::; Reju(M), then UjV is M-projective. 
(3) If V <l U and V is M-injective, then Tru(M)::; V and U is M­
injective. [Hint: If f:M ..... U, let N = f~(V). By hypothesis there is a 
g:M ..... V with (g I N) = U I N). Observe that ImU - g) n V = 0.] 
(4) If V« U and UjV is M-projective, then V::; Reju(M) and U IS 

M-projective. [Hint: Try for a dual.] 
(5) .J n(U) (.9'i(U)) is closed under essential (superfluous) extensions. 

14. Let I be an ideal of R and let RP and RE. Prove that: 
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(1) If P is projective, then P/IP is R/I-projective. 
(2) If E is injective, then rE(l) is R/ I -injective. 
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15. A module R V is projective (injective) modulo its annihilator in case V is a 
projective (injective) R/IR(V) module. 
(1) Prove that these are equivalent: (a) RV is projective modulo its 
annihilator; (b) V is a projective R/I module for some ideal I ~ lR(V): 
(c) V is VA-projective for every set A. 
(2) Prove that these are equivalent : (a) RV is injective modulo its 
annihilator; (b) V is an injective R/I module for some ideal I ~ lR(V); 
(c) V is VA-injective for every set A. 

16. Prove that a module that is projective (injective) modulo its annihilator 
need not be projective (injective). [Hint: See Exercise (16.6).J 

17. A module R V is quasi-projective (quasi-injective) in case: it is V -projective 
(V-injective). Thus from Exercise (16.15) we infer that if V is projective 
(injective) modulo its annihilator, then it is quasi-projective (quasi­
injective). Prove that 
(1) Every semisimple module is quasi-projective and quasi-injective. 
(2) The abelian group EB IP' ,zp is quasi-projective and quasi-injective but 
neither projective nor injective modulo its annihilator. 
(3) Every quasi-projective (quasi-injective) module is quasi-projective 
(quasi-injective) over its biendomorphism ring. 
(4) Vj EB ... EB Vn is quasi-projective (quasi-injective) iff Vi is Vrprojec­
tive (Vrinjective) for all i,j. 
(5) The following are equivalent for a ring R: (a) Ris semisimple; (b) 
Every left R-module is quasi-projective; (c) Every left R-module is 
quasi-injective. 

18. Let S = End(RV) and let R Tbe simple. Prove that : 
(1) If V is quasi-projective, then the left S-module HomR(VS , T) is simple 
or zero. 
(2) If V is quasi-injective, then the right S-module HOn1R(T, Vs) is simple 
or zero. 
[Hint : For (1) suppose 0 =t- Y E HomR(V, T). Then y is epic and V is 
quasi-projective, so y* :sS -> HomR(VS , T) is epic. Thus 

Sy = HomR(V, T).J 

19. Let RV be quasi-injective with I = lR(V). Prove that the following are 
equivalent: (a) V finitely cogenerates R/I; (b) V is finitely generated over 
End(RV); (c) V finitely cogenerates BiEnd(RV). Moreover, prove that 
each of these conditions implies that V is injective both modulo its 
annihilator and as a BiEnd(RV) module. 

§17. Projective Modules and Generators 

Recall that a left R-module P is projective in case P is projective relative to 
every left R-module. That is, whenever there is given the solid part of a 
diagram 
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in R M with exact row, there is an R-homomorphism y such that the whole 
diagram commutes, i.e., gy = y. We begin with several 

Characterizations of Projective Modules 

17.1. Proposition. The following statements about a left R-module Pare 
equivalent: 

(a) P is projective; 
(b) For each epimorphismf:RM -+ RN the map 

HomR(P,f) :HomR(P, M) -+ HomR(P, N) 

is an epimorphism; 
(c) For each bi-module structure RPS the functor 

HomR(Ps ' -):R M -+ sM 

is exact.-
(d) For every exact sequence 

M' .:4 M .!4 M" 

in RM the sequence 

HomR(P, M') !:. HomR(P, M) ~ HomR(P, Mn) 

is exact. 

Proof (a) ¢;> (b) and (a) ¢;> (c) both follow from (16.7). Finally (c) ¢> (d) is 
immediate from Exercise (16.4). D 

It is an easy consequence of (4.5) and (17.1) that RR is projective. A direct 
proof is also easy. Indeed, suppose we have the solid part of the diagram 

and that the row is exact. Then there is an mE M with g(m) = y(1). Clearly 
p(m): r f-+ rm defines an R-homomorphism R -+ M making the entire 
diagram commute. Recall that a module is free in case it is isomorphic to 
R(A) for some set A. So the important fact (16.11) that direct sums of pro­
jective modules are projective establishes that every free module is projective. 
This gives rise to the following characterization. 

17.2. Proposition. The following statements about a left R-module Pare 
equivalent: 
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(a) P is projective; 
(b) Every epimorphism RM -> RP -> 0 splits; 
(c) P is isomorphic to a direct summand of a free left R··module. 

Proof (a) = (b). Suppose f: M -> P is an epimorphism. If P is projective. 
then there is a homomorphism g such that fg = 1 p, so (§5), the epimorphism 
f splits. 

(b) = (c). This follows from the fact (8.1) that every module is an 
epimorph of a free module. 

(c) = (a). Every free module is projective. Apply (16.11). D 

17.3. Corollary. A left R-module P isfinitely generated and projective if and 
only iflor some module RP' and some integer n > 0 there is an R-isomorphism 

P EB P' ~ R(n). 

Proof A module RP is finitely generated if and only if for some natural 
number n, there is an epimorphism 

R(n) -> P -> O. 

But by (17.2) this epimorphism splits if and only if P is projective. D 

In §13 we saw that modules over semisimple rings behave very much like 
modules over division rings. Of course modules over division rings are 
projective. The parallel behavior of division rings and semisimple rings is 
seen further in 

17.4. Corollary. A ring R is semisimple if and only if every left R-module is 
projective. 

Proof By (13.10) R is semisimple iff every epimorphism in RM splits. 
But, by (17.2.b) this condition holds iff every left R-module is projective. D 

Characterization of Generators 

Recall (see §8) that a module RG is a generator in case G generates every 
module in RM . That is, G is a generator if and only if for every RM there is a 
set A and an R-epimorphism 

G(A) -> M -> O. 

A sort of duality exists between generators and projectives. The projectives 
are the modules P for which HomR(P, _) maps every epimorphism to an 
epimorphism; the generators are those modules G for which HomR(G, _) 
only maps epimorphisms to epimorphisms. Other examples of this pheno­
menon can be found by comparing (17.1) with the following characterizations 
of generators. 

17.5. Proposition. For a left R-module G the following statements are 
equivalent: 

(a) G is a generator; 
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(b) For every homomorphismf in RM if HomR(G,f) = 0, thenf = 0; 
(c) For every f:RM -> RN in RM, if f* : HomR(G, M) -> HomR(G, N) is 

epic, then f is epic; 
(d) A sequence 

M' -4 M J4 M" 

is exact in R M if the sequence 

HomR(G, M') 4 HomR(G, M) ~ HomR(G, M") 

is exact. 

Proof (a) ¢> (b). This follows at once from (8.11.1). 
(a) ~ (d). Let RG be a generator. Suppose 

M ' f M Y A"" R ~ R ---. R.1Yl 

is a sequence in R M such that the sequence 

HUI1I R(G , M') 4 HomR(G , M) ~ HomR(G, M") 

is exact. Then 0 = g*f* = Hom(G, g/). Thus, since (a) ¢> (b), we have gf = O. 
I.e., Imf:::; Ker g. Let x E Ker g. Then, since G generates Ker g, there exist 
homomorphisms f3i : G -> Ker 9 s M and Yi E G such that 

x = I7= 1 f3i(yJ 

Then, for each i. gf3i = 0; so #i E Ker y* = Imj~. That is, for each i there is an 
rx i E Hom(G, M') with f3i = f*(rx i) = frx i. Therefore, 

x = I7= 1 f3i(yd = I7= 1 jixi(yd E Imf 

(d) ~ (c). This implication is clear. 
(c) ~ (a). Assuming (c) it will suffice to show (see (8.13)) that for each RM 

the trace Tr~I(G) is M. Consider then the canonical exact sequence 

o -> Tr~(G) -.!.. M ~ M jTrM(G) -> 0 

which yields an exact sequence 

0-> HomR(G, TrM(G)) ~ HomR(G, M) ~ HomR(G, M/ TrM(G)). 

If f3 E Hom(G, M), then [n*(f3)] (G) = n(f3(G)) = 0 because 

f3(G) c;: TrM(G) = Ker n. 

Thus 1m i* = Ker n* = HomR(G, M) and i* is surjective. So (c) implies that i 
must be surjective; that is, TrM(G) = 1m i = M. 0 

Since RR is a generator (8.8), a module generates RR if and only if it 
generates every module. However, RR is also finitely generated, so any 
module that generates RR must finitely generate RR (see (lO.I)). Finally, since 
RR is projective, it follows that RG is a generator if and only if there is a split 
epimorphism G(n) -> R -> O. In other words 
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17.6. Proposition. A left R-module G is a generator if and only iffor some 
module R' and some integer n > 0 there is an R-isomorphism 

G(n) ~ REEl R'. o 
The dual behavior of generators and finitely generated projective 

modules is illustrated by (17.3) and (17.6). The next two important results 
provide further evidence. 

17.7. Lemma. Let RQS be a faithfully balanced bimodule. Then RQ is a 
generator ifand only if Qs is finitely generated and projective. 

Proof (=». Since right multiplication p: S --> End( RQ) is a ring iso­
morphism, as right S-modules 

HomR(Q, Qs) ~ Ss· 

Also by (17.6), since RQ is a generator, 

RQ(n) ~ REEl R' 

for some left R-module R'. Now applying (16.3) and (4.5) we get right 
S-isomorphisms 

S~) ~ HomR(Q, Qs)(n) ~ HomR(Q(n), Qs) 

~ HomR(R EEl R', Qs) ~ HomR(R, Qs) EEl HomR(R', Qs) 

~ Q EEl Q'; 

so that, by (17.3), Qs is finitely generated and projective. 

(<=). This follows from (17.3) and (17.6) since 

RQ(n) ~ Homs{S, RQ)(n) ~ Homs(s(n), RQ) 

~ Homs(Q EEl Q', RQ) ~ Homs(Q, RQ) EEl Homs(Q', RQ) 

~ REEl R'. 

17.8. Theorem A left R-module G is a generator if and only if 
(i) RG isfaithful and balanced. 

(ii) GI:;nd (,Iii is finitely generated and projective. 

Proof (=». Since RG is a generator, by (17.6) 

RG(n) ~ R EEl R' 

o 

for some R'. Applying (14.2), Exercise (4.14) and (14.1.1) we have a commuta­
tive diagram of ring homomorphisms 

R _~1,_-+) R __ ...:1,'-----» R ___ 1.::..' --+ R 

;'1 ;,1 ;,1 ;'1 
BiEnd(G) --> BiEnd(G(n)) --> BiEnd(R EEl R') --> BiElld(RR) 

where the composite of maps in the bottom row is injective and, by (4.11), A4 
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is bijective. Thus )' 1 is an isomorphism. That is, making the obvious 
identifications, 

R ::;; BiEnd(G) = BiEnd(G(n)) = BiEnd(R EB R' ) 

::;; BiEnd(R) = R. 

Therefore RG is faithful and balanced. That IS, RGEnd IRGI is a faithfully 
balanced bimodule. Now (17.7) applies. 

(<=). This implication follows at once from (17.7). 0 

Of course, the regular module RR, or indeed any free left R-module, is 
both a projective module and a generator. In general not all projective 
modules are generators. The next result, however, shows that the important 
class of projective generators can be characterized as those projective 
modules that generate all simple modules. 

17.9. Proposition. Let P be a projective left R-module. Then the following 
statements are equivalent: 

(a) P is a generator; 
(b) HomR(P, T) =f. Of or all simple left R-modules T; 
(c) P generates aery simple left R-module. 

Proof The implications (a) => (c) and (c) => (b) are trivial. Finally for 
(b) => (a), assume that P satisfies condition (b). It will suffice to prove that P 
generates R, or (see (8.21)) that TrR(P) = R. But if TrR(P) i= R, then since 
it is a left ideal, TrR(P) is contained in some maximal left ideal I of R. Then 
R/I is simple, so there is a non-zero R-homomorphism y:P --> R/I. Since P 
is projective, there is a commutative diagram 

P 

/ 1' 
R --> R/1 --> O. 

II, 

This produces a contradiction since 1m y <;; TrR(P) <;; 1. o 

Radicals of Projective Modules 

It is not surprising, in view of (17.2), that the behavior of projective modules 
parrots much of that of the regular module RR. Next we observe this in the 
case of radicals of projective modules. 

17.10. Proposition. Let R be a ring with radical J(R) = J. IfP is a projec­
t ive left R-module, then 

RadP=JP. 

Proof Proposition (17.2) allows us to assume that P is a direct summand 
of a free module P EB P' = RIA). Then by (9.19) 

Rad P EB Rad P' = Rad(RIA)) = (Rad R )(A) 
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= j<A) = l'R(A) = lPEB lP'. 

So, since lP:s; Rad P and lP:s; Rad P' (see (15.18)), we must have 
RadP = lP. D 

Next we calculate the radical of the endomorphism ring of a projective 
module. 

17.11. Proposition. Let P be a projective left R-module with endomurphism 
ring S = End(RP)' Let a E S. Then 

aEl(S) if I Ima« P. 

Proof (<=). Suppose 1m a « RP, Then, by (15.3), it will suffice to show that 
Sa « sS. So suppose that 1 :s; sS and Sa + 1 = S. So 1 p= sa + b for some 
s E Sand bEl. Then P = PIp :s; Psa + Pb :s; 1m a + Pb, so that Pb = P. But 
then b is an epimorphism b : P ~ P. So, since P is projective, this epimorphism 
splits and there is some c E S with 1 p = ch E 1. Thus I = S and Sa « S. 

(=). Let aEl(S) and suppose that K:s; P with Ima + K = P. Then we 
readily see that if nK: P ~ P/K is the natural epimorphism, anK: P ~ P/K is 
epic. So, choosing S E S such that 

P 

/1", 
P -;;;;;> P/K ~ 0 

commutes, we have (1 - sa)nK = O. But, since a E liS), 1 - sa is invertible 
and nK = O. Therefore, K = P. D 

17.12. Corollary. Let 1 = l(R).!f P is a projective left R-module such that 
1 P « P (e.g., if RP is finitely generated), then 

l(End(RP)) = HomR(P, lP) and End(RP)fJ(EndRP);;::::: End(RPfJP). 

Proof Since, by (17.10) we have Rad P = 1 P, the hypothesis 1 P « P 
insures that a submodule of P is superfluous iff it is contained in lP. (See 
(9.13).) In particular then, by (17.11), an endomorphism a of P belongs to 
J(End(RP))iff/ma:s; JP. ThusJ(End(RP)) = HomR(P,JP). 

Now observe that, since JP is stable under endomorphisms of P, 

¢(s):(p + JP)t-->ps + JP 

defines a ring homomorphism ¢ :End(RP) ~ End(RP/JP ); and that, since P 
is projective, this homomorphism ¢ is surjective. 

P~ P/JP 

,1 l~r'l 
P --;;-;;-> P/JP 

But clearly we have Ker¢ = HomR(P, JP), so that 

End(RP)fJ(End(R P )) ;;::::: End(RPfJP). D 
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17.13. Corollary. Let R be a ring with radical J, let n EN , and let e E R be a 
non-zero idempotent. Then 

J(Mn(R» = Mn(J), and J(eRe) = eJe. 

Proof By (4.l1) and (13.2) there is a natural ring isomorphism 

p : Mn(R) --> End(RR(n) . 

Now J R(n) = J(n) and clearly p( [rj j ] ) E HomR(R(n" J(n) iff [r;J E Mn(J). So 
apply (17.12). For the other assertion, recall (4.15) that there is a natural 
isomorphism 

p:eRe --> End(RRe) 

and clearly p(ere) E HomR(Re, Je) iff ere E J. Again apply (17.12). (Or see 
Exercise (15.11).) D 

Now we can prove the important fact that no non-zero projective module 
is its own radical; that is, 

17.14. Proposition. Every non-zero projective module contains a maximal 
submodule. 

Proof Let RP be projective. Then by (17.3) we may assume that there is a 
free left R-module F with F = PEEl P'. If P contains no maximal submodule, 
then by (17.10) we have 

P = JPs;:;JF. 

To prove the proposition we show that this forces P = O. To this end, let 
x E P. Let e be an idempotent endomorphism of F such that Fe = P and let 
(X,}aEA be a free basis for F. Then, for some finite subset H s;:; A, and some 
ra E R (aE H), 

x = r.aEII ' a X • . 

Also, for each a E H, there are finite sets H. s;:; A and aaP E J (fJ E H,) such that 

Now, inserting O's where necessary, we may assume that all of these sums are 
taken over a common finite subset K s;:; A to get 

o = x - xe = (r.aEK raX,) - (r. aEK r.xae) 

= (r.'EK ra(r. PEK i5ap Xp» - (r.aEK r.(r.PEK a,pxp» 

= r.PEK(r.aEKra(i5aP - aaP))xp' 

Since the xp are independent this equation yields the matrix equation 

[r, ] (1n- [a,p ] ) = [0]EM1 xn(R) 

where n = card(K) and In is the identity matrix in Mn(R). But by (17.13) 

[Gap] E J(Mn(R» and hence is quasi-regular. Thus In - [aaP ] has an inverse 
in Mn(R) and [r7 ] = [ 0] E M1 xn(R). This means 

D 
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Projective Covers 

Every free module is projective (17.2) and every module is generated by RR 
(8.1). Thus trivially 

17.15. Proposition. Every module is an epimorphic image of a projective 
module. 0 

For some modules M an even stronger assertion is possible: there is a 
projective module P and an epimorphismf:P --> M "minimal" in the sense 
that (f I L): L --> M is epic for no proper submodule of P. It is clear from 
(5.15) that this minimality condition simply says that Kerf« P. This leads 
to a formal definition. 

A pair (P, p) is a projective cover of the module RM in case P is a projective 
left R-module and 

is a superfluous epimorphism (Ker p « Pl. We also employ natural variations 
and abbreviations of this terminology; for example, we may well call P itself 
a projective cover of M. 

17.16. Examples. (1) If e is an idempotent in R, then by (17.10) and (l0.4), 
J e = Rad(Re) « Re. So since Re is projective, the pair (Re, n) is a projective 
cover of RejJe where n: Re --> RejJe is the natural map. 

(2) The pair CZ, r 2 ) where r 2 :Z --> Z2 is the natural map is not a pro­
jective cover since 2Z is not superfluous in Z. In fact, using (17.17) it is easy to 
prove that Z2 has no projective covers. (See Exercise (17.14).) 

(3) Let R be a local ring and RM finitely generated. Then R/J is a 
division ring and M / J M is a finite dimensional vector space over RjJ. Say 
MjJ M is k-dimensional; set P = R(k). Then clearly there is an R-epimor­
phism p: P --> M jJ M with Ker p = J P. Since RP is projective and the natural 
map n: M --> M / J M is epic, there is a homomorphism p: P --> M with 
np = p. By Nakayama's Lemma (15.13), JM « M, so n is a superfluous 
epimorphism. Thus, by (5.15), p is epic. But Ker p ::"~ Ker p = JP« P, 
whence (P, p) is a projective cover of M. 

Now we prove The Fundamental Lemma for Projective Covers. One of 
its consequences is that if a module does have a projective cover, then it has 
(essentially) only one. 

17.17. Lemma. Suppose RM has a projective cover p:P --> M. IfRQ is pro­
jective and q: Q --> M is an epimorphism, then Q has a decomposition 

Q = P' EB P" 

such that 

O)P':::::;P; 
(2) P" ~ Kerq; 
(3) (q I P'): P' --> M is a projective cover for M. 
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Moreo ver, if f: M I ---> M 2 is an isomorphism and if PI: PI ---> M I and 
pz : P z ---> M 2 are pro;ective covers, then there is an isomorphism 1 : PI ---> P z 
such that pzl = fP1-

Proof By the projectivity of Q there is a commutative diagram 

with exact row and column. Since p is a superfluous epimorphism and 
ph = q is epic, h is also epic by (5.15). But P is projective, so h splits, i.e., there 
is a monomorphism g: P ---> Q such that hg = lp, and hence Q = 1m g EB Ker h. 
Now, setting 

P' = Img and P" = Kerh, 

we see that (1) holds because g is monic, and that (2) holds because ph = q. 
But now we have q(P') = q(Q) = M, so that 

P'~ M---+O 

is exact ; and this is a projective cover because from qg = phg = p, it follows 
that Ker(q I P') = g(Ker p), a superfluous submodule of g(P) = P'. Thus (3) 
also holds. 

To prove the last statement, let p = pz, q = fpI and 1 = h. Then 
Pzl = fpI' Also 1= h is epic, Ker 1 = Ker PI is a superfluous direct sum­
mand of PI andJis an isomorphism. D 

17.18. Proposition. Let e andfbe idempotents in a ring R. Then thefollow-
ing are equivalent: 

(a) Re ~ Rf; 
(b) Relle ~ Rf Ilf; 
(c) eRleJ~fRl fJ ; 

(d) eR ~fR. 

Proof (a) -= (b). That (a) implies (b) is clear. If h: Re/1e ---> Rf /1f is an 
isomorphism, then since the natural maps Re ---> Rel Je and Rf ---> Rf /1f are 
projective covers, it follows from Lemma (17.17) that there is an isomorphism 
h:Re ---> Rf 

(c) -= (d). This is symmetric to the proof of (a) -= (b). 
(a) -= (d). If Re ~ Rf, then (see (4.6)) 

eR ~ Hom(Re, R) ~ Hom(Rf, R) ~fR. D 

In Chapter 7 we shall deal extensively with projective covers. There 
projective covers of simple modules will be of particular interest. We now 
have the resources to give 
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17.19. Proposition. Let R be a ring with radical J = J(R). Then thefol/ow-
ing statements about a projective left R-module P are equivalent: 

(a) P is the projective cover of a simple left R-module; 
(b) J P is a superfluous max imal sub module of P ; 
(c) End(RP) is a local ring. 

Moreover, if these conditions hold, then P ~ Re for some idempotent e E R. 

Proof (a) => (b). Clearly P is the projective cover of a simple module iff P 
contains a superfluous maximal submodule. But J P is contained in every 
maximal submodule of P; and JP contains every superfluous submodule of P 
((9.13) and (17.10)). 

(b) => (c). If JP is a superfluous maximal submodule of P, then by (17.12) 
and Schur's Lemma (13.1) 

End(RP)!J(End(R P)) ~ EndR(PIJP) 

is a division ring. Thus by (15.15), (b) implies that End(RP) is local. 
(c) => (a). Suppose that End(RP) is a local ring. Then P =1= o. By (17.14) 

there is a maximal submodule K < P. We claim that the natural epi­
morphism P --> P j K --> 0 is a projective cover, i.e., K « P. Suppose that 
K + L = P for some L s P. Then 

PjK ~ (L + K)/K ~ Lj(L n K); 

so there is a non-zero homomorphism f: P --> Lj(L n K). Thus, since P is 
projective there is an endomorphism s: P --> L s P such that 

P 

/)// l' 
Lt:-;> L/(L n K) --> 0 

commutes. Since 0 =1= f = sn, 1m s 1;. K; from which it follows that 1m s is 
not superfluous in P. Therefore s ¢ J(End(RP)) (17.11), s is an invertible endo­
morphism of P (15.15.g), L = P; and we have shown that K « P. 

Moreover, every simple module is an epimorph of R, so by (17.17), a 
projective cover P of a simple module must be isomorphic to a direct 
summand of RR. That is, P ~ Re for some e = e2 E R. 0 

17.20. Corollary. Thefollowing statements about an idempotent e in a ring 
R are equivalent: 

(a) ReIJ e is simple; 
(b) Je is the unique maximal submodule of Re; 
(c) eRe is a local ring; 
(d) eJ is the unique maximal submodule of eR; 
(e) eRjeJ is simple. 0 

17. Exercises 

1. Prove that every projective module over a P.LO. is free. [Hint: Exercise 
(8.16).J 
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2. Prove that if R is a local ring, then every finitely generated projective 
module is free. [Hint: See (12.7).J 

3. Prove that the abelian group ZI\J is not projective; hence products of 
projectives need not be projective. [Hint: Let K consist of those x E ZI\J 
such that each power of 2 divides all but finitely many nn(x). Show that 
if ZI\J is free, then K is free of uncountable rank. Now consider K /2K.J 

4. Let e E R be idempotent. Prove that: 
(1) Re is simple and faithful iff eR is simple and faithful. [Hint: By 
(17.20), if J(R) = 0, then Re is simple iff eR is. If Re is simple and faithful 
and 0 #- r E R, then there exist s, t E R with srte = e.J 
(2) If Re is simple and faithful, then Soc(RR) = ReR = SOC(RR)' 

5. Recall that for a ring R the properties x-primitive and y-artinian for 
x, y E {left, right} are equivalent, but that in general a primitive ring 
need not be right primitive. 
(1) Now prove that for a ring R the following are equivalent: (a) R is 
primitive and has a minimal left ideal; (b) R is primitive and has a simple 
projective left module; (c) R is primitive and has a projective simple 
right module; (d) R is primitive and has a minimal right ideal; (e) R is 
right primitive and has a minimal right ideal. [Hint: Exercises (13.8) 
and (17.4).J 
(2) Prove that if R is the endomorphism ring of a vector space, then R 
is primitive and has a minimal left ideal. 
(3) Prove that if R is a simple ring and has a minimal left ideal, then R 
is artinian. 
(4) Prove that the primitive ring of Exercise (14.2) has a minimal left 
ideal. 

6. Prove that RM is faithful iff RM cogenerates every projective left 
R-module. (See Exercise (8.3).) 

7. Prove that each finitely generated non-zero projective module is a 
generator over its endomorphism ring and finitely generated projective 
over its biendomorphism ring. 

8. For each left R-module M, let M* denote the right R-module 
M* = HomR(M, R). Prove that if M is finitely generated and projective 
(a generator), then so is M*. 

9. Prove that a module RM is a projective generator iff M(C) is free for some 

C of 0· 
10. A generator RG is a minimal generator in case it is an epimorphic image of 

every generator in RM. 
(1) Show that if R is either semisimple, local, a P.LD., or the endo­
morphism ring of an infinite dimensional vector space, then R has a 
minimal generator. [Hint: In the last three cases RR is a minimal 
generator.J 
(2) Let R = n~= 1 Mn(Q) where Q is a division ring. Prove that R has no 
minimal generator. [Hint: For each n let Gn be a generator for Mn{ Q). 
Then G1 EEl ... EB G,.. EB fl n >,.. Mn(Q) is a generator for R.J 

11. Let P be a left R-module. A pair of indexed sets (X.).EA in P and 
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(f,J'EA in HomR(P, R) is a dual basis for P in case for all x E P. 

(i) fAx) = 0 for almost all !1. E A. 
(ii) x = ~A f,(x)x,. 

Prove 
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(1) The Dual Basis Lemma. P is projective iff it has a dual basis. [Hint: 
(17.2).] 
(2) P is finitely generated projective iff there exist x I, ... , Xn E P and 
fl' ···In E HomR(P, R) such that for each x E P 

X = ~?= I j;(x)xi · 

12. Recall that if RP is projective, then Rad P = J P . Dually prove that 
Soc P = (Soc RR)P. 

13. Let P be a non-zero projective module. Prove that P is the projective 
cover of a simple module iff every non-zero factor module of P is 
indecomposable. 

14. (1) Prove that if R is a ring with J(R) = 0, then no non-projective 
R-module has a projective cover. In particular, no fini te 1'-module has a 
projective cover. 
(2) Let n be a natural number and let p be a prime that divides n, say pm 
is the largest p-power that divides n. Prove that if 1 ~; k ~ m, then the 
epimorphism 1'prn --> 1' pk is a projective cover in J'n M. 

15. (1) Prove that if Pi: Pi --> Mi (i = 1, ... , n) are projective covers, then 
(EB i pJ : EB i Pi --> EB i Mi is a projective cover. 
(2) Prove that if M and M EB N have projective covers, then so does N. 
[Hint: If p: P --> M and p': P' --> M EB N are projective covers, then 
f~(N) --> N is a projective cover where f:P' -;0 P EB N satisfies 
(p EB IN)f = p'.] 

16. (1) Prove that if R V has a projective cover, then :?Jl - I( V) is closed under 
direct products. [Hint: Exercise (16.13).] 
(2) Prove that if p: P --> V is a projective cover, then the following are 
equivalent: (a) V is quasi-projective; (b) V is projective modulo its 
annihilator ; (c) Ker p = iR(V)P. 
(3) Prove that if P is projective and K is a left R- right End(RP)­
submodule of P, then P/K is a quasi-projective left R-module. 

17. Let V be a quasi-projective module with a projective cover p: P --> V. 
Prove that if P = PI EB P2 , then V is a direct sum V = VI EB V2 of 
quasi-projective modules VI' V z such that (p i PJ:Pi -, Vi are projective 
covers (i = 1,2). In particular, if V is indecomposable, then so is P. 

18. Let Pi: Pi -;0 Vi (i = I, 2) be projective covers. Prove that if PI ~ P2 and 
if VI EB V 2 is quasi-projective, then VI ~ V2 . 

19. Prove that a finite abelian group M is quasi-projective iff for each prime p 
the p-primary components of M all have the same length. [Hint: Exercises 
(17.14.2) and (17.18).] 

20. Let R be a left artinian ring with J = J(R). Then by (10.14) and (7.2) 
R = Re I EB ... EB Ren where e I, ... , en is a complete set of pairwise 
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orthogonal primitive idem po tents. By (12.8) and (17.20) each RejJei is 
simple and Rei ---> RedJei is a projective cover. 
(1) Prove that every simple left R-module has a projective cover. [Hint: 
R/J ~ RedJe 1 EB ... EB Ren/Jen"J 
(2) Prove that every semisimple module has a projective cover. [Hint: 
If M is semisimple, then there exists an indexed set (j~)aEA in {e 1"", en} 
such that M ~ EBARfa/Jj~ ~ (EBARfa)/(EBAJf,). By Exercise (5.18), 
EB A Jfa « EB A Rf,.] 
(3) Prove that for each left R-module M, there is an indexed set 
(f,)aEA in {e j , ... , en} and a projective cover EBARf, ---> M. [Hint: Since 
M /l Mis semisimple, it has a projective cover p: EB A Rfa ---> M /l M. Since 
M ---> MjJM, P lifts to p:EBARfa ---> M. Since JM« M (Exercise (5.18)), 
p is a projective cover.] 
(4) Prove that if RP is projective, then there exists an indexed set 
(j~)aEA in {e j • ... ,en} such that P ~ EBARf,. 

§18. Injective Modules and Cogenerators 

Recall that a left R-module E is injective in case E is injective relative to 
every left R-module. That is, E is injective in case whenever there is given the 
solid part of a diagram 

E 

or' 
O--->K('M 

in R M with exact row, there is an R-homomorphism y such that the whole 
diagram commutes; i.e., Yf = y. In other words, the injective modules are the 
arrow-theoretic or categorical duals of the projective modules. 

Characterizations of Injective Modules 

The injective and the projective modules have dual effect on the Horn 
functors; in particular, dual to (17.1) we have: 

18.1. Proposition. The following statements about a left R-module E are 
equivalent: 

(a) E is injective; 
(b) For each monomorphismf :RK ---> RM the map 

Hom(f, E): HomR(M, E) ---> HomR(K, E) 

is an epimorphism; 
(c) For each bimodule structure REs the functor 

HomR(-, ES):RM ---> Ms 

is exact; 
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(d) For every exact sequence 

M' !.M~M" 
in RM the sequence 

is exact. o 
Until we establish the existence of sufficiently many injective modules, we 

cannot prove the proper dual to (17.2). As a temporary substitute, though, we 
have at once from (16.11) the important fact: D 

18.2. Proposition. Direct products and direct summands of injective modules 
are injective. 

Every module is an epimorph of a projective (even free) module. One of 
our tasks is to prove the dual result that every module can be embedded in an 
injective module. First, however, we establish a very useful test for injectivity. 
This test (sometimes called 'The Baer Criterion") says that injectivity of a 
module E can be determined by its behavior in the set of diagrams 

E 
i 

O-+I-+R 

when the row is restricted to inclusion maps of left ideals. 

18.3. The Injective Test Lemma.The following statements about a left R-
module E are equivalent : 

(a) E is injective; 
(b) E is injective relative to R; 
(c) For every left ideal I ::::; RR and every R-homomorphism h : 1-+ E there 

exists an x E E such that h is right multiplication by x 

h(a) = ax (a E /). 

Proof (a) ¢> (b). This is by (16.14), since RR is a generator. 
(b) = (c). If E is RR-injective and I ::::; RR with h:I -+ E, then there is an 

h:R -+ E such that (hi/) = h. Let x = h(l). Then h(a) = h(a) = ah(l) = ax 
for all a E I. 

(c) = (b). If I ::::; RR, x E E and h(a) = ax for all a E J, then right multi­
plication by x, p(x) : R -+ E, extends h. Thus (c) implies that E is 
RR-injective. D 

Recall that an abelian group Q is divisible in case nQ = Q for each 
non-zero integer n. (See Exercise (3.15).) 

18.4. Lemma. An abelian group Q is divisible if and only if Q is injective as 
a Z'.-module. 

Proof (=). Every non-zero ideal of Z'. is of the form In, n + o. If Q is a 
divisible abelian group and h: Z'.n -+ Q, then there is abE: Q with h(n) = nb 
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and hUn) = jh(n) = Un)b for all jn E En. Thus The Injective Test Lemma 
applies. 

(<=). If ;zQ is injective, a E Q and 0 #- n E IZ, then h:jn f-+ ja defines a 
homomorphism h: IZn ~ Q which, by The Injective Test Lemma, must be 
multiplication by some bE Q. But then a = h(n) = nb. 0 

18.5. Lemma. If Q is a divisible abelian group, then the left R-module 
Hom;z(RR' Q) is injective. 

Proof By (4.4.1), Homzz(RR' Q) is a left R-module. Let I :S; RR and suppose 
h:I ~ Homzz(RR' Q) is an R-homomorphism. Then I:a f-+ [h(a)](1) defines 
an abelian group homomorphism y:zzI ~ zzQ. Thus, since zzQ is injective, 
there is a 7 E Homzz(R, Q) such that (7 II) = {. Now we have, for all a E I, 
r E R. 

(ay)(r) = y(ra) = I(ra) = [h(ra)](l) 

= [r·h(a)](l) = [h(a)] (r); 

so, h(a) = ay for all a E I. Therefore, by The Injective Test Lemma, 
Homzz(RR' Q) is an injective left R-module. 0 

18.6. Proposition. Erer} left R-module can be embedded in an injective left 
R-module. 

Proof Let M be a left R-module. Then by (S.l) there is a set A and a 
IZ-epimorphismf:IZ(A) ~ M. Thus, since 

zzM ::::;: IZ(A)/Ker f:S; ((JIA/Ker f, 

and since direct products and factor groups of divisible abelian groups are 
divisible (see Exercises (3.15) and (6.9)), we may assume that zzM :S; zzQ with 
Q divisible. Finally, apply (IS.5) to 

RM ::::;: HomR(RR, M) :S; Homzz(RR' M) :S; Homzz(RR' Q). 0 

The following partial dual to (17.2) is an immediate consequence of (18.2), 
(IS.6), and Exercise (16.7). 

18.7. Proposition. A left R-module E is injective if and only if every mono­
morphism 

o 
splits. 

And dual to (17.4) we have from (13.9): 

18.8. Corollary. A ring R is semisimple if and only if every left R-module is 
injective. 0 

Injective Envelopes 

As we have seen (IS.6) every R-module M can be embedded in an injective 
R-module. This leads to a notion dual to that of a projective cover, namely a 
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"minimal" embedding of M in an injective module. A pair (E, i) is an injective 
envelope of M in case E is an injective left R-module and 

O-+M~E 

is an essential monomorphism. Again we shall allow obvious variations in our 
terminology. 

Since 0 is divisible as a .:E-module, it is .:E-injective. Clearly the inclusion 
map i:.:E -+ 0 is essential. Thus (0, i) is an injective envelope of .:E. (Also see 
Exercise (18.2).) 

Dual to (17.17) we have the following Fundamental Lemma for 
Injective Envelopes: 

IS.9. Lemma. Let M be a left R-module and suppose that i: M -+ E is an 
injective envelope of M. If RQ is injective and q: M -+ Q is a monomorphism, then 
Q has a decomposition 

such that 
(1) E' ~ E; 
(2) Imq:::;;E' ; 

Q = E' EB En 

(3) q: M -+ E' is an injective envelope of M. 
Moreover, iff:MJ -+ M2 is an isomorphism and i J : M J -+ EJ and i2: M2 -+ E2 
are injective envelopes, then there is an isomorphism.1: EJ -+ E2 such that 
1 i J = id 

D 

Not every module has a projective cover (see Exercise (17.14)). Thus the 
next very important result is especially remarkable. 

IS.10. Theorem. Every module has an injective envelope. It is unique to 
within isomorphism. 

Proof Let M be a left R-module. Then by (18.6) there is an injective 
module RQ with M :::;; Q. The set of N :::;; Q such that M <l N is clearly 
inductive. So by the Maximal Principle there is a maximal member E of 
this set. Now choose E' :::;; Q maximal with respect to E (I E' = 0, (i.e., let 
E' be a Q-complement of E) so 

(E EB E')/E' <l Q/E' 

(see (5.21)). The fact is that E EB E' = Q. To see this let g: (E EB E' )/ E' -+ E be 
the obvious isomorphism. Then using the injectivity of Q we have a com­
mutative diagram with exact row and column 

Q _____ h 

gi _ . . =:------.... 
0--> (E EB E')/E' --> Q/E' 

i "'" 
o 
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By (5.13), h is monic, so 

M <J E = Img = h((E E8 E')/E')<J h(Q/E'). 

Therefore M <J h(Q/E') by (5.16), so by the maximality of E 

hirE EB E)/E) = h(Q/E). 

Then since h is monic, Q = E E8 E. Now by (18.2) we have that E is injective 
so the inclusion M -+ E is an injective envelope. That it is unique up to 
isomorphism follows from (18.9). 0 

18.11. Corollary. The following statements about an R-monomorphism 
i : M -+ E are equivalent: 

(a) i: M -+ E is an injective envelope of M ; 
(b) E is an injective module and for every R -monomorphism 1: M -+ Q with 

Q injective there is a monomorphism g: E -+ Q making the fol/owing diagram 
commute: 

(c) i is an essential monomorphism and for every essential monomorphism 
f: M -+ N there is a monomorphism g: N -+ E making the following diagram 
commute: 

Proof To prove that (a) implies (b) and (c) use injectivity to get g and then 
use (5.13) to see that g is monic. 

On the other hand, assume (b). By Theorem (18.10) there is an injective 
envelope f: M -+ Q for M. Then (b) gives a monomorphism g: E -+ Q with 
f = gi. Since E is injective, this monomorphism splits (18.7); say Q = 
(Img) E8 E. But f is an essential monomorphism, so Imf<J Q and 
Imf= Imgi:S:; Img. Thus, E' = 0, and g is an isomorphism; so i:M -+ E is 
also essential. 

Finally to prove that (c) implies (a), we use (18.10) to get an injective 
envelopef:M -+ N, and then apply (c). We omit the details. 0 

It will be a very great convenience for us to take some liberties with our 
notation for injective envelopes. Every module has an injective envelope but 
no non-zero module has a unique one. Nevertheless, if i: RM -+ RQ is an 
injective envelope for M, we shall often write Q = E(RM). or simply 
Q = E(M), and say that E(M) is "the injective envelope" of M. Moreover, we 
shall frequently identify M with its image in E(M) and shall thus think of M 
as a submodule of E(M). In this guise E(M) is an essential injective extension 
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of M. Then (18.11) can be rephrased loosely to characterize E(M) (to within 
isomorphism) simultaneously as the unique minimal injective extension and 
also the unique maximal essential extension of M. Indeed E(M) appears as a 
direct summand (though not necessarily uniquely; see Exercise (18.6)) of 
every injective module that contains M, and E(M) contains a copy of every 
essential extension of M. 

Among the more important other properties of the injective envelope we 
have the following: 

18.12. Proposition. In the category of left R-modules over a ring R: 
(1) M is injective ifand only ifM = E(M); 
(2) If M <l N, then E(M) = E(N); 
(3) If M ::; Q, with Q injective, then Q = E(M) EB E'; 
(4) If EB A E(Mo) is injective (for instance, if A is finite) then 

E(EBAM,) = EBAE(M,). 

Proof Part (1) is immediate from the definition of the injective envelope. 
For (2), since N <l E(N), if M <l N, then M <l E(N) and E(N) is injective, so 
the inclusion M --> E(N) is an injective envelope of M. For (3) apply (18.11) 
to the inclusion map f: M --> Q and then use (18.2). Finally, for (4), suppose 
EB A E(Mo) is injective. Let 

f: EB AM, --> EB A E(M,) 

be the direct sum of the injective envelopes M, --> E(Mo). Since f is monic 
(6.25) it will suffice to show that it is essential. But this is just (6.17.2). D 

Direct Sums of Injectives 

It is not true that every direct sum of injective modules is injective. Indeed 
it is precisely the noetherian rings over which every direct sum of injectives 
is injective, and over these rings injective envelopes commute with direct 
sums. 

18.13. Proposition. For a ring R the following are equivalent : 
(a) Every direct sum of injective left R-modules is injective; 
(b) If(M')'EA is an indexed set of left R-modules, then 

E( EB A Mo) = EB A E(M,). 

(c) R is a left noetherian ring. 

Proof (a) -= (b). The one implication is by (18.12.4) and the other by 
(18.12.1). 

(a) = (c). Suppose that (a) holds and that 

II ::; 12 ::; .. . 

is an ascending chain of left ideals in R. Let I = v T'= I Ii. Observe that if 
a E I, then a E Ii for all but finitely many i EN. So there is an 
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f: I -> EB~ l E(R/ I;) 

defined via 

nJ(a) = a + I; (a E 1). 

By The Injective Test Lemma there is an x E EB ~ 1 E(R/I;) such that 
f(a) = ax for all a E 1. Now choose n such that nn +k(X) = 0, k = 0,1, . ... So 

I/In+k = nn+k(f(I)) = nn +k(IX) = Inn +k(x) = ° 
or, equivalently, In = In + k for all k = 0, 1,2, .... 

(c) => (a). If R is left noetherian, I S RR andf:I -> EB A E7 , then since I is 
finitely generated, Imfis contained in EBFE7 for some finite subset F s; A. 
Now apply (18.2) and The Injective Test Lemma. 0 

Cogenerators 

A module C in R M is a cogenerator (see §8) in case C cogenerates every left 
R-module ; that is, in case each left R-module M can be embedded in a 
product of copies of C 

(i.e., RejM(C) = 0). In terms of the functor HomRL , C) we have 

18.14. Proposition. For a left R-module C the following statements are 
equivalent : 

(a) C is a cogenerator; 
(b) For every homomorphismfin RM if HomR(f, C) = 0, thenf= 0; 
(c) For every f:RM -> RN in RM, if f*:HomR(N,C) -> HomR(M , C) is 

epic, thenfis monic; 
(d) A sequence 

M'LM.9..,M" 

is exact in RM if the sequence 

HomR(M" , C) .i4 HomR(M, C) -4 HomR(M', C) 

is exact. 

Proof (a) =- (b). This is by (8.l1.2). 
(a) => (d). Let C be a cogenerator. Suppose that f: M ' -> M, and 

g: M -> M" are such that 

HomR(M", C).i4 HomR(M, C) -4 HomR(M', C) 

is exact. Then since HomR(gj; C) = HomR(f, C)HomR(g, C) = 0, we see that 
1m f s Ker g. Let n: M -> M /Im f be the natural epimorphism. Then for 
each h: M/lm f -> C 

U*(hn)](M') = h(n(Imf)) = 0, 
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so that hn E Ker f* = 1m g*. Equivalently hn = r:t.g for som(: r:t. E HomR(M", C). 
But now we have 

h(Kerg/1mf) = hn(Kerg) = r:t.g(Kerg) = O. 

Thus Kerg/1mf s RejMilmf(C) = 0 and hence 

M' -I. M J4. Mil 

is exact. 
(d) = (c). This is clear. 
(c) = (a). It is not difficult to see that if n: M --+ M / RejM( C) is the natural 

map, then n*: HomR(M/RejM(C), C) --+ HomR(M, C) is an isomorphism. 
Thus, under the hypothesis (c), n must always be monic; i.e., RejM(C) = O. 0 

Dual to (17.9) we have 

18.15. Proposition. Let E be an injective left R-module. Then the following 
are equivalent: 

(a) E is a cogenerator; 
(b) HomR(T, E) =1= Ofor all simple left R-modules T; 
(c) E cogenerates every simple left R-module. 

Proof The implications (a) = (c) and (c) = (b) are trivial. For (b) = (a) 
assume that E satisfies (b). Let M be a left R-module and let 0 =1= x E M. 
Since Rx is cyclic, it contains a maximal submodule, so by (b) there is a non­
zero homomorphism h: Rx --+ E. But E is injective, so h can be extended to a 
homomorphism h: M --+ E with h(x) = h(x) =1= O. Thus, RejM(E) = O. 0 

Now we shall see that there exist cogenerators in the category R M. In 
fact, R M contains a cogenerator Co, which we call the minimal cogenerator, 
that embeds in every cogenerator in R M. 

18.16. Corollary. Let!fo denote an irredundant set of representatives of the 
simple modules in R M. Then 

Co = EBTE.sPoE(T) 

is a cogenerator in RM. Moreover, for a left R-module C the following are 
equivalent: 

(a) C is a cogenerator; 
(b) E(T) is isomorphic to a direct summand of C for every simple left 

R-module T; 
(c) Co is isomorphic to a submodule of C. 

Proof It follows from (18.15) that the injective module IITE.'I'oE(T) is a 
cogenerator. But this module is clearly cogenerated by IjjTE.'I'oE(T). Thus, 
by (8.6.2), the first statement holds and (c) = (a). To see that (a) = (b) observe 
that if T is simple and is not contained in the kernel off: E(T) --+ C, then 
Kerf n T = 0; but since T<:J E(T), it follows that f is monic. Finally, to 
prove that (b) = (c) observe that an irredundant set SPo of simple sub-
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modules of C must be independent; hence, by (6.17.1), the set {E(T) I TE gal 
of their essential extensions is also independent in C. 0 

As promised in §9 we have 

18.17. Corollary. A left R-module M is finitely cogenerated if and only if 
for every indexed set of left R-modules (U')'EA and every monomorphism 

0-> M -> n A Ua 

there is a monomorphism 

for some finite subset F s A. 

Proof We need only prove sufficiency (see (10.2)). By (18.16) M is co­
generated by injective envelopes of simple modules. Thus by hypothesis there 
is a finite set of simple modules T j , ••• , 1'" such that M is isomorphic to a sub­
module of E(TJl E8 ... E8 E(1',,) = E(TI E8 ... E8 1',,). But by (10.7) this module 
(whose socle is Tl E8 ... E8 1',,), is finitely cogenerated; hence M is finitely 
cogenerated. 0 

While on the subject we observe 

18.18. Proposition. A module M is finitely cogenerated if and only if 
E(M) ;;: E( Ttl E8 ... E8 E( 1',,) for some finite set T j , ••• , 1'" of simple modules. 

Proof Clearly E(TJl E8 ... E8 E(1',,) ;;: E(Tj E8 ... E8 1',,) has a finitely 
generated essential socle. Thus each of its submodules is finitely cogenerated. 
Conversely, if Soc M = T j E8 ... E8 1'" <l M then E(M) ;;: E(Tj ) E8 ... E8 E(1',,). 

o 
Finally, we see that the injective cogenerators are distinguished in the 

class of injective modules as are the projective generators distinguished in the 
class of projective modules. The class of injective cogenerators is closed under 
the formation of direct products, and a module is injective if and only if it is a 
direct summand of an injective cogenerator. There is, however, one notable 
difference. Every ring R possesses a unique (to within isomorphism) minimal 
injective cogenerator, namely, E(Co), but in general, a ring need not have a 
minimal projective generator. (See Exercise (17.10).) 

18.19. Corollary. Let ''/'0 denote an irredundant set ojrepresentatiues of the 
simple modules in RM. Then 

is an injective cogenerator in RM. Moreover, 
(1) Q = E(Co); 

(2) If Q' is an injectiue cogenerator in R M, then there is a (split) mono­
morphism Q -> Q'. 

Proof Clearly Co <l Q so (1) holds and Q is an injective cogenerator. 
Finally (2) follows from (18.16). 0 
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Endomorphism Rings of Injective Modules 

We conclude this section with the duals of (17.11) and (17.12). 

18.20. Proposition. Let E be an injective left R-module with endomorphism 
ring S = End(RE). Let a E S. Then 

a E J(S) iff Kera <l E. 

Proof If Ker a <l E, then it will suffice to prove that as « Ss. (See (15.3).) 
The rest of the proof is entirely dual to that of (17.11) and will be omitted. 0 

18.21. Corollary. Let E be an injective left R-module such that Soc E <l E 
(e.g. , if RE is finitely cogenerated). Let S = End(RE). Then 

J(S) = rs(Soc E) and SjJ(S) ~ End(RSoc E). 

Proof This is dual to the proof of (17.12). o 

18. Exercises 

1. A ring R is left (right) selj~il1jective in case RR (RR) is injective. Prove that 
if R is a P.I.D., and 1+-0 is an ideal of R, then R j1 is self-injective. 

2. Let R be a commutative integral domain. Prove that: 
(1) If Q is the field of quotients of R, then RQ = E(RR). [Hint : If 
R1 S RR and f: R1 ---> RQ, then f: L qiai 1--+ L qJ(ai) defines a Q-homo­
morphism.J 
(2) If RE is injective, then E is divisible (see Exercise (3.15» . 
(3) If R is a P.LD., then RE is injective iff RE is divisible. 

3. Let D be a division ring, Q = M n(D), and R the subring of upper tri­
angular matrices. Prove that RQ is an injective envelope of J<R. [Hint: 
Let S be the set of all a E Q zero off the first row. Then S is an ideal of R, 
Sq = 0 implies q = 0, and SQ S R. In particular RR::5 1 RQ. Let I be a left 
ideal of Rand cp: I ---> Q be an R-homomorphism. If L qiai = 0 with 
ai E I, then s L qiCP(ai) = 0 for each s E S; thus there is a Q-homomorphism 
(f): Q1 ---> Q such that ((f) 11) = cp. By (IS.S) QQ is injective so (f) extends to 
an endomorphism of QQ.J 

4. Let MD be a non-zero vector space over a division ring D and let 
R = End(MD ). Prove that: 
(1) Soc J<R = {IE R I rankf < ex) } = Soc RJ< ' and (Soc J<R)2 = SOC RR. 
[Hint : Exercises (14.13) and (17.4).J 
(2) If cp: SOC(RR) ---> RR is a right R-homomorphism, then there exists a 
unique extension ¢ : RR ---> RR of cp. [Hint: Let (X')'EA be a basis for MD 
and let e, E R be defined by ea(xp) = l5ap x, . Then ¢ is defined by 

¢ (j)(x) = LA [cp(eJJ(e, (j(x»). 

(3) If I is a right ideal of R, then SOC(RR) s I EEl l' for some right ideal l' 
of R. [Hint: See (5.21).J 
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(4) The ring R is right self-injective. 
(5) If M D is infinite dimensional, then R is not left self-injective, in fact R 

has a primitive idempotent e such that Re is not injective. [Hint: There 
is an R-homomorphism rjJ: Soc(RR) -+ RR such that rjJ(Rea ) = Re for each 
r:J. EA.] 

5. Let M be a non-zero module. Prove that E(M(A)) = E(M)A iff A is finite. 
6. Let E denote the injective £:4 -module £:4 EB £:4 (see Exercise (18.1)). 

Let M = {(O, 0), (2, 2)} ~ E. Prove that: 
(1) M is not injective. 
(2) M is the intersection of injective submodules of E. 
(3) E contains more than one copy of E(M). 

7. If M is a left R-module, then it is contained in an injective module E (see 
(18.6)). Forming injective envelopes is not a "closure" operation in the 
usual sense, for E(M) need not be the intersection in E of the injective 
submodules containing M. (See Exercise (18.6).) In this connection prove 
that: 
(1) If E is injective, then every submodule of E has a unique injective 
envelope in E iff the intersection of every pair of injective submodules of E 
is injective. 
(2) If H, K, and H n K are injective submodules of a module M, then so 
is H + K. 
(3) The converse of (2) fails in the sense that there exist injective sub­
modules of the £:-module Q EB Q whose sum is injective and whose 
intersection is not injective. 

8. Let P and E be left R-modules. Suppose P is E-projective and E is P­
injective. Prove that every submodule of Pis E-projective iff every factor 
module of E is P-injective. [Hint: Consider 

0 ...... L -+P 

t 
0.- E/K<---E.] 

9. (1) Let 0 -+ K ...... P -+ M -+ 0 and 0 ...... K' -> P' ...... M ...... 0 be exact with P 
and P' both projective. Prove 

Schanuel's Lemma. P EB K' ~ P' EB K. 

[Hint: Consider 

o 0 
1 1 
K'= K' 

1 1 
O->K->Q ~P'->O 

II "1 19 
0-> K ...... P .14M->O 

1 1 
o 0 
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where Q = {(p, p') E P x P' I g(p) = g'(p') }.J 
(2) Let 0 -> K -> E -> M -> 0 and 0 -. K -> E' -> M' .... 0 b<: exact with E 
and E' injective. Prove that: 

E EB M' ~ E' EB M. 

10. A ring R is (left) hereditary in case each of its left ideals is projective. For 
example, every P.LO. is left hereditary. Prove that : 
(1) For a ring R the. following are equivalent: (a) R is left hereditary; 
(b} Every factor module of an injective left R-module is injective; (c) Every 
submodule of a projective left R-module is projective. [Hint: Exercise 
(18.8).J 
(2) Let R be left artinian with J = J(R} and let e l , ... , en be a complete 
set of pairwise orthogonal primitive idempotents. (See Exercise (17.20).) 
Prove that the following are equivalent: (a) R is left hereditary; (b) Every 
maximal left ideal is projective; (c) Jei is projective (i = 1, ... , n); (d) RJ is 
projective. [Hint: (c) => (a). Let RR = I > II > ... > II = 0 be a com­
position series. Consider the exact sequences 0 -> Ik+ 1 - .. Ik -> Ik/ IH 1 -> 0 
and 0 -> Je -> Re -> IdIk+ 1 -> O. Now u:;e Schanuel's Lemma (Exercise 
(18.9)) and induction.J 
(3) The ring R of n x n upper triangular matrices over a field K is both 
left and right hereditary. 

11. Let R be a commutative integral domain with field of quotients Q. For 
each ideal I ~ R define r I = {q E Q I qI S; R}. Then I is invertible in 
case rlI = R (i.e., in case there exist ql, .. . ,qnErl and ab . .. ,anEI 
with q1a 1 + ... + qnall -= 1). We say that R is a Dedekind domain in case 
every non-zero ideal of R is invertible. Prove that: 
(1) For each non-zero ideal I, the multiplication }. :q H l(q) defines an 
isomorphism }, : r 1 -> HOlnR(I , R). 

(2) A non-zero ideal I of R. is invertible iff it is (finitely generated and) 
projective. [Hint: Use (1) and The Dual Basis Lemma (Exercise (17.ll)).J 
(3) The following are equivalent: (a) R is a Oedekind domain; (b) R is 
hereditary; (c) Every divisible R-module is injective. 
(4) Every Oedekind domain is noetherian. 

12. Prove that a ring R is left hereditary (and noetherian) iff the sum of every 
pair (set) of injective submodules in any left R-module is injective. 
Consequently, each module over a hereditary noetherian ring contains 
(as a direct summand) a unique maximal injective submodule. [Hint: For 
the sufficiency, let E = M I = M 2 in Exercise (5.10).] 

13. Let R be a P.LO. Two elements a, bE R are equivalent in case there 
exists an invertible element u E R such that a = ub. The primes in Rare 
those non-invertible elements divisible only by elements equivalent to 
themselves and invertible elements. Let P denote a set consisting of one 
element from each equivalence class of primes in R. Prove that if Q is the 
field of quotients of R, then Q/R = EBpRp x (where Rpoc = {(a/p"l + 
R I a E R, n E Z}) is the minimal cogenerator in R1'1. In particular, 
i[J) /Z ~ EB" Zp<Y is the minimal cogenerator in ;r M. 
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14. Let R = IL lrMn(K), K a field, E = Mn(K) and J = J(R). Show that E/1 is 
the minimal left R-cogenerator. 

15. Let E and Q be injective modules. Prove that if there exist mono­
morphismsf:E ---> Q and q:Q -> E, then E ~ Q. [Hint: If E = Q E8 Q' 
and H = E(LnE~Jn(Q')), then H ~ H EB Q'.] 

16. Let R be a ring such that for every triple RE. R U, R V, if E is injective and U 
cogenerates V, then TrE ( V) s TrE ( U). Prove that R/1(R) is semisimple. 
Thus in general the assertion of Exercise (16.5.1) fails without the 
finiteness requirement. 

17. Let U and M be left R-modules. Prove that U is M -injective iff 
Imy S U for each y:M -> E(U). In particular, U is quasi-injective iff it 
is stable under End(RE(U)). [Hint: Exercise (16.13).] 

18. Let U be a quasi-injective module. Prove that if E(U) = EI E8 E2 then 
U = UI E8 U2 where Ei = E(Ui)(i = 1,2). Conclude that U is indecom­
posable iff E(U) is indecomposable. 

19. Let UI and U2 be quasi-injective modules such that E(Ud ~ E(U2 ). 

Prove that UI E8 U2 is quasi-injective iff UI ~ U2. 
20. Show that a finite abelian group is quasi-injective iff it is quasi­

projective. [Hint: Exercises (17.19) and (18.19).J 
21. Prove that every quasi-injective left module over a left artinian ring is 

injective modulo its annihilator. 
22. Prove that for a left R-module U the following statements are equivalent: 

(a) U A is quasi-injective for every set A; (b) U is injective modulo its 
annihilator; (c) U = rE(Uj(lR(U)), 

23. Recall that a module is co-semisimple in case each of its submodules is an 
intersection of maximal submodules and that a ring is left co-semisimple 
in case it has a semisimple left cogenerator. (See Exercises (9.14) and 
(13.10).) Prove that: 
(I) For a left R-module M the following are equivalent: (a) M is co­
semisimple; (b) Every finitely cogenerated factor module of M is semi­
simple; (c) Every simple left R-module is M-injective. 
(2) Submodules, factor modules and direct sums of co-semisimple 
modules are co-semisimple. 
(3) For a ring R the following are equivalent: (aJ RR is co-semisimple; 
(b) R is left co-semisimple; (c) Every left R-module is co-semisimple; 
(d) Every simple left R-module is injective; (e) Every short exact 
sequence 0 ---> RK ---> RM --> RN --> 0 with K finitely cogenerated splits. 
((a) <0:> (d) is due to Villamayor.) 
(4) If R is co-semisimple, then 12 = 1 for each left ideal 1 s R. [Hint: It 
will suffice to show x E (RX)2 for each x E R. If x ¢ (RX)2, then for some 
maximal left ideal M of R, x ¢ M and (RX)2 S M. (See part (1).) But then 
R = Rx + M.] 
(5) For a commutative ring R the following are equivalent: (a) R is co­
semisimple; (b) 12 = 1 for each ideal 1 of R; (c) R is von Neumann 
regular. (This is due to Kaplansky.) [Hint: (c) = (a). Let 1 s Rand 
x ¢ 1. By (c), x = yx 2 for some y E R. Let M be maximal with 1 s M and 
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x ¢ M. Then M is a maximal ideal of R so RR is c:o-semisimple. See 
Exercise (15.13).J 
(6) If R is the endomorphism ring of an infinite dimensional vector space 
M D , then R x ROP is von Neumann regular but neither left nor right co­
semisimple. [Hint: Exercise (18.4).J (Note: Cozzens [70J has shown 
that co-semisimple rings need not be von Neumann regular.) 

24. A ring R is left co-artinian (co-noetherian) in case every submodule 
(factor module) of each finitely cogenerated left module is finitely genera­
ted (finitely cogenerated). 
(1) Prove that R is left co-artinian (co-noetherian) iff E(T) is noetherian 
(artinian) for every simple left R-module T. 
(2) 7l. is co-noetherian but not co-artinian. 

25. A module is faithful iff it cogenerates every projective module. (See 
Exercise (17.6).) A module is co-faithful in case it generates every 
injective module. Prove that: 
(1) M is co-faithful iff M finitely cogenerates the regular module RR. 
[Hint: For (=» observe that 1 E TrE(R)M.J 
(2) Every faithful left R-module is co-faithful iff J(R is finitely co­
generated. 
(3) Prove that every co-faithful quasi-injective module is injective. 

26. A module is faithful iff it cogenerates a generator. (See Exercise (8.3).) A 
module is *jaithful in case it generates a cogenerator. Prove that : 
(1) RM is *-faithful iff M generates the minimal cogenerator in RM . 
(2) co-faithful => *-faithful => faithful. 
(3) If R is left art in ian then all three are equivalent. 

27. (1) Theorem. IfRE is a non-zero injective module and ifS = End(RE), then 
S!J(S) is von Neumann regular. [Hint: Exercise (15.13). If a E S, then 
E = E(Kera) EEl E' = En EEl E'a and (al E' ):E' -> E'a is an isomorphism. 
Let x = ° EB (a I ET 1 and show that Ker(axa - a) <l E.J 
(2) Corollary. If R is left or right self-injective, then R!J(R) is von Neumann 
regular. 

28. Let RUbe quasi-injective. Prove that End(R U) is isomorphic to a factor 
ring of End(RE(U)) and End(RU)!J(End(RU)) is von Neumann regular. 

29. A Boolean ring R is complete in case for each A s R there is an element 
u E R such that I(A) = l(u). Prove that: 
(l) A Boolean ring R is complete iff R is self-injective. 
(2) Prove that the ring of all continuous functions from Q to 7l.2 (with 
the discrete topology) is von Neumann regular but not self-injective. 

30. Let R be primitive with Soc R + 0. (See Exercise (17.5).) Then there is an 
idempotent e E R with Re and eR faithful and simple. Set 

B = BiEnd(Re) = End(ReeRe)' 

and identify R = A(R) with a dense subring of B. For each left (right), 
eRe-module U let U* be the right (left) eRe-module: HomcRAU, eRe). 
Prove that: 
(1) eB = Re*. 
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(2) eR <J eB as right R-modules. [Hint: Show Be = Re.J 
(3) If Re and eR are R-injective, then the eRe vector space Re is re­
flexive; i.e., the evaluation map (J: Re -> «Re)*)* defined via 

[(J(x) J (y) = y(x) 

is an isomorphism. [Hint : Let B' = BiEnd(eRR ). Then «Re)*)* = (eB)* 
= (eR)* = B'e = Re.J 
(4) No infinite dimensional vector space is reflexive. [Hint: Let MD 
have a basis (X')'EA" Define h(x,) = bo{J E D. If A is infinite, there exists 
o =f. g: M* -> D such that g(J~) = 0 for all IY. E A. Then 9 =f. (J(v) for 
vEM.J 
(5) Theorem. II R has simple faithful injective projective left and right 
modules. then R is simple artinian. 
(6) Use (5) to prove that if MD is an infinite dimensional vector space, 
then End(M D) is not both left and right self-injective. (See also Exercise 
(18.4.5).) 

31. Let R be a left artinian ring. Prove that: 
(1) If Soc RM = EEl A r. with each r. simple, then E(M) ~ EEl A E(T,). 
(2) Every injective left R-module has a decomposition (whose terms are 
injective envelopes of simple modules) that complements direct sum­
mands. 
(3) The numbers of isomorphism classes of simple, indecomposable 
projective and indecomposable injective left R-modules are all (finite 
and) equal. (See Exercise (17.20).) 

32. Prove that every left cogenerator over a left artinian ring is balanced. 
[Hint: Let RE be an injective cogenerator. Apply (14.2) and Exercise 
(8.5) to R(x l' . . . , XII) :5: E(II) to see that R operates densely on E. Then 
apply Exercise (16.19) to see that E is balanced. Now apply (14.1).J 

§19. The Tensor Functors and Flat Modules 

There is another important class of additive functors, in addition to the Hom 
functors, that ply their trade among module categories. This is the class of 
"tensor" functors that arises from the study of multilinear algebra. In a sense 
such functors serve to linearize multilinear functions. 

Tensor Products of Modules 

Given a right module MR and a left module RN over a ring R and an abelian 
group A, a function 

f3:MxN->A 

is said to be R-balanced in case for all m, mi E M, n, ni E Nand r E R 
(1) f3(m} + m2, n) = f3(rn},n) + f3(m2,n); 
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(2) f3(m,n 1 + n2 ) = f3(m,ntl + {3(m,n 2 ); 

(3) f3(mr, n) = f3(m, rn). 

219 

The most familiar examples of such maps are the inner products of 
elementary linear algebra and ring mUltiplications R x R --> R. 

We shaH not study R-balanced maps as such. For there is a natural way 
to trade each R-balanced map in for a linear map by using the concept of a 
tensor product. Let MR and RN be modules. A pair (T, T) consisting of an 
abelian group T and an R -balanced map r: M x N --> T is a tensor product 
of MR and RN in case for every abelian group A and every R-balanced map 
f3:M x N --> A there is a unique Z-homomorphism f: T·~ A such that the 
diagram 

MxN 

/ \\( 
T _---1-__ A 

commutes. If (T,r) is a tensor product of MR and RN, then clearly,for is 
R-balanced for each homomorphism f: T --> A. Thus, (T, r) is a tensor pro­
duct of MR and RN if and only if for each abelian group A 

defines a one-to-one correspondence between Hom~(T, A) and the set of 
R -balanced maps f3: M x N --> A. Our first task is to show that not only do 
such tensor products exist, but that they are essentially unique. The 
uniqueness is particularly easy. 

19.1. Proposition. 1f(T, r) and (T, r") are two tensor products of(MR, RN) 
then there is a Z-isomorphismf: T --> T such that r' = fr. 

MxN 

/ ~ 
T----'--_, T' 

Proof The hypotheses imply the existence of homomorphisms f and 9 
such that 

MxN MxN 

I "\ 
T ,T ;/ "'~ T--y---.... T 

commute. Then the commuting of the diagrams 

MxN MxN 

! ~ 
T 9J ,T 

/ "''. T IT ,T 

forces gf = 1 T' Similarly fg = 1 T', whence f is an isomorphism. o 
Next we shall construct a tensor product of (MR, RN) over R. For this let 

F = Z(M x N) be a free abelian group on M x N. Then F has a free basis 
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(Xa)aeM x N' For notational convenience let us simply write (m, n) for x(m .n)' 

Then 

F = EBMxNZ(m, n). 

Now let K be the subgroup of F generated by all elements of the form 

(m! + m2, n) - (m!, n) - (m 2 , n), 

(m!,n! + nz) - (m,ntJ- (m,n z ), 

(mr, n) - (m, rn), 

and set T = F / K. Define 'r:: M x N --> T via 

r(m, n) = (m, n) + K. 

19.2. Proposition. With T and r defined as above, (T, r) is a tensor product 
of (MR, RN) over R. 

Proof Suppose f3: M x N --> A is an R-balanced map. Since F is free on 
M x N there is a Z-homomorphism h: F --> A such that 

MxN 

:I ~ 
F h .A 

commutes. Since f3 is R-balanced, K S Ker h. Thus, there is a Z-homomor­
phism f: T --> A such that 

MxN 

I ~ 
T f • A 

commutes. Finally, since r(M x N) clearly spans T,fis uniquely determined 
by this diagram. 0 

Given (MR, RN), let (T, r) be the tensor product constructed above. By 
Proposition 19.1 it is unique to within isomorphism. We write 

T= M®RN 

and for each (m, n) EM x N, 

r(m, n) = m ® n. 

We tend to be somewhat loose with our terminology and call M ®R N the 
tensor product of M and N. As we shall see, the notation m ® n is 
ambiguous. That is, if mE M' S M and n EN's N, then m ® n can have a 
vastly different meaning in M' ®R N' than in M ®R N. Usually, however, 
the context removes this ambiguity. Now combining (19.1) and (19.2) we 
have that M ® R N is the unique (to within isomorphism) abelian group 
that contains a spanning set {m ® n I m EM, n EN} satisfying 
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19.3. Proposition. For each R-balanced map p: M x N ---+ A there exists a 
unique abelian group homomorphism 

such that for all m E M, n E N 

f(m ® n) = p(m, n). o 
Also we have at once the following arithmetic properties of M ® R N: 

19.4. Proposition. Each element of M ® R N can be expressed as a finite 
sum of the form 

Moreover,for all m, mj E M, n, nj E Nand r E R. 
(1) (ml + m2) ® n = (ml ® n) + (m2 ® n), 
(2) m ® (nl + nz) = (m ® nd + (m ® n2), 
(3) mr ® n = m ® rn. 

A few more words of caution are in order. Although 

r( M x N) = {m ® n I m EM, n EN} 

o 

spans M ®R N, in general r{M x N) i= M ®R N. Moreover, the representa­
tion of elements of M ® R N as finite sums L j (m j ® nil need not be unique. 

In general, the abelian group M @R N is not an R-module. However, 
bimodule structures on MorN induce module structures on M ® R N. 
Suppose, for example, that we have (sMR, RN). Then for each s E S the map­
ping as: M x N ----+ M ® R N defined via 

as{m, n) = (sm) ® n 

is R-balanced. Hence there is a unique Z-homomorphism 

v(S):M®RN----+M®RN 

such that 
MxN 

M 0'::: '" ~, N 

commutes. It is easy to see that v: s 1-+ v(s) defines a unital ring homo­
morphism S ----+ End'(M ® R N). Thus M ® R N is a left S-module with 

s(m ® n) = (sm) ® n. 

If N = RNT is a bimodule, then a similar argument shows that M ®R N is a 
right T-module. In fact it is now easily checked that 

19.5. Proposition. If sM Rand RN Tare bimodules, then M ® R N is a left 
S-right T-bimodule with 

s(m ® n) = (sm) ® n, (m ® n)t = m ® (nt). o 
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Sincc RRR' it follows from (19.5) ihat M ®R R is a right R-module and 
R ® R N is a left R-module. 

19.6. Proposition. For each right module M R, there is an R-isomorphism 
'1:M ®R R --> M such that 

'1(m ® r) = mr, '1- I(m) = m ® 1 

and for each left module RN there is an R-isomorphism J1: R ® R N --> N such 
that 

/1(r ® n) = rn, /1 - I(n) = 1 ® n. 

Moreover, if sM R (RN s) is a bimodule, then '1 (/1) is a bimoduLe isomorphism. 

Proof We shall prove only the first assertion. Since (m, r) ~ mr defines 
an R-balanced map M x R --> M, there is an 11: M ® R R --> M such that 
'1(m ® r) = mr. Clearly 17 is an R-homomorphism. Also '1': M --> M ® R R 
defined via '1'(m) = m ® 1 is also an R-homomorphism by (19.4). Clearly 
'1 0 '1' = I M .SinceM®RR = {m® IlmEM},itisalsoclearthat 

D 

Tensor Products of Homomorphisms 

Enroute to the tensor functors we next develop a theory of a tensor product 
f® 9 of two R-homomorphisms. 

Let M, M' be right R-modules, and let N, N' be left R-modules. Suppose 
further that f: M --> M' and g: N --> N' are R-homomorphisms. Define a 
map (f, g): M x N --> M' ® R N' via 

(f, g)(m, n) = f(m) ® g(n). 

It is evident that (f, gj is R-balanced, so there is a unique LZ-homomorphism, 
which we shall denote by f (8) g. from M ® R N to M' ® R N' such that the 
following diagram commutes: 

MxN 
,/ ~If.g) 

M®~' ) ~® N' 
R f@g R 

Thus, in particuiar,f ® 9 is characterized via 

U ® g)(m ® n) = f(m) ® g(n). 

19.7. Lemma. Consider MR, MR, RN, RN'. For allflJ2,fE HomR(M, M') 
and all gl, g2' 9 E HomR(N, N' ), 

(1) UI + f2) ® 9 = UI ® g) + U2 ® g), 
(2) f® (gl + 02) = U® gd + (f® g2), 
(3) J® 0 = ° ® 9 = 0, 
(4) 1M ® IN = I M@RN' 
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Proof These identities clearly hold on the generators m ® n of 
M®J?N. 0 

19.8. Lemma. GivenR-homomorphismsf:M --+ M'J' :M' --+ M",g:N --+ N; 
and g': N' --+ N", 

(f' ® g')(f0 g) = (ff) 0 (g'g). 

Proof It works on all m ® n. o 
19.9. Lemma. Suppose that (MR , (i.).EA) is a direct sum of(M')'EA and that 

(RN,Up)PEB) is a direct sum of (Np)PEB' Then (M®RN,(i.0jp)("p)' AxBl is a 
direct sum of(M. 0 R Np)(c<,P)EA x B' 

Proof Let (P.).EA and (qp)PEB be R-homomorphisms such that 

and N jp N qp ~, 
p--+ --+Hp 

satisfy 

and 

and 

LA i,p.(m) = m 

for all m EM and n EN. Then 

and 

M N i, ®J, M N P. ® q, M N 
.0R P --~ ®R ----> 0 ®R P 

satisfy 

(po ® qp)(i., ® jp,) = D("a')(P.P)M, ®. N,' 

(P. 0 qp)(m 0 n) = 0 for almost all (Ct, fJ) E A x B, 

LAxB(io 0jp)(p. ® qp)(m 0 n) = m 0 n. 

Now apply Proposition 6.21. 

The Tensor Functors 

o 

Let U = SUR be a bimodule. Then it follows from (19.7) and (19.8) that there 
is an additive covariant functor 

defined by 

(U 0 R _):Mf---+ U ®R M 

(U 0 R -):ff---+ Iu ®f 

By (19.5) each U 0 R M is a left S-module. We claim moreover that if 
f: M --+ M' is an R-homomorphism, then 

U ®R f:sU 0 R M --+ sU 0 R M' 
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is an S-homomorphism. It suffices to check this on the generators u ® m of 
V ® R M. But for each s E S, U E V, and mE M. 

(V ®R f)(su ® m) = (Iv ® f)(su ® m) 

= su ® f(m) = stu ® f(m)) 

= s((V ®R f)(u ® m)) 

as claimed. Thus we may view this as an additive functor from R M to sM, 
and write it 

(sV ®R -):R M --+ sM. 

Similarly, there is an additive covariant functor 

(- ®s VR ): Ms --+ MR 

defined by 

(- ®s VR):Nf--+N ®s VR 

(- ®s VR):gf--+g ® Iv· 

Finally, applying (19.9) we have 

and 

19.10. Theorem. Let Rand S be rings and let R Vs be a bimodule. Then 

(sV ®R -):R M --+ sM 

(- ®s VR ): Ms --+ MR 

are both additive covariant iimctors that preserve (arbitrary) direct sums. 0 

There are other versions of tensor functors. Thus for example, a bimodule 
VR - S gives rise to a functor 

(VR- S ®R -) :R M ---> Ms· 

The properties of anyone of these can be deduced from the others by simple 
translations via opposite rings. Indeed observe that 

M ®R N = N ®RopM. 

Thus our usual practice shall be to state our results in terms of a functor 
(sV ®R _):RM ---> sM, but we shall feel free to use the related versions for the 
other tensor functors. 

Now let RM' ::0;; RM, let W be a left R-module, and let i: M' ---> M be the 
inclusion map. Informally, we often tend to view HomR(W, M') as a sub­
module of HomR(W, M). Although strictly speaking this identification IS 

incorrect, it is justified by the fact that 

HomR(W, i) :HomR(W, M') ---> HomR(W, M) 

is a monomorphism, or more generally, that the functor 
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HomR(W, _):RM -+;rM 

is left exact. Similarly, it is the left exactness of Hom R( _, W) that keeps us from 
disaster when we view HomR(M/M', W) as a submodule of Hom(M, W). 

Again let RM' s:; RM, but now let U be a right R-module. Then in general, 
U ® R M' cannot be identified with a submodule of U ® R M. For example, as 
Z-modules Z s:; Q, but for each n > 1, 

and Zn ® ;r Q = O. 

To see the last assertion, note that if x E Zn' then in Zn ®;r Q, 

x ® q = x ® n(n-1q) = nx ® n-1q = 0 ® n-1q = O. 

This latter phenomenon is a consequence of the fact that in general the 
functors (U ® R _) are not left exact. However, we shall soon see that each of 
these tensor functors is right exact. We begin with 

19.11. Lemma.Given modules SUR and sN, iff:RM' -+ RM is an R-homo­
morphism, then there exist Z-isomorphisms ¢ and ¢' such that the following 
diagram commutes: 

Proof Let y E HomR(M, Homs(U, N)). Then it is easy to check that 
(u, m) f---+ y(m)(u) is R-balanced. So there exists an S-homomorphism 

¢(}') :sU ®R M -+ N 

defined by ¢(y): u ® m f---+ y(m)(u). It is straightforward to check that the 
mapping ¢ defined by ¢ : y f---+ ¢(y) is an isomorphism between the appropri­
ate abelian groups with inverse ¢ - l(b)(m): u f---+ b(u ® m). Then with a 
parallel definition for ¢', we have 

¢ '(HomR(j, Homs(U, N))( y))(u ® m') = 

= ¢'(yf)(u ® m') = y(f(m'))(u) 

= ¢(y)(u ® f(m')) = ¢(y) 0 (U @R f)(u @ m') 

= Homs((U ®R f), N)(¢(y))(u @ m'), 

and the diagram commutes. o 
Note that this last result states that under certain circumstances a tensor 

functor can be traded for a Hom functor. Formally this lemma is the state­
ment of an "adjoint" relationship. (See §21.) 

Now let C be an injective cogenerator in the category ;r M of abelian 
groups. (See (18.19).) Let 
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Recall that if U is a right R-module, then U* is a left R-module. Using this 
notation we can state the following "exactness test" whose proof involves the 
trade made possible by the last lemma. 

19.12. Lemma. Let f: M' ---> M and g: M ---> M" be R-homomorphisms in 
R M and let U be a right R-module. Then 

U®RM' u®Rf, U®R M u®.g, U®RM" 

is exact if and only if 

is exact. 

Proof From (19.11) we have a commutative diagram 

HO··"Rly. U') H (M U*) , omR , 

" ~ 1 
HomRif.U') , HomR(M', U*) 

q, I 
Iv ®.g) , (U ®R M)* 

, ~ 
)U®RIi , (U®RM')* 

where ¢", ¢ and ¢' are isomorphisms. It follows that the top row is exact if 
and only if the bottom row is exact. But, since C is an injective cogenerator 
in 2M, it follows from (18.1) and (18.14) that the bottom row is exact if and 
only if 

is exact. o 
19.13. Proposition. The tensor functors are right exact. In particular, if 

o ---> M' 1.. M !!.., M" ---> 0 

is exact in RM, thenfor every bimodule SUR' 

U®RM' U®,f, U®R M u®.g, U®RM"--->O 

is exact in sM. 

Proof Apply (19.l2) to the sequence 

which we know is exact by (16.6). o 

Flat Modules 

We say that a module UR isjlat relative to a module RM (or that U is M-jlat) 
in case the functor (U ® R _) preserves the exactness of all short exact 
sequences with middle term M. Then, of course, U is M -fiat if and only if for 
every submodule K s M the sequence 

0---> U ® R K U ®, 'K , U ® R M 
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is exact. A module VR that is flat relative to every right R-module is called a 
flat right R-module. The theory of flat left modules is an obvious left-right 
symmetric version of that of flat right modules. 

We continue our convention of letting ( )* denote the functor 
Hom7L ( _ , C) where C is a fixed injective cogenerator in 7L M . 

19.14. Lemma. Let M be a left R-module. A right R-module V is M -jlat if 
and only if V* is M -injective. In particular V isjlat if and only if V* is injective. 

Proof Apply (19.12) to the monomorphisms 0 ---> K ---> M. o 
19.15. Proposition. Let (Va)aE A b e an indexed set of right R-modules. Then 

EB A V, is jlat if and only if each V, is jlat .. 

Proof By (16.4), (EB A V,)* ~ IlA(V,)* and by (16.11) the latter is injective 
if and only if each (V,)* is injective. Thus Lemma (19.14) applies. 0 

19.16. Proposition. Every projective module is flat. 

Proof Since projective modules are isomorphic to direct summands of 
free modules (17.2), we need only show that the regular module RR is flat. 
But iff: M' ---> M is a monomorphism in RM, then by (19.6) there are isomor­
phisms Ii and fl that make the diagram 

commute. Thus R ®R fis monic; and RR is flat. o 
19.17. The Flat Test Lemma. The following statements about a right R-

module V are equivalent : 
(a) Visjlat ; 
(b) V isjlot relative to RR; 
(c) For each (finitely generated) left ideal I S RR the 7L-epimorphism 

fl/: V ®R I ---> VI with fl/(V ® a) = va is monic. 

Proof (a) =- (b). This is by the Injective Test Lemma and Lemma (19.14). 
(b) =- (c). The diagram 

commutes, where fl is the isomorphism of(19.6). Thus since the inclusion map 
iVI is a 7L-monomorphism, V ® R i/ is monic if and only if flI is monic. 

Finally, the parenthetical version of (c) implies the non-parenthetical 
version. For let Vi E V, a j E R (i = 1, ... , n) and suppose 'L j Vj ® a j E Ker fl/ ; 
that is, 'L j vja j = O. Then 'L j Vj ® a j E Ker flK where K = 'L j Raj' By hypothesis, 
'L j Vj ® a j = 0 as an element of V ® R K. So with iK : K ---> I the inclusion map 
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D 

From the Flat Test Lemma we obtain the following two additional tests 
for flatness. 

19.18. Lemma. Let V be aflat right R-module and suppose that the sequence 

o ---> K ~ V 1. V' ---> 0 

is exact in MR' Then V' is flat if and only ifIor each (finitely generated) left 
ideal I :s; RR 

KI = K n VI. 

Proof The diagram of Z-homomorphisms 

o 
1 

i,,'3)R 1 .t @R ' 
K ®R I ----» V ®R I ----» V' ®R 1---> 0 

i'l i', 1 ~'1 
O--->KnVI ~ VI (f1'1) > VI 

1 
o 

is commutative and has exact rows and columns. Therefore by (3.14.3) and 
(3.14.4) fl~ is monic if and only if fl is epic. But Imfl = KI <;: K n VI, so that 
J1; is monic ifand only if KI = K n VI. Thus the Flat Test Lemma applies. D 

19.19. Lemma. A module VR is flat if and only if for every relation 

there exist elements u 1, ... , Urn E V and elements cij E R (i = 1, ... , m,j = 1, ... , n) 
such that 

(i=I, ... ,m) 

and 
U=l , ... ,n). 

Proof (=». Suppose that VR is flat and Lj=l via) = O. Let 1= L)Ra). 
Consider the free left R-module F = EBj = 1 Rx) and the short exact sequence 

O--->K~F1.I--->O 

where f(x) = a) for each j = I, ... ,n. By the Flat Test Lemma (l9.17.c) 
L)(V) ®f{x)) = Lj{Vj ® a) = 0 as an element of V ®R I. So in the exact 
sequence 

0---> V®K~ V®F~ V®I--->O 

we have Lj{Vj ® x) E Ker(V ®f) = Im(V ® iK)' Thus there exist Ui E Vand 
ki E K with Lj{V) ® x) = Li{Ui ® kJ Now each ki E F, so ki = LjCijXj for 
each i = 1, ... , m and some cij E R. From this we get 
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'2:. j cijaj = '2:. j cijf(xj) =f(kJ = 0 

Moreover, this also gives 

(i = 1, ... , n). 

'2:.)Vj ® x) = '2:. j (U j ® kJ = '2:. j (U j ® ('2:. j cjjxJ) 

= '2:. j(('2:. j UjC jj ) ® x j). 

But V ® F = EBj= 1 Im(V ® iRx) by (19.9), so Vj = '2:. jUjcij for eachj. 
(<=). Let I ::; RR and suppose aj E I and Vj E V with '2:. j vjaj = O. Then by 

hypothesis there exist uj E V, C jj E R such that in V ® I, 

'2:. j (V j ® a) = '2:. j (('2:. j ujcij) ® aj) 

= '2:. j (U j ® '2:. j cija) = 0 

and the Flat Test Lemma (19.17) applies. o 

Products of Flat Modules 

A finitely generated module RM is said to befinitely presented in case in every 
exact sequence 

with F finitely generated and free the kernel K is also finitely generated. 
Observe that R is noetherian if and only if every finitely generated R-module 
is finitely presented. (See Proposition (10.19).) More generally, a ring R is left 
coherent if each of its finitely generated left ideals is finitely presented. These 
are the rings over which direct products of flat right mociules are flat. 

19.20. Theorem [So U. Chase]. For a ring R the following are equivalent: 
(a) Every direct product offlat right R-modules isflat: 
(b) R~ isflatfor every set A; 
(c) R is left coherent. 

Proof (a) => (b). By (19.16), RR is flat. 
(b) => (c). Suppose I ::; RR and F is a free module with free basis 

Xl>"" Xn that maps onto RI 

F 1.. 1->0. 

For each j = 1, ... , n let a j = fIx;) and let K = Kerf To show that K is 
finitely generateci define, in the direct product RK of card(K) copies of R, 
elements Vj E RK via the equations 

k = lrk(V1)X 1 + ... + lrk(vn)xn 

Then 0 = f(k) = '2:. j lrk(vj)a j or, equivalently, 

Lj=l vjaj = OERK. 

(k E K). 

By hypothesis RK is flat so by (19.19) there exist U l' ... , Urn E RK, Cij E R, with 

and 
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for all i and j. Now let 

Thenf(kJ = L j cijaj = ° so that k l , •• • , kn E K. But for each k E K 

k = L j 1!k(Vj )Xj = "Ej1[k(LiUiCiJXj 

= L i 1[k(U;)(Lj CijX) = L i 1[k(U;)ki; 

hence K is spanned by k b ... , kn • 

(c) = (a). Let R be a left coherent ring. The first step in this proof is to 
show, via (19.19), that the right R-module (R(B)A is flat for all sets A and B. 
So suppose that 

and 

with 

Let F be the free left R-module with free basis XI' ... , Xn and let K be the 
kernel of the epimorphism 

Then since R is left coherent we can write 

where 

and 

L'j= I cijaj = f(k;) = ° (i = 1, ... , m). 

Now to find the u;'s observe that for all rx E A, fJ E B we also have 

L'j= I [vj(rx)] (fJ)x j E K. 

Thus we may choose bioP E R (i = 1, ... , m) such that bioP = 0 whenever 
[vj(rx)](fJ) = O,U = 1, ... ,n)and 

L'j ~ l [Vj(a)] (fJ)x j = L?=l biapki 

to get U I, ... ,Urn E (R(B)A defined by 

so that 

(rx E A, fJ E B, i = 1, .. . , m) ; 

L J vj(rx)] (fJ)x j = Li [u;(rx)] (fJ)ki 

= Li[Ui{rx)](fJ)(LjCijX) 

= L/Li[U;(rx)](fJ)cij)Xj 
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or equivalently 

U = 1, ... , n). 

Thus by (19.19) we see that (R(B»)A is always fiat. 
Now to complete the proof suppose that (V,)aEA are fiat right R-modules 

and let B be a set such that the free right modules Fa ~ R(B) map onto v,. 
That is 

o -+ Ka --> Fa ~ Va ...... 0 

is exact for all ex E A. Then we have an exact sequence 

o --> fI A Ka -+ fI A Fa ~ fI A V, -+ 0 

(see (6.25)) in which flAF. ~ (R(B»)A is fiat. Now let I be a finitely generated 
left ideal in R. Then for any direct product of right R-modu!es flA Ma we have 
(flAM,)/ = flA(M,l) (see Exercise (15.3)). So applying (19.18) we have 

(flAKa)/ = f1A(K,/) = flA(Ka n Fa/) = (flA Ka) n (flA(Fa/)) 

= (flAKa) n (flAF. )/ 

and the theorem is proved. 

19. Exercises 

1. Let R be a ring, L::;; RR and / ::;; RR' Prove that: 

D 

(1) For each RM there is a Z-isomorphismf:Rj/ ®R M --> Mj/M such 
thatf:(r + I) ® m H rm + 1M. Deduce that as abelian groups 

R jl ®R R jL ~ R j(l + L). 

(2) If m, n E N and if d = (m, n) is the greatest common divisor of m and n, 

then Zm ®" Zn ;::; Zd' 
2. Let R be commutative. Let F and G be free R-modules with free bases 

(Xa)aEA and (YP)PEB, respectively. Prove that F ® R G is a free R-module 
with free basis (xa ® YP)(a,p)EA x B' 

3. Let L be an extension field of K and let V be a K-vector space with basis 
(Xa)'EA" Prove that (1 ® xa)aEA is a basis for the L-vector space L ® K V 

4. Let Rand S be rings and let e E R,f E S be non-zero idem po tents. Prove 
that: 
(1) For each RMS there are isomorphisms YJM and i-1M 

YJM: eR ®R M --> eReeMS and i-1M : M ®s Sf -+ RMffsf · 

such that YJM(e ® m) = em and i-1M(m ®f) = mf 
(2) YJ M is a natural transformation from the tensor functor eR ® R (_) to 
7;, (see (0.13) and Exercise (4.17)). 

5. Let Rand S be algebras over a commutative ring K. Prove that: 
(1) R ®K S is a K-algebra with multiplications 
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(r ® s)(r' ® s') = rr' ® ss' 

k(r ® s) = (kr) ® s = r ® (ks). 

(2) rx: r f--> r ® 1 and f3: Sf--> 1 ® s define algebra homomorphisms 
rx: R -> R ® K Sand {J: S -> R ® K S such that rx(r)f3(s) = {J(s)rx(r) for all 
r E R, s E S. 

6. Let Rand S be rings. Consider the rings (Z-algebras) T = R ®Z' S, 
U = R ®Z' SOP, and V = R"P ®Z' S. (See Exercise (19.5).) Prove that: 
(1) Each bimodule RMS induces modules uM where (r ® s)m = rms and 
Mv where m(r ® s) = rms. 
(2) The maps rx and f3 of Exercise (19.5.2) induce an RMSOP structure on 
each module TM. 

7. For each left R-module M let M* be the right R-module HomR(RM, RRR)' 
Then by Exercise (19.6), M ®Z' M* is a left R ®Z' RaP-module. Prove that: 
(1) If RP is finitely generated projective, then P ®Z' P* is finitely 
generated projective over R ® Z' ROP. 
(2) If RG is a generator, then G ®Z' G* is an R ®Z' R"P-generator. 

8. Let K be a field. Prove that as K-algebras twllm(K) ®KMn(K) ::::= Mmn(K). 
9. Recall that a module R U over a commutative integral domain R is 

torsion-free in case 'R(U) = 0 for all 0 =f U E U. Prove that: 
(1) If R is a P.I.D., RU is flat iff RU is torsion-free. [Hint: aR ®R U = 

{a ® U I U E U}. Apply the Flat Test Lemma (19.17).J 
(2) If K is a field, then RX + R Y is a torsion-free R = K LX, YJ ideal but 
is not R flat. 

10. Let cp: R -> S be a ring homomorphism. Then SSR and RSS via cp. Consider 
the functors Tq, = (sS ®R _) and Hq, = HomR(Ss, _) from RM to sM. 
Deduce from (19.11) that 
(1) If P is projective in RM, then Tq,(P) is projective is sM. 
(2) If E is injective in RM, then Hq,(E) is injective in sM. 

11. A submodule R U :s; R V is pure in V in case I U = U n I V for each right 
ideal I :s; RR' Thus if V is flat, then V/U is flat iff U is pure in V (See 
(19.18).) 
(1) Prove that if (U,}'EA is a chain of pure submodules of V, then U 4 U, 
is pure in V 
(2) Prove that if K :s; V, then there is a submodule U :s; V maximal with 
respect to U :s; K and U pure in V 

12. Prove that extensions of flat modules by flat modules are flat; i.e., if 
o -> V' -> V --> V" --> 0 is exact with V' and V" flat, then V is flat. [Hint: 
(19.17) and (3.14.1).J 

13. Prove that if V A is flat for all sets A, then (V(B))A is flat for all sets A and B. 
14. Let s VR be a bimodule and let sQ be an injective cogenerator in sM. 

Prove that the following are equivalent: (a) VR is flat; (b) HomS(VR, Q) is 
an injective left R-module; (c) There exists a left S-cogenerator C such that 
HomS(VR, C) is injective over R; (d) HomS(VR' E) is injective over R for 
each injective sE. 

15. Given modules MR and RU let ff(M) denote the class of left R-modules 
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that are M-flat and let :!F- 1(U) denote the class of right R-modules N 
such that U is N -flat. Prove that: 
(1) :!F(M) is closed under direct sums and direct summands. 
(2) :!F- 1(U) is closed under submodules, factor modules and direct sums. 
(3) If VR is flat, then :!F(V) is closed under extensions; i.e., if 
0-+ U' -+ U -+ un -+ 0 is exact and U' and un E :!F(V) then U E :!F(V). 

16. Prove that a ring is von Neumann regular iff each of its left modules is 
flat. [Hint: For (-~) use (19.18) on 0 -+ Ra -+ R -+ R/Ra -+ 0.] 

17. Prove that if 0 -+ K -+ P -+ M -+ 0 is exact with K and P finitely 
generated and P projective then M is finitely presented. [Hint: Schanuel's 
Lemma, Exercise (18.9).] 

18. Let UR and RM be modules. Define the annihilator in M of U to be 

AnnM(U) = {m E M I u ® m = 0 in U ®R M for all u E U}; 

say that UR is RM-faithful in case AnnM(U) = O. Prove that: 
(1) Ann~(U) is the unique smallest submodule K of M such that U is 
M / K -faithful. 
(2) Uf:RM -+ RN, thenf(AnnM(U)) <;; Ann]V(U). In particular, AnnM(U) 
is stable under endomorphisms of M. 
(3) Iff:M -+ N is epic and Kerf~ AnnM(U), then 

f(AnnM(U)) = Ann]V(tJ). 

(4) If (U,)aEA are right R-modules and M is a left R-module, then 
AnnM( EEl AU,) = n A AnnM(U ,). 

(5) If (M')'EA are left R-modules and U is a right R-rnodule, 

AnnEil~~t. (U) = EEl A AnnM)U). 

(6) If UR generates VR, then AnnM(U) ~ AnnM(V)' 
(7) UR is RM-faithful iff for every homomorphismf:N -+ M, U @f= 0 
implies f = O. 
(8) AnnRR(U) = rR(U). 
(9) If 1 ~ RRR' then AnnM(R/l) = 1M. [Hint: Exercise (19.1.1).] 

19. A module WR is said to be completely faithful in case AnnM(W) = 0 for 
every left R-module M. Prove that: 
(1) RR is completely faithful; 
(2) Every generator in MR is completely faithful. 
(3) The following statements about a module WR are I~quivalent: 

(a) WR is completely faithful; 
(b) For every homomorphismfE RM, if W @f= 0, thenf = 0; 
(c) For every homomorphism fE RM, if W @f is monic, then f is 

monic; 
(d) A sequence M' -+ M -+ M" is exact in RM if the induced sequence 

W ® M' -+ W ® M -+ W ® M" is exact. 
20. Given modules SWR' RM and sc, let W* = Homs(W, C) E RM. Use the 

isomorphism ¢ of (19.11) to prove: 
(1) AnnM(W) ~ RejM(W*), 
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(2) If sC is a cogenerator, then AnnM(W) = RejM(W*), 
(3) If sC is a cogenerator, then WR is completely faithful iff W* is a 
cogenerator in R M. 

21. Prove that the following statements about a fiat right R-module V are 
equivalent: 

(a) V is completely faithful; 
(b) V ® M =1= 0 whenever RM =1= 0; 
(c) V ®R T =1= 0 for every simple left R-module T; 
(d) V I =1= V for every maximal left ideal I or R. 

[Hint: Exercises (19.20) and (19.1.1).J 
22. Let S be a direct sum of a set of representatives of the simple right 

modules over a ring R. For each left R-module M define 
Trad M = AnnM(S). Prove that: 
(1) Trad RR = J(R). [Hint: Exercise (19.18.8).J 
(2) If R is commutative, then Trad M = Rad M. [Hint: Exercises 
(19.18.9) and (15.5).J 
(3) If RjJ(R) is semisimple, then Trad M = Rad M. 

23. Prove that for a commutative ring R the following statements are 
equivalent: (a) R has a completely faithful semisimple module; (b) R is 
von Neumann regular; (c) R is co-semisimple. [Hint: See Exercise 
(18.23). For (b) = (a) Let S = EBA T, with T, simple. Then S ® T, i= O. 
Now apply Exercises (19.16) and (l9.21).J 

24. Suppose that R has faithful simple projective modules Re and eR. (See 
Exercise (17.5).) Prove that eR is injective iff eR = HomeR e(Re, eRe). 
[Hint: Exercises (19.14) and (18.30).J 

25. Let M K be an infinite dimensional vector space over a field K and let R 
be the subring of End(M K) generated by the socle S and the scalar 
transformations KIM s; End(M K)' [Note that S is just the set of elements 
of End(M K) of finite rank, so 0' E R iff 0' - IX 1 M has finite rank for some 
IX E K.J Prove that: 
(1) R is von Neumann regular. 
(2) To within isomorphism R has exactly two left and two right simple 
modules and that exactly three of them are injective. 
(3) R is right but not left co-semisimple. (See Exercise (18.23).) 
(4) R has completely faithful semisimple left and right modules. 

26. Prove that R is left coherent iff a direct product of card R copies of RR is 
fiat. [Hint: See the proof (b) = (c) of (19.20).J 

§20. Natural Transformations 

At last we come to the central notion of categorical algebra, that of a natural 
transformation. It is by means of this that the intuitive idea of a "natural" 
homomorphism is made precise. Recall (0.13) that if C = ('6', morc, 0) and 
D = (£C, morD, 0) are categories and if F, G are covariant functors C to D, 
then a natural tran~formation from F to G is a map 1'/: MI---+I'/M from '6' to morD' 
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such that for each M Err!, 1JM:F(M) ~ G(M) and for eachf:M ~ N in C, 

F(M)~ F(N) 

~M 1 1 ryN 

G(M)~ G(N) 

commutes. (If F and G are contravariant, reverse the arrows F(f) and G(f) 
in this diagram.) We usually abbreviate this by 1J: F ~ G. If each 11M is an 
isomorphism, then we call the natural transformation 1J: F ~ G a natural 
isomorphism. 

Let F and G be functors (of the same variance) between two categories 
C and D. We say that F and G are isomorphic and write 

F;-::::G 

in case there is a natural isomorphism 1J: F ~ G. It is easy to check that this 
concept induces an equivalence relation on the class of functors from C to D. 

Two Simple Examples 

Several important isomorphisms in the preceding sections are natural 
isomorphisms of functors. Two of the most basic of these, given in (4.5) and 
(19.6), assert that for each left R-module M there are isomorphisms 

and R®RM;-:::: M. 

These are actually natural isomorphisms of the functors HomR(R, _) and 
(R ®R _) with the identity functor on RM. Specifically, 

20.1. Proposition. Let R be a ring. Then there are natural isomorphisms: 
(1) p:lRM~HomR(RRR'_) wherefor each RM, each mEM, each rER, 

and each Y E HomR(R, M) 

PM(m):n-. rm and 

(2) 11 :(RR ®R -) ~ IRM wherefor each RM, each m E M, and each r E R 

I1M(r ® m) = rm and 11/:/ (m) = 1 ® m. 

Proof We have already seen in (4.5) and (19.6) that PM and 11M are 
R-isomorphisms. Thus all that remains is to check their naturality. For (2) 
observe that 

commutes because 

11M' 0 (R ® Rf)(r ® m) = I1M,(r ® f(m)) 

= rf(m) = f(rm) = f 0 I1M(r ® m). 
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It is equally easy to prove the naturality of p. o 

Direct Sums and Products 

Suppose that C and D are categories of modules and that all direct sums and 
products of members of D belong to D. If (F')'EA is an indexed class of 
additive functors F,: C --> D all of the same variance, then their direct sum 
and direct product are the additive functors 

EEl A F, : C --> D 

defined coordinatewise by 

and 

and 

For instance if the F, are covariant and M ~ M' in C, then 

F,(M) F,(j I ) Fa(M') (0: E A) 

and (see Remark 6.25) 

TIAF,(M) nJ,ljl) TIAF,(M'). 

The straightforward proof that these are additive functors is left to Exercise 
(20A). 

The first two assertions of the next proposition, simply rephrasings of 
(16.5), were used to prove that direct sums of projectives are projective and 
that direct products of injectives are injective. The final assertion of this 
proposition follows easily from (19.9). 

20.2. Proposition. Let (V')'EA be an indexed set of left R-modules. Then, as 
fimctorsfrom RM to EM, 

(1) HomR(EB A V" _) ~ TIA HomR(V,,_); 
(2) HomR( _, TIA Va) ~ TIA HomR( -, Va); 
(3) (_ Q9R(EB A Va)) ~ EB A(- ®R Va)· 0 

Endomorphism Rings and Bimodules 

Recall that the Hom and tensor functors preserve certain module structure. 
For example, given modules RMs, RN, K R, then HomR(Ms, N) and 
K ® R Ms are naturally a left S-module and a right S-module, respectively. 
(See (4A) and (19.5).) This behavior is typical of additive functors and is a 
consequence of the following 

20.3. Lemma. Let RC, sD and Ds befull subcategories ofRM, 8M and Ms, 
respectively. Suppose that F: RC --> sD and H: RC --> Ds are additive functors 
with F covariant and H contravariant. Then for each non-zero RM E RC these 
functors restrict to ring homomorphisms 

and H: End(RM) --> End(H(Mls). 
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Proof LetfE End(RM). Then 

belongs to RM. Hence 

sF(M) ~ sF(M) and 

are endomorph isms of F(M) and H(M), respectively. Denoting composition 
in the categories by a and multiplication in the endomorphism rings by 
juxtaposition we have, for f, g E End(RM), 

FUg) = F(g 0 f) = F(g) a FU) = FU)F(g) 

and 

HUg) = H(g 0 f) = HU) 0 H(g) = HU)H(g). 

Thus, since F and H are additive and preserve identity maps, they restrict to 
the desired ring homomorphisms. D 

Suppose now that we have F: RC -> sD and H: RC -> Ds as in the lemma, 
and that RM T is a bimodule such that RM E RC. Then letting p denote scalar 
multiplication in M T , 

M P(t) M 
R ---> R (t E T), 

we have by Lemma (20.3) and (4.10) that 

t f-> F(p(t)) and tf->H(p(t)) (t Eo T) 

define ring homomorphisms 

T -> End(sF(M)) and T -> End(H(M)s). 

Thus (see 4.10) we obtain bimodules 

and 

where for x E F(M), y E H(M) and t E T 

xt = F(p(t) )(x) and ty = H(p(t))(y). 

These bimodules are called the (canonical) bimodules sF(Mh and TH(M)s 
induced by RMT . 

The bimodule structures that were constructed earlier from the Hom and 
tensor functors are precisely the canonical ones for these functors. For 
example, consider the functor 

HomR(M, ~):RM -> ,l'M. 

Let RUT' Then in §4 we made 

HomR(RM'RUT) = HomR(M, ~)(U) 

into a right T-module with 

(yt)(m) = (y(m))t = (p(t) a y)(m), 
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I.e., 

'It = HomR(M, p(t))(y), 

so that the right T-module is the canonical (£:, T)-bimodule induced by 
RUT' Similarly (s V ® R - ): R M ~ sM and the bimodule 

sV ®R UT = (V ®R _)(U) 

is the (S, T)-bimodule induced by RUT' 
Let RC and sO be full subcategories of R M and sM, respectively. If T is a 

ring, then the left R- right T-bimodules RUT with RUin RC and the (R, T)­
homomorphisms between them form a full subcategory RCT of RMT' There 
is a similar subcategory SOT of sM T. Let F: RC ~ sO be an additive covariant 
functor. Then equipping each F(RMT) with its canonical bimodule structure, 
we have that F maps the objects of RCT to objects in SOT' The next result 
implies that F, restricted to RC T , is a functor to sOn and that natural 
transformations between pairs of such functors restrict to natural trans­
formations of their restrictions. 

20.4. Lemma. Let RC, sO, and Os befuU subcategories ofR- and S-modules. 
Let F, F': RC --> sO be covariant and H, H': RC ~ Os be contravariant additive 
functors. Let IJ : F --> F' and v: H ~ H' be natural transformations. Finally, let 
RUT and R VT be bimodules with R U, R V E RC and let 

f :RUT --> R VT 

be a bimodule homomorphism. Then with the canonical bimodule structure 
(I) F(fhF(U)T --> sF(Vh and H(f):TH(V)s --> TH(U)s; 
(2) '1u :sF(Uh --> sF'(Uh and Vu: TH(U)s --> ,H'(U)s; 

are bimodule homomorphisms. 

Proof For (1) it will suffice to check that F(f) and H(f) are T-homo­
rnorphisms. Denote scalar multiplication in both U T and VT by p. If t E T 
then, since f is a right T-homomorphism, f 0 p(t) = p(t) J f Thus, for all 
xEF(U),andtET, 

F(f)(x!} = F(f) 0 F(p(t))(x) = F(fo p(t))(x) 

= F(p(t) 0 f)(x) = F(p(t) )(F(f)(x)) 

= (F(f)(x) )t. 

Similarly H(f) is a left T-homomorphism. 
For (2) simply observe that the diagrams 

F(U) 
F(p(t)) , F(U) H(U) 

H(p(r)) , H(U) 

~, 1 1 ~ v and 'v 1 lvu 

F'(U) 
F"(p(t)) , F'(U) H'(U) 

H ' ( p(r)) 
) H '(U) 

commute. o 
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Applied to (20.2.1) for example, this Lemma implies that HomR(EB A Ua , _) 

and llA HomR(Ua , _) restricted to RMS are (still) isomorphic functors to Ms. 
As another application we have 

20.5. Proposition. Let e: R Us --> R Vs be a bimodule homomorphism. Then 
the following are natural transformations: 

(1) '1 : HomR(VS, _) --> HomR(US' _) defined via 11M = HomR(e, M); 
(2) v:HomR(_, Us) --> HomR(_, Vs) defined via vM = HomR(M, e); 
(3) ¢:( _ ®R Us) --> (- ®R Vs) defined via ¢N = N ®R e. 
Moreover, if e is an isomorphism, then each of the above is a natural 

isomorphism. 

Proof We'll do (1). Because HomR(_, M):RM -->;zM is a contravariant 
additive functor, (2004.1) implies that '7M = HomR(e, M) is a left S-homo­
morphism. But, for each RM .!.. RM' 

Some Hom-tensor Relations 

Given a triple (RM,sWR,sN) of modules there is, by Proposition (19.11), an 
isomorphism 

¢ = ¢MWN : HomR(M, Homs(fV, N») --> Homs((W ®R M), N) 

defined via 

[¢(y)](w ® m) = [y(m)] (w). 

The importance of this isomorphism in our study of the tensor functors is 
that if Wand N are fixed, then the indexed class (rPMWN)' indexed by the left 
R-modules M, is a natural isomorphism of contravariant functors 

HomR(_, Homs(J¥', N» ~ Homs((W ®R _), N). 

Speaking loosely we can view both 

and 

as functors of "three variables" (MR' SWR' sN) with mixed variance. Then 
because of (19.11) we shall say that the isomorphism ¢MWN is natural in M. It 
should be clear how to develop a theory of functors of several variables and of 
homomorphisms of such functors natural in various variables. We shall 
illustrate this by showing that the isomorphism ¢MWN is natural in each of 
the three variables. First suppose that sN.i. sN'. Then the diagram of 
7L -homomorphisms 
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commutes, and so the isomorphism ¢ = ¢MWN is natural in N. Finally, 
suppose h: s WR --+ S W~ is a bimodule homomorphism. Then by (20.4.1) 
H oms(h, N) is a left R-homomorphism and h ® R M is a left S-homomorphism 
so that we can form HomR(M, Homs(h, N)) and Homs((h ®R M) , N). It is 
easy to check that 

also commutes; hence the isomorphism ¢ = ¢MWN is natural in W Stated 
formally: 

20.6. Proposition. For every triple of modules (RM, sWR, sN) there is an 
isomorphism 

defined via 

¢(y)(w ® m) = [ y(m)] (w), 

that is natural in each of the three variables M, N, and W 

For the Hom functors we have 

o 

20.7. Proposition. For every triple of modules (RM, Ns, RUS) there is an 
isomorphism 

defined via 

[1'J(y)] (n): m I-> [ y(m)] (n), 

that is natural in each of the three variables M, N, and U. 

Proof The inverse of 17 is given by 

[17- 1(a)](m):n f--+ [a(n)] (m). 

We leave the details as an exercise. o 
Because of the following proposition it is often said that the formation of 

tensor products is associative. 

20.8. Proposition. For every triple of modules (MR, RWS' sN) there is an 
isomorphism 
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defined via 

v : m ® R (W ® s n) 1-+ (m ® R W) ® s n, 

that is natural in each of the three variables M, W, and N. 
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Proof For each mE M the map 13m: W X N -> (M ®R W) ®s N defined 
by f3m(w, n) = (m ®R w) ®s n is clearly S-balanced. Thus, for each n E M 
there is a unique homomorphism 

such that 

Vm(Lj Wj ®s nj) = Lj((m ®R Wj) ®s n;). 

The map y :M x (W ®s N) -> (M ®R W) ®s N defined by 

y:(m,L;Wj®Snj) = Vm(LjWj®snJ 

is clearly R-balanced. So there is a homomorphism 

V:M®R(W®sN)->(M®R W)®sN 

such that 

v(m ®R (w ®s n» = vm(w ®sn) = (m ® R w) ®s n. 

With a similar argument it can be shown that there is a homomorphism 

such that 

J.J.((m ®R w) ®sn) = m ®R (w ®sn). 

It is now easy to show that J.J. is an inverse of v, whence v is an isomorphism. 
Suppose next thatf:MR -> M~. Then it is evident that 

1/ 0 Wl 0 N 

j0 1W 0NJ 

commutes, whence J.J. is natural in M. To complete the proof it is simple to 
check the naturality of J.J. in the other two variables. 0 

If R V T and s WR are bimodules, then there are the two functors 

HomR(V, Homs(W, _»:sM -> TM 

and 

Homs((W ®R V) , _l:sM -> TM. 

Viewed as functors to the category ;l M, they are naturally isomorphic (20.6). 
The fact is that they are isomorphic as functors to TM; to see this it will suffice 
to show that for each N E sM 



242 Functors Between Module Categories 

¢ = ¢UWN :HomR(U, Homs(lV, N)) ---> Homs((W ®R U), N) 

is a T-homomorphism. But that ¢ is a T-homomorphism is a trivial conse­
quence of the definition of the T-action on these modules. However, it is also a 
consequence of (20.4.2) and the fact that ¢ defines a natural isomorphism 
between the functors 

HomR(_, Homs(W, N)):RM ---> M,z 

HomS(W®R _),N):RM ---> M". 

Of course similar observations apply in the other variables and to the 
natural transformations of (20.7) and (20.8). 

Given a natural transformation 11: F ---> G we often are concerned with 
those modules M for which 11M is an isomorphism (or merely monic or epic). 
The following lemma tells us that these classes of modules are closed under 
finite direct sums and direct summands. 

20.9. Lemma. Let C and D be filll subcategories of the categories of left or 
right modules over rings Rand S. Let F and G be additive functors from C to D 
and let 11 : F ---> G be a natural transformation. If 

0---> M' -81---> M -81---> M" ---> 0 

is split exact in C, then 11M is monic (epic) if and only if both 11M' and 11M' are 
monic (epic). 

Proof Consider the commutative diagrams with, by (16.2), split exact 
rows 

0---> F(M') -81---> F(M) -81---> F(M") ---> 0 

ry" 1 ~" 1 ~M 1 
0---> G(M') -81---> G(M) -81---> G(M") .... 0 

and 

0---> F(M") -81---> F(M) -81---> F(M') -.... 0 

~" 1 ry" 1 ry" 1 
0---> G(M") -Ef)---> G(M) -81-+ G(M') --> 0 

obtained from 

0---> M' -E8---> M -81---> M" ---> 0 

and 

0---> M" - 81 ---> M -81 ---> M' ---> O. o 
Now (20.9) implies that if '7M l' ... , I1 M n are isomorphisms, then so is 

11M 188M,,' Therefore, if 11 R is an isomorphism, then so is 11 p for every finitely 
generated projective R-module P. Using this fact we derive the following 
two natural isomorphisms: 
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20.10. Proposition. Given modules sP, sUT and TN there is a homomorphism, 
natural in P, U and N , 

defined via 

11(1' ®T n) :pl---> yep) ®T n. 

If sP isfinitely generated and projective, then 11 is an isomorphism. 

Proof It is tedious but not difficult to check that 11 is a £'-homomorphism 
that is natural in all three variables. Now for each sUT and TN we have by 
(20.1.1) and (20.5.3) 

Homs(S, U) ®T N :;;: U ®T N :;;: Homs(S, (U ®T N)) 

via 

But for all s E S 

Thus 

'y ®T n I---> 1'(1) ®T n I---> p(y(l) ®T n). 

11()' ®T n)(s) = yes) ®T n = s(y(l) ®T n) 

= [p(y(l) ®Tn)](s). 

11 : Homs(S, U) ®T N --+ Homs(S, (U ®T N )) 

is the composite of these isomorphisms, and so is itself an isomorphism. So by 
(20.9) and (17.3) 

11 :lloms(p, U) ®T N --+ Homs(P, (U ®T N)) 

is an isomorphism for every finitely generated projective s1'. D 

Similar arguments can be used to prove: 

20.11. Proposition. Given modules PR, TUR and TN there is a homomor­
phism, natural in P, U and N, 

v:P ®R HomT(U,N) --+ HomT(HomR(P, U),N) 

defined via 

v(p ®R 1'):0 I---> y(o(p)). 

If PR isfinitely generated and projective, then v is an isomorphism. D 

The U-dual Functors 

Let R Us be a bimodule. Then the pair of contravariant additive functors 

and 
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is called the V-dual. For brevity we write 

( )* = Hom(-, RVS ) 

to denote either of these functors. So if M J 1. M2 in RM then 

M2* L M J* 

in Ms and 

in RM. The module M* is said to be the V-dual of M and the mapf* is called 
the V-dual of f Also M** and f** are called the double dual of M and f, 
respectively. For each M in R M or Ms 

(mEM, y EM*) 

defines the evaluation map 

aM: M -> M**. 

this evaluation map is easily seen to be an R-homomorphism if MER M or 
an S-homomorphism if M E Ms. Moreover if M J 1. M2 then for all mE M I , 

YEM2* 

[!**(aM1(m))] (y) = (aM1(m) 0 f*)(y) 

so that the diagram 

= [aM1(m)](Y ° f) = y(f(m)) 

= [a M 2(f(m))](y) 

commutes. Thus the evaluation maps yield natural transformations 

a: I,M -> (( )*)* 

and 

a:I M, ->(( )*)*. 

A module M is said to be U -reflexive in case aM is an isomorphism. If aM is 
monic, then M is U -torsion less. 

A module M is V-torsionless ifand only if U cogenerates M. In fact from 
the definition of aM we see that mE Ker aM if and only if m E Ker y for all 
y: M -> U. In other words 

20.12. Proposition. Let R Vs be a bimodule, and let M be a leji R- or a right 
S-module. Then 

o 



Natural Transformations 245 

We know of no such handy tests for reflexivity. However, by Lemma 
(20.9) the class of U -reflexive modules is closed under direct summands and 
finite direct sums. 

20.13. Proposition. Let M ~ M1 EB ... EB Mn. Then M is U-reflexive (tor-
sionless) if and only if each of M l' ... , Mn is U -reflexive (torsion less). 0 

20.14. Proposition. Let R Us be a bimodule and let M be a module in R M or 
Ms. Then 

(1) O"M* Q 0",14.' = Iv,· 
(2) M* is U -torsionless. 
(3) If Mis U-reflexive, then M* is U-reflexive. 

Proof First observe that O"M.:M* --> M*** and O"M*:M*** --> M*. If 
Y E M*, then for all mE M 

O"M*(O"M,(y))(m) = (O"M'(Y) 0 O"M)(m) 

= [O"M(m)](y) = y(m). 

This proves (1). From (1) it follows that O"M' is a (split) monomorphism so (2) 
also holds. For (3), suppose that aM is an isomorphism. Then so is aM*' But 
then (I) forces aM' to be an isomorphism. 0 

There is a useful test for the reflexivity of the regular modules RR and 5s. 

20.15. Proposition. Let R Us be a bimodule and let 

A:R --> End(Us) 

be left multiplication. Then a RR is injective or surjective if and only if). is. 

Proof We know by (20.1) that there is an R-isomorphism 

Pu: U --> HomR(R, U) = (RR)*. 

By naturality (20.4.2) this is also an S-isomorphism. Thus since ( )* is a 
functor, 

is an isomorphism. But 

so that 

* . Pu OO"R = I .. o 
20.16. Corollary. Let R Us be a bimodule. Then RR and Ss are U -reflexive 

!/and only ifRUS is afaithfully balanced bimodule. 0 

One of the most important duals is the RRR dual. We s.hall denote this 
dual by 
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In the event that R is a field this is just our old friend from linear algebra, the 
vector-space dual. 

If e is an idempotent in R then, as we saw in Proposition (4.6), 

Re® ~ eR and Re®® ~ Re. 

Applying the preceding results we have, more generally, 

20.17. Proposition. Let P be a finitely generated projective R-module. 
Then 

(1) P is R -reflexive. 
(2) p® is finitely generated and projective over R. 

Proof Suppose P is a finitely generated projective left R-module. Then, 
by (17.3) there exist P' and n such that P EB P' ~ RR(n). But by (4.11) 
A: R -+ End(RR) is an isomorphism. So we infer from (20.15) and (20.9) that 
Pis R-reflexive. Moreover, 

p® EB p'®~ (P EB P')® ~ (R<n»)® ~ (R®j<") ~ R(n), 

so that p® is a finitely generated projective right R-module. 

20. Exercises 

o 

1. Let C, D, and E be categories, let F, F, F": C -+ D and G, G': D -4 E be 
functors. Prove: 
(1) If 11: F ---+ F and J1: F -+ F" are natural transformations (isomor­
phisms), then so is their "composite" J1 8 11 : F -+ F" defined by (J1 C I1)M = 

J1M c 11M' 
(2) If 11 : F -+ F is a natural isomorphism, then its "inverse" 11 ~ 1 : F -+ F 
defined by (11 ~ l)M = (11M) ~ 1 is a natural isomorphism. 
(3) F ~ F; F ~ F = F ~ F; and F ~ F and F ~ F" = F :;=: F". 
(4) F ~ F and G ~ G' = G G F ~ G' 0 F. 

2. Let R be commutative. Prove that for each MER M the functors 
(M ® R ~) and (~ ® R M) from R M to R M are isomorphic. 

3. Let cp : R -+ S be a ring homomorphism so that, via cp, we have bimodules 
RSS and SSR' Let F¢: sM ---+ R M be the change of rings functor (of 
Exercise (4.15)) induced by cp. Consider the functors 

from RM to sM. Prove that 
(1) HomS(SSR, ~) ~ F¢ ~ (RS ®s _). 
(2) T¢ 0 F¢ ~ IsM ~ H,p 0 F¢ if cjJ is surjective; 

4. Let C and D be categories of modules with D closed under the formation 
of direct sums and products. Let (Fa)acA be an indexed set of functors of 
the same variance from C to D. Define EB A F, and n A F, from C to D by 
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(£) A F,: M ~ (£) A F,(M) 

ITAF,: M ~ ITA F,(M) 

(£) A F, :f~ (£) A F,(f) 

ITAF,:f~ ITAF,(f). 
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Prove that these are additive functors and that 11: (£IAF, -+ ITAF, is a 
natural transformation where 11M: EB A F,(M) -+ ITA F,(M) is the inclusion 
map. 

5. Let C be a full subcategory of R M and let F: C -+ C be isomorphic to the 
identity functor F ~ 1 c via '1: 1 c -+ F. Prove that for all M, NEe the 
restriction F:HomR(M, N) -+ HomR(F(M), F(N)) of F is an Isomor­
phism whose inverse is given by g ~ I1N log 0 11M for each 

g E IiomR(F(M),F(N)). 

6. Let C be a full subcategory of R M and let R Us and R Vs be bimodules with 
RU and RV both in C. Consider the functors HomR(US , _) and 
HomR(VS, _) from C to sM and Hom R(_, Us) and Hom R (_, Vs) from C to 
Ms. Prove that: 
(1) If <P:HomR(US' _) -+ HomR(VS' _) is a natural isomorphism, then 
<Pu(1u): V -+ U and <Pv l(lv): U -+ Vare inverse (R, S)-isomorphisms. 
(2) If <P:HomR(_' Us) -+ HomR(_, V~) is a natural isomorphism, then 
RUS ~ RVS· 

7. Let C and D be full subcategories of R M and sM, respectively. Let 
T: C -+ D and H: D -> C b;:: additive covariant functors. Then T is a 
left adjoint of Hand H is a right adjoint of T, or simply (T, H) is an 
adjoint pair in case for each ME C and NED there is a d'-isomor­
phism 

that is natural in both M and N. Prove the following version of Kan's 
Theorem: 
(I) If Tand T' are both left adjoints of H, then T ~ T. [Hint: Exercise 
(20.6).J 
(2) Let C = RM and D = sM and let (T, H) be an adjoint pair. Let SUR 
be the canonical bimodule SUR = T(RRR). Then H ~ Homs(UR , _) and 
T ~ (sU ® R _). In particular, if H' is a right adjoint of '1~ then H ~ H'. 

8. An additive functor T: R M -+ sM is faithful in case T(f) = 0 implies 
f = O. So for example, if RC is a cogenerator, then H omR ( _, C) is a faithful 
functor. Let H:sM -+ RM be a right adjoint of T:RM -+ sM (see Exercise 
(20.7)). Prove that: 
(1) If sN is injective and T is exact, then RH(N) is injective. [Hint: The 
functor Hom R(_, H(N)) is exact.J 
(2) If sN is a cogenerator and RH(N) is injective, then Tis exact. [Hint: 
(18.14).J 
(3) If sN is a cogenerator and T is faithful, then RH(N) is a cogenerator. 
(4) If RH(N) is a cogenerator for some sN, then Tis faithful. 
(5) If RM is projective and H is exact, then s T(M) is projective. 
(6) If RM is a generator and sT(M) is projective, then H is exact. 
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(7) If RM is a generator and H is faithful , then s T(M) is a generator. 
(8) If sT(M) is a generator for some RM, then H is faithful. 

9. Given modules Ns and RUS ' use the isomorphism 

of Proposition (20.7) to prove that: 
(1) Ns projective and RU injective implies Homs(N , RUS ) injective. 
(2) Ns a generator and Homs(N, R Us) injective implies RU injective. 
(3) Ns a generator and RU a cogenerator implies Homs(N'RUS ) a 
cogenerator. 
(4) Homs(N, RUS) a cogenerator implies RU a cogenerator. 

10. Given modules sN and R Ws, use the isomorphism 

of Proposition (20.8) to prove: 
(1) sN flat and R W flat implies R W ® sN flat. 
(2) sN completely faithful and R W ® sN flat implies R W flat. 
(3) sN and R W completely faithful implies R W ® sN completely faithful. 
(4) R W ® sN completely faithful implies R W completely faithful. 

11. Let XI, ... , Xn E PR andII, ... ,j" E p* = HomR(P, R). Prove that (Xl'"'' Xn), 

Ul> ... ,fn) is a dual basis for PR iffUI' '' ''j,,), (a(xtJ, .. . ,a(xn» is a dual 
basis for RP*, (Exercise (17.11).) 

12. Let ( )® denote the RRR dual so that M® = HomR(M, R). For each pair 
N R , MR of right R-modules there is a map 

8:N ®R l''vl® -> HomR(M , N) 

such that 8(n ® y): m f-> n·y(m). Prove that: 
(1) 8 is a l'-homomorphism natural in M and N. 
(2) The following are equivalent: 

(a) PR is finitely generated projective; 
(b) 8:(P ® R (_)®) -> Hom R(_ , P) is a natural isomorphism ; 
(c) 8:(_ ®R P®) -> HomR(P, _) is a natural isomorphism; 
(d) 8: P ® R p® -> HomR(P, P) is a l'-isomorphism. 

[Hint: (a) => (b). Let (x;), (n be a dual basis for PR o Let 9 E HomR(M, Pl. 
Then 9 = 8(L.i(X i ®J.g). If 8(L.jYj ® Y) = 0, then write Yj in terms of the 
dual basis to infer 

L.jYj ® Ij = L.i(Xi ® L.jJ.(Y)Yj) = L.i(Xi ® 0) = O. 

(d) => (a). Consider 8- 1 (lp) and the Dual Basis Lemma. (Exercise 
(17.11).).] 

13. Prove that every finitely presented flat module is projective. In particular, 
every finitely generated flat module over a noetherian ring is projective. 
[Hint: Let P2 -> PI -> VR -> 0 be exact with the Pi finitely generated 
projective. Apply the functors V ® R ( _ )* and HomR(_, V) and Exercises 
(16.4) and (20.12).] 



Natural Transfonnations 249 

14. Prove that a ring R is von Neumann regular iff every finitely presented 
left R-module is projective. [Hint: Exercise (19.16).] 

15. (1) Prove that if RE is injective and I is an ideal of R, then 
HornR(lR' E) ~ EjrE(l)· 
(2) Prove that if R is right artinian and left hereditary, then it is right 
hereditary. [Hint: Exercises (20.13), (19.14), and (18.10).] 

16. Let RUS be a bimodule. Let R91(U) denote the class of U-reflexive left 
R-modules. Then ·R9l(U) is closed under the formation of finite direct 
sums and direct summands (20.13). Let 

o -> RK -> RM -> RN -> 0 

be exact. Prove that 
(1) If R U and Us are injective and N is U -torsion less, then M is reflexive 
iff K and N are reflexive. 
(2) If RU and Us are injective and RU is a cogenerator, then R91(U) is 
closed under submodules, epimorphic images, and extensions (of 
modules in R91(U) by modules in R91(U)). 

17. Let C and D be full subcategories of R M and sM, say. Let F and G be 
additive functors from C to D that preserve direct sums and let 
'1: F -> G be a natural transformation. Let (M, )'EA be an indexed class in 
C with a direct sum (M, ((,),EA) in C. Prove that 11M is an isomorphism iff 
each 11M (rx E A) is an isomorphism. 

18. Let RP 'be finitely generated and projective with S = End(RP)' and let 
C(P) denote the full subcategory of RM whose objects are modules M 
such that there are sets X and Y and an exact sequence 

p(Y) -> p(X) -> M -> O. 

Prove that if H = HornR(P,-) and T = (P 0 s-), then 

and T:sM -> C(P) 

and these functors define an equivalence of categories in the sense that 
HoT ~ IsM and To H ~ l C(p). [Hint: The first isomorphism of func­
tors follows from (20.10); the second uses Exercise 16.3 and the Five 
Lemma, among other things.] 



Chapter 6 

Equivalence and Duality for Module Categories 

So far our emphasis has been on studying rings in terms of the module 
categories they admit-that is, in terms of the representations of the rings as 
endomorphism rings of abelian groups. As we shaH see the Wedderburn 
Theorem for simple artinian rings can be interpreted as asserting that a ring R 
is simple artinian if and only if the category R M is "the same" as the category 
DM for some division ring D. On the other hand, if D is a division ring, then 
the theory of duality from elementary linear algebra asserts that the 
categories DF M and F M D of finitely generated left D-vector spaces and right 
D-vector spaces are "duals" of one another. 

These are examples of two related general theories that are of truly 
fundamental importance to the study of rings and modules. Although 
historically they were not studied in the context of categories and functors, 
it is in that context that their significance and their simplicity are clear. The 
principal work on the subject was done by Morita [58a J. In this chapter we 
treat the basic theory including what are sometimes known as the "Morita 
Theorems". 

§21. Equivalent Rings 

Let C and D be arbitrary categories. Then a covariant functor 

F:C->D 

is a category equivalence in case there is a functor (necessarily covariant) 

G:D->C 

and natural isomorphisms 

and 

A functor G with this property (also a category equivalence) is called an 
inverse equivalence of F. Two categories are equivalent in case there exists a 
category equivalence from one to the other. We write 

C::::::D 

in case C and D are equivalent. It is easy to check that this defines an equiva­
lence relation on the class of aH categories. (See Exercise (21.2).) 

For the remainder of this section (excluding the exercises) our interest will 

250 
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be restricted to module categories. Thus, we shall revert to our earlier 
convention and assume that all functors between such categories are additive. 
Thus for two such categories to be equivalent there must be an additive 
equivalence from one to the other. 

Definitions and Notation 

Two rings Rand S are (Morita) equivalent, abbreviated 

10 case 

i.e., in case there are additive equivalences between these categories of 
modules. As we shall see in §22, the categories RM and sM are equivalent if 
and only if MR and Ms are equivalent. 

Since the study of the properties of equivalent pairs of rings entails a fair 
amount of notation, it will be especially useful to pause to assemble most of 
it in one place. 

21.1. Let Rand S be a pair of equivalent rings. Specifically, assume that 

(1) and 

are inverse (additive) equivalences. In particular, 

and FG ~ I,M 

that is, there exist natural isomorphisms 

(2) and 

This means (see §20), in the case of '1, that for each RM there is an iso­
morphism '1M :GF{M) -+ M in RM such that for each M, M' in RM and each 
f:M -+ M' in RM, the diagram 

M ~ M' 

(3) ~M r r ryw 

GF(M) ~ GF(M') 

commutes. (Of course, parallel remarks apply to 0 Now for each RM in 
RM and each sN in sM, there are d:'-homomorphisms 

(4) 

defined via 

4> = 4>MN : Homs(N, F(M)) -+ HomR(G(N), AI) 

8 = 8MN : Homs(F(M), N) -+ HomR(M, G(N)) 

4>MN:YH-'1M c G(y) 

8MN : c5 H- G(c5) 0 '1;;/. 
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The natural isomorphism ( determines a pair of homomorphisms similar to 
¢ and e; however, we have no need to introduce special notation for these 
here. In practice, there is almost never any real ambiguity about the domain 
of the IJM' (N, ¢MN' and eMN . Thus, for the most part we shall clean up our 
notation by omitting these subscripts. 

It should now be plausible from say (3) above, that if R ~ S, 'hen the 
behaviour of RM and sM is the same "to within isomorphism". To expand on 
this we first prove: 

21.2. Proposition. Let F: R M -> s M be a category equivalence. Then for 
each M, M' in RM the restriction of F to HomR(M, M') is an abelian group 
isomorphism 

F:HomR(M, M') -> Homs(F(M), F(M')) 

such that FU) is an epimorphism (monomorphism) in sM if and only iff is an 
epimorphism (monomorphism) in R M. Moreover, if M +- 0, then this restriction 

is a ring isomorphism. 

Proof Since F is additive, these restrictions are abelian group homo­
morphisms. The latter is a ring homomorphism by (20.3). To finish the proof 
we shall adopt the notation of (21.1). Then clearly for each M and M' in RAt 

H:Homs(F(M), F(M')) -> HomR(M, M') 

defined by 

H:g ---7 IJM,G(g)IJ;:/ 

is a Z:-homomorphism. Moreover, it is monic, for if H(g) = 0, then 
G(g) = 0, so 

g = (f(M,)FG(g)(F('~) = 0. 

But now, for allfE HomR(M, M') 

It follows that H is an epimorphism. Thus H is an isomorphism with 
inverse F. Therefore F is an isomorphism. Now it is clear from (21.1.3) thatf 
is monic (epic) if and only if GFU) is monic (epic). So supposefis monic and 
that for some h in sM 

F(f)h = 0. 

Then since G is an additive functor and GF(f) is monic, GFU)G(h) = 0, and 
hence G(h) = 0. But then FG(h) = 0, so from the version of (21.1.3) for (, it 
is clear that h = 0, whence FU) is monic (3.4.d). The remainder of the proof 
is entirely similar and will be omitted. 0 
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The Fundamental Lemma 

One of the most important facts concerning equivalent rings is that the 
homomorphisms ¢ and 0 of (21.1) are natural isomorphisms. That is, the 
pairs (G, F) and (F, G) of (21.1) are adjoint pairs of functors (see Exercise 
(20.7». This adjoint relationship of equivalences F and G provides a very 
powerful bit of machinery. It is described in the following lemma. 

21.3. Lemma. Let Rand S be equivalent rings. Then, in the notation of 
(21.1). the homomorphisms 

¢ : Homs(N, F(M» ---> HomR(G(N), M) 

0: Homs(F(M), N) ---> HomR(M, G(N» 

are isomorphisms natural in each variable. In particular,for each 

andfor each 

we have 

Y E Homs(N I, F(Md), 

y E HomR(G(Nd, M I ), 

(1) ¢(F(h)yk) = h¢(y)G(k), 
(2) O(kbF(h» = G(k)8(b)h, 
(3) ¢ - l(hyG(k» = F(h)¢ - I( 7)k, 
(4) O-I(G(k)bh) = kO-I(b)F(h). 

bE Homs(F(M2), N 2 ) 

bE Homs(M2' G(N2», 

Finally, ¢(y) is a monomorphism (epimorphism) if and only if y is a monomor­
phism (epimorphism), and 0(6) is a monomorphism (epimorphism) if and only if 
6 is a monomorphism (epimorphism). 

Proof The Z-homomorphism induced by G 

G: Homs(N, F(M)) ---> HomR(G(N), GF(M) 

is an isomorphism by (21.2). Since 11M: GF(M) ---> M is an isomorphism, so is 
HomR(G(N), I1M):HomR(G(N), GF(M)) ---> HomR(G(N), M) 

(see (16.2». Thus, since it is the composite of these two maps, 

¢:Homs(N,F(M» ---> HomR(G(N),M) 

is a Z-isomorphism. Also, with h, k, and y as given in the hypothesis, 

¢(F(h)yk) = I1M2GF(h)G(y)G(k) 

= I1M2GF(h)I1M,iI1M, G(y)G(k) 

= h¢(y)G(k). 

That 0 is an isomorphism and that the identities (2), (3), and (4) hold are 
proved similarly and therefore will be omitted. The equations (1) and (2) 
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mean that ¢ and e are natural in both M and N . For instance, taking k = IN 
we see from (1) that for each M 1 .!!. M 2 in R M the diagram 

H oms(N. F(h)) 

commutes. 
For the final assertion, let}' E Homs(N, F(M)). Then ¢(y) = 11M " G(y). 

So since 11M is an isomorphism, G(y) is a monomorphism (epimorphism) if 
and only if ¢(y) is a monomorphism (epimorphism). But by (21.2) G(y) is 
monic (epic) if and only if }' is. 0 

Remark: It should be observed that we can use ¢ and e to "transform" 
certain diagrams in RM (respectively, sM) to corresponding diagrams in sM 
(respectively, RM). For example, (21.3.1) asserts that the composite 

is transformed by ¢ to 

Properties Preserved by Equivalence 

Now we have the wherewithal to prove the basic properties of categorical 
equivalences. The first of these is that such equivalences "preserve 
exactness". 

21.4. Proposition. Let F: R M -> sM be a category equivalence. Then a 
sequence 

o -> M' ~ M .!!.. M" -> 0 

is (split) exact in R M if and only if the sequence 

0 -> F(M') ~ F(M) ...f.iii.J... F(M") -> 0 

is (split) exact in sM . 

Proof We shall use the notation of (21.1). Then since 11 is a natural 
isomorphism, the diagram 
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0--+ M ' ~ M ~ M" -~ 0 

~l ryl ~r 
0--+ GF(M' ) ~ GF(M) ~ GF(M") --> 0 

commutes, and it follows that either row is (split) exact if and only if the other 
is. So to prove both implications of the proposition it will suffice to prove that 
F preserves (split) short exact sequences. The "split" part follows because F 
is additive (16.2). Let 

o --+ M' 1. M -!4 M" --+ 0 

be exact in RM. Then by (21.2), F(f) is monic, F(g) is epic, and also 
F(g)F(f) = F(gf) = O. Thus all that remains to prove is that Ker F(g) s; 

1m F(f). To this end let K = Ker F(g) and let iK: K --+ F(M) be the inclusion 
map. Then ¢(iK):G(K) --+ M and by (21.3.1) g¢(iK) = ¢(F(g)iK) = O. Thus 
1m¢(iK) s; Kerg = 1mf; and by The Factor Theorem (3.6.2) there is a 
Y E HomR(G(K),M') such that fi = ¢(iK)' Now applying (21.3.3) we have 

iK = ¢-I(fi) = F(f)¢-I(y), 

so that Ker F(g) = 1m iK s; 1m F(f). o 
21.5. Proposition. Let F: R M --+ s M be a category equivalence. Then 
(1) A pair (M, (P,)xEA) is a direct product of (M,),eA if and only if 

(F(M), (F(Pa) )aEA) is a direct product of(F(Mx) )aEA ; 
(2) A pair (M, (ia)aEA) is a direct sum of (Ma)aEA if and only if 

(F(M), (F(i,))aEA) is a direct sum of(F(Ma))'EA' 

Proof We shall do (1); the proof of the other part is dual. Suppose then 
that (M, (Pa)aEA) is a product of (Ma)aEA' and suppose that in sM there are 
homomorphisms ga: N --+ F(Ma)· Then in R M, these induce ¢(ga): G(N) --+ Ma, 
so there exists a unique f: G(N) --> M such that ¢(ga) = pJ for each rx E A. 
So by (21.3) ¢ -I(f) is unique with the property that 

(rx E A). 

Conversely, suppose that (F(M), (F(Pa) )'EA) is a product of (F(M J )aE k and 
suppose that in R M there are homomorphisms ga: K -. Ma. Then in sM 
these induce F(g,): F(K) --> F(Ma)' so there is a unique homomorphism 
g : F(K) --+ F(M) such that 

(rx E A). 

Finally, by (21.2) there is a unique g' E HomR(K, M) with F(g' ) = g, and we 
are done. 0 

21.6. Proposition. Let Rand S be equivalent rings via an equivalence 
F:RM --> sM. Let M, M', and U be lefi R-modules. Then 

(1) U is M -projective (M -injective) if and only if F( U) is F(M)-projective 
(F(M)-injective) ; 

(2) U is projective (injective) if and only if F(U) is projective (injective); 
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(3) U generates (cogenerates) M if and only if F( U) generates (cogenerates) 
F(M); 

(4) U is a generator (a cogenerator) (faithful) if and only if F( U) is a 
generator (a cogenerator) (faithful); 

(5) A monomorphism (epimorphism) f: M ---> M' is essential (superfluous) 
if and only if F(f) : F(M) ---> F(M') is essential (superfluous); 

(6) f:M ---> M' is an injective envelope (projective cover) if and only if 
F(f) : F(M) ---> F(M') is an injective envelope (projective cover). 

Proof We again adopt the notation of (21.1). Then for (1) suppose that U 
is M-projective, and that in sM there is a diagram 

F(U) 

lq 

F(M) J IV --> 0 

with fan epimorphism. Then e(f) is epic in R M, so there is an h such that 

commutes. Now, by (21.3.4), 9 = e- 1(e(g)) = e- 1(e(f)h) = f F(h), whence 
F(U) is F(M)-projective. We omit the rest of this proof. 

(2) This is immediate from (1). 
(3) This is an easy consequence of (21.4) and (21.5). 
(4) This is by (3). (Note that U is faithful iff U cogenerates a generator 

(Exercise (8.3).) 
(5) Suppose g:F(M') ---> IV is a homomorphism in sM such that gF(f) is 

monic. Then by (21.3) 

¢(gF(f)) = ¢(g)f 

is monic. So iff is an essential monomorphism, ¢(g) is monic (5.13). Thus, 
again by (21.3), 9 is monic. Applying (5.19) we have therefore that F(f) is 
essential. We omit the rest of this proof. 

(6) This is immediate from (1) and (5). 0 

Of considerable importance in the present study is the fact that sub­
module lattices are "preserved" by equivalences. To state this formally, we 
add to our list of notation. Thus, if K s M, we let 

denote the inclusion monomorphism. 

21.7. Proposition. Let Rand S be equivalent rings via an equivalence 
F :RM ---> sM. Thenfor each left R-module M, the mapping defined by 

AM: K I--> 1m F(iK <;; At) 
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is a lattice isomorphism from the lattice of submodules of M onto the lattice oj 
submodules oj F(M). 

Proof Since F is a functor, it is easy to see that A is order preserving (see 
Exercise (16.2)). On the other hand, adopting the notation of (21.1), for each 
N :-s; F(M) define 

r M(N) = Im¢(iNSF(M»)' 

Then r M is a function from the submodules of F(M) to those of M. It also is 
order preserving by (21.3.1). Now for K :-s; M, let 

N = AM(K). 

Then since F(iKSM ) is monic (21.2), there is an isomorphism h:F(K) ---> N 
making 

commute. But then by (21.3) 

¢(iN SF(M»)G(h) = ¢(iN SF(M)h) = ¢(F(iKSM)) 

= iKs M¢(1F(K»)' 

and so since G(h) and ¢(1P(K») are isomorphisms «21.2) and (21.3)), 

r MAM(K) = 1m ¢(iNS P(M ») = 1m iKSM = K. 

Next, let N :-s; F(M), and let 

Then there is an isomorphism y making 

G(N) 

j 
~.<c,." 

, M 

~M 
K 

commute. Applying ¢ - I and (21.3), 

iN S; F(M) = ¢-I(iK s MY) = F(iK SM)cjJ - I(y) 

whence, since cjJ - 1 (y) is an isomorphism (21.3), we have 

AMr M(N) = ImF(iKs M) = ImiNs; F(M) = N 

and the proof is complete. o 
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21.8. Proposition. Let Rand S be equivalent rings, via an equivalence 
F :RM ---> sM, and let M and M' be left R-modules. Then 

(1) M is simple (semisimple) if and only if F(M) is simple (semisimple); 
(2) M is finitely generated (finitely cogenerated) if and only if F(M) is 

finitely generated (finitely cogenerated); 
(3) M is artinian (noetherian) if and only if F(M) is artinian (noetherian); 
(4) c(M) = c(F(M)); that is, M and F(M) have the same composition 

length; 
(5) M is indecomposable if and only if F(M) is indecomposable. 

Proof Each of these is simply an assertion about the lattices of sub-
modules of M and F(M). D 

21.9. Corollary. Let Rand S be equivalent rings. Then R is semisimple, left 
artinian, left noetherian, primitive, or a ring with zero radical, respectively, if and 
only if so is S. 

Proof The semisimple case is by (21.8) and (13.9). The artinian and 
noetherian cases follow from (21.8) because by (10.19) and (10.20) a ring is left 
artinian (noetherian) if and only if each of its finitely generated left modules is 
artinian (noetherian). For the remaining cases, recall that R is primitive 
(J(R) = 0) iff R has a faithful simple (semisimple) module. D 

It should now be abundantly clear that the categories of left modules over 
equivalent rings do have essentially the same structure. Also it is easy to 
show that much of the "two sided" structure in the rings themselves is the 
same. 

21.10. Proposition. If Rand S are equivalent rings, then Cen R :;;: Cen S. 

Proof Adopt the notation of (21.2). Then by (21.2) R :;;: End(RR) :;;: 
End(sF(R)). But since RR is a generator, sF(R) is a generator (21.6). So by 
(17.9) S :;;: BiEnd(sF(R)). Now apply Exercise (4.6) to get 

Cen R :;;: Cen(End(sF(R))) 

= Cen(BiEnd(sF(R))) :;;: Cen S. D 

21.11. Proposition. Let Rand S be equivalent rings via an equivalence 
F :RM ---> sM. For each (two sided) ideal I of R, set 

<1>(1) = Is(F(RjI)). 

Then the mapping defined by 
<1>: I f---> <1>(1) 

is an isomorphism of the lattice of ideals of R and the lattice of ideals of S. 
Moreover,for each ideal I of R, there is an equivalence 

RjI ~ Sj<1>(I). 

Proof As usual we adopt the notation of (21.1). If I is an ideal of R, then 
F(R/I) is a left S-module, so its left annihilator <1>(1) is clearly an ideal of S. 
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Similarly, if K is an ideal of S, then 

r(K) = lR(G(S/K)) 

is an ideal of R. We claim that <l> and r define inverse mappings of the ideal 
lattices. By viewing F(R//) first as a faithful S/<l>(I) module, it is clear that as 
S-modules, F(R/I) cogenerates S/<l>(I) (see 8.22) and S/<l>(I) generates F(R//). 
Thus, by (21.6), R/I cogenerates G{S/<l>(I» and G(S/<l>(I)) generates R/I as 
R-modules. In particular these two R-modules must have the same 
annihilator (Exercise (8.2). That is, r<l>(I) = I. Similarly for each ideal K of 
S, <l>r(K) = K. Also note that if I and I' are ideals of R with I s; 1', then there 
is a natural R-epimorphism R/I --> R/I' --> O. Thus, there is an S-epimor­
phism (21.2) F(R/I) --> F(R/l') --> 0 whence cP(1) s; cP(I'), and cP is order 
preserving. Similarly, so is r. Thus cP is a lattice isomorphism. 

F or the final assertion let I be an ideal of R and let v: R --> R/ I be the 
natural ring homomorphism. Then the change of rings functor 

-z: :R/I M --> R M 

is an equivalence from R/IM to the full subcategory GR(R/I) of RM whose 
objects are generated by R/ I. Thus by (21.6.3) the functor F, restricted to 
GR(R//) defines an equivalence with the full subcategory Gs(F(R/I) of sM 
whose objects are generated by F{R/I). But as we have seen above, S/<l>(l) 
generates F(R/I). Also R/I generates G(S/cP(l», whence F(R//) generates 
S/<l>{I). Thus Gs{F(R/I) = Gs(S/<l>(I) and we have R/IM ;::, s/<I>(l)M. 0 

21.12. Corollary. If R ;.::: S and if R is simple, then S is simple. 

21.13. Corollary. IfF: RM --> sM is an equivalence, then R/1(R) ;.::: S/1(S) 
and J(S) = Is(F(R/1(R»). 

Proof According to (21.9) and (21.11) an ideal P of R is primitive if and 
only if the corresponding ideal <l>(P) is a primitive ideal of S. Thus by (21.11) 

J(S) = n {<l>(P) I P is a primitive ideal of R.} 

= <l>{J(R» = Is(F(R/J(R»)). 

21. Exercises 

1. Let C and D be categories. Let F, F': C --> D and G, G': D --> C be 
covariant functors with F ~ F' and G ~ G'. Prove that if F and G are 
inverse equivalences, then F' and G' are inverse equivalences. [Hint: 
First show F and G' are inverse equivalences. Say ¢: G' --> G, '1: FG --> 10 
and v: G F --> Ie are isomorphisms. Consider '1' : FG' --> 10 and v' : G' F --> Ie 
defined via '1~ = '1N 0 F(¢N) and v~ = v 0 ¢F(M).] 

2. Prove that the relation ;.::: of equivalence is an equivalence relation on 
the class of all categories. [Hint: Let C, D, E be categories. Let 
F:C --> D, G: D --> E, H:D --> C and K: E --> D be covariant and let 
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IJ : H F ---> I c and v: KG ---> I D be natural isomorphisms. Then show that 
lJ .u ' H(vnM )): H KGF(M) ---> M defines a natural isomorphism.] 

3. Let C and D be categories. Prove that a covariant functor F: C ---> D is 
an equivalence iff it is both faithful and full, and each DE D is iso­
morphic to some F(C) with C E C. [Note: F is full in case F(mordC, C)) 
= I1wrD(F(C), F(C)).] 

4. A covariant functor F: C ---> D is an isomorphism in case there is a 
covariant functor G: D ---> C with FG = ID and GF = Ie- If such a pair 
of functors exist, then C and D are isomorphic. Clearly isomorphic 
categories are equivalent, but the converse fails. For example, let R Tbe 
a simple module and let C be the full subcategory of R M whose object class 
is {n. Let 9J be a non-empty set of R-modules isomorphic to T, and let 
D be the full subcategory of R M with object class 9J. Prove that C ::::::; D 
but that C and D are isomorphic iff 9J is a singleton. 

5. Let C 1 and C 2 be categories. Their product is the category C) x C 2 

with objects '61 x '6 2 , morphisms more, x more, applied coordinate­
wise, and composition the product composition. Prove that if R) and R2 
are rings then 

6. This exercise culminates in a direct proof of the important fact that a ring 
R is equivalent to each of its matrix rings Mn(R) (n = 1,2, ... ). This fact 
is also an immediate corollary of the general characterization of 
equivalence in the next section. (See (22.6).) Let R be a ring and let e E R 
be a non-zero idempotent. Set S = eRe. Prove that: 
(1) There is a natural homomorphism IJ: (Re ® s e R ® R _) ---> I,M such 
that for each RM, 

IJM : ae ® eb ® m f---> aebm. 

(2) IJ is a natural isomorphism iff ReR = R. [Hint: (<=). Suppose 
L j sjetjmj = 0. Let 1 = L j ajeb j. Then 

Lj(sje ® et j ® m) = L;(aje ® eb j ® LjSjetjmj) = 0, 

so IJM is monic.] 
(3) If ReR = R, then R::::::; S = eRe. [Hint: Consider the functors 
F = (eR ®R -):RM ---> sM and G = (Re ®s _):sM ---> RM. Apply (1) and 
(2).] 
(4) For each n EN, R ::::::; Mn(R). 

7. Let F: R M ---> s M be an additive covariant functor. Then F is a projector 
(injector) in case for each projective module RP (injective module RQ), 
its image sF(P) is projective (sF(Q) is injective). For example, see 
Exercise (19.10). Let G:sM ---> RM be a left adjoint of F. Prove that F is 
an injector (G is a projector) iff G is exact (F is exact). [Hint: See Exercise 
(20.8).] 

8. Let sPR be a bimodule and let RQS = HomR(sPR, RRR)' Consider the 
three functors 
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Fp = (sP ®R ):RM ---> sM 

Gp = (RQ ®s ) :sM ---> RM 

Hp = Homs(sPR, ) :sM ---> RM. 
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(1) By (20.6), (Fp, Hp) is an adjoint pair. Prove that Fp is a projector iff 
sP is projective. [Hint: Exercise (21.7).] 
(2) Prove that if PR is finitely generated projective, then (Gp, Fp) is an 
adjoint pair. [Hint: Exercise (20.7(2)) and Proposition 20.11.] 

(3) Prove that if PR is finitely generated projective, then Fp is an injector 
iff Qs is fiat. 
(4) Let both PR and sP be finitely generated projective. Then sPR is 
Frobenius in case as (R, S)-bimodules 

Prove that sPR is Frobenius iffGp ~ Hp. [Hint: (20.10).] 
(5) Let sPR be Frobenius. Prove that if RR is injective (sS is injective), 
then sP (PR) is injective. 

9. Let R be a finite dimensional algebra over a field S. Then R is called a 
Frobenius algebra if SRR is a Frobenius bimodule. Prove that: 
(1) If R is a Frobenius algebra over S, then R is both left and right self 
injective. 
(2) The following are equivalent: (a) R is Frobenius; (b) RRs ~ 
Homs(sRR'S); (c) There is an R-balanced map 4>: RR x RR ---> S such 
that if 0 =1= x E R, then 4>(x, R) =1= 0 and 4>(R, x) =1= O. [Hint: (c) = (a). 
Define e:HomRC~RR' R) ---> Homs(sRR' S) by e(f)(x) = 4>(xJ(1)). A 
dimension argument implies that e is epic.] 
(3) If R is simple, then R is Frobenius. [Hint: Part (2.b) and Exercise 
(20.17).] 
(4) If G is a finite group, then the group algebra R == SG is Frobenius. 
[Hint: Let e E G be the identity. Define Ie:R ---> S by A(f) = !(e) and 
4>:R x R ---> S by 4>(J,f') = i.(ff'). Now use (2.c).] 

10. Let 4>: S ---> R be a ring homomorphism. Then via 4>, R has the module 
structure SRR and RRs ~ HomR(sRR' RRR) with RR and RR projective. 
So the change of ring functor F = (sR ® R _): R M ---> s M has left adjoint 
G = (RR ®s _):sM ---> RM and right adjoint H = Homs(sRR, _):sM---> 
RM. (See Exercise (21.9).) If RM, then we simply write sM for F(RM). 
Prove that: 
(1) If sR is (finitely generated) projective, and if RM is (finitely generated) 
projective, then sM is (finitely generated) projective. [Hint: Exercise 
(20.8). Also see Exercise (19.16).] 
(2) If Rs is fiat and if RM is injective, then sM is injective. 
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(3) If sR is a generator and if RM is a generator, then sM is a generator. 
[Hint: Exercise (20.8).] 
(4) F and G are inverse equivalences iff ¢ is an isomorphism. 

11. Let Rand S be equivalent rings via an equivalence F: R M --> sM with 
inverse G: sM --> R M. Prove each of the following: 
(1) RM is finitely presented iff sF(M) is finitely presented. 
(2) RM has a decomposition that complements (maximal) direct sum­
mands iff F(M) has such a decomposition. 

12. Let Rand S be rings with R ;;:; 5. Prove that: 
(1) R is von Neumann regular iff 5 is von Neumann regular. [Hint: 
Exercise (20.14).] 
(2) R is left hereditary iff 5 is left hereditary. 
(3) R is left self-injective iff 5 is left self-injective. 
(4) R is co-semisimple iff 5 is co-semisimple. 

§22. The Morita Characterizations of Equivalence 

The prototype of (Morita) equivalence is provided by a ring R and the ring 
Mn(R) of n x n matrices over R. Indeed, the Wedderburn characterization 
of simple artinian rings (13.3) may be viewed as one of the earliest treatments 
of the theory of equivalence of rings. In this section we shall give the 
complete characterizations of equivalence, generalizing the Wedderburn­
Artin theory, that are due to Morita [58a]. We begin with various necessary 
conditions. 

A left R-module RP is a progenerator (or a left R-progenerator) in case it is 
a finitely generated projective generator. In particular, RR is a progenerator. 
Indeed, RP is a progenerator if and only if there are integers m and nand 
modules P' and R' with 

and pin) ~ R EB R'. 

22.1. Theorem. Let Rand S be equivalent rings via inverse equivalences 
F:RM --> sM and G:sM --> RM. Set 

P = F(R) and Q = G(5). 

Then P and Q are naturally bimodules sPR and RQS such that 
(l) sPR and RQS are faithfully balanced; 
(2) PR, sP, RQ and Qs are all progenerators; 
(3) sPR ~ Homs(Q, 5) ~ HomR(Q, R) and RQS ~ HomR(P, R) ~ 

Homs(P,5); 
(4) F ~ HomR(Q, _) and G ~ Homs{p, _) ; 
(5) F ~ (P @R ) and G ~ (Q @s -). 

Proof We shall assume all of the notation of (21.1). From (20.3) we see that 
the bimodule structure RRR and the additivity of the functor F induce a 
canonical bimodule structure sPR = F(R) where the right R-scalar multi-
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plication is given by the ring homomorphism r r--+ F(p(r» of R into 
End(sP) = End(sF(R» . Observe that this is just the composition of the two 
isomorphisms 

R ;::::: End(RR) and End(RR) ;::::: End(sF(R» 

of (4.11) and (21.2). 
Now the left S-module sP = F(RR) is a progenera!or since RR is clearly 

a pro generator and F is an equivalence «21.6) and (21.8)). In particular, since 
sP is a generator, it is balanced (17.8.1). But as we have just observed R, with 
its natural action on sP, is isomorphic to End(sP). Thus, sPR is a faithfully 
balanced bimodule. Therefore, by (17.7), PR is also a progenerator. Similarly, 
RQ = G(sS) has, induced by sSs, a natural faithfully balanced bimodule 
structure RQS with RQ and Qs both progenerators. This gives (1) and (2). 

Next, let RM be a left R-module. Then since the E-isomorphism ¢ of 
(21.1) is natura! in the first variable, 

¢ : Homs(S, F(M)) ---> HomR(G(S), M) = HomR(Q, M) 

is a left S-isomorphism (20A). But then the S-isomorphisms 

F(M) ;::::: Homs(S, F(M» ;::::: HomR(Q, MJ 

are natural in M whence F ;::::: HomR(Q, -J. Similarly, G ;::::: Homs(p, _). Then 
at RRR and at sSs these natural isomorphisms are (see (20.4» bimodule 
isomorphisms 

and 

RQS = RG(S)S ;::::: Homs(p, S). 

But then, applying (1) and (20.7) 

and 

sPR ;::::: HomR(Q, R) ;::::: HomR(Q, Homs(Q, Q» 

;::::: Homs(Q, HomR(Q, Q)l ;::::: Homs(Q, S) 

RQS;::::: Homs(p, S) ;::::: Homs(P, HomR(P, P» 

;::::: HomR(P, Homs(p, P)) ;::::: HomR(P, R). 

Thus, we have (3) and (4). 
Finally, (5) follows from (4) and (3) because by (20.5), (20.11) and (20.1), 

there are natural isomorphisms 

and similarly 

HomR(Q, _) ;::::: HomR(HomR(P, R), _) 

;::::: P ®R HomR(R, _ ) 

;::::: (P ®R -) 
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o 
Now it is an easy matter to prove the basic characterization of equivalent 

nngs. 

22.2. Theorem [Morita]. Let Rand 5 be rings and let 

and 

be additive functors. Then F and G are inverse equivalences if and only if there 
exists a bimodule sPR such that: 

(l) sP and PR are progenerators; 
(2) sPR is balanced; 
(3) F ~ (P ®R _) and G ~ Homs(p, ). 

Moreover, if there is a bimodule sPR satisfying these conditions, then with 

we have RQS with RQ and Qs progenerators and 

and G ~ (Q ®s -). 

Proof The final assertion as well as the necessity of the conditions (1), 
(2), and (3) are immediate from (21.1). So, conversely, suppose that sPR is a 
bimodule satisfying (1) and (2). Then for each RM and each sN there are 
natural isomorphisms: 

and 

Homs(P, P ®I< M) ~ Homs(P, P) ®I< M 

~ R®RM 

~M 

(20.10) 

(by (2)) 

(20.1 ) 

P ®R HOl11 s(P, N) ~ HOnJs(HonJl«P, P),N) (21.11) 

~ H0l11s(5,N) (by (2)) 

~ N (21.1). 

Thus F = (P ® I< - ) and G = H onJs(P ,-) are inverse equivalences. 0 

22.3.Corollary.ljRand5arerings,then RM::;::: sMifandonlYilMR::;::: Ms· 

Proof Let I< M ::;::: sM. Then by (22.2) there is a balanced sPR with sP and 
PR progenerators and with 

and 

inverse equivalences. Then by (22.1) Q = Homs(p, 5) is a balanced bimodule 
RQS with RQ and Qs progenerators. Thus, we may view Q as a bimodule 
SOpQROP that is balanced and with QI<OP and sopQ both progenerators. Then 
(22.2) asserts that l<opM ::;::: sopM or equivalently that MI< ::;::: Ms. The converse 
now follows by using opposite rings again. 0 
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In particular, we see from this corollary that, as we have claimed earlier, 
there is no concern with just "left" and "right" equivalence for rings. Indeed, 
that left semisimple rings are the same as right semisimple rings, is also a 
corollary of (22.3). (See Corollary 2l.9.) 

Among the most useful tests for equivalence are those given in the next 
corollary. 

22.4. Corollary. For two rings Rand S the following assertions are equiva-
lent: 

(a) R ~ S; 
(b) There is a progenerator PR with S ~ End(PR); 
(c) There is a progenerator RQ with S ~ End(RQ). 

Proof (a) ~ (b). This is immediate from (22.2). 
(b) ~ (a). We may assume that S = End(PR). By (17.8) we know that since 

PR is a generator, it is balanced and finitely generated projective over 
S = End(PR). Then also since sPR is balanced and PR is finitely generated 
projective, an application of (17.7) gives us that sP is a generator. Now (22.2) 
applies and Rand S are equivalent via F = (P ® R _) and G = H oms(p, -). 0 

22.5. Corollary. Let R be a ring. IF PR is a progenerator. then Rand 
S = End(PR) are equivalent. Infact, if 

p® = HomR(P, R), 

then sPR and RP®S are bimodules and 

are inverse equivalences. 

(P ®R -) :R M -> sM 

(p®®s ~):sM -> RM 

o 
Now we can prove what is perhaps the most important special case. (See 

also Exercise (21.6).) 

22.6. Corollary. Let R be a ring and let n > 0 be a natural number. Then 
Rand Mn(R) are equivalent rings. 

Proof The matrix ring Mn(R) is isomorphic to the endomorphism ring 
of the free right R-module R(n). (See (13.2).) But R(n) is clearly a right R­
progenerator. 0 

22.7. Corollary. If R and S are equivalent rinys, then there is a positive 
integer n and an idempotent matrix e E Mn(R) such that 

S :;:;:: eMn(R)e. 

Proof We may assume that R(n) = P EB P'. Then S:;:;:: End(PR) :;:;:: 
e End(R(nl)e where e is the idempotent for P in the given decomposition 
of R(n). 0 
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22. Exercises 

1. Let PR be a finitely generated projective right R-module, let p® be its 
R-dual HomR(P, R). Then RP®is finitely generated and projective (20.17). 
The ideal T = TrR(P) is simply called the trace of P. (See (8.21).) Since R 
is a generator, PR is a pro generator iff T = R. Prove that: 
(1) T2 = T; PT = P; and T = TrR(P®)' 
(2) The natural maps P ® R T --> PR and T ® R p®--> RP® are isomor­
phisms. [Hint: If (xJ,(f;J is a dual basis for P, then x f--> L Xi ® J;(x) gives 
one inverse.J 
(3) If e E R is an idempotent and P ~ eR, then T = ReR. 

2. Let P and p® be as in Exercise (22.1). Assume that R is a prime ring 
(Exercise (14.10». Prove the following generalization of Exercise (17.4.1): 
PR is faithful iff RP®is faithful. 

3. Every generator is faithful (Exercise (8.3». Concerning a converse, prove 
that: 
(1) A projective module PR is a generator iff for each ideal I of R, if 
PI = P, then I = R. [Hint: Exercise (22.1 ).J 
(2) Faithful finitely generated projective modules need not be generators. 
(3) If R is commutative and PR is finitely generated projective, then PR is a 
progenerator iff it is faithful. [Hint: Let T be the trace of P. Then T is a 
finitely generated ideal with T2 = T Use Exercise (7.12) for T = Re. If 
PR is faithful, e = 1.J 

4. The category R F M of finitely generated left R-modules characterizes the 
entire category R M to within category equivalence. Indeed, let Rand S 
be rings; prove that: 
(1) If sN and sN' are finitely generated, then an S-homomorphism 
f:N --> N' is epic iff for each hE sFM, hf = 0 implies h = O. [Hint: (3.3) 
and Exercise (10.1) J 
(2) If RM, RM' are in R F M and if F : R F M --> sF M is a category equivalence, 
then f: M --> M' is a (split) epimorphism iff FU): F(M) --> F(M') is a 
(split) epimorphism. 
(3) RFM ::::; sFM iff RM ::::; sM. [Hint: (=). Let F:RFM --> sFM be an 
equivalence with inverse equivalence G. If R(n) --> G(S) is a split epi­
morphism, then so is F(Rj<n) --> FG(S) ~ S.J 

5. Let sPR and RQS be bimodules, and let (e,1» be a pair of bimodule 
homomorphisms 

and 

such that for all x, YEP and f, g E Q, 

8(x ®j)y = x1>U® y) and fe(x ® g) = 1>U® x)g. 

Then (e, 1» is a Morita pair for (P, Q). Clearly then (1), e) is a Morita pair 
for (Q,P). For each XEP and each fEQ define ¢(x):Q --> Rand 
IfiU) : P --> R by 
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¢(x) :f'r----+ ¢(f&.; x) and ;P(f): x 'r----+ ¢(f &.; x). 

Prove that: 
(1) ¢ is an (S, R)-homomorphism sPR --> HomR(RQs, RRR) and ¢ is an 
(R, S)-homomorphism RQS --> HomR(sPR, RRR)· 
(2) If 8 is epic, then 

(i) 8 is an isomorphism; 
(ii) PR and RQ are finitely generated projective; 

(iii) sP and Qs are generators; 
(iv) ¢ and ;p are isomorphisms; 
(v) ),: S --> End(PR) and p: S --> End(RQ) are ring isomorphisms. 

[Hint: For (iii) observe that Trs(P) ~ iJ(Q)(P) = 8(P ® Q). Next sup­
pose that Ii 8(x; ® J;) = 1 s E S. Then 

Ij(Yj ® g) = Ii(Xi ®};(I j 8(Yj ® g)), 

and it fol1ows that 8 is monic. Also (Xi) and (;p(};)) form a dual basis for 
PRo (See Exercise (17.11).) If ;P(f) = 0, then show that f = f1s = 0. If 
g E HomR(P, R), then g = ;P(I i g(xJJ;). If ),(s) = 0, then s = sIs = 0. 
Final1y, if U E End(PR), then U = ),(I i 8(UXi ® J;) ).] 

6. Let PR be a right R-module and let S = End(PR). Then sPR. Let 
p®= HomR(sPR, RRR). Then RP®5. Prove that: 
(l) There is a Morita pair (8 p, ¢ p) for (P, P®) via 

and 

(2) PR is finitely generated projective iff 8 p is an isomorphism. [Hint: 
The Dual Basis Lemma (Exercise (17.11). J 
(3) PR is a generator iff ¢p is an isomorphism. 
(4) PR is a progenerator iff8p and ¢p are both epic. 

7. Prove the following version of Morita's Theorem (22.2): Two rings Rand 
S are equivalent iff there exist bimodules sPR and RQS and a Morita 
pairing (8, ¢) of (P, Q) with both 8 and ¢ epic. [Hint: Exercises (22.5) 
and (22.6).J 

8. Let sPR and RQS be bimodules, let (8, ¢) be a Morita paIr for (P, Q) such 
that 8, ¢ are epic. Thus, by Exercise (22.7), R ;:::: S. For each ideal I of R 
and each ideal I' of S define 

0(I) = 8(PI ® Q) and <D(I') = ¢(QI' ® Pl. 

Prove that: 
(1) 0 and t1> define inverse lattice isomorphisms between the ideal 
lattices of Rand S. 
(2) If H and I are ideals of R, then 0(lH) = 0(l)0(H). 
(3) Prove that I is a prime (nilpotent) ideal of R iff (~(l) is a prime 
(nilpotent) ideal of S. 
(4) Prove that N is the lower nilradical of R iff 0(N) is the lower 
nilradical of S. 

9. Let K be a commutative ring and let R, S, T be K-algebras. Consider the 
K-algebras 
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and 

(See Exercise (19.5).) Prove that if R ~ S, then RT ~ ST. [Hint: Exercise 
(22.7).J 

10. Two modules M and N are similar, abbreviated M '" N, in case there 
exist natural numbers m and n and modules M' and N' with 

and 

(1) Prove that'" defines an equivalence relation on the class RAt. 
(2) Prove that RP is similar to RR iff P is a pro generator. 

11. Let MK and NK be non-zero modules over a ring K. Let R = End(MK) 
and S = End(NK). Consider the bimodules 

and 

(1) Prove that there is a Morita pair (e, ¢) for (P, Q) such that for each 
fEP and 9 E Q, 

ou® g) = fg and ¢(g ®f) = gf 

(2) Prove that both e and ¢ (of part (1)) are epic iff MK and NK are 
similar. (See Exercise (22.10).) 
(3) Infer that if MK and NK are similar, then End(MK) ~ End(NK). 
[Hint: Exercise (22.7). J 

12. Let F:RM -> sM be a category equivalence. Prove that RM is fiat iff 
sF(M) is fiat. Deduce that R is coherent iff S is coherent. 

13. Let PR be finitely generated and projective, and let S = End(PR ). Then 
PR is a projector (injector) in case the associated functor 

Fp = (P ®R -):R M -> sM 

is a projector (injector), (See Exercises (21.7), (21.8).) Let T = TrR(P) 
be the trace of PRo Now Fp is an equivalence iff T = R. Prove that: 
(1) If RTis projective, then sPR is a projector. [Hint: By Exercise (22.1), 
p® = HomR(P' R) generates the projective module R T, so for some A 
there is a split epimorphism P ®R (p®)(A) -> P ®R T in sM. But 
P ® R p®;::; Sand sP ® R T ;::; sP is projective. (Exercises (22.6) and 
(22.1).) J 
(2) If TR is fiat, then sPR is an injector. [Hint: It will suffice to show that 
p®s ;::; T ®R P®~ is fiat. But P ®s p® = R, so if s1 :s; sS, and L = 

Ker(P®® 1 -> S), then P ® L = 0, so T ® L = O.J 
14. Prove that if R is hereditary (von Neumann regular), then every finitely 

generated projective module PR is a projector (injector). 
15. Let K be a field and T = K[XJ/X2K[X]. Let R be the subring of 

M3(T) consisting of all matrices of the form 

I~ "~ :; 1 



Dualities 

where 0(, {3, )', fl, 1], V E K. Let 

e J~ 0 ~l JJ~ 0 ~ 1. g J~ 0 ~l 
l~ 0 0 J lo 0 oJ lo 0 d· 

Prove that: 
(1) eR is both an (R, eRe)-projector and an (R, eRe)-injector. 
(2) ReR is neither left R-projective nor right R-flat. 
(3) fR is an (R,fRf)-injector, but not an (R,fRf)-projl~ctor. 
(4) gR is an (R, gRg)-projector, but not an (R, gRg)-inj,~ctor. 
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16. Let R be von Neumann regular and left self-injective. Prove that if PR is 
finitely generated projective, then End(PR ) is von Neumann regular and 
left self-injective. In particular, if e E R is a non-zero idempotent, then 
eRe is von Neumann regular and left self-injective. [Hint: By Morita it is 
true if PR is free. Now use (5.9) and Exercise (22.14).] 
(Note: The conclusion of this exercise is false if PR is not finitely 
generated (Exercise (18.4» or if R is not von Neumann regular. (See 
Rosenberg and Zelinsky [61].» 

17. Let R be hereditary. Prove that if PR is finitely generated projective, then 
End(PR ) is hereditary. In particular, if e E R is a non-zero idempotent, 
eRe is hereditary. 

§23. Dualities 

Let C and D be two categories. Then a pair (H', H") of contravariant functors 

H':C -+ D and H":D -+ C 

is a duality between C and D in case there are natural isomorphisms 

H"H' ~ Ie and 

The general theories of dualities and of equivalences really are dual. That is, if 
op: C -+ cop denotes the canonical contravariant functor from a category to 
its opposite category (Exercise (23.1», then it is easy to see that the pair 
(H', H") is a duality between C and D if and only if 

(op) 0 H':C -+ DOP and H" 0 (op): DOP ..... C 

are inverse equivalences. (See Exercise (23.2).) 
Because of this last observation there is no need to develop anew the 

general theory of duality. However, when interpreted specifically in categories 
of modules, things are not so simple; the theory of duality in module categor­
ies is markedly different from that of equivalences. Of course, non-trivial 
dualities between certain module categories do exist-for example, the well­
known dualities of finite dimensional vector spaces. But for no two rings R 
and S is there a duality between R M and s M (or M s); the difficulty here is that 
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(RM)OP is not equivalent to sM or Ms for any ring S. (See Exercise (24.1).) Thus, 
although a unified treatment of parts of the two theories is possible, we shall 
treat them separately. We shall economize some, however, by omitting proofs 
that are patently dual to previous ones. 

Our interest is in dualities (H', H") between categories of modules; and in 
this context we require that H' and H" be additive functors. 

Reflexive Modules and Duality 

We first check that dualities between module categories do exist. Thus let 
Rand S be rings, let R Us be a non-zero bimodule, and set 

H' = HomR(_, U):RM --> Ms 

H" = Homs(_, U): Ms -> RM 

Then for each RM the evaluation map (JM: M --> H" H'(M), defined via 

(JM(X)(f) = f(x), 

and for each Ns the evaluation map (IN:N -.... H'H"(N), defined via 

(IN(y)(g) = g(y), 

are natural homomorphisms (see §20). That is, they define natural trans­
formations 

(J: I,M -> H" H' and (J: 1M., -> H'H". 

Now let RR[U] and Rs[U] be the full subcategories of RM and Ms whose 
objects are the U -reflexive modules. Then (20.14) since H' and H" are 
functors between these categories of reflexive modules, we have from §20 the 
following result: 

23.1. Proposition. Let Rand S be rings and let R Us be a bimodule. Then the 
functors 

H' = HomR(_, U) and H" = Homs(_, U) 

define a duality between the categories RR[ U] and Rs[ U] of U -reflexive 
modules. Indeed,for each ME RR[U] and each N ERs[U], the evaluation maps 

(JM:M -> H" H'(M) 

are natural isomorphisms. 

and (IN: N --> H' H" (N) 

D 

Thus there do exist non-trivial dualities. For example, every finitely 
generated projective module is RRR reflexive. Indeed, from (20.17) we infer 
that H' = HOInR(_'RR) and H" = HomR(_,RR) define a duality between 
the full subcategories R F P and F PRof R M and M R whose object classes are 
the finitely generated projective modules. 
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The Fundamental Lemma 

The main purpose ofthe rest of this section is to prove that, with very modest 
restrictions, every duality between module categories is of the form described 
in the last proposition. In our discussion of dualities it will be convenient (but 
not at all necessary) to deal with dualities between categories of left 
R-modulcs and of right S-modules. 

We proceed next to assemble suitable notation, dual to that of (21.1), and 
to establish certain basic isomorphisms dual to those of (21.2) and (21.3) for 
equivalences. 

23.2. Let RC and Os be full subcategories of left R-modules and right 
S-modules, respectively. That is, RC is a full subcategory of R M and Os is a 
full subcategory of Ms. Let the pair of functors 

(1) and 

be a duality between RC and Os. Then 

H"H' ~ I,c and H'H" ~ ID, ' 

that is, there exist natural isomorphisms 

(2) 17: H"H'-+I,c and (:H'H" -+ I D, . 

In particular, for 17 this means that for each RM in RC there is an iso­
morphism 17M: H" H' (M) -+ M such that for each M l' M 2 in RC and each 
R-homomorphismf:M! -+ M2 the diagram 

(3) 
WH"(j1 

commutes. Again similar remarks apply to (. For each RM in RC and each 
Ns in Os there are Z-homomorphisms 

(4) 

defined via 

f1 = f1MN : Homs(N , H'(M)) -+ HomR(M, H"(N)) 

v = VMN : Homs(H'(M), N) -+ HomR(H"(N),M) 

f1MN:Y ~ H"("y) 0 17M! 

VMN : tS ~ 17M 0 H"{tS) 

for each}' E Homs(N, H'(M)) and tS E Homs{H'(M), N). 

As in the case of equivalences we shall frequently omit the subscripts on 
17, (, f1 and v. 
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Now we have two results whose proofs are dual to those of (21.2) and 
(21.3) and will be omitted. 

23.3. Proposition. Let (H', H") be a duality between full subcategories RC 
and Os of RM and Ms· Then for each M I , M2 in RC and each N I , N2 in Os the 
restrictions ofH' to HomR(M j,M2) and ofH" to Homs(NIoN1 ) are abelian 
group isomorphisms 

H' : HomR(M I , M 2) ----> Homs(H'(M1 ), H'(Mj)) 

H": Homs(N j, N 2) ----> HomR(H"(N2), H"(Nd). 

If M in RC and N in Os are non-zero, then these maps are ring isomorphisms 

End(RM) ----> End(H'(M)s) 

End(N.d ----> End(RH"(N)). D 

Observe that here if f, g E HomR(M, M), then SInce the functor H' is 
contravariant 

H'(jg) = H'(g)H'(f). 

But (see (20.3)) if we view f and g as right operators in End(RM) and H'(f) 
and H'(g) as left operators in End(H'(M)s), according to our usual convention 
(§4), then the order is straightened out to give an isomorphism 

End(RM) ----> End(H'(MJs). 

Note also that our statement (23.3) is not the complete dual of (21.2). 
Indeed, in (21.2) we have that under equivalences, monomorphisms and 
epimorphisms are preserved. Now it is true that for dualities, "mono­
morphisms" and "epimorphisms" are reversed- but here we mean mono­
morphisms and epimorphisms in the categories RC and Os, and these need 
not be monomorphisms and epimorphisms in the categories R M and Ms. 
(See Exercise (4.2).) 

23.4. Lemma. Let (H' , H") be a duality between full subcategories RC and 
Os of RM and Ms. Then in the notation of(23.2) the homomorphisms 

WHoms(N, H'(M)) ----> HomR(M, H"(N)) 

v : Homs(H'(M), N) ----> HomR(H"(N), M) 

are isomorphisms natural in each variable. In particular,for each 

and for each 

we have 

}' E Homs(N j, H '(Mj)) , 

Y E HomR(M j, H"(Nd), 

(1) p(H'(h)yk) = W(k)p(y)h 

(j E Homs(H'(M2), N 2), 

;)E HomR(H"(N1 ), M1 ), 
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(2) v(kbH'(h)) = hV(b)H"(k) 
(3) 1l- 1(H"(k)yh) = H'(h)Il- 1(y)k 
(4) v-1(hbH"(k)) = kv - 1(b)H'(h). 

For example, the assertion (1) can be illustrated by the diagrams 

Nl ' H'(Md H"(Nl) , 
.u(,,) 

Ml 

kl 
H'(h);ok 

1 H'(h) H " (kJ 1 
~(H'(h)';k) 

I h 

N z ' H'(Mz ) H"(N2) , M2 

A Characterization of Dualities 

273 

o 

The main result of this section, due to Morita [58a], characterizes 
dualities between full subcategories of modules as "U-dualities" for some 
bimodule U provided only that the categories be "closed under isomorphic 
images" and contain the appropriate regular modules. Thus, 

23.5. Theorem [Morita]. Let Rand S be rings and let RC and Ds be full 
subcategories of R M and M s such that 

and 

and such that every module in R./I{ (respectively, ...Its) isomorphic to one in R C 
(Os) is in RC (Cs).lf(H',H") is a duality between the categories RC and Os, 

and 

then there is a bimodule R Us such that 
(1) RU ~ H"(S) and Us ~ H'(R); 
(2) There are natural isomorphisms 

and 

(3) All M E RC and all N E Os are U-reflexive. 

Proof We adopt the notation of (23.2). By hypothesis RR E RC and 
Ss E Os. Thus 

U = H'(R) E Os and v = H"(S) E RC; 

and (see §20) the regular bimodules RRR and sSs induce canonical bimodule 
structures 

and R Vs = H"(S). 

Since 11 is natural in both variables, for each ME RC and each N E Os, 

IlRN:Homs(N, H'(R)) ~ HomR(R, H"(N)) 

is a left R-isomorphism and 

IlMs:Homs(S, H'(M)) ~ HomR(M, H"(S)) 

IS a right S-isomorphism. (See (20.4).) Moreover, since the first of these 
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isomorphisms is natural in N, 

fiRS: Homs{S, H'(R)) -+ HomR{R H"(S)) 

is an (R, S)-isomorphism. Whence (4.5), as (R, S)-bimodules 

U ;-;: Homs{S, H'(R)) ;-;: HomR(S, H"(S)) ;-;: V 

Now since PMS is natural in M, it induces a natural S-isomorphism 

Similarly fiRN induces a natural R-isomorphism 

HomR(R, H"( ));-;: Homs{_, H'(R)). 

So by (20.1.1) and (20.5.2), there are natural isomorphisms: 

H' ;-;: Homs(S, H'( ));-;: HomR(_, W(S)) ;-;: HomR(_, U), 

and 

H" ;-;: HomR(R, H"( ));-;: Homs(_, H'(R)) ;-;: Homs(_, U). 

This gives both (1) and (2). 

Now to prove (3) we may assume that there is a bimodule R Us and that 

and 

gives a duality between RC and Os. Let N E Os. In order to prove that N is 
U -reflexive we first show that the natural S-isomorphism 

('I :H'H"(N) -+ N 

determines an R-automorphism 'J.: H" (N) -> H" (N). Indeed, define 'J. via 

(:x(g))(n) = ((,;; l(n))(g) 

for g E W(N) = Homs(N, U) and n EN. It is easy to check that :x is a (monic) 
R-endomorphism of H"(N). Now since RUS is a bimodule 

H'(U) = HomR(U, U) 

is an (S, S)-bimodule and, by the naturality of v (23.4.2), 

v = vUN:Homs(H'(U), N) -> HomR(H"(N), U) = H'H"(N) 

is a right S-isomorphism. Thus, 

IN = vlj,J c (N l:N -+ Homs(H'(U), N) 

is a natural isomorphism. That is, these IN induce a natural isomorphism of 
functors 

I: 1 D, -> Homs(H'( U), -). 

Thus, for each N E Os, 

(1) t/J : Homs(N, U) -+ Homs(Homs(H'(U),N), H"H'(U)) 
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defined via 

t/I:g r-+ Homs(H'(V), g) 

is a Z-isomorphism. (See Exercise (20.5).) Also since RUS is a bimodule, 
H"H'(U) is a left R- right S-bimodule via H" and H' (§20). Then, since YN is 
an isomorphism, 

(2) HomS(YN, H"H'(U)) : HomsU/oms(H'(U), N), H"H'(U)) ....... 
Homs(N, H"H'(U)) 

is also a Z-isomorphism. Since '7 is natural, '7U: H" H'(V) ....... U IS an 
S-isomorphism and 

(3) Homs(N, '7u): Homs(N, H"H'(V)) ....... Homs(N, U) 

is a Z-isomorphism. Now throwing these together, we have for each 
g E Homs(N, U) and each n E N , 

«Homs(N, '7u) 0 HomS(YN, H" H'(V)) 0 t/I )(g) )(n) 

= ('7u 0 Homs(H'(V), g) 0 }'N)(n) 

= '7u(g C YN(n)) = '7u(HomS(YN(n), U)(g)) 

= ('7u 0 W('lN(n)))(g) = (VUN(YN(n)))(g) 

= «(N" l(n) )(g) = (ct(g) )(n). 

Thus ct is just the composite of the three isomorphisms (1), (2), and (3); hence 
ct is an R-automorphism of H"(N) as claimed. 

Now given N E Ds, we know that N ~ H'H"(N), via (N' so in particular, 
N is isomorphic to the V-dual of a module and thus, N is V-torsionless 
(20.14). So to see that N is U-reflexive, we need only show that if ~ E H' H"(N), 
then there is an n E N such that ~(g) = g(n) for all g E H"(N). But let 
~ E H 'H"(N). Then since ct is an endomorphism of H"(N), we have 

~ o ctEH'H"(N) = Im(N1. 

Thus there does exist an n E N such that 

Then for all g E H"(N), 

~(g) = «(N 1(n))(ct- 1(g)) = ct(ct- 1(g))(n) = g(n), 

whence N is V-reflexive. Similarly, each M E RC is V-reflexive and the proof 
is complete. 0 

23. Exercises 

1. Let C = (~, mor, 0) be a category and let cop = (~OP, morop, *) where 
~op = ~, where morOP(A, B) = mor(B, A) for each pair A, B of C{j,oP, and 
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where f* g = g o f For each A E «g" and each morphism f in C, let 
op(A) = A and op(f} = f Prove that : 
(I) cop is a category and cop op = c. 
(2) op: C -. cop is a contravariant functor. 
(3) (op, op) is a duality between C and COp. 

2. Let C and D be categories and H': C -. D and H": D -. C be contra­
variant functors. Prove that (H', H " ) is a duality between C and D iff 

(op) s H': C -. DOP and H" 0 (op):DOP -. C 

are inverse equivalences. (See Exercise (23.1).) 
3. Let C be a category. Recall (Exercise (3.4» that a morphismf: A -+ B in 

C is a monomorphism (an epimorphism) iff it is cancellable on the left (on 
the right). Suppose (H', H " ) is a duality between categories C and D. 
Prove that a morphism f: A -. B in C is a monomorphism (an epi­
morphism) iff H'(f): H'(B) -. H'(A) is an epimorphism (a monomor­
phism) in D. Thus in particular, the statements "f is a monomorphism" 
and ''f is an epimorphism" are dual. 

4. Each of the following terms has been defined in module categories R M. 
Extend these definitions to arbitrary categories C in such a way that in 
each pair the terms are dual to one another (i.e., so that, under a duality 
between C and D, the first corresponds to the second). 
(l) Projective object ; injective object. 
(2) Superfluous epimorphism ; essential monomorphism. 
(3) Projective cover; injective envelope. 
(4) Generator; cogenerator. 
(5) Direct sum: direct product. 
(6) Simple object ; simple object. 

5. Let R be the ring of upper triangular 2 x 2 matrices over a field S. Let 
R Us be the set of column vectors S(2) . 
(1) Show that R U is the unique (to within isomorphism) simple object in 
the category RR[U]. (Note that RU is not simple in RM.) 
(2) Describe RR[U] and R[U] s. 

6. Let R be a finite dimensional algebra over a field K. Then an R-module 
is finitely generated iff it is finite dimensional as a K -vector space iff it has 
a composition series. Recall that a finite dimensional K-space M and 
its dual 

have the same dimension. Assuming that all modules below are finitely 
generated, prove that: 
(1) ( )* :RFM -+ FMR and ( )*: FMR -. RFM define a duality. [Hint: The 
usual evaluation map 

(JM:M -. M** 

with [(J M(m)] (y) = ,((m) is an R-isomorphism.] 
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(2) 0 ....... Ml ~ M2 ~ M3 ....... 0 is (split) exact iffits dual 0 ....... M! ~ Mi C 
Mj ....... 0 is (split) exact. 
(3) M is simple, semisimple, indecomposable (respectively) iff M* is. 
(4) c(M) = c(M*). 
(5) Soc(M*) ~ (M/Rad M)* and M*/Rad M* ~ (SocA,f)*. 
(6) M is injective (projective) iff M* is projective (injective), 
(7) f: M 1 ....... M 2 is an injective envelope (projective cover) ifff* : Mi ....... Mj 
is a projective cover (injective envelope). (Recall (Exercise (17.20)) that 
projective covers exist over artinian rings.) 
(8) M is a generator (cogenerator) iff M* is a cogenerator (generator). 
(9) 'R(M) = rR(M*). 
(10) If e is a primitive idempotent in R, then RejJe ~ (eR/eJ)* 
(J = J(R)) and E(Re/Je) ~ (eR)*. 

7. Let Rand S be rings and let R Us be a bimodule with both R U and Us 
injective. Let RFLM and FLMs be the full subcategories of RM and Ms 
of modules of finite length. Prove that H' = Hom R (_, U) and H" = 

Homs(_, U) define a duality (H', H") between RFLM and FLMs iff for 
each simple R-module R T and each simple S-module Vs, the modules 
H'(T) and H"(V) are simple. [Hint: Induct on the length to show that 
each ME RFLM and each N E FLMs is V-reflexive.J 

8. Prove that if R is commutative, then there exists a duality (H', H") 
between R FL M and itself. [Hint: Let R V be the minimal injective 
cogenerator of R. Apply Exercise (23.7).J 

9. Let (P, ::;:) be a po set (see (0.5). Define a category C(P, ::;:) = (P, mor, c) 
where for each a, b E P, 

{ {(a, b)} 
morra, b) = 0 

if a::;: b 

if a 1, b 

and where (a, b) (b, c) = (a, c) if a ::;: band b ::;: c. A category in which 
every isomorphism is an identity is a hull category. Prove that: 
(1) (P, ::;:) f-+ C(P, ::;:) defines a one-to-one correspondence between the 
class of all posets and the class of all hull categories C = (1(,', mor, c) such 
that C{i is a set and for each A, B E C{i, morrA, B) is at most a singleton. 
(2) (P, ::;:) is a lattice iff C(P, ::;:) is closed under finite direct sums and 
direct products. (See Exercise (23.4.5).) 
(3) If(P, ::;:) and (P', ::;:') are posets, then a mappingf:P ....... P' is order­
preserving (order-reversing) iff the induced map C(P, ::;:) --+ C(P', ::;: ') is 
a covariant (contravariant) functor. 
(4) Two posets (P, ::;:) and (P', ::;:') are isomorphic (anti-isomorphic) iff 
there is an equivalence (a duality) between C(P, ::;:) a~d C(P', ::;: '). [Hint: 
In C(P, ::;:), there is an isomorphism a --+ b iff a = b.] 
(5) If (P, ::;:) is a poset (lattice), then (P, ;::) is a poset (lattice) and 
C(P, ;::) = C(P, ::;: )"P. Thus, the class of posets (lattices) is self dual. In 
particular, duality in posets is a specia! case of categorical duality. 
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§24. Morita Dualities 

The dualities that are of interest in practice are between subcategories of 
R M and Ms that do contain RR and Ss, and for these, Theorem 23.5 permits a 
substantial simplification. Therefore, throughout this section we shall let R 
and S be rings and let R Vs be a fixed bimodule. Also for each module RM and 
each module Ns we set 

M* = H'(M) = IiomR(M, V) 

N* = H"(N) = Homs(N, V), 

and we use a for both natural transformations 

aM:M -> M** and 

We say that R Vs defines aMorita duality or that the duality given by 

and 

is aMorita duality in case 
(1) RR and Ss are V-reflexive; 
(2) Every submodule and every factor module of a V -reflexive module is 

V -reflexive. 

A Characterization of Morita Dualities 

A familiar example of a Morita duality is afforded by the case in which R = S 
is a division ring and R V R = R RR. Then the reflexive modules are tile finite 
dimensional R-vector spaces and V defines a Morita duality. In general, 
however, Morita dualities appear only infrequently. 

24.1. Theorem. Let Rand S be rings. Thenfor a bimodule RVS thefollowir.g 
statements are equivalent: 

(a) RUS defines a Morita duality; 
(b) Everyfactor module of RR, Ss, RV and Vs is V-reflexive; 
(c) RVS is a balanced bimodule such that RU and Vs are injective co­

generators. 

Proof (a) = (b). Assume (a). Since by (4.5) Vs ~ (RR)*, since by hypothesis 
R is reflexive, and since by (20.14) duals of reflexives are reflexive, we know 
that Vs is reflexive. Similarly, R V is reflexive. Now (b) follows from (a) and the 
reflexivity of RR, Ss, RV and Vs. 

(b) = (c). Assume (b). Then by (20.16) R Us is a balanced bimodule, so it 
will suffice to prove that R U is an injective cogenerator. To see that R U is 
injective, let I be a left ideal of R and consider the natural short exact 
sequence 

o -. I .1. R .!!.. Rj I -> o. 
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Then there is a factor module T of Vs ~ R* and right S-homomorphisms h 
and k so that 

0---> (R//)* i*. R* ~ 1* 

\} 
T 

/\ o 0 

is commutative with the horizontal and diagonal sequences exact. Now T, 
a factor of V, is V-reflexive by hypothesis. Thus by (20.14) its dual T* is 
V-reflexive. Since (JRf = f**(J[ = h*k*(J[, we have a commutative diagram 

h* g** 
0---> T* ---. R** ---.(RjI)** -+ 0 

i k* a, r a, I a" 

o ---> I _f -> R ----"---+ R/ I ---> O. 

Since Rand R/I are reflexive and ( )* = H om( _, V) is left exact, the two 
right-hand vertical maps are isomorphisms and the rows are exact. Thus, 
since the diagram commutes, the map k*c (J I: I ---> T* is an isomorphism. But 
then I, isomorphic to T*, is V -reflexive, so k* : 1* * ..... T* is an isomorphism. 
But then (see (16.2)) k**: T** ..... 1*** is also an isomorphism; so since 1*, iso­
morphic to the dual of a V-reflexive module, and Tare U-reflexive, we sec 
from the commutative diagram 

T** ~ 1*** 

a,r r a,. 

T~I* 

that k is an isomorphism. Whence, since Imf* = 1m k, 

0 ..... (R/I)* ---> R* ..... 1* ..... 0 

is exact. Thus, by (18.3), RV is injective. Also, any simple left R-module is a 
factor of R whence by hypothesis every simple left R -module is V -reflexive. 
Therefore, every simple left R-module is V-torsionless and by (18.15) RV is 
a cogenerator. Similarly, Vs is an injective cogenerator. 

(c) = (a). Assume (c). Since cogenerators are faithful (8.22), R Vs is a 
faithfully balanced bimodule. But then, by (20.16), RR and Ss are V -reflexive. 
Let M be V-reflexive, let K s M and consider the commutative diagram 

0---> K ~ M ~ M/K ----> 0 

1~ l'M 1"·' 
0 ..... K** ..... M** ..... (M/K)** ..... o. 

Since R V and Vs are injective, the bottom row is exact. Since V cogenerates 
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M j K, (JM / K is monic. But now, since (JM is an isomorphism, it easily follows 
that (J M / K and (J K are also isomorphisms (see Exercise (3.11)). 0 

24.2. Corollary. Let RUS define a Morita duality. Then a sequence of R­
homomorphisms 

is exact if and only if 
, .. * g* M* J* M* 
lV13 -> 2 -> 1 

is exact. In particular,f is epic (monic) ifff* is monic (epic). 

Proof Since RUS defines a Morita duality, RU is an injective cogenerator. 

o 
Of course, if R Us defines a Morita duality, then the obvious version of 

(24.2) for S-homomorphisms also holds. 

Annihilators 

A module RM together with its RUs-dual M* determine a "pairing" of the 
two modules M, M* in U, an (R, S)-bilinear map M x M* -> U defined via 

(x,f) f-> f(x) . 

In general, such pairings of modules form the basis of the general theory of 
annihilators. 

Suppose that RM and Ns are modules. If R Us is a bimodule then a 
function 

{CMxN--+U 

is (R, S)-bilinear in case for all m, m' E M, n, n' E N, r E R, and s E S 

p(m + m', n) = p(m, n) + p(m', n) 

p(m, n + n' ) = p(m, n) + p(m, n' ) 

perm, ns) = rp(m, n)s. 

Let p: M x N --> U be (R, S)-bilinear. For each subset A S; M the right 
annihilator of A in N (with respect to p) is defined to be 

rN(A) = {n E N I p(a, n) = 0 (a E Aj}. 

For each subset B S; N, the left annihilator of B in M (with respect to p) is 

iM(B) = {mEMlp(m,bj = 0 (bEB)}. 

Clearly, rN(Aj and iM(B) are submodules of Nand M , respectively. Thus p 
induces mappings 

(M'~M) 
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(N':::;; N) 

between the lattices of sub modules of RM and of N s' 
Note that if Q is a third ring and if RMQ and QN s are bimodules, then the 

tensor product 

®:MxN->M®Q N 

is a Q-balanced (R, S)-bilinear map. 
Suppose that M is a left R-module. Then R-scalar multiplication 

determines an (R, Z)-bilinear map 

p:RxM->RMz:. 

Thus it is clear that the annihilators with respect to this map f1 are simply the 
annihilators of subsets of M and R as defined in §2. That is, the present 
general definition of annihilators is consistent with the earlier special one. 
Indeed the proof of the following important result involves just trivial 
modifications of those of (2.15) and (2.16), and so will be omitted. 

24.3. Proposition. Let Rand S be rings, let RM, Ns and R Us be modules and 
let f1:M x N -> U be (R, S)-bilinear. Thenfor all submodules M', M", and M, 
(Ct.EA)ofM: 

(1) M' :::;; M" implies rN(M') 2': rN(M"); 
(2) M' :::;; iMrN(M'); 
(3) rN(M') = rNiMrN(M'); 
(4) rN(LAM,) = il ArN(M,); 
(5) rN( ilA M,) 2': LArN(M,). 

Moreover, analogous statements hold for the S-submodules of N. 0 

As we mentioned in §2 the inequalities of (2) and (5) of (24.3) cannot be 
strengthened to equalities. (See Exercise (2.15).) However, in certain im­
portant cases arising from dualities, they are equalities. 

For the present then we shall assume that RM, Ns, and RUS are modules. 
Then there are (R, S)-bilinear maps 

M x M* -> U and N* x N -> U 

defined by 

(mJ) f--> f(m) and (g, n) f--> g(n). 

respectively. Thus, if A <;; M and B <;; M*, 

rM.(A) = {f: M -> U I A <;; Kerf} 

iM(B) = il {Kerf I fE B}. 

Until further notice we shall compute annihilators with respect to these 
bilinear maps induced by the U -duals. 

24.4. Lemma. Let RM and R Us be modules. Thenfor each submodule K :::;; M 

Re)M/K(U) = iM(rM.(K))/K. 
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In particular, 
(1) IM(M*) = RejM(V) = KerrJ M; 
(2) IM(rM.(K)) = K ijJV cogenerates M/K. 

Proof First recall (24.3.2) that K ::s; 1,~1(rM.(K)). If x E IM(rM.(K)) and 
f:M/K -> V, then the natural epimorphism nK:M -> MjK composed withf 
gives f' nK E r~I.(K). So f c nK is annihilated by x. That is, f(x + K) = 

f 0 nK(x) = 0, and x + K E Kerf Thus, 

But every 9 E rl\1*(K) (so K ::s; Ker g) factors through nK (3.6.1). That is, 
9 = f 0 nK wheref: M/K -> V. Thus if x + K E RejMIK( V), then for each such 
9 we have g(x) = fo nK(x) = fix + K) = 0; so X E IM(rM.(K)). Now for part 
(1) of the last statement take K = 0 and recall (20.12). For part (2) apply 
(8.13). 0 

Properties of Morita Dualities 

Each bimodule RVS determines a duality (H', H") between the categories 
RR[V] and Rs[V] of V-reflexive modules (23.1). The duality (H', H") 
dualizes properties in the categories RR[V] and Rs[V], but in general it need 
not dualize them to properties in RM and Ms. (See Exercises (23.4) and (23.5).) 
For Morita dualities, however, we can claim more. (See also (24.2) and 
Exercises (24.4) through (24.6).) 

We have already proved (in (20.14)) the first statement of the following 
theorem. 

24.5. Theorem. Let Rand S be rings, let R Vs define aMorita duality, and let 
RM and N s be V -reflexive. Then M* and N* are V -reflexive, and with respect 
to the canonical pairings induced by V -duality, 

(1) For each K ::s; M and each L ::s; M*, 

and 

(2) For each L ::s; N and each K ::s; N*, 

and 

(3) The lattices of submodules of M and M* are anti-isomorphic via the 
mapping K f--> rM.(K); 

(4) The lattices of submodules of Nand N* are anti-isomorphic via the 
mapping L f--> IN.(L). 

Proof Since RV and Vs are cogenerators the first assertion of (1) and (2) 
follow from Lemma (24.4). So letting M* = N, we have, by the first part of(2), 

(L::s; M*). 
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But since (JM is an isomorphism ,we have for L ::::; M* 

and hence 

IM •• (L) = {(JM(X) I (JM(x)(h) = 0 for all hE L} 

= {(JM(X) I h(x) = 0 for all hE L} 

= (JM(lM(L)) 

rM.(lM •• (L)) = {fEM*I(JM(y)(f) = o for all yE IM(L)} 

= rM·(IM(L)). 
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Thus the second assertion of (1) follows from the first of (2) and, by symmetry, 
we have the second of (2). Now (3) and (4) follow from (1) and (2) and (24.3).0 

24.6. Theorem. Let Rand S be rings. If there exists a bimodule R Us that 
defines aMorita duality, then, 

(1) The lattices of two-sided ideals of Rand S are isomorphic; 
(2) The centers of Rand S are isomorphic; 
(3) Everyfinitely generated or finitely cogenerated left R- (right S-) module 

is reflexive; 
(4) A left R- (right S-) module is finitely generated projective if and only if 

its U -dual is finitely cogenerated injective. 

Proof For (1), recall that R* = HomR(R, U) is isomorphic to RUS as an 
(R, S)-bimodule (4.5). Also for each ideal 1 of R, its annihilator rR. (l) is 
clearly an (R, S)-submodule of R*. On the other hand, for any (R, S)­
submodule V of R*, its left annihilator IR(V) is clearly an ideal of R. 
So it follows from (24.5) that the lattices of ideals of R and of (R, S)-sub­
modules of R Us are anti-isomorphic. Similarly the lattices of ideals of Sand 
of (R, S)-submodules of R Us are anti-isomorphic. Thus the ideal lattices of R 
and of S are isomorphic. 

From the fact (24.1) that RUS is faithfully balanced it follows easily (see 
Exercise (4.5)) that Cen R ;;:; Cen S. 

It follows from (20.13) that the finite direct sums of reflexive modules are 
reflexive. Thus, since RR is a generator and R U is a cogenerator (24.1) and 
since both are reflexive, (3) follows from the definition of a Morita duality. 

Finally, for (4), since R is reflexive and R* ;;:; U, a module RM is finitely 
generated projective if and only if for some integer n there is a split epi­
morphism R(n) - EEl ~ M ~ 0 if and only if there is a split epimorphism 
o ~ 111* -EEl ~ u(n). However, by (24.5) and (24.1), U is a finitely cogenerated 
injective cogenerator, so this last condition is equivalent to M* being 
finitely cogenerated injective. 0 

Dualities of Finitely Generated Modules 

As we have noted before, there is a duality between the finitely generated left 
and right modules over a division ring. We conclude this section by showing 
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that in order to have a duality between RFM and FMs it is necessary that R 
be left artinian and S be right artinian. 

24.7. Lemma [Osofskyj. If a bimodule R Us defines a Morita duality, then no 
infinite direct sum of non-zero left R-modules is U-reflexive. 

Proof Suppose that R Us defines a Morita duality and that (M')'EA is an 
indexed set of non-zero submodules of RM such that M = EB A M, is U­
reflexive. Let (P,l,EA be the projections for this direct sum. Since each M, is 
U-torsionless, we see at once that there is anfE M* such that UI Ma) =t- 0 for 
each CI. E A. Since n A Ker p, = 0, we have by (24.5) that 

LA rM*(Ker p,J = M*. 

Thus 

f = gal + ... + g,,, 

with 

(i = 1, ... , n). 

IfD:EA\{D:1, ... ,D:n }, thenMa s; Kerp'i(i = 1, ... ,n)and 

f(Ma) s; ga, (Ma) + ... + g,.,(M,J = O. 

Thus we have A = {D:1, ... ,D:n }. o 
24.8. Theorem. Let Rand S be rings. Then the following are equivalent: 
(a) There exists a duality between the category R F M offinitely generated 

left R-modules and the category FMs offinitely generated right S-modules: 
(b) R is left artinian and some bimodule RUS defines a Morita duality; 
(c) S is right artinian and some bimodule RUS defines a Morita duality. 

Moreover, if R, Sand U satish either of the last two conditions, then a left 
R- (right S-) module is U-reflexive iff it is finitely generated iff it is finitely 
cogenerated. 

Proof (a) = (b). Assume (a). Then by (23.5) there is a bimodule R Us that 
defines a duality between RFM and FMs; and all members of RFM and FMs 
are U-reflexive. Now since each factor module of RR, Ss, RU ;;: (S)* and 
Us;;: (R)* is finitely generated we have by (24.1) that U defines a Morita 
duality. Hence it follows from (24.5) that every finitely generated left 
R-module M, being isomorphic to the U-dual of the finitely generated 
S-module M*, is finitely cogenerated. Thus R is left artinian by (10.18). 

(b) = (a). Suppose that R is left art in ian and RUS defines a Morita 
duality. By (24.6.3) every finitely generated left R- (right S-) module is U­
reflexive. Moreover, if M E RFM, then M is finitely cogenerated (10.18) and 
by (24.5) M* E FMs. Let N E FMs. Then N* is U-reflexive. So, since U defines a 
Morita duality, the semisimple module N* jRad N* cannot be an infinite 
direct sum of simples (24.7). Thus N* I Rad N* is finitely generated, and hence 
by (15.21), N* E RFM. We have now shown that RUS defines a duality 
between R FM and FMs. 



Morita Dualities 285 

(a) <0> (c). By symmetry. 
The last statement follows from (24.7), (15.21), and (24.5). D 

24.9. Corollary [Azumaya, Morita]. Let Rand S be rings and let R Vs be a 
bimodule. Then 

and Homs( _, V) 

is a duality between the categories RFM and FMs iff RR and Ss are artinian, 
R V and V s are finitely generated injective cogenerators, and R V s is balanced. D 

(The conditions of this corollary are not the weakest possible. See Morita 
[58a] and Azumaya [59].) 

24. Exercises 

1. Prove that for no rings Rand S is there a duality between RM and Ms. 

2. Prove that for no ring Rand bimodule 7l. VR does 7l.VR define a Morita 
duality. 

3. Let RM, Ns, and RVS be modules, and let j1:M x N -> V be (R,S)­
bilinear. Prove that if for each M' :s; M and each N' :s; N 

and 

then for each indexed set (M')'EA of submodules of M, 

rN ( nAMa) = LA rN(Ma) 

and for each indexed set (N,)aEA of submodules of N, 

'M(nANa) = LA1M(N,). 

4. Let R Vs define a Morita duality. Let M be V -reflexive. Prove that: 
(1) M is simple, semisimple, indecomposable, of finite length n, res­
pectively, iff M* = Hom(M, V) is. 
(2) M is finitely generated (noetherian) iff M* is finitely cogenerated 
(art in ian ). 

5. Let RVS define a Morita duality. Let M I , M2 be V-reflexive, and let 
f:M I -> M 2 • Prove that: 
(1) f is a superfluous epimorphism (essential monomorphism) iff for 
each h in the category RR[V],fh is epic implies h is epic. (hf is monic 
implies h is monic.) [Hint: See (5.13) and (5.15).] 
(2) f:M I -> M2 is a superfluous epimorphism iff J*:M! -> MT is an 
essential monomorphism. 

6. Again let R Vs define a Morita duality and let M be V -reflexive. Prove that: 
(1) If M is finitely generated, then E(M*)* is a projective cover for M. 
(2) If M is finitely cogenerated and P(M*) is a projective cover for M*, 
then (P(M*))* is an injective envelope of M. 
(3) Soc M* ~ (MjRad M)* and M* jRad M* ~ (Soc M)*. 
(4) If R is left artinian, then M is faithful over R iff M* is faithful over S. 
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7. Let nUs define a Morita duality. Since Us is isomorphic to (RR)* and 
RU is isomorphic to (Ss)*, there exist lattice anti-isomorphisms between 
the submodule lattices of RR and Us and between those of Ss and R U. 
(See (24.5).) Prove that: 
(1) ForeachRI ~ RR and each Vs ~ US,lR(ru(l)) = Iandru(iR(V)) = V 
(2) For each Ks ~ Ss and each R W ~ RU, rs(iu(K)) = K and 
ldrs(W)) = W 

8. Prove that if RUS defines a Morita duality, then: 
(1) R/1(R) and S/1(S) are semisimple. [Hint: The sum of all minimal 
submodules in Us is the sum of a finite number of them.J 
(2) Soc RU = Soc Us. [Hint: By (1) the intersection of the maximal left 
ideals in R equals the intersection of the maximal two-sided ideals in R.J 

9. (1) Let R be a ring with radical J = J(R) and let R T be simple. Prove 
that if R/1 is semisimple and JZ = 0, then E(T)/ T;;;: HomR(J, T). [Hint: 
Exercise (20.15).J 
(2) P. M. Cohn [61J has shown that there is a division ring D and a 
division subring C of D such that Dc is finite dimensional and cD is not. 
Let R be the ring of all matrices 

with d1, dz ED and c E C. Prove that R is both left and right artinian but 
that RFM has a duality with FMs for no ring S. [Hint : Let T ~ R consist 
of those r with dz = c = O. Then R T is simple and E(T) is not finitely 
generated (use (1)). Apply (24.9).J 

to. A ring R is a cogeneralor ring in case both RR and RR are cogenerators. 
Prove that for a ring R the following are equivalent: (a) R is a cogenerator 
ring; (b) RR and RR are injective cogenerators; (c) RRR defines a Morita 
duality. [Hint: (a) => (b). By (a) there is a set A with RR ~ E = E(R) ~ RRA. 
If 1[a(l) = ea for each IX E A, let! = L.A eaR ~ RR' Then 'R(l) = 0 so I = R. 
Say 1 = L.A ear, with almost all ra zero. Then x I--> L.A na(x)r, is a split 
epimorphism E --> R.J 

11. A ring R has the double annihilator property in case 

and 

for each right ideal I and each left ideal 1'. Suppose that R has the double 
annihilator property. Then prove that the following are equivalent for R: 
(a) left artinian; (b) right artinian; (c) left noetherian; (d) right 
noetherian. 

12. Prove that a ring R is a cogenerator ring iff RR and RR are injective and R 
has the double annihilator property. [Hint: (18.15) and Exercise (24.7).J 

13. A ring R is quasi-Frob en ius in case it is an artinian cogenerator ring. 
Prove that if R is artinian, then the following are equivalent: (a) R is 
quasi-Frobenius; (b) RR and RR are injective ; (c) R has the double 
annihilator property; (d) the RRR-dual ( )* defines a duality between 
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RFM and FMR. [Hint: (b) = (a). Exercise (18.31). (c) = (b). Let I S RR and 
let f: I ~ R. Induct on the length of a minimal generating set for f. If 
I = Rx, then f(x) E TR lR(x) = xR, so f(x) = xa for some a E R. Suppose 
I = II + 12 andf(xj) = xjaj for all Xj E I j (i = 1, 2). Then 

a1 - az E TR(l1 (\ l z) = TR(lI) + TR(l2 1 

by Exercise (24.3), say a1 - a2 = hi + hz. Then fix) = x(a 1 + hi) for 
all xEI.] 

14. (1) Prove that every Frobenius algebra is q.\1asi-Frobenius. (See Exercise 
(21.9).) 
(2) Prove that every semisimple ring is quasi-Frobenius. 
(3) Prove that if R = Rl X ... x Rn , then R is a cogenerator ring 
(quasi-Frobenius ring) iff each R j is. 
(4) Prove that if R ::::; S, then R is a cogenerator ring (guasi-Frobenius 
ring) iff Sis. 

15. Quasi-Frobenius rings (introduced by Nakayama in 1939) have moti­
vated much of the study of duality via bimodules. Each of the following 
conditions serves to characterize them. Although there is not room for 
the converses here, prove that a quasi-Frobenius ring R satisfies each of: 
(1) R is left noetherian and left or right self-injective. 
(2) R is left noetherian and RR or RR is a cogenerator. 
(3) R is left or right noetherian and every faithful left R-module is a 
generator. 
(4) R is left (right) artinian and the RRR-dual of each simple module is 
simple. 
(5) Every projective left R-module is injective. 
(6) Every injective left R-module is projective. 



Chapter 7 

Injective Modules, Projective Modules, and Their 
Decompositions 

In this chapter we return to the study of decompositions of modules 
-specifically of injective and projective modules. First we examine char­
acterizations of noetherian rings in terms of the structure of injective 
modules. Then, after considering the decomposition theory of direct sums 
of countably generated modules, we proceed to the study of semiperfect and 
perfect rings (those over which all finitely generated modules and, res­
pectively, all modules have projective covers). In the final section we show 
that the structure of the endomorphism ring of a finitely generated module 
determines whether direct sums of copies of that module have decompositions 
that complement direct summands. 

§25. Injective Modules and Noetherian Rings-The Faith-Walker 
Theorems 

Recall (18.13) that a ring R is left noetherian ifand only if the class of injective 
left R-modules is closed under the formation of direct sums. In this section we 
pursue this further and study the relation between the decomposition theory 
of the injective modules in RM and the finiteness conditions of R. 

The annihilator IR(X) in R of a subset X of a left R-module M is a left 
ideal of R ; such left ideals will be called M -annihilator left ideals. The set 
SfR(M) of all M-annihilator left ideals, ordered by set inclusion, is a complete 
lattice where for each sf <;; SfR(M) the meet and join in SfR(M) of sf are 

and 

respectively. (See Exercise (2.16).) In general, SfR(M) is not a sublattice of the 
lattice of left ideals of R since not every sum of M -annihilator left ideals need 
be an M-annihilator left ideal. (See Exercise (2.15).) The lattice SfR(M) is 
anti-isomorphic to the lattice ~M(R) of annihilators in M of subsets in R via 
the inverse maps 

and 

for each I E SfR(M) and each A E ~M(R). (See Exercise (2.16).) Now if RE is an 
injective module, the lattice SfR(E) determines whether E(A) is injective for 
all sets A. 

288 
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25.1. Theorem [Faith]. The following statements about an injective left 
R-module E are equivalent.' 

(a) E(A) is injective for all sets A; 
(b) The E-annihilator left ideals in R satisfy the ascending chain condition; 
(c) E(N) is injective. 

Proof (a) => (c). This implication is immediate. (Also note that Exercise 
(25.4) yields its converse directly.) 

(c) => (b). Assume that (c) holds but that (b) does not. Then there is a 
strictly increasing sequence 

in :.fR(E). The right annihilators of this sequence 

rE(ld:::J rE(l2) :::J .•. 

are strictly decreasing. Choose Xn E rE(In)\rE(ln+ I) and let 

I = u ;:"= 1 In" 

Then for each a E I there exists an n > 0 such that aXn + k = 0 for all 
k = 1,2, .... Thus, the map 

(a El) 

is an R-homomorphismf:I --> E(N). But now by The Injective Test Lemma 
there exists a 

such that, for all a E I 

(ax l , ax 2 , ... ) = f(a) = ay 

= (aYI,···,aYn'O, ... ). 

But this is contrary to our choice of x. + 1 ¢ rE(l. + 2). 
(b) => (a). Assume (b). Then every non-empty collection of E-annihilator 

left ideals contains a maximal element. (See Exercise (10.9).) Let I ~ RR and 
consider an R-homomorphism 

Since EA is injective and since E(A) ~ E~\ there exists an x E EA such that 
f(a) = ax for all a E I. For each subset B s; A let X B = 'Bnl/(x), i.e., 

n (x ) = . {
n,(x), if rx E B 

, B 0, otherwIse. 

If we let F range over the finite subsets of A, then by hypothesis, the set of 
E-annihilator left ideals of the form 
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contains a maximal element IR(xA\Fo)' By maximality, if F is a finite subset 
of A, then 

F 2 Fo implies IR(xA\F) = lR(xA\Fo)' 

Now for each a E I, since f(a) E E(A), there is a finite subset Fa 2 Fo such that 

(a E A\ Fa). 

f(a) = ax - aXA\Fo = aXFo (a E I). 

But since XFo E E(A) it follows from the Injective Test Lemma that E(A) is 
~~~ 0 

We may view Theorem (18.13) as a test to determine whether a ring is 
noetherian. The preceding theorem together with the next lemma gives rise 
to a much more economical test. 

25.2. Lemma. Let I be a left ideal of R and let M be a left R-module. Then 
M cogenerates R/ I if and only if I is the annihilator of a subset of M. 

Proof It is easy to check that 

lR(r~I) = II [ Kerf I f: RR ~ M with I :s; Ker J}. 

Hence IR(rM(I) / I = Rej RI/(M). o 
25.3. Theorem. Let R be a ring with minimal left R-cogenerator Co. Then 

the following are equivalent: 
(a) R is left noetherian; 
(b) An infinite direct sum of copies of some left R-cogenerator is injective; 
(c) Cb"') is injective. 

Proof (a) = (c). Recall that the minimal cogenerator is a direct sum of 
injective (envelopes of simple) modules (18.16). Thus Cb"') is a direct sum of 
injective modules. So this implication follows from (18.13). 

(c) = (b). This is immediate. 
(b) = (a). By (25.1) and (25.2). 0 

Decompositions of Injective Modules 

25.4. Lemma. The endomorphism ring of every indecomposable injective 
module is local. 

Proof Let E be an indecomposable injective left R-module. Let 
t E End(RE). Then since 

Kert II Ker(l - t) = 0, 

it follows from (18.12) that either t or 1 - t is monic. But the image of a 
monomorphism E ~ E is a direct summand of E (18.7), so either t or 1 - tis 
invertible. Thus End(RE) is local (see (15.15». 0 
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25.5. Proposition. If an injective module E has an indecomposable decom­
position E = EB A Ea, then that decomposition complements direct summands. 

Proof By the above lemma an indecomposable decomposition of an 
injective module E = EB A Ea satisfies the hypothesis of Azumaya's Theorem 
(12.6). Let K be a direct summand of E and choose a subset B s A maximal 
with respect to 

(EBBEp) n K = o. 
Then the submodule (EBBEp) + K = (EBBEp) EB K is injective (18.2); thus for 
some E' ::; E, 

E = E' EB (EBBEp) EB K. 

We claim that E' = O. For if E' =1= 0, then by (12.6) E' contains an indecom­
posable direct summand and there is ayE A and a direct summand En of E' 
such that 

E = E). EB (En EB (EBBEp) EB K) 

contrary to the maximality of B. Thus E = (EBBEp) EB K, and the gIven 
decomposition complements direct summands. 0 

The injective modules over R need not have indecomposable decom-
positions. Indeed, we now prove that they all do if and only if R is noetherian. 

25.6. Theorem. For a ring R the following are equivalent: 
(a) R is left noetherian; 
(b) Every injective left R-module is a direct sum of indecomposable modules; 
(c) Every injective left R-module has a decomposition that complements 

direct summands; 
(d) Every injective left R-module has a decomposition that complements 

maximal direct summands. 

Proof (a) => (b). Let E be an injective left module over a left noetherian 
ring R. If 0 =1= x E E, then by (18.12.3) we may assume E = E(Rx) EB E' for 
some E' ::; E. If (Ma)ad is a set of independent submodules of E(Rx), then 
(Rx n Ma)aEA is an independent set of submodules of Rx. Thus, since Rx is 
noetherian, all but finitely many of the Rx nM, are zero. But Rx <J E(Rx), 
so it follows that E(Rx) contains no infinite independent set of non-zero 
submodules. Thus it contains no infinite ascending chain of direct summands 
and, by (10.14), E(Rx) = E1 EB ... EB En where each Ei is indecomposable. 
This shows that every non-zero injective E contains an indecomposable 
direct summand. Now, by The Maximal Principle there exists a maximal 
independent set {E, IIY. E A} of indecomposable direct summands of E. Let 
E' = EB A Ea. Then, since R is left noetherian, E' is injective and E = E' EB En. 
But En must be zero, for otherwise, since it is injective, it contains an inde­
composable direct summand. Therefore E = EB A E, is an indecomposable 
decomposition of E. 

(b) => (c). This follows from (25.5). 
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(c) = (d). This is trivial. 
(d) = (a). Let Y be an irredundant set of representatives of the simple left 

R-modules (see (18.16)); then 

Co = EBTEyE(T), 

is the minimal cogenerator for RM. Let 

E = E(CbN»). 

Then by hypothesis there is a decomposition 

E = EBAE, 

that complements maximal direct summands. For each of the simple modules 
TE Y, let 

A(T) = {IXEAIE,:::;: E(T)}. 

Now for each n > 0, the injective submodule E(T)(n) is isomorphic to a direct 
summand of E. So by (12.2) 

card(A(T)) ~ n, 

and hence A(T) is infinite. Let 

B = u TEy A(T). 

Then it is clear that CbN ) is isomorphic to a direct summand of the direct 
summand EBBEp of E. Therefore CbN ) is injective, and by (25.3) R is left 
noetherian. 0 

The Main Faith-Walker Theorem 

A module M is c-generated in case there is an indexed set (X))'EC that spans 
M with c = card C. Thus (see (8.1)) if C is a set, then M is card C generated if 
and only if M is an epimorphic image of the free module R(C). It is clear 
therefore that every epimorphic image of a c-generated module is c-generated. 
In general, of course, submodules of c-generated modules need not be 
c-generated. 

25.7. Lemma. Let c be an infinite cardinal. Let M = EB A M, and let N :::;; M. 
If N is c-generated, then there is a subset B s A with card B :::;; c and 
N:::;; EBBMp. 

Proof Let (X))'EC span N and let card C = c. Then each x l' is in a finite 
sum of the M" so there is a function F: y f--+ F(y) from C to the finite subsets of 
A with x" E EB F(y)M~ for each y E C. Set B = ucF(y). Then since C is infinite, 
ro~C~ro~R 0 

Observe that if sf is a set of modules, then each module in the set is 
c-generated where 

c = card (us"). 
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Now an indecomposable injective left R-module must be the lDJective 
envelope of each of its non-zero submodules. (See (18.12.3).) It follows that 
the set 

{E(R/l)iI::; R} 

contains an isomorphic copy of each indecomposable injective. Since this is 
a set, we have that there is a cardinal number c such that every indecompos­
able injective left R-module is c-generated. Then it follows from Theorem 
(25.6) that if R is left noetherian, there is a cardinal number c such that every 
injective left R-module is a direct sum of c-generated modules. In fact, the 
converse is true. 

25.8. Theorem [Faith and Walker]. A ring R is left noetherian if and only 
if there exists a cardinal number c such that every injective left R-module is a 
direct sum of c-generated modules. 

Proof As we have just observed, the condition is necessary. Conversely, 
assume the existence of a cardinal number satisfying the stated condition. 
It is clear that any larger cardinal will then also satisfy this condition. Now 
to prove that R is left noetherian it will suffice to show that if RE is injective, 
then E(P>J) is also injective (25.3). So let RE be injective. Now any module 
spanned by a set C has at most (card R) . (card C) elements. Thus, our 
assumption implies that there is an infinite cardinal number c that is greater 
than both card E and card R and such that every injective module is a direct 
sum of modules of cardinality at most c. Let B be a set with 

card B > 2e. 

The direct product EB is injective (18.2), so by hypothesis 

EB = EBAEa 

where each Ea has cardinality at most c. We claim that there is a partition 
{Ao,A 1 ,A2 , •.• } of A such that 

card An ::; c (n = 1,2, ... ) 

and 

(n = 1,2, ... ) 

with Qn ~ E. Once this claim is established, we will be done, for assuming 
our claim, 

and so E(N) ~ EB;:"= 1 Qn, a direct summand of an injective, is injective. Now, 
to establish the claim suppose AI' ... , An are disjoint subsets of A such that 
card Ai ::; c (i = 1, ... , n) and 

(i = 1, ... , n) 
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with Qi ~ E. Set 

D = A] u ... u An 

and observe that card((BDE,)::;; n-c 2 = c. For each {3EB, let 'p:E ---> EB be 
the natural injection. Since {((BDE,) n 'peE) I {3 E B} is a set of independent 
submodules of (BDE, and since (BDEa has at most 2C ( < card B) subsets, there 
exists a {3EB with (BDE, n Lp(E) = O. Thus the projection of EB on 
(BA\DEa is monic on 'prE). In particular, 

(BA\DEa = Q (B V 

for some Q ~ RE. SO by (25.7) there is a subset An+ I ~ A\D with 
card An+ I ::;; c with Q ::;; (BAn+ I E,. Now a standard induction argument 
establishes the existence of AI' A 2 , •••• Finally, set Ao = A\u;::'= I An· 0 

25. Exercises 

1. A non-zero module H is uniform in case each of its non-zero submodules 
is essential in H. It is co-uniform in case each of its proper submodules is 
superfluous in H. 
(1) Prove that a non-zero module H is uniform iff E(H) is indecompos­
able. 
(2) Suppose that p: P ---> H is a projective cover. Prove that H is co­
uniform iff Pis End(RP) is local. 

2. The Goldie dimension G.dim(M) of a module M is the infimum of those 
cardinal numbers c such that card A ::;; c for every independent set 
(Ma)7EA of non-zero submodules of M. Thus, G.dim(O) = 0 and 
G.dim(M) = 1 iff M is uniform. Prove that: 
(1) For a module M the following are equivalent: (a) G.dim(M) = n; 
(b) there exists an independent sequence HI' ... , Hn of uniform sub­
modules of M with H] (B ... (B Hn ~ M; (c) E(M) = EI (B ... (B En with 
each Ei indecomposable. 
(2) A module M has finite Goldie dimension iff M contains no infinite 
independent set of non-zero submodules. 
(3) If MI and M2 are R-modules, then 

G.dim(Md + G.dim(M2) = G.dim(MI (B M2)' 

(4) If R is left noetherian and c is a cardinal number, then the following 
are equivalent: (a) G.dim(M) = c; (b) there exists an independent set of 
uniform submodules (H')YEe with card C = c and EBe Hy <J M; (c) E(M) 
= (Be Ey with card C = c and each E), indecomposable. 

3. Prove th<'.t the following are equivalent: (a) R is left noetherian; (b) UtA) 

is quasi-injective whenever R U is; (c) E(A) is quasi-injective whenever RE 
is injective. 

4. Prove that (B A Ea is injective if (Be Ey is injective for each countable 
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subset C c:; A. [Hint: If EB A E~ is not injective then there exists I ::; RR 
andf:I --> EBAE, such that n,(Imj) =1= 0 for a countably infinite number 
of IX EA.] 

5. Prove that R is left noetherian iff EB~= ! E(7;,) is injective for each sequence 
T!, T2 , ... of simple left R-modules. 

§26. Direct Sums of Countably Generated Modules-With Local 
Endomorphism Rings 

The results of §12 show the importance of those decompositions M = EBAM, 
in which each M, has a local endomorphism ring. It is apparently an open 
question whether the direct summands of such a module M also have 
decompositions whose terms have local endomorphism rings. In this section 
we show that if in addition each M, has a countable spanning set, then every 
direct summand of M does have such a decomposition. 

A Theorem of Kaplansky 

Recall that a module N is c-generated in case N has a spanning set (XY\EC 
such that card C = c. In particular, a module with a countable spanning set 
is countably generated. The following important theorem was first proved by 
Kaplansky in the countably generated case, and later extended to its present 
form by C. Walker. 

26.1. Theorem. Let c be an infinite cardinal. If a module M is a direct sum 
of c-generated submodules then so is every direct summand of M. 

Proof Let M = EB A M, and suppose that each M, is c-generated. Suppose 
also that M = K EB L and let 

and 

denote the c-generated submodules of K and L, respectively. Letg> denote the 
set of ordered triples 

(A', B', C) 

such that 
(i) A' c:; A, B' c:; B, C c:; C; 

(ii) EBA ,M, = (EBB,Kp)EB(EBcL ,, ). 
Define a partial ordering ::; on g> by (A', B ', C) ::; (A", B", C) in case 
A' c:; A", B' c:; B", C c:; C. It is easy to check that (g>, ::;;) is inductive; so 
there is a maximal element 

(A', B', C) Eg>. 

To prove the theorem we shall show that A' = A. Let e and f be the 
idempotents in End(RM) for K and L, respectively, in the decomposition 
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M = K EB L. Suppose A' =1= A, and let IX E A\ A'. By Lemma (25.7) each 
c-generated submodule of M is contained in a sum of at most c of the M~. 
In particular, if D <:;: A is of cardinality at most c, then both 

and 

are c-generated submodules of M, so their sum, also c-generated, is contained 
in a sum of at most c of the M,. So by a standard induction argument it follows 
that there exists an increasing sequence 

DJ <:;: Dz <:;: ... 

of subsets of A each of cardinality at most c such that 

Ma :s; M~ e + Maf:S; EB D, MJ 

EBD,MJ:s; (EBD,MJ)e + (EBD,M/j)f:s; EBD2M{) 

Set D = u::"= J Dn . Since the M/j are independent and IX ¢ A', it is clear that 
D rj;. A'. Note also that 

and 

and that EBDMJ is c2-generated = c-generated. Now set 

M' = EBA ,M" K' = EBB·K fJ , L = EBc L )'. 

Then by hypothesis M' = K' EB L . Also set 

M" = EBA 'u DM", K" = M" e, L' = M"f 

Then 

and 

L' = (K' + L + EBDMij)f:S; L + (EBDM/j) :s; M". 

So since M" :s; K" EB E, we infer that M" = K" EB E . Now K' and L are 
direct summands of M contained in K" and L', respectively. So for some 
submodules K'J :s; K and L'J :s; L, we have K" = K' EB K'J and L' = L EB L'J . 
Thus 

M" = K" EB E = M' EB (K'J EB L'J). 

Now 

K'J EB L'J ;;:; M"/M' ;;:; EBD\A,M/j 

is non-zero and c-generated. This contradicts the maximality of (A', B', C) 
~~ 0 

Every free module is a direct sum of countably generated (indeed cyclic) 
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modules. Since every projective module is a direct summand of a free 
module, it follows at once that 

26.2. Corollary. Every projective module is a direct sum of countably 
generated modules. 

Also, Theorem (26.1) combines with (25.8) to yield 

26.3. Corollary. A ring R is left noetherian if and only if there exists a left 
R-module H such that every left R-module can be embedded in a direct sum of 
copies of H. 0 

Proof Since a module can be embedded in an injective module, the 
necessity follows from (25.8) and the fact that every c-generated module is 
isomorphic to a submodule of the direct sum of the modules in the set 
{R(C) / K I K :s; R(C)} when card C = c. 

Conversely, if H satisfies the stated condition then every injective left 
R-module is isomorphic to a direct summand of a direct sum of copies of H. 
Hence this implication follows from (26.1) and (25.8). 0 

Countably Generated Modules with Local Endomorphism Rings 

Before we state the main result of the section, we pause to insert a lemma of 
some interest in its own right. Recall that if a module has decompositions 

M = ~AM> = K ~L 

with K =!= 0 and each End(M,) a local ring, then Azumaya's Theorem (12.6) 
implies that K has a direct summand isomorphic to one of the Ma. The next 
lemma implies that on the other hand each Ma is isomorphic to a direct 
summand of either K or L. 

26.4. Lemma. Let M be a module with a decomposition M = K ~ L. Let N 
be a direct summand of M such that N = Nl ~ ... EB N n with each End(NJ a 
local ring. Then there exist direct summands K' :s; K and L :s; L such that 

M = NEB K' ~ L. 

Proof Suppose that N, H, H', K and L are submodules of RM, that 
End(RN) is a local ring, and that 

M = N ~ H ~ H' = H ~ K ~ L. 

We shall prove that there are direct summands K' :s; K, L :s; L such that 

M = N EB H ~ K' ~ L. 

Then with an obvious induction argument 

(Nn + 1 = N and Nl EB ... ~ N n = 11) 

the proof of the Lemma follows. Now let e, e',fbe idempotents in End(RM) 
with e and e' orthogonal, 
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K = Me, L = Me', H = M(1 - e - e') 

and 

N = Mf, H $ H' = M(1 - j). 

Since f End(RM)f ~ End{RN) is a local ring with identity f, and since 
f = fef + fe} (for f(1 - e - e')f = 0), we may assume that fef is invertible 
inf End(RM)f So let S E End(RM) with 

s =fsf and sfef = fefs = f 

Then in End{RM), (ese)2 = e(sfefJse = efse = ese so that 

M = (1m ese) EB (Ker ese). 

But L EB H = M(1 - e) ~ Kerese, so 

Set 

Then 

and 

Ker ese = (Ker ese) n (K $ L EB H) 

= «Kerese) n K) $ L EB H. 

K' = (Ker ese) n K. 

M = M ese $ K' $ L $ H 

p: m f--> mese 

defines the projection of M on M ese along K' EB L EB H. Consider 

(pIN):N ->Mese. 

Since 

Mese = (Mes)ese s: (Mf)ese = Nese s: Mese, 

the image of (p I N) is M ese. And since 

fese = (fej)s(fe) 

(p I N) is a composite ofmonomorphisms. Thus (p I N) is an isomorphism and 
(see 5.5) M = N EB K' EB L EB H. This establishes the initial claim and hence 
also the lemma. 0 

Now it is not difficult to prove the main result of this section 

26.5. Theorem [CrawJey-J9nsson-WarfieJd).lf a module M is a direct sum 
of countably generated modules, each with local endomorphism ring, then so is 
every direct summand of M. 

Proof By hypothesis M = EBAMa with each Ma countably generated and 
with each End(Ma) local. By Theorem (26.1) it follows that each direct 
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summand of M is a direct sum of countably generated submodules (neces­
sarily direct summands) of M. So it will suffice to prove the result for a 
countably generated direct summand of M. Thus, let 

M=K®L 

with K countably generated. Let x E K. Then there is a finite set GsA with 
x E EBG Ma. Set N = EBG Ma. By (26.4) there are direct summands K' :::;; K 
and L :::;; L such that 

M = N ® K' EB L. 

Let 

H = K (\ (N EB L). 

Then x E K (\ N S H, and by modularity 

K = K (\ M = K n ((N ® L) ® K') 

=H®K'. 

Since L is a direct summand of L, there is a submodule I :s; L with 
L = I ® L. Thus 

N ~ M/(K' EB L) ~ H EB I. 

But by (12.7) the decomposition N = EBGMa complements direct summands. 
Hence, in particular, H is isomorphic to ®FMa for some linite subset F s A. 
Now let XI' X 2 , ••. be a spanning set for K. Assume that there exists a direct 
decomposition 

K = HI EB ... EB Hn ® Kn 

of K and finite subsets FI , ... , Fn of A such that 

(i = 1, ... , n). 

Then there exist hn E HI EB ... EB Hn and kn E Kn with 

Since kn E Kn the above argument assures us that there exist submodules 
Hn + l • Kn+1 of Kn and a finite set Fn+1 S A with 

Kn = H n + I EB Kn + I, 

knEHn+1 ~ EBFnd Ma · 

Thus a straightforward induction argument shows that there exists a 
sequence HI> H 2 , ••• of submodules of K and a sequence F I , F2 , ••. of finite 
subsets of A with 

K=EB;:'=IHn and Hn~EBFnMa 

This completes the proof of the theorem. 

(n = 1,2, ... ). 

D 
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26.6. Coronary. Let M = EBA M, where each M, is countably generated 
and has a local endomorphism ring. If M = EBBNp is any other decomposition 
of M, then there is a partition (Ap)PEB of A such that 

(/3 E B). 

Proof This is an immediate consequence of Theorem (26.5) and 
Asumaya's Theorem (12.6). 0 

Since R :;;: End(RR) (see (4.11)), Theorem (26.5) also tells us that pro­
jective modules over local rings are free. We record this as the following 
corollary. 

26.7. Coronary. Every projective module over a local ring is free. 

This result, originally proved by Kaplansky, is very likely the inspiration 
for a major portion of the results in the next section. 

26. Exercises 

1. Let '6' be a class of left R-modules and let RM be countably generated. 
Suppose that, for every direct summand K of M, each element of K 
belongs to a direct summand of K that is isomorphic to a member of Cf/. 
Prove that M is isomorphic to a direct sum of members of Cf/. 

2. Let R be a von Neumann regular ring. Prove that: 
(1) Every finitely generated submodule of a projective R-module is a 
direct summand. [Hint: Let K be a finitely generated submodule of 
R(n). Let F = HomR(R(n), _). Then F: RM --> End(R(n))M is a category 
equivalence and 0 --> F(K) --> F(R(n)) splits.] 
(2) If RP is projective then there exist idem po tents (e')'EA in R such that 
P:;;: EBARe,. 

3. Prove that the following are equivalent: (a) R is a local ring; (b) Every 
projective left R-module is free and has an indecomposable decomposi­
tion that complements maximal direct summands; (c) Every finitely 
generated projective left R-module is free and has a decomposition that 
complements direct summands; (d) The decomposition 
R(2) = L 1(R) EB L2 (R) complements direct summands. 

4. Indecomposable injective modules have local endomorphism rings (25.4) 
and by (25.6) every direct sum of indecomposable injective modules over 
a noetherian ring satisfies the conclusion of the Crawley-J~nsson­
Warfield Theorem (26.5). Show that the field of fractions of !R[X] (i.e., 
the rational functions) is an indecomposable injective module over a 
noetherian ring that is not countably generated. [Hint: Exercise 
(18.13).] 0 
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§27. Semiperfect Rings 

Let R be a local ring and let RP be finitely generated projective. Then PjJP 
is a vector space over the division ring RjJ(R). A remarkable fact suggested 
by Exercise (26.3) is that the very civilized decomposition theory of the 
vector space P jJ P "lifts" to that of the module P. The ability to perform such 
lifting of decompositions is not restricted to local rings, but it clearly does 
depend on the regular module RR. Since the decompositions of RR are 
determined by the idempotents of R we turn now to a study ofa phenomenon 
known as 

Lifting Idempotents 

The idempotents in a ring R represent idem po tents in every factor ring of R 
(see (7.10)). However, idempotent cosets in a factor ring of R need not have 
idempotent representatives in R. For example, 71. has but two idempotents, 
while 71.6 has four. 

Let 1 be an ideal in a ring R and let 9 + 1 be an idempotent element of 
R/I. We say that this idempotent can be lifted (to e) modulo 1 in case there is 
an idempotent eER such that 9 + 1 = e + 1. We say that idempotents 
lift modulo 1 in case every idempotent in R/I can be lifted to an idempotent 
in R. 

Intuitively, the smaller the ideal 1, the more likely that idempotents lift 
modulo I. A nil ideal is small enough. 

27.1. Proposition. If 1 is a nil ideal in a ring R then idempotents lift modulo 1. 

Proof Suppose that 1 is a nil ideal in Rand 9 E R satisfies 9 + 1 = g2 + 1. 
Then letting n be the nil potency index of 9 - g2 we can use the binomial 
formula as follows 

0= (g - g2)" = L~~omgn-k( -g2l = L~~o( _l)k(~)gn+k 

= gn _ gn+I(L~~I(_l)k-lmgk-l) 

to obtain t = L~~l(-l)k-lml-1 ER such that 

and gt = tg. 

Now 

so e = gntn is idempotent; and also 

9 + 1 = gn + I = gn+ It + 1 

=(gn+1 + I)((t + 1) = (g + I)(t + 1) = gt + 1 

so that 9 + 1 = (g + 1)" = (gt + I)" = e + 1. o 
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Orthogonality Relations 

In general, if a pair of orthogonal idempotents gl + I and g2 + I in R/I lifts 
to idempotents el and e2 in R, there is no guarantee that e l and e2 will be 
orthogonal. (For example, consider an upper triangular matrix ring.) We 
propose to show, however, that for each ideal I <;; J(R) (e.g., if I is nil) 
orthogonality can be preserved. This fact hinges on properties of projective 
covers established in the following two lemmas. 

27.2. Lemma. Let RM have a decomposition M = M I EB ... EB Mn such that 
each term M; has a projective cover. Then an R-homomorphism 

p:P--->M 

is a projective cover if and only if P has a decomposition P = PI EB ... EB Pn 
such thatfor each i = 1, ... , n 

is a projective cover. 

Proof Let q;: Q; ---> M; (i = 1, ... , n) be projective covers. Then it follows 
inductively from (16.11) and (5.20) that 

EB?=lq;:QI EB ... EB Qn ---> MI EB ... EB Mn 

is a projective cover. Thus, letting q i = (p I PJ we see that the condition is 
sufficient. The necessity follows from the last statement of (17.17). 0 

27.3. Lemma. A cyclic module RM has a projective cover if and only if 
M ~ Re/lefor some idempotent e E R and some left ideal I <;; J(R). For e and I 
satisfying this condition the natural map 

Re ---> Re/le ---> 0 
is a projective cover. 

Proof The natural map Re ---> Re/le has kernel Ie. So if 1<;; J(R), then 
Ie <;; J(R)e« Re. Conversely, suppose RM has a projective cover p:P ---> M. 
If M is cyclic, then there is an epimorphismf:R ---> M. So by (17.17) we may 
assume R = P EB pi with p = (fIP). Thus for some idempotent e E R, P = Re 
and Ie = Ker p« Re. Whence Ie <;; J(R)e <;; J(R) and M ~ Re/le. 0 

Now we return to the problem of lifting orthogonal sets of idempotents. 

27.4. Proposition. Let R be a ring and let I he an ideal of R with I <;; J(R). 
Then the following are equivalent: 

(a) I dempotents lift modulo I; 
(b) Every direct summand of the left R-module R/I has a projective cover; 
(c) Every (complete) finite orthogonal set of idempotents in R/I lifts to a 

(complete) orthogonal set of idempotents in R. 

Proof (a) = (b). A direct summand of RR/I is also one of RIlR/I and so is 
generated by an idempotent of R/I. Assuming (a), we can lift any such 
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idempotent, so it will suffice to prove that if e E R is. idempotent, then 
(Re + 1)/1 has a projective cover in RM. But 

(Re + 1)/1 ~ Re/(/ !l Re) = Re/le 

and so (27.3) applies. 

(b) =:> (c). Let gl' ... , gn E R be a complete orthogonal set of idempotents 
modulo I. (This will suffice since any finite orthogonal set can be expanded 
to a complete orthogonal set.) Since I s J(R) «R, the natural map 
n/ : R ..... R/I is a projective cover. By hypothesis each term in 

R/I = (R/I)(gl + I) EB ... E8 (R/I)(gn + I) 

has a projective cover, so by (27.2) and (7.2) there is a complete orthogonal set 
of idem po tents e1, ... ,enER such that 

(i=l, ... ,n). 

But then applying the uniqueness part of (7.2.c) we have 

(i = 1, ... , n). 

(c) =:> (a). This is clear. o 

The Basic Characterizations 

A ring R is called semiperfect in case R/1(R) is semisimple and idempotents 
lift modulo J(R). So for example, local rings are semiperfect. From (15.16), 
(15.19) and (27.1) it follows that a left (or right) artinian ring is semiperfect. 
It is worthy of note that in a semiperfect ring the radical is the unique largest 
ideal containing no non-zero idem po tents. (See (15.12).) 

The next theorem, which gives the basic characterizations of semiperfect 
rings, depends on the following lemma. Note that this lemma is a dual of the 
fact (18. I 2.2) that if M <J N, then the injective envelopes of M and N are the 
same. 

27.5. Lemma. Let f: M ..... N be a superfluous epimorphism and let 
p: P ..... M be an R-homomorphism. Then p : P ..... M is a projective cover if and 
only if fp: P ..... N is a projective cover. 

Proof Clearly it will suffice to prove that p is a superfluous epimorphism 
if and only if fp is. So suppose p, as well as f, is a superfluous epimorphism; 
then certainly fp is epic. To see thatfp is superfluous we use (5.15): If h is a 
homomorphism with fph epic, then ph is epic, whence h is epic. Thus fp is 
superfluous. Conversely, iffp is a superfluous epimorphism, then p is epic by 
(5.15) and p is superfluous because Ker p S Ker fp « P. 0 

Observe that, since the definition of semiperfect rings is left-right 
symmetric, the right-hand versions of conditions (c) and (d) below also 
serve to characterize semi perfect rings. 
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27.6. Theorem. For a ring R the following statements are equivalent: 
(a) R is semiperfect; 
(b) R has a complete orthogonal set e I' .. , ,en of idempotents with each 

eiRei a local ring; 
(c) Every simple left R-module has a projective cover; 
(d) Every finitely generated left R-module has a projective cover. 

Proof Throughout this proof let J = J(R) be the radical of R. 
(a) = (b). If R is semiperfect. then we can, by (27.4), lift the idempotents 

(7.2) for a semisimple decomposition of RjJ to obtain a complete orthogonal 
set e I, ... , en of idempotents in R with each 

RejJei ~ (RjJ)(ei + J) 

simple. Then by (17.20) each eiRei is local. 
(b) = (c). Given (b), each RejJei is simple by (17.20), and has a projective 

cover by (27.3). But each simple left R-module is isomorphic to a factor of 
RjJ ~ RedJe l EB ... EEl RenjJen, and so is isomorphic to one of the Re;/Jei. 
(See (9.4).) 

(c) = (d). Assume (c) and let ?J> be a complete set of projective covers of 
simple left R-modules. Then by (17.9) and (8.9), :lJ generates every left 
R-module. Let RM be finitely generated. Then there is a sequence PI' ... , Pn 
in :lJ and an epimorphism 

P = PI EB ... EB Pn !. M -> O. 

Since f( J P) = J M we infer that there is an epimorphism 

PdJPI EB ... EB PnjJPn ~ PjJP -> MjJM -> O. 

But each PjJPi is simple (17.19), so MjJM is a finite direct sum of simple 
modules (9.4). Therefore, by (27.2), MjJ M has a projective cover. But 
JM « M by Nakayama's Lemma (15.13), so M -> MjJM is a superfluous 
epimorphism. Now apply (27.5). 

(d) = (a). Assume (d). Since this implies in particular that every direct 
summand of RjJ has a projective cover, idempotents lift modulo J by (27.4). 
To see that RjJ is semisimple, let J ::; K ::; RR. Then, since the cyclic R­
module RjK has a projective cover, we have by (27.3) 

RjK ~ Rejle 

for some left ideal Ie s:; J e. But then J. Rej I e ~ J. Rj K = 0 so that 
Je = JRe s:; Ie. Thus Ie = Je and 

R/K ~ RejJe ~ (RjJ)(e + J) 

is projective over RjJ. Hence KjJ is a direct summand of RjJ. Thus R/J is 
semisimple. 0 

27.7. Corollary. Let e l , ..• , en E R be non-zero orthogonal idempotents with 
1 = e I + ... + en" Then R is semiperfect if and only if each eiRei is semiperfect. 
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Proof (=). By (4.15), (7.2) and (27.6.b) R is semiperfect iff RR is a direct 
sum of modules with local endomorphism rings. But by (12.7) then so is 
every direct summand of RR. Hence ei, the identity of eiRei ~ End(RReJ, 
must satisfy (27.6.b). 

(=). If each ei is a sum of idempotents satisfying (27.6.b), then so is 
1 = el + . .. + en' 0 

27.8. Corollary. Let R be a semiperfect ring. If RP is a non-zero finitely 
generated projective module, then End(RP) is semiperfect. In particular, every 
ring Morita equivalent to R is semiperfect. 

Proof Since property (c) of (27.6) is clearly categorical, (21.6), (21.8), we 
have the final assertion. On the other hand, End(RP) is of the form eSe for 
some S Morita equivalent to R and some idempotent e E S. Thus (27.7) 
applies. D 

27.9. Corollary. If R is semiperfect, then so is every factor ring of R. 

Proof It is easy to show that condition (b) of (27.6) is preserved under 
surjective ring homomorphisms. D 

Projective Modules 

Let R be semisimple. Then RM has a minimal projective generator of the form 

Re = Re I EB ... EB Rem 

with e = e1 + . .. + em an idempotent and e l , ... , em pairwise orthogonal 
idempotents that generate a complete set of pairwise non-isomorphic simple 
R-modules. Now eRe ~ End(RRe) is a ring direct sum of the division rings 
elRe l , .•. , emRem and is Morita equivalent to R. Of course this is just one 
formulation of the Wedderburn- Artin structure of semisimple rings. More­
over, in this analysis, if M is a left R-module, then there exist sets 
A I, ... , Am' unique to within cardinality, with 

M ~ Re\Ad EB ... EB Re~A~). 

Thus, R and the category RM are effectively characterized by the simple 
modules Rei, ... , Rem and the division rings e l Rei, ... , emRem, or equivalently 
by the ring eRe. If R is semi perfect, then in view of the last theorem it is hardly 
surprising that the above reduction of the semisimple ring R/1(R) "lifts", 
at least in part, to a reduction of R itself. 

Let R be semiperfect. A module RM is primitive in case there is a primitive 
idempotent e E R with 

M ~ Re. 

Thus, for a semisimple ring the primitive modules are just the simple ones. A 
set e l , ... , em of idem po tents of R is basic in case it is pairwise orthogonal, and 

Rei' ... , Rem 

is a complete irredundant set of representatives of the primitive left R­
modules. Now the semisimple ring R = R/1(R) clearly has a basic set 
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1'1, ... , em of idempotents. By (27.4.c) and (17.18), this set lifts to a basic set 
e l , .• • , em for R. 

27.10. Proposition. Let R be semiperfect with J = J(R). Then every com­
plete set of orthogonal prim it ive idempotents for R contains a basic set. M ore­
over,for pairwise orthogonal primitive idempotents e I, .. . , em E R the following 
are equivalent: 

(a) e l , ... , em is a basic set of primitive idempotentsfor R; 
(b) Rei . ... , Rem is an irredundant set of representatives of the indecompos-

able projective left R-modules; 
(c) Rel /Je l , .. . , Rem /Jem is an irredundant set of representatives of the 

simple lefi R-modules; 
(d) e 1 + J, ... , em + J generate the simple blocks in the block decomposition 

of the semisimple ring R/l. 
Finally, these are also equivalent to the corresponding versions of (b) and (c) 
for right R-modules. 

Proof As we noted above, the equivalence of (a) and (c) follows from 
(27.4) and (17.18). Also (c) and (d) are equivalent by (13.7). Every primitive 
left R-module is indecomposable and projective. So to prove the equivalence 
of (a) and (b) it will suffice to prove that every indecomposable projective 
R-module is primitive. Suppose then that RP is a non-zero projective. Then 
for some RP' and some set A 

P EB pi ~ RiA). 

By (27.6.b) and (4.15), RIA) is a direct sum of primitive modules each with a 
local endomorphism ring. Thus by (12.6) P has a primitive direct summand, 
so P is indecomposable iff it is primitive. The first statement is now easy. For 
iff;, ... ,f~ form a complete set of orthogonal primitive idempotents for R, then 
they are primitive modulo J (17.20), and hence they form such a set for the 
semisimple ring R/l. But clearly such a complete set for R/l contains a basic 
set for R/l. Now apply the equivalence of (a) and (d) to lift to a basic set for R. 
The final assertion follows from the left right symmetry of (d). 0 

A basic set of idempotents for a semisimple ring can be used to 
characterize all modules. A basic set for a semiperfect ring characterizes all 
projective modules. 

27.11. Theorem. Let R be a semiperfect ring and let eb .. . , em be a basic set 
of primitive idempotents for R. If RP is projective, then there exist sets 
AI' .. . , Am (unique to within cardinality and possibly empty) such that 

P ~ Re\A Il EB ... EB Rei,:~). 

Proof By (27.6) the regular module RR is a direct sum of primitive left 
R-modules. So there exist sets C I , ... , Cm with 

RR ~ RefIl EB .. . EB Re~~). 

Let P be projective. Then there is a set A and a module P' such that 
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P EB P' ~ R(A) ~ Re\C, x A) EB ... EB Re~m x AI). 

Now (27.6) each eiRe; ~ End(RRe;) is a local ring. So the existence assertion 
of the Theorem follows from the Crawley-l¢nsson-Warfield result (26.5). 
The uniqueness assertion follows from (12.6). 0 

This structure of projective modules over semi perfect rings and 
Azumaya's extension of the Krull-Schmidt Theorem (12.6) readily yield part 
of the following characterization of semi perfect rings in terms of the 
decomposition theory of their projective modules. 

27.12. Theorem. Thefollowing statements about a ring R are equivalent: 
(a) R is semiperfect; 
(b) Every projective (left) R-module has an indecomposable decomposition 

that complements maximal direct summands; 
(c) Every finitely generated projective (left) R-module has a decomposition 

that complements direct summands; 
(d) The free (left) R-module R(2) has a decomposition that complements 

direct summands. 

Proof (a) => (b). This follows from (27.11) and Azumaya's Theorem (12.6) 
since in (27.6.b) each eiRe; ~ End(RReJ is local. 

(b) => (c). Assume (b), and let P be a finitely generated projective 
R-module. Then every direct summand of P is a finite direct sum of indecom­
posable modules. Thus a decomposition of P that complements maximal 
direct summands must complement all direct summands. (See (12.2).) 

(c) => (d). This is clear. 
(d) => (a). Assume (d). Then by (12.3) each direct summand of R(2) has a 

decomposition that complements direct summands. In particular, RR has 
such a decomposition, say 

But then 
REB R = ReI EB ReI EB ... EB Ren EB Ren 

is an indecomposable decomposition and so (12.5) complements direct sum­
mands. Since each Rei appears at least twice in this latter decomposition, its 
endomorphism ring 

eiRe; ~ End(RRe;) 

is local (12.10). Thus, by (27.6) R is semiperfect. 

Projective Covers of Finitely Generated Modules 

o 

Let R be semiperfect with basic set e I, ... , em of idempoten1.s. It follows from 
(27.11) that a finitely generated projective module P is then characterized 
by a set kl' ... , km of non-negative integers, namely, those for which 

P ~ Re\k d EB ... EB Re~m). 
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Moreover, the induced decomposition of P is very well behaved in the sense 
(27.12) that it complements direct summands. For finitely generated but not 
necessarily projective modules the situation is not so easy. However such a 
module RM does have a projective cover P ~ M ~ 0 and, as we shall see, 
the projective module P must be finitely generated. In fact, the projective 
module P is completely characterized by the semisimple module MjJ M. 
Thus, although the module M and its decomposition theory may defy a 
complete analysis, the existence and accessibility of its projective cover give 
us some solid information about M. 

27.13. Characterization of Projective Covers. Let R be semiperfect with 
basic set of idempotents e j, ... , em and let RM be finitely generated. Then 
MjJ M is finitely generated and semisimple, so (see (27.1O.c)) there exist 
unique non-negative integers kl' ... , km such that 

MIJM;?: (RedJe1)(k') EB ... EB (RemjJem)(km1• 

Set 
P = Reikli EB ... EB Re::;ml. 

Thus P is finitely generated projective and PIJP ;?: MjJM. But by (15.13), 
J P « P, so the natural epimorphism P ~ PI J P ~ 0 is a projective cover. 
Also by (15.13), J M « M, so we deduce from (27.5) that there is a projective 
cover P ~ M ~ O. Now projective covers, when they exist, are unique to 
within isomorphism (17.17), so to summarize: 

If MIJM;?: (RedJed(k Il EB ... EB (RemjJem)(kml, then there is a projective 
cover P ~ M ~ 0 if and only if 

P ;?: Reik') EB ... EB Re::;ml. 

Basic Rings 

An idempotent e of a semiperfect ring R is called a basic idempotent of R in 
case e is the sum 

e = el + ... + em 

of a basic set e j, ... , em of primitive idempotents of R. Since a basic set of 
primitive idem po tents is pairwise orthogonal, every basic set sums to a basic 
idempotent. If 

and f= fl + ... + j~ 
are basic idempotents for R, then clearly 

Re = Rej EB ... EB Ren ;?: Rfl EB ... EB Rfn = Rf, 

so as rIngs 

A ring S is a basic ring for R in case S is isomorphic to eRe for some basic 
idempotent e E R. Thus for each semi perfect ring R a basic ring exists and is 
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uniquely defined to within isomorphism. We shall feel free therefore to speak 
of "the" basic ring eRe of R. 

As we suggested earlier the Wedderburn- Artin Theorem can be viewed 
as saying, at least in part, that a semisimple ring and its category of modules 
is completely determined by its basic ring. This extends to semi perfect rings. 

27.14. Proposition. A semiperfect ring is Morita equivalent to its basic ring. 
Moreover, two semiperfect rings are Morita equivalent if and only if their basic 
rings are isomorphic. 

Proof Let R be semiperfect with basic idempotent e. By (27.10) and (17.9) 
Re is a progenerator for RM. Thus by (22.4) R and eRe ~ End(RRe) are 
Morita equivalent; that is, R and its basic ring are Morita equivalent. From 
this we deduce at once that if Rand S are semiperfect with :isomorphic, hence 
equivalent, basic rings, then Rand S are equivalent. 

Conversely, suppose Rand S are equivalent semiperfect rings VIa an 
equivalence 

F:RM->sM. 

If e = e! + ... + em is a basic idempotent for R, then it follows from (27.10) 
and the results of §21 that 

F(Re) ~ F(Red EB ... EB F(Rem ) 

where F(Re d, ... , F(Rem ) is an irredundant set of representatives of the in­
decomposable projective left S-modules. Thus by (27.10), if f is a basic 
idempotent for S, then F(Re) ~ Sf and we have (see (21.2)) 

eRe ~ End(RRe) ~ End(sF(Re)) ~ fSf 

So the basic rings of Rand S are isomorphic. o 
A semiperfect ring R is a basic ring in case 1 is a basic idempotent for R. 

Now if R is semiperfect with basic idempotent e = e! + .. . + em' then eRe 
is semiperfect (27.6.b) with exactly m isomorphism classes of indecomposable 
projective left modules ((27.14), (21.6) and (21.8)) which must be represented 
by eRe!, ... , eRem . Thus e is a basic idempotent for eRe and so fortunately 
the basic ring of a semiperfect ring is a basic ring. The importance of all this is 
that the basic rings form canonical representatives of the semi perfect rings 
with respect to Morita equivalence. Concerning basic rings we note 

27.15. Proposition. Let R be a semiperfect ring. Then R is a basic ring if and 
only if RjJ(R) is a direct sum of division rings. 

Proof Observe simply that by (27.10), (a) and (c), an idempotent e of R is 
basic iff e + J(R) is basic in RjJ(R). 0 

Central Idempotents 

Let R be semiperfect. The general structure of the regular modules RR and 
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RR have been pretty well nailed down. There exists a complete set 
e j , ... , en of pairwise orthogonal primitive idempotents, so 

R = Re l EB ... EB ReM 

and of course, each RejJei is simple and each eiRei is a local ring. Now we 
look briefly at the two-sided decomposition theory of R. Because 1 is a sum of 
primitive idempotents, R does have a "block decomposition" (7.9). That is, 
there exist unique orthogonal central idempotents Ul , ... , u, in R such that 
1 = U j + ... + Ur and each ujRu j is an indecomposable ring. In other words, 
R is the ring direct sum 

R = ujRu j + ... + urRut 

with each uiRui indecomposable. We call these rings (ideals of R) the blocks 
of R. Given any primitive idempotent e E R it is clear (see §7) that eu j =1= 0 
for exactly onej and eUj =1= 0 iff eUj = e. Thus a primitive idempotent e of R 
belongs to exactly one block. Moreover, it is easy to see (Exercise (27.9)) that 
the members ofa pair ofleft modules M l , M2 over a semi perfect ring R have 
a common composition factor (i.e., contain submodules Li < Ki < Mi such 
that K;/Li (i = 1,2) are isomorphic simple modules) iff there exists a 
primitive idempotent e E R that annihilates neither M j nor M 2' Thus, 
considering the equivalence relation:::::; of S"/ we have 

27.16. Theorem. Every semiperjixt ring R has a block decomposition. If 
e l'"'' em is basic set of idempotentsfo/' R. then two primitive idempotents e and 
f of R belong to the same block if and only if there exist idempotents 
eir , ... , eiL in that basic set such that Re ~ Reir' Rf ~ Rei! and the members of 
each consecutive pair Rei' Rei' U = 1, ... ,1- 1) have a common composition 

I J+ j 

focw~' 0 

Again let R be semi perfect. Then as we just noted, R has a block 
decomposition. If I is any ideal of R (in particular, if I = J(R)) then the 
factor ring R/I is semiperfect and so has a block decomposition. Since U + I 
is a central idempotent of R/ I whenever U is a central idempotent of R, it is 
clear that the factor of each block of R is a sum of blocks of R/1. In general, 
however, the blocks of R/I (i.e., in effect, the central idempotents of R/l) do 
not "lift" to ones of R. For example, consider the ring R of n x n upper 
triangular matrices over a field with J = J(R). Then R is indecomposable, 
but RIJ is a direct sum of n copies of the field. (See Exercise (7.15.3).) Note, on 
the other hand, that in this example, R/J l is indecomposable, so central 
idem po tents lift modulo J 2 • More generally, 

27.17. Proposition. Let I be an ideal of a ring R such that 

Let e E R be idempotent. Then e E Cen R ifand only ife + J2 E Cell RII2. Thus, 
ifidempotents lift modulo 11 , then central idempotents lift to central idempotellts. 
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Proof Clearly it will suffice to show that if e = e2 E Rand e + 12 is central 
in R/12, then e is central in R. So let e be central modulo 12. Then 

eR(l - e) c:; 12 and el c:; Ie + 12. 

Suppose that eR(l - e) c:; 1". Then 

eR(l - e) c:; el"(l - e) 

c:; (Ie + /2)/" - 1(1 - e) 

c:; leR(1- e) + 1" +1(1- e) 

So by induction eR(1 -e) c:; I" for all n = 1,2, .... Similarly (1 - e)Re c:; I" 
for all n. Our hypothesis then forces eR(1 - e) = (1 - e)Re = o. So for each 
xER 

ex = exe = xe 

and indeed, e is central in R. o 
27.18. Corollary. Let R be semiperfect with J = J(R) and (\:-~ 1 J" = 0 

(e.g., let R be left artinian). Then R is indecomposable if and only if R/12 is 
indecomposable. 

27. Exercises 

1. Let I be an ideal of R with I c:; J(R) such that idempotents lift modulo I. 
Prove: 
(1) If 0 #f=f2ER,then idempotents lift moduloflfin the ringfRf 
[Hint: Suppose g = fgfand g - g2 Eflf Then show that 

Rfllf= (Rfllf)(g + fIn EB (Rf/lf)(U - g) + fIn, 

and consider the proof (b) = (c) of (27.4).] 
(2) Countable orthogonal sets of idempotents can be lifted modulo I. 
[Hint: Suppose gjg} E (5ugj + I (i,j EN) and e1, ••• , en are orthogonal 
idempotents with ej - gj E I (i = 1, . . . , n). Let fn = 1 - (e 1 + . .. + en) 
and show thatfngn+ tin - gn + 1 E I.] 

2. Prove that for a ring R with J = J(R) the following are equivalent: 
(a) For each n = 1,2, . .. , if K is a direct summand of (R/1)(n), there exists 
a direct summand P of R(n) such that (P + J(n) )/1(n) =, K ; (b) For each 
n = 1, 2, . .. , every direct summand of R(n)jJ(n) has a projective cover over 
R; (c) Idempotents lift modulo tw1l(nP) in each matrix ring Mn(R) 
(n = 1,2, ... ); (d) Idempotents lift modulo the radical of every ring that 
is Morita equivalent to R. (Question: Is "idempotents lift modulo J(R)" 
categorical?) 

3. From Lemma (25.4) and Theorem (27.6) we see that an injective module 
has a finite indecomposable decomposition iff its endomorphism ring is 
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semi perfect. Prove: 
(1) If RUS defines a Morita duality, then Rand S are semiperfect. 
(2) If R is any ring and RE is injective with S = End(RE), then idem­
potents lift mod J(S). [Hint: If K = Ker(g - g2)<3 E (18.20) then E = 

E(K) EEl E(K(1 - g». Let e and 1 - e be the corresponding idempotents. 
4. Let R = {min E (j) 12,r nand 3,r n (min in lowest terms)} . 

(1) Prove that R is a ring and that 2R and 3R are the only maximal ideals 
in R. 
(2) Show that RjJ(R) is semisimple but idempotents do not lift modulo 
J(R). 

5. Show that every commutative semiperfect ring is a basic ring and iso­
morphic to a finite direct product of local rings. 

6. Prove that the following are equivalent: (a) R is semiperfect with local 
basic ring; (b) R is semiperfect and has (to within isomorphism) only one 
simple left module; (c) R is Morita equivalent to a local ring; (d) R is 
isomorphic to M n(S) for some local ring S. 

7. Calculate the basic ring of the ring of matrices of the form 

where Aij E Mm x m(D), D a division ring. Also show that this ring is 
indecomposabl~. J 

8. Let e be a basic idempotent in a semiperfect ring R. Prove that Re is 
isomorphic to a direct summand of every generator in RM. Conclude 
that Re is the unique (to within isomorphism) minimal generator in RM . 

9. Let e be an idempotent in R such that ReIJ(R)e is simple (e.g., let e be 
primitive in a semi perfect ring). Prove that RM has a composition factor 
isomorphic to RejJ(R)e if and only if eM +- O. 

§28. Perfect Rings 

Two properties that are characteristic of a semiperfect ring Rare (1) that 
every finitely generated module has a projective cover and (2) that every 
finitely generated projective module has a decomposition that complements 
direct summands. A "defect" in both of these is the restriction to finitely 
generated modules. Interestingly enough, however, without this restriction 
the two resulting conditions are still equivalent and characterize the class of 
so-called perfect rings, the object of study in this section. Unlike semi perfect 
rings there is a loss of symmetry and we are forced to distinguish between left 
perfect and right perfect rings. As we shall see, the perfect rings (left or right) 
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are replete with very strong properties; indeed, many classical results about 
artinian rings, themselves perfect, extend easily to left and right perfect rings. 

T-nilpotence 

Certain fundamental properties of perfect rings depend on a generalization 
of the concept of nil potence. We first encounter this in the study of changes of 
basis in a free module. 

28.1. Lemma. Let ai' a2, ... be a sequence in the ring R. Let F be thefree left 
R-module with free basis XI' X2, ... , let 

Yn = Xn - anxn + I (n EN), 

andfinally, let G be the submodule ofF spanned by YI, Yl, .... Then 
(1) G isfree withfree basis YI'Yl, ... : 
(2) G = F ifffor each kEN there is an n ?: k such that ak ... an = 0. 

Proof. Let n ?: k and let rk' ... , rn E R. Then a routine computation gives 

rkYk + ... + rnYn = rkxk + (rk+ I - rkak)xk+ I + ... + 
(r n - r n - I an .. I )xn - r nanxn + I' 

Thus if rkYk + ... + rnYn = 0, the independence of the x's clearly forces 
rk = rk+ 1 = ... = rn = 0, so the y's are independent. This gives (1). Suppose 
next that Xk E G, say Xk = rlYI + ... + rnY .. Then clearly r l = ... = rk- I = 0. 
Comparing the coefficients of Xk' ... , Xn in this equation we see that rk = 1, 
rk+l=rkak' rk+2=rk+lak+I, ... ,rn=rn-lan-I' and rnan=O. So 
akak + I ... an = 0. This gives the necessity in (2). For the converse, let k ::<S; n: 
then 

Xk = Yk + akYk+l + ... + (ak .. ·an-I)Yn + (ak .. ·al1 )xn+1· 

So if ak ... an = 0, then X k E G. D 

28.2. Lemma. Wzth the hypotheses of Lemma (28.1) ifG is a direct summand 
of F, then the chain a l R ?: a l a2R ?: ... of principal right ideals terminates. 

Proof. By (28.1.1) there is an isomorphism F --+ G via Xn H Y .. Suppose the 
inclusion map G --+ F splits. Then there is an endomorphism s E End(RF) such 
that YnS = xn{n EN). For each mEN write 

as a linear combination of XI' X2' .... Then 

and so 
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Now for some k, C ln = 0 for all n ~ k. So for each n ~ k, 

That is, for each n ~ k, a l ... an- 1 E a 1 ... anR. o 
A subset I of a ring R is left T-nilpotent ("T" for "transfinite") in case for 

every sequence ai' a 2 , ... in I there is an n such that 

The subset I is right T-nilpotent in case for each ai ' a2 , ... in I 

an ... a l = 0 
for some n. 

Observe that if I is left or right T-nilpotent, then it is nil because 
a, a, a, ... is a sequence in I whenever a E I. On the other hand, even for ideals 
I left T-nilpotence does not imply right T-nilpotence (see Exercise (15.8)), so 
in particular, nil ideals need not be right (or left) T-nilpotent. Also note that 
(28.1.2) may be rephrased to assert that y l' Y2, ... is a free basis for the free 
module F in that Lemma iff for each kEN the sequence ak , ak + I'''' is left 
T-nilpotent. 

The importance of the concept of T-nilpotence is due to the fact that the 
radical ] = ](R) of a ring R is left T-nilpotent precisely when a 
"Nakayama's Lemma" (15.13) holds for all left modules, finitely generated 
or not. 

28.3. Lemma. Let] be a left ideal in a ring R. Then the following are 
equivalent .' 

(a) ] is left T-nilpotent; 
(b) ] M +- M for every non-zero left R-module M; 
(c) ] M « M for every non-zero left R-module M; 
(d) ]F « F for the countably generatedfree module F = RU'J). 

Proof (a) = (b). Suppose that ]M = M +- O. Let Y be the set of finite 
sequences ai' ... , an in ] such that 

a1 ••. an E ]\IR(M). 

Then, since]M = M +- 0,] 't iR(M) so Y contains sequences of length one. 

But also if a l ... , an belongs to Y, then 

o +- a I ... anM = a 1 ... an] M 
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so there exists a sequence ai' ... , am an + I in Y. Since O¢:J\lR(M), induction 
guarantees a sequence ai' a2 , ... such that a l ... an #- 0 for all n = 1,2, .... 

(b) => (c). Assume (b). Suppose M is a left R-module and K < M is a 
proper submodule. Then by (b), J ·(M/K) -=1= M/K. But (JM + K)jK = 
J·(M/K) whence JM + K -=1= M. In other words, JM« M. 

(c) => (d). This is clear. 
(d)=> (a). Let F ~ R(N) have free basis X 1,X2, ... , let a 1,a2' ... be a 

sequence in J, and let G = L~ 1 R(x; - ajx j+ d as in Lemma (28.1). Then 
clearly G + J F = F. But, assuming (d), this implies that G = F. So by (28.1.2), 
a 1 • •• an = 0 for some n. 0 

Bass's Theorem P 

A ring R is left perfect (right perfect) in case each of its left (right) modules 
has a projective cover. It follows from (27.6) that left perfect rings and right 
perfect rings are both semi perfect. However (see Exercise (28.2)) right perfect 
rings need not be left perfect. The pioneering work on perfect rings was 
done by H. Bass [60] and most of the principal characterizations of left 
perfect rings are contained in the following version of Theorem P from that 
paper. 

28.4. Theorem rBass]. Let R be a ring with radical J = J(R). Then the 
following statements are equivalent: 

(a) R is left perfect; 
(b) R/l is semisimple and J is left T-nilpotent; 
(c) R/l is semisimple and every non-zero left R-module contains a maximal 

submodule; 
(d) Every flat left R-module is projective; 
(e) R satisfies the minimum condition for principal right ideals; 
(f) R contains no infinite orthogonal set of idempotents and every non-zero 

right R-module contains a minimal submodule. 

Proof (a) => (c). Suppose R is left perfect. Then R/J is semisimple by 
(27.6). Moreover, if RM -=1= 0, then there is a projective module P with 
superfluous submodule K « P such that M ~ P/K. Since P is projective, P 
has a maximal submodule L (17.14). Since K « P, K s: L. Thus L/K is a maxi­
mal submodule in P/K ~ M. 

(c) => (b). Since J annihilates every simple module, if (c) holds, then 
JM -=1= M whenever RM -=1= O. Thus this implication follows from (28.3). 

(b) => (a). Assume (b). Then R is semiperfect by (27.1). Let M be a non-zero 
left R-module. Then M/lM is semisimple, so (27.10.c) there exists an indexed 
set (e.).EA of primitive idempotents in R with 

(£;ARe,/le, ~ M/lM. 

Let P = EEl A Re •. Since J is left T-nilpotent, by (28.3) both J P « P and 
J M « M. Thus M has a projective cover by (27.5) 
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P 

.Ilp
' 

M ~ M/lM --> 0, 

(a) => (d), Assume (a). Let RU be flat and let f:P --> U be a projective 
cover, Then K = Kerf « P, so by (9.13) and (17.10), K ::5: JP. Since RP and 
R U are flat, the maps 

and 

with /1IU ® p) = jp and /12U ® u) = ju are isomorphisms (19.17), Now it is 
easy to check that the diagram 

JP~JU 

J!g)i K 1"1 J0f r~ l 
J®K--->J®RP--->J®R U 

commutes (where iK : K --> P is the inclusion map), Therefore, SInce the 
bottom row is exact and /11 and /12 are isomorphisms, we have 

K = Kerf = Ker(f I J P) 

= /11(Ker(J ®f)) 

= /11 (lm(J ® iK » = J K, 

Thus J K = K; but then, since (a) ¢> (b), K = 0 (28.3) and U;;;: P is 
projective. 

(d) => (e), Clearly every descending chain of principal right ideals is of the 
form aiR ~ a la 2 R ~ ,,,forsomesequencea l ,a2,,,.ofelementsofRGiven 
such a sequence, let G and F be the modules of Lemma (28.1), Then by 
(28,2) we need only show that FIG is flat. By (28,1), Y I' " , , Yn' xn + I' xn + 2' '" 

is a free basis for F, so each submodule Gn = 1:7=1 RYi is a direct summand 
of F and each factor module FIGn is free, hence flat. Now G is the union of 
these Gm so (see Exercise (19.11)) we see that FIG is flat by applying the 
right-left symmetric version of(19,18) 

G n IF = (U ,," Gn) n IF = U I'AGn n IF) 

U·~IGn = IG. 

(e) => (f). Assume (e), Then R contains no infinite orthogonal set of 
idempotents because if e 1 , e2 , '" are non-zero orthogonal idempotents, then 
(1 - edR > (1 - e 1 - e 2 )R > " .. Suppose 0 #- x EM and xR contains no 
simple submodule. Then, since xR itself is not simple, there is an a1 E R with 
xR > xalR > 0 such that xa l R contains no simple submodule. Thus 
proceeding inductively we can obtain a sequence a1 ,a2 ,,,. in R such that 

xa l R > xa 1az R > "" 

Therefore aiR> alazR > '" contrary to (e), 
(f) => (b). Assume (f). Let a\,a2 , ", be a sequence in J and suppose that 
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at ... an 1= 0 for all n. Then by the Maximal Principal there exists a right ideal 
I ::;; RR maximal with respect to 

(n = 1,2, ... ). 

Now R/I is a non-zero right R-module, so by (f) there exists a right ideal K 
with I < K ::;; RR and K /I simple. By maximality, there exists an n such that 
at .. . an E K. But then also at ... anan + t E K\I. So, since K / I is simple, there 
exists an r E R with 

(at··· anHI - an+ tr) E I. 

But an+ 1 E J, so 1 - an+ lr is invertible. This clearly contradicts a l ... an ¢ I. 
Thus J is left T-nilpotent. In particular, J is nil so idempotents lift modulo J 
(27.1). Now, using the hypothesis that R contains no infinite set of orthogonal 
idempotents we have that R contains a complete orthogonal set et, ... ,en of 
primitive idempotents. (See 10.14) and Exercise (10.11).) Since idempotents 
lift modulo J, these must also be primitive modulo J. (See (27.4) and (17.18).) 
But by (f) each (eiR + J)/1 contains a minimal right ideal of R/1. So, since 
minimal right ideals of a ring with zero radical are direct summands « 15.1 0) 
and Exercise (13.8)), (eiR + J)/1 must be simple. Thus R/1 is semisimple and 
the proof is complete. D 

28.5. Remark. It is worthwhile to observe that (28.3) and the proof 
(f) => (b) of (28.4) show that for a ring R: 

(1) If every left R-module has a maximal submodule .. then J(R) is left 
T-nilpotent; 

(2) If every right R-module has a minimal submodule, then J(R) is left 
T-nilpotent. 

The Z-modules Zpoo and Z show that the converses of both (1) and (2) are false. 
On the other hand, it is easy to see from (28.4) that: 

(3) If R is left perfect with J = J(R), then for all modules RM and N R 

Rad M = J M « R M and 

There exist rings (e.g., cosemisimple rings) whose modules all satisfy 
Rad M = J M « RM that are not left perfect. However, if Soc N = iN(J) <J N R 
for all right modules N R, then R is left perfect (see (15.17) and part (2) above); 
but there do exist non-perfect rings all of whose non-zero right modules have 
minimal submodules (i.e., Soc N <J N R for all N R)' (See Exercise (28.5).) 

28.6. Corollary. If R is left perfect, then the endomorphism ring of every 
finitely generated projective left R-module is left perfect. In particular any ring 
Morita equivalent to R is left perfect. 

Proof Clearly "left perfect" is categorical (21.6). Moreover if RP is 
finitely generated projective, then there is a ring S and an idempotent e E S 
such that R~ Sand End(RP) ~ eSe. But by (28.4.b) eSe must be left perfect. D 
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28.7. Corollary. If R is perfect, then so is every factor ring of R. 

Proof Let R be left perfect. Since R!J(R) is semisimple, if I is an ideal of R 
then (see Exercise (9.9)) J(R/f) = (J(R) + I)/Iis left T-nilpotent. 0 

There is an especially important class of (two-sided) perfect rings. A ring 
R is semiprimary in case R /J is semisimple and J is nilpotent. The semiprimary 
rings form a class of rings that contains both the left and the right artinian 
rings. However, the ring R of 2 x 2 upper triangular real matrices with all 
diagonal entries rational, 

R = [~ ~J 
is a semiprimary ring that is neither left nor right artinian. 

28.8. Corollary. Every semiprimary ring, hence every left or right artinian 
ring, is perfect. 0 

Recall (1S.13) that direct sums of injective left R-modules are injective if 
(and only if) R is left noetherian. Right artinian rings are left perfect and right 
coherent (the latter because they are right noetherian (15.20)). Thus since 
their flat modules and projective modules coincide (2S.4.d), Chase's Theorem 
(19.20) implies the following partial dual to (1S.13). 

28.9. Corollary. If R is right artinian, then every direct product of projective 
left R-modules is projective. 

Note. Chase actually proved that every direct product of projective left 
R-modules is projective if and only if R is left perfect and right coherent. 

There are analogues of (27.7) for both perfect and semiprimary rings. We 
shall obtain them via the following lemma. 

28.10. Lemma. Let e l , ... , en be a complete orthogonal set of idempotents 
for R and let I be an ideal of R. Then I is left T-nilpotent (nilpotent) if and only 
if each eJ ei is left T-nilpotent (nilpotent). 

Proof One implication of each version is clear. 
Conversely, assume that I is not left T-nilpotent. Then there is a 

sequence aI' a2, ... in I such that 

(n = 1,2, ... ). 

Let Y' be the set of finite sequences x I, . . . , Xm in {e I, . . . , en} such that 

for each k = 1,2, .... Then since 1 = e l + ... + en it is easy to see that .Cf' is 
not empty and that every sequence x I' ... , Xn belonging to g has a proper 
extension XJ ' . . . 'X",Xn + 1 that belongs to g. Thus there exists an infinite 
sequence XI' Xl' ... in {e J , •.. , en} such that each product 
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But then there is an ej such that X k = ej for infinitely many k, whence eJe j 
is not left T-nilpotent. For the nilpotent version, let Y' be the set of sequences 
XI' .. . , Xm in {el' .. . , en} such that 

XI!Xl! '" xm1k + 0 
for each k = 1,2, .... D 

Now, recalling (27.7), we have at once 

28.11. Proposition. Let e l , ... , en be a complete orthogonal set of idempo­
tents in a ring R. Then R is left perfect (right perfect) (semiprimary) if and only 
if each ejRe j is left perfect (right perfect) (semiprimary). D 

28.12. Example. The semiprimary non-artinian ring 

R = [~ ~J 
provides an example that is relevant to these last results. It is hereditary, 
hence right coherent, so the converse of (28.9) is false. Moreover, it has a 
complete orthogonal set of idem po tents e l, e2 such that elRe l ~ e2 Re2 ~ Q, 

so there is no artinian analogue of (28.11). 

Projective Modules 

Let R be left perfect. Then, since R is semiperfect, it has a basic set of 
idempotents e l , .. . ,em such that the sequence RedJe l , ... , Rem/Jem includes 
exactly one copy of each simple left R-module (see (27.10).) Let M be a left 
R-module. Then M/JM is semisirnple, so there exist sets AI' ... , Am' unique to 
within cardinality, such that 

M/lM ~ (Re d Jed(AIl EB ... EB (Rem/lem)(A m ). 

Set 

Then P/JP ~ M/lM, P is projective, JP « P and JM « M (28.3), so by 
(27.5) there is a projective cover P ~ M ---> O. Thus, by uniqueness of 
projective covers (17.l7), we conclude 

28.13. Proposition. Let R be left perfect with basic set e I' ... , em of primitive 
idempotents. Let RM be a left R-module. Let AI"'" Am be sets and let 

P = Re~Al ) EB ... EB Rer;m). 

Then there is a projective cover P ---> M ---> 0 if and only if 
M/lM ~ (Rel/Jed(A') EB ... EB (Rem /Jeff/)(A m ! D 

Since a left perfect ring R is semi perfect, if e I , . . . , em is a basic set of 
idempotents for R, the projective left and right R-modules are those 
modules of the form 

and 
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Our next result implies that if R is left perfect, the induced decomposition of 
RP complements direct summands, and hence is as well behaved as could be 
desired. Moreover, the existence of such decompositions for all projective 
left modules is characteristic of left perfect rings. 

28.14. Theorem. The following statements about a ring R are equivalent: 
(a) R is lefi perfect; 
(b) Every projective left R-module has a decomposition that complements 

direct summands; 
(c) The countably generatedfree module F = R(Nl has a decomposition that 

complements direct summands. 

Proof Let J = J(R). 
(a) = (b). Assume (a) and let RP be projective. Since R is semiperfect, P 

has a decomposition P = (£! A Pa as a direct sum of primitive submodules. 
F or each H :s; P, set 

H = (H + JP)PP. 

Then, each Pa ;:;: PaPPa is simple (see (27.10). Suppose P = U EEl V Since 
P = (£! A Pa is semisimple and P = D EEl V, there exists, by (9.2), a set B <:; A 
such that 

P = D (£! ((£!BPp), 

We claim that this decomposition "lifts". Indeed, P = U + ("I B Pp) + J P 
and J P « P (28.3) imply 

P = U + ((£!BPp), 

Set L = LBPp. So to complete the proof of this implication we need only 
show U 1\ L = 0. But since U and L are direct summands of P, we have 
JU = U 1\ JP and JL = L 1\ JL. Therefore, since P = D (£! L, 

U 1\ L <:; JP 1\ U 1\ L = JU 1\ JL. 

Now the natural map U x L --> U + L = P is epic, hence split, and it has 
kernel K = {(u, -U)!UE U 1\ L}:s; J(U xL). SinceJ(U x L)« U x L, we 
infer K = ° and U 1\ L = 0. 

(b) = (c). This is clear. 
(c) = (a). Let F be the free left R-module with free basis XI' Xl' .. , and sup­

pose that F ;:;: R(Nl has a decomposition that complements direct summands. 
Then so does R(ll, by (12.3). Thus R is semi perfect by (27.12). Let el , ... , en be 
a complete orthogonal set of primitive idempotents of R. Let ai' a l , ... be a 
sequence in J, and let Yk = Xk - akxk+ 1 and G = Lk= I RYk :s; F as in 
Lemmas (28.1) and (28.2). Since both sequences a j , 0, a3' 0, ... and 0, al , 0, a4, .. . 
satisfy the condition of (28.1.2), both YI' Xl, Y3' X4, ... and XI' Yz, X3' Y4, .. . 
are free bases for F. Thus F has an indecomposable decomposition 

F = ((£!k=d(£!7=1 RejYZk - l» (£! ((£!k=d(£!7=j RejXld) 

which, by (12.5), must complement direct summands; and (£!k= 1 RYlk is one 
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of those direct summands. Therefore there exist left ideals I I, 12 , ... (each of 
the form R(ei1 + ... + ei ,) or 0) such that 

F = (B k= IRY2k)EB (EB k= lI lk - IY2k - d(B (B k= IIlkxlk)· 

We claim that the sum of the first two terms is G = EBkG= I Rh For if we 
apply the projections Pk for F = EBk= 1 RXk to the above decomposition of F, 
we obtain 

and for I = 1,2, ... , 

RX21 + 1 = P21+1(F) = P21+l(RY21) + P21+I(I21+IY21 + tl 

= (Ra 21 + 121 + 1 )X21+1· 

Then since RaZI :::;; J « R, we must have 

R=I1 =I3 • • •• 

Therefore G is a direct summand of F. Now by (28.2) there is an n EN and an 
rER such that a l . .. an = a l ... anan+ Ir so, since 1 - an+ lr is invertible, 
a l . .. an = 0 as desired. 0 

By Corollary (15.23), a ring that is left or right perfect ring and left 
noetherian must be a left artinian ring. Thus from (25.6) and (28.14) we have 

28.15. Corollary. A ring R is left artinian if and only if each of its injective 
left modules and each of its projective left modules has a decomposition that 
complements direct summands. 0 

28. Exercises 

1. Let RF be a free module with free basis XI, X2 , •.•• This basis determines 
a ring isomorphism <p:End (RF) -> IRIHwll F>:l (R). (See Exercise (8.12).) Con­
sider the two N square matrices over R: 

A = 0 o B = 0 0 

Then AEIRIFMF>:I(R) and A,BEICIFMF>:I(R). Let <p(s) = A. 
(1) Use the fact that AB = BA = 1, the N x N identity matrix, to prove 
Lemma 28.1. 
(2) Prove that Ims is a direct summand of F iff A has a right inverse in 
IRIFM F>:I (R). 
(3) Use (2) to prove Lemma 28.2. 
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2. Let R be the ring of all the N-square lower triangular matrices over a field 
Q that are constant on the diagonal and have only finitely many non 
zero entries off the diagonal. Prove that R is left perfect but not right perfect. 
[Hint: See Exercise (15.8).] 

3. Let J = J(R) and let RP be projective. Prove that JP « P iff PIJP has a 
projective cover. 

4. Prove that R is left perfect iff every semisimple left R-module has a 
projective cover. [Hint: Apply (27.6), (28.3), and Exercise (28.3).J 

5. Verify the assertions of Remark (28.5). For the last one try R = 

K1v + Soc(End(VK » where VK is an infinite dimensional vector space. 
6. Prove that R is left perfect iff RIl is semisimple and every factor ring of R 

has a non-trivial right socle. 
7. Prove that R is left artinian iff every factor ring of R is left finitely 

cogenerated. [Hint: By Exercise (28.6) R is right perfect. In such a ring 
r = r+ 1 implies r = 0.] 

8. Prove that if R Us defines a Morita duality and R is left or right perfect, 
then R is left art in ian. [Hint: If R is left perfect, let I :S: Ss and show, via 
(24.7), that (Sjl)* is finitely generated, and then apply (24.5). If R is right 
perfect and I :S: RR then RIJ is finitely cogenerated.] 

9. Prove that, for a left perfect ring R with J = J(R), the following are 
equivalent: (a) RIl2 is right artinian; (b) JIl 2 is a finitely generated right 
R-module; (c) R is right artinian. [Hint: For (b) => (c). Suppose that 
J = jlR + ... + jkR + J2 and that Jt '* JI + 1 (l = 1.2, ... ). Show thatl 
is not left T-nilpotent by considering the set Y' of finite sequences 
x\ .... 'xn in {jl, ... ,jk} such that x1···XnJ' rJ. J '+n+1 (l = 1, 2, ... ).J 

10. Construct a right perfect ring with radical J such that n '::=1 r =1= O. 
[Hint : Modify Exercise (15.8).] 

11. Prove the assertions of Example (28.12). 

§29. Modules with Perfect Endomorphism Rings 

We have seen earlier that in rings satisfying certain finiteness conditions nil 
one sided ideals are nilpotent. In this final section we begin by considering 
some more such conditions. As one consequence we shall show that every 
module of finite length has a semiprimary endomorphism ring. Then using 
the results of §28 we characterize those finitely generated modules M for 
which each direct sum M(A) has a decomposition that complements direct 
summands. Finally, these combine to show that every direct sum of copies 
of a module of finite length has such a decomposition. 

A ring R has the maximum condition for right annihilators in case every 
non empty set of right annihilators rR(A) (A S; R) in R has a maximal element; 
an equivalent formulation is that every increasing chain of right annihilators 

rR(A\) :S: r R(A 2 ) :S: ... 



Modules with Perfect Endomorphism Rings 323 

has finite length. See Exercise (10.9).) Moreover, this is also equivalent to the 
minimum conditionfor left annihilators (see (24.5)). 

29.1. Proposition. Let R have the maximum conditionfor right annihilators. 
If I is a right T-nilpotent one sided ideal, then I is nilpotent. 

Proof. Let I be a non nilpotent one sided ideal. The assumption on right 
annihilators implies that for some nE N 

rR(In) = rR([" + I) = .... 

Since I is not nilpotent, ["+ I + 0, so ["XI + 0 for some XI E:I\rR(In). But then 
XI ¢; rR(In+ I), so ["+ IXI #- O. Clearly then there is sequence XI' X2' ... in I such 
that for each k, 

X k ... X I E l\r R(In). 

In particular, I is not right T-nilpotent. 0 
The following important "nil implies nil potence" theorem IS due to 

Small and Fisher. 

29.2. Theorem.Let RM be either artinian or noetherian. Then every nil one 
sided ideal of End (RM) is nilpotent. 

Proof. Suppose that RM is artinian. Let S = End(RM). Since Ms is faithful, 
each right annihilator of S is of the form fs(K) for some RK S RM. So since 
RM is artinian, S has the maximum condition on right annihilators (see 
(24.3)). Now suppose that I is a nil one sided ideal of S. Let C be the set of all 
first terms Sl of sequences Sl ,S2' ... in I satisfying 

(n = 1,2, ... ). 

In view of (29.1) it will suffice to prove that C = O. On the contrary let us 
assume that C + O. Since RM is artinian, there is an SI EC for which MS I is 
minimal in {Msis E C}. Clearly, CSI n C #- 0, so there is an S2 E C for which 
MS2 is minimal in {MsiSSI EC}. Notice that MS 2S1 = Ms l. An obvious 
induction argument now shows that there exists a seqUl~nce SI,S2' ... in C 
such that for each n, M Sn is minimal in {M S I SSn _ 1 ••• S I E= C}. In particular, 
if n 2: m, then 

For each n, set 

Then M Pn = M S 1 = M Pm for all m and n. Therefore given n, if X E M, there is 
an x'EMwith X'Pn+ 1 = XP .. SOx=x - X'Sn+1 + X'Sn+l and 

(1) M = Kerpn + Imsn+ l . 

Now suppose that n 2: m and SmPn + o. If k 2: m, then MS k ... SmPn = MsmP .. 
so Sk ... smsn ... sm ... SI = Sk ... smPn + O. The minimality of MSm then implies 
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Msmsn ... sm = M sm =I 0, clearly contrary to the nil potence of Sn'" Sm' 
Therefore SmPn = 0 whenever n ~ m: that is, 

(2) 

Using modularity (2.5) and (1) and (2) an easy induction shows that 

(3) 

Since RM is artinian, there is an n such that nz = 1 Ker Pk ::; Ker Pn + l' But 
by (2), Ker Pn + 1 ~ Ii! 1 1m Sj, so by (3) we have the desired contradiction, 
Ker Pn + 1 = M. 

The dual proof for the case in which RM is noetherian will be omitted. D 

29.3. Corollary. Every module of finite length has a semiprimary endo-
morphism ring. 

Proof Let RM have finite length n and let S = End (RM). By (12.8), (12.9), 
and (27.6) S is semi perfect. So in view of (29.2) it will suffice to prove that J(S) 
is nil. But if a E J(S), then by Fitting's Lemma (11. 7) 

M = 1m an EB Keran. 

Thus (allm an) is an automorphism of 1m an and there is an SES such that 
(salIm an) = lIma»' Since 1M - sa is invertible in S (15.3), we have 1m an ::; 
Ker(lM - sa) = O. D 

In order to study the decompositions of direct sums of copies of a 
finitely generated module we show next that such direct sums "look like" free 
modules over its endomorphism ring. Specifically we prove 

29.4. Lemma. Let M be a finitely generated left R-module with endomor­
phism ring S = End(RM). Let sP denote the category of projective left S-modules 
and let MS denote the category of direct summands of direct sums of copies of M. 
Then the functors 

and 

are inverse category equivalences. 

Proof Since (M ®s _) and HomR(M, _) preserve direct sums (Theorem 
(19.10) and Exercise (16.3», we see at once that they are functors between 
the desired categories. For instance, a split exact sequence 

0-> N -EfJ-> M(A) -EB-> N' -> 0 

goes to a split exact sequence 

0-> HomR(M, N) -EB-> HomR(M, M(A) -EB-> HomR(M, N') -> 0 
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(see (16.2» in which the middle term is isomorphic to SS(A). Now for each 
module N in MS define I]N:M ®s HomR(M, N) -> N via 

I]N(m ® y) = y(m). 

Then it is routine to check that this yields a natural transformation 

1]: (M ®s H omR(M, -)) -> 1",5 

Moreover, since RM is finitely generated, the functor (M ®s HomR(M, _)) 
preserves direct sums (Theorem (19.1 0) and Exercise (16.3)). So we need 
only check that I]M is an isomorphism to see that I] is actually a natural 
isomorphism (Exercise (20.17)). But this is the case by (19.6) because 
HomR(Ms, M) = sS. On the other hand, for each projective module P in 
sP, let y : P -> HomR(M,(M EEls P») via 

vp (p):m -> m ® p 

to obtain, in a similar manner, a natural isomorphism 

v: l, p -> HomR(M,(M ®s -» . 
(Observe here that vss:sS -> HomR(M,(M ®sS)) is the canonical isomor­
phism.) 0 

29.5. Theorem. Let M be a finitely generated left R-module. Then the 
following are equivalent: 

(a) M(A) has a decomposition that complements direct summands for every 
set A; 

(b) M(f"J) has a decomposition that complements direct summands; 
(c) End(RM) is left perfect. 

Proof Under the equivalence of (29.4) M(A) corresponds to the free left 
S-module S(A), and it is not hard to show that if N corresponds to P under 
such an equivalence then N has a decomposition that complements direct 
summands iff P does. (See Exercise (21.11.2).) Thus (28.14) applies. 0 

29.6. Corollary. Let M = EEl A M, be an indecomposable decomposition such 
that each term has finite length and the modules (M')'EA represent only finitely 
many isomorphism classes. Then this decomposition complements direct 
summands. 

Proof If each M, is isomorphic to one of M 71 , . •• , M'n' then M is iso­
morphic to a direct summand of 

(Mal EEl ... EEl M,jA) 

and the module M'I EEl ... EEl M,n has a perfect (indeed, semiprimary) endo­
morphism ring by (29.3). Thus the corollary follows from (29.5) and (12.3). 0 

Every module over a semisimple ring has a decomposition that comple­
ments direct summands. On the other hand, in this chapter we have seen that 
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every injective and every projective left module over a ring R has a decom­
position that complements direct summands iff R is left artinian (28.15). A 
ring R is a ring of finite module type in case there exist R-modules M I'" ' ' Mn 
of finite length such that every R-module is isomorphic to a direct sum of 
copies of the Mi' The literature on these rings is too extensive for us to cover 
here. However, we do note that by (29.6) every module over a ring of finite 
module type does have a decomposition that complements direct summands; 
and that such a ring need not be semisimple. (See Exercise (29.5).) 

29. Exercises 

1. Prove that if RE is injective and noetherian, then S = End (RE) is semi­
primary. [Hint: By Exercise (27.3), S is semiperfect. Now use (18.20) 
and (29.2).] 

2. Let R satisfy the maximum condition for left annihilators and the 
'maximum condition for right annihilators. Prove that every nil one 
sided ideal of R is nilpotent. [Hint: There is an n such that every chain of 
annihilators has length::;: n.] 

3. Prove that the left perfect ring of Exercise (28.2) has the maximum condi­
tion for right annihilators but that not every left T-nilpotent ideal is 
nilpotent. 

4. Let R be the ring of polynomials over 712 in countably many indetermin­
ants XI' X 2 , .... Let J be the ideal generated by {Xi, X~, .. . }. Prove that 
S = RjJ has a non nilpotent ideal J each element of which is nilpotent of 
nilpotency index 2. 

S. Let R be the ring of upper triangular 2 x 2 matrices over a field . Let 
e = [g n E R. Prove that every left R-module M has a decomposition 
M = E EB S such that E ;-:;: Re(A) and S is semisimple. Conclude that R 
is a non-semisimple ring of finite module type. [Hint: Consider a maxi­
mal indepent subset of {Rexlx E M and J(R)ex # O}.] 



Chapter 8 

Classical Artinian Rings 

In our concluding chapter we present basic results on several types of artinian 
rings that have come to be regarded as classical due to their natural origins 
and the influence they have had on the literature of ring and module theory. 
These include artinian rings with duality, quasi-Frobenius (or QF) rings, 
QF -3 rings, and serial rings. 

§30. Artinian Rings with Duality 

In this section we present a theorem of Azumaya and Morita which yields 
several necessary and sufficient conditions that the category R FM of finitely 
generated left modules over a ring R have a duality with the category FMs 
of finitely generated right modules over a ring S. From §23 and §24 we see that 
in order for such a duality to exist the ring R must be left artinian and possess 
a finitely generated injective cogenerator. This pair of conditions is the basic 
characterization. Also from §23 and §24 it follows that in order to have a 
duality between R FM and FMs, S must be right artinian; and the duality is 
isomorphic to the R Us-dual for some bimodule R Us. This bimodule is both 
left and right faithful (indeed, a cogenerator) and the U -dual takes simples to 
simples in the sense that T* = Hom(T, U) is a simple right S- (left R-) module 
whenever T is a simple left R- (right S-) module. These conditions also serve 
to characterize the existence of a duality between R FM and FMs. They are 
intimately connected to the annihilator condition of Theorem 24.5 by the first 
theorem of this section. 

Duality Theorems 

A bilinear mapping (see §24) f.1:RM x Ns -> RUS is called non-degenerate in 
case iM(N) = 0 and rN(M) = O. Note that scalar multiplication yields a bi­
linear mapping R R x R Us -> R Us that is non-degenerate iff R U is faithful; and 
that the usual bilinear map M x M* -> R Us is non-degenerate iff RM is 
U -torsionless. 

30.1. Theorem. Let R Us be a bimodule such that the R Us-dual ( )* takes 
simples to simples. Let 

327 
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be a non-degenerate bilinear map. If either RM or Ns has a composition series, 
then: 

(1) For each K S M and each L S N, 

lM(rN(K)) = K and rN(lM(L)) = L; 

(2) The induced mappings 

}':RM ~ N* and p:Ns~M* 

defined by A(m): n f--+ /l(m, n) and p(n): m f--+ /l(m, n) are isomorphisms; 
(3) All submodules and factor modules of M and N are V-reflexive; 
(4) R V is M-injective and Vs is N-injective. 

Proof Suppose that the R Vs-dual does take simples to simples. If W is a 
left R- or right S-module of finite length and K is a maximal submodule of W, 
then, from the exact seq uence 

we see that c(W*) s c(K*) + 1. Thus, arguing inductively on composition 
length, we have 

c(W*) S c(W). 

Moreover, the inequalities 

c(W) ~ c(W*) ~ c(W**) 

imply that W is V -reflexive iff W is V -torsionless. 
Now to prove the theorem, let 

/l:RM x Ns ~ RVS 

be non-degenerate and suppose it is RM that has a composition series. For 
each K s M, define 

vIa 

and for each L S N, define 

VIa 

AL(X): n + Lf--+ /leX, n) (x E lM(L), n EN). 

Then it is easy to check that pK and XL are monomorphisms (pK is monic for 
any /l and AL is monic because /l is non-degenerate). These monomorphisms 
and our discussion in the first paragraph of this proof yield the following 
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inequalities for each K ~ M: 

c(K) ~ c(IM(rN(K))) (24.3.2) 

~ c«N /rN(K»*) (using ArM(d 

(first paragraph) 

~ c(K*) ~ c(K) (using pK). 

These must all be equalities. Since they are, we see that 

and that pK is an isomorphism for all K ~ M. Moreover, since fl is non­
degenerate, 

p = pM:N -+M* 

is an isomorphism. Noting that N ~ M* also has a composition series, it 
follows by symmetry that (1) and (2) hold, and that M and N (being isomor­
phic to U-duals of one another), and all of their submodules, are U-torsionless 
(20.14). But factor modules of N and, by symmetry, of /vI are also U-tor­
sionless because of the isomorphisms pIM(L) which yield 

N /L = N /rN(IM(L» ~ IM(L)*. 

Thus, since U-torsionless modules of finite length are U-reflexive, (3) also 
holds. Finally, since pK is an isomorphism, if K ~ M, then every map h: RK -+ 

R U is of the form 

h: ki--.... fl(k, nh ) 

for some nh EN; such a map can be extended to Ii: M -+ R U via 

Ii: m 1--+ fl(m, nh ). 

(k E K) 

(m EM). 

Thus, R U is M -injective, by symmetry Us is N -injective, and the proof is 
complete. 0 

Let R be a semisimple ring. Then, since all R-modules are semisimple, 
projective, and injective, and R contains a copy of each of its simple modules, 
an R-module U is faithful if and only if it is a generator if and only if it is a 
cogenerator (see (17.9) and (18.15». Suppose that U is a finitely generated 
faithful left module over a semisimple ring R and let S = End(R U). Then R U 
is a progenerator, so (see (22.4) and (21.9» S is semisimple, and (see (17.9» R Us 
is a faithfully balanced module. But as we have just noted, R U and Us, being 
faithful modules over semisimple rings, are injective cogenerators, so by (24.1) 
the R Us-dual defines a Morita duality. In particular (see (24.5», the R Us-dual 
takes simples to simples- a fact which we now extend to any finitely co­
generated injective cogenerator over a ring that is semisimple modulo its 
radical. 
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30.2. Lemma. Let RjJ(R) be semisimple and let R V be a finitely cog en-
era ted injective cogenerator with End(R V) = S. Then 

(1) Soc RV = Soc Vs; 
(2) The R Vs-dual ( )* takes simples to simples. 

Proof. (1) Since R V is a finite direct sum of indecomposable injectives 
(18.18), S = End(R V) must be semiperfect by (25.4) and (27.6); and, letting 
V = SOC(RV):$ V, it follows from (18.21) that J(S) = rs(V). Now we have 

Soc(Vs) = lu(J(S» (15.17) 

= lu(rs(V» (18.21) 

= lu(ru*(V» (V* = End(R V») 

= V (24.4.2). 

(2) Using (1), write SocR V = V = Soc Vs. Then, since R Vis finitely gener­
ated and contains a copy of every simple left R-module (18.15) and SjJ(S) is 
naturally isomorphic to End(R V) = End(RIJ(R) V) by (18.21), we see from the 
discussion preceding the lemma that the RIJ(R) VS1J(s)-dual takes simples to 
simples. But if R T and T~ are simple, then HomR(T, V) ~ HomR1J(R)(T, V) and 
Homs(T', V) ~ Homs(J(s/T', V), so the RVs-dual takes simples to simples. 0 

30.3. Lemma. If R is a left artinian ring, then every cogenerator R V is 
balanced. 

Proof. If R is left artinian and R V is a cogenerator, then, since R has only 
finitely many isomorphism classes of simple modules, R V = Vo EB V', where 
Vo is a finitely cogenerated injective cogenerator (18.16). By (14.1.1), since Vo 
cogenerates V', BiEnd(R V) embeds in BiEnd(R Vo). Thus, we may assume that 
V is a finitely cogenerated injective cogenerator. Then letting S = End(R V), 
the R Vs duals of simples are simples by (30.2); and since R V is faithful, the 
bilinear map 

j1:RR x VS-->RVS 

given by scalar multiplication is non-degenerate. Thus, since RR has a compo­
sition series, we see by (30.1.2) that R V is balanced, i.e., A: R --> (Vs )* 
BiEnd(R V) is an isomorphism. 0 

From Theorem 23.5 it follows that to have a duality 

H': R FM --> FMs, H": FMs --> R FM, 

there must exist a bimodule R Vs such that 

and every finitely generated left R- and right S-module is V -reflexive. If R Vs 
is such a bimodule, then R V ~ (Ss)* and Vs ~ (RR)* are finitely generated 
and are, by Theorem 24.1, injective cogenerators. Moreover, by Theorem 
24.8, R is a left artinian ring, S is a right artinian ring, and a left R- or right 
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S-module is V-reflexive iff it has a composition series. We now are ready to 
prove the main theorem of this section which gives several necessary and 
sufficient conditions on R, S, and R Vs to ensure that these phenomena occur. 

30.4. Theorem [Azumaya, Morita]. Let R be a left artinian ring and let 
R Vs be a bimodule. Then the following are equivalent: 

(a) The R Vs-dual ( )* defines a duality between R FM and FMs; 
(b) R, V, and S satisfy 

(i) S is right artinian, 
(ii) all finitely generated left R-modules and right S-modules are V­
reflexive; 

(c) R, V, and S satisfy 
(i) S is right artinian (R V is finitely generated), 

(ii) R V and Vs are faithful, 
(iii) all simple left R-modules and right S-modules are V -reflexive; 

(d) R, V, and S satisfy 
(i) R V is finitely generated (S is right artinian), 

(ii) R V and Vs are faithful, 
(iii) the R Vs-dual ( )* takes simples to simples; 

(e) R, V, and S satisfy 
(i) Ss is V-reflexive (i.e., right multiplication p:S --> End(RV) is an 

isomorphism), 
(ii) R V is a finitely generated injective cogenerator; 

(0 R, V, and S satisfy 
(i) Ss is V -reflexive, 

(ii) R V and Vs are injective cogenerators ; 
(g) R, V, and S satisfy 

(i) R V is finitely generated (S is right artinian), 
(ii) for each 1 S RR and each V S Vs, IR(rU(J» = 1 and rU(/R(V» = V, 

(iii) for each K s Ss and each W S R V, rs(iu(K» = K and lu(rs(W» = 

W 

Proof (a) = (b). This implication follows from Theorem 24.8. 
(b) = (c). The regular modules RR and Ss are V-torsionless iff they are 

faithful (e.g., Ker (JR = RejR(V) = IR(V) by (20.12) and (8.22». The remaining 
parts of this implication are clear. 

(c) = (d). Assume (c) and let T be a simple left R-module. Then since Sis 
semiprimary (29.3) and T** # ° implies T* # 0, T* contains a maximal 
submodule M. Taking the dual of the natural exact sequence 

iM nM 

O-M- T*- T*/ M-->O, 

we obtain an exact sequence 

0-(T*/M)* ~ T** ~ M*. 

Being the V-dual ofa simple module, (T* /M)* # 0. Thus, since T** is simple, 
nt is epic and, consequently, it = 0. But T* is V-torsionless (see (20.14» or, 
equivalently, V cogenerates T*. Hence, by (8.11.2), it = ° implies iM = 0, so 
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that M = o. Thus, T* is simple for every simple left R- (and, similarly, every 
simple right S-) module T Now we see that either version of (c) implies both 
the parenthetical and the non-parenthetical version of (d) by applying (30.1) 
to the non-degenerate bilinear map 

RV x Ss ~ RVS 

given by scalar multiplication (u, s) f---+ us. 
(d) = (e). This implication follows from Theorem 30.1 applied to the non­

degenerate bilinear maps 

R V x Ss ~ R Vs and RR x Vs ~ R Vs 

given by scalar multiplication. The first application shows that Ss is V­
reflexive because, by (20.15), Ss is V -reflexive iff p: S ~ End(R V) is an isomor­
phism. The second shows that R V is R-injective, so since every simple left 
R-module is V -torsionless, R V is an injective cogenerator (see (18.3) and 
(18.15)). 

(e) = (f). By (30.2), Theorem 30.1 applied to scalar multiplication 

RV X Ss ~ RVS 

gives the proof of this implication. 
([) = (a). In view of (30.3) the hypotheses of ([) imply that R Vs is a bal­

anced bimodule. Thus, this implication follows from (24.1) and (24.8). 
(d) = (g). By (30.1). 
(g) = (d). Assume (g). Then 

lR(V) = lR(rU(O)) = 0 

and 

rs(V) = rs(lu(O)) = 0, 

so that R V and Vs are faithful. If I is a maximal left ideal in R, then clearly 
ru(l) is a minimal submodule of Vs. But it is easy to see that 

(R//)* ~ rR*(l) ~ ru(l) 

for any I ~ RR (see (4.5)). This and a symmetric argument show that the 
R Vs-dual takes simples to simples. D 

Over a left artinian ring a finitely cogenerated injective cogenerator is 
always of the form 

R V ~ E(Td"l EB ... EEl E(~)"", 

where T1 , .. . , ~ represent all simple left R-modules. Thus, we have 

30.5. Corollary. Let R be a ring. Then there is a duality between R FM and 
FMs for some ring S if and only if R is a left artinian ring over which the 
injective envelope of each simple left R-module is finitely generated. D 

Next we consider some artinian rings that have self-duality, i.e., a duality 
between their categories finitely generated left and right modules. It remains 
an open problem to determine which artinian rings have self-duality. 
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Artin Algebras 

Let K be a subring of the center of a ring R, so that R is a K-algebra. Then a 
left module M is an R-K-bimodule with mk = km, and if C is a K-module, 
then HomK(RM, C) E MR by (4.4) and, similarly, given NR we also have 
HomK(NR, C) E R M. If K is artinian and KR is finitely generated, then R is 
called an artin algebra over K. In this case, R is artinian and an R-module is 
finitely generated if and only if it is finitely generated as a K -module. More­
over, R is an artin algebra if and only if Cen R is artinian and R is finitely 
generated as a Cen R-module (Exercise 30.2). Of course, any commutative 
artinian ring is an artin algebra. 

30.6. Proposition. Let R be an artin algebra over K with C = E(K!J(K)), 
the minimal cogenerator over K. Then D = HomK(-, C) defines a duality be­
tween RFM and FM R. 

Proof. Since K!J(K) is a ring direct sum of fields, 

Soc C = Sl EB ... EEl Sn, 

where the Si are the distinct simple K-modules, and Si ~ K/Ii for some maxi­
mal ideal Ii (i = 1, ... , n). But then 

HomK(Si'C) ~ HomK(K/Ii,K/IJ ~ Si 

for i = 1, ... , n, so by (30.4 (d) and (b)) every finitely generated K-module is 
C-reflexive. In particular, the evaluation K-maps (JM and (IN are isomorphisms 
for all finitely generated RM and NR , so, since they are in fact R-maps, we have 
DD ~ I.FM and DD ~ I FM.· D 

QF Rings 

We turn our attention to those rings for which the RRR-dual ( )* defines a 
duality between the category of finitely generated left and right modules over 
R. From the results of §24, we see at once that such a ring must be left 
and right self-injective and left and right artinian. These conditions are, in 
fact, both necessary and sufficient. A ring satisfying them is called a quasi­
Frobenius (or QF) ring. Nakayama introduced QF rings in 1938. They are, in 
a sense, the minimal categorical generalization of group algebras. Their basic 
characterizations are presented in 

30.7. Theorem. The following statements about a left artinian ring Rare 
equivalent: 

(a) R is QF; 
(b) R is left or right self-injective; 
(c) RR or RR is a cogenerator; 
(d) For each left ideal I ~ RR and each right ideal K ~ RR' 

IR(rR(l)) = I and rRiR(K) = K; 

(e) The RRR-dual ( )* defines a duality between RFM and FMR. 



334 

Proof. (a) <0> (d) <0> (e). These are by (30.4). 
(a) = (b). This is obvious. 

Classical Artinian Rings 

(b) <0> (c). Let e l , ... , en be a basic set of primitive idempotents for R. If RR 
is injective, then e l R, ... , enR must be pairwise non-isomorphic indecom­
posable injectives in MR. Since their socles are essential (see (28.8) and (28.5», 
they must be the injective envelopes of the n distinct simple right R-modules. 
Thus, every simple right R-module embeds in RR' and RR is a cogenerator by 
(18.15). Conversely, if RR is a cogenerator, then, by (18.16), RR must have 
direct summands isomorphic to the n indecomposable injective right R­
modules; they must be e l R, ... , enR, so RR is injective. 

(c) = (e). Since (b) <0> (c), if RR is a cogenerator then RRR satisfies (30.4(e» 
and (e) follows. But if RR is a cogenerator then rR(IR(K» = K for every 
K ::s;; RR by (25.2). Since R is left noetherian, it follows that R is right artinian, 
so the version of (30.4) for right artinian rings applies in this case. 0 

Several other characterizations of QF rings now follow from (30.4). 

30.S. Corollary. Let R be a left art in ian ring. Then the following are equiva-
lent: 

(a) R is QF; 
(b) Every finitely generated left and right R-module is RRR-refiexive; 
(c) Every simple left and right R-module is RRR-reflexive; 
(d) The RRR-dual ( )* takes simples to simples; 
(e) Every left and every right cyclic R-module is R-torsionless. 

Proof. The equivalence of (a), (b), (c), and (d) is immediate from (30.7) 
and (30.4); and considering (30.7(d» and (25.2), we see that (e) is equivalent to 
~ 0 

A left noethenian ring that is either left or right self-injective is also QF, 
as we shall see using the following lemma. 

30.9. Lemma. If R is left self-injective, then 
(1) rR(ll n I z ) = rR(lt> + rR(lz) for every pair of left ideals II' I z ::s;; RR; 
(2) rR(IR(K» = K for every finitely generated right ideal K ::s;; RR. 

Proof. (1) As noted in (2.16) we always have, for II' Iz::S;; RR, 

rR(ld + rR(lz) S; rR(ll nlz). 

Let x E rR(ll n I z). Then, checking that 

cp:a l +a2 f-+a 2 x (aiEl;) 

defines an R-homomorphism 

we see that there is, by the Injective Test Lemma, an element y E R such that 
cp is right multiplication by y. But then 

at Y = cp(a l + 0) = Ox = 0 
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for all alE II and 

for all a2 E 12 so that 

x = y + x - Y E r(l d + r(l2)· 

(2) First we prove that rR(/R(x)) = xR whenever x E Rand RR is injective. 
The inclusion xR ~ rR(/R(x)) always holds (see (2.15)). If a E rR(/R(x)), then 
since rx = 0 implies ra = 0, 

8: rx f---> ra (r E R) 

defines an R-homomorphism 

8:Rx ---> Ra. 

Using injectivity, we see that 8 is right multiplication by some y E R. Hence, 

a = 8(x) = xy E xR 

and the reverse inclusion holds. Now using (1) and (2.16), if 

K = xlR + ... + xnR 

is a finitely generated right ideal, we have 

rR(/R(K)) = rR(IR(x 1 R) n ... n IR(xnR)) 

= rR(/R(xd) + ... + rR(/R(xn» 
D 

30.10. Theorem. Every left self-injective left or right noetherian ring is QF. 

Proof. Suppose the RR is injective and that R is either left or right noethe­
rian. Then the ascending chain condition ensures that R has a complete set 
of primitive idempotents e 1 , ... , en ((10.14) and (7.5)); each Re; is an inde­
composable injective module so its endomorphism ring, isomorphic to eiRe;, 
is local (25.4). Thus, R is semiperfect by (27.6). Letting] = ](R), we see from 
the ascending chain of ideals 

that, for some n > 0, 

IR(]n) = IR(J"+l). 

By (15.17(e)), the right socle of R jIR(J") is IR(J"+l )jlR(]n).1f R is left noetherian, 
then, by Lemma 30.9, R has the descending chain condition on principal right 
ideals, so the preceding equality implies R jIR(]") = 0 (see (28.8)). Thus, in this 
case, J" = RJ" = O. If, on the other hand, R is right noetherian, then (30.9) 
yields 

so, by Lemma 15.13, J" = O. Thus, R is a semiprimary and noetherian; hence 
artinian, on one side or the other, so R is QF by (30.7). D 



336 Classical Artinian Rings 

30. Exercises 

1. Prove that if R is a QF ring with basic idempotent e, then the following 
are equivalent: 
(a) RM is faithful; 
(b) RM is a cogenerator; 
(c) RM is a generator; 
(d) Re is isomorphic to a direct summand of RM. In particular, every 
faithful R-module is balanced. 

2. Let R be an artin algebra over K <;; Cen R. Prove that: 
(1) RM is finitely generated iff KM is finitely generated. 
(2) Cen R is artinian and R is finitely generated over Cen R. 
(3) R is indecomposable iff Cen R is local. 
(4) Exercise (23.6) is valid with ( )* replaced by the artin algebra duality D. 
(5) If L = Cen R, C1 = E(KjJ(K)), and C2 = E(L/J(L)), then the functors 
HomK(_, C1 ) and HomL (-, Cz) are isomorphic on LFM, and hence on RFM. 
[Hint: L is an artin K-algebra; show that Cz ~ HomK(L, C1 ).] 

3. Let 1 :::;; RRR and M E RM. 
(1) Prove that if 1M = 0, then E(R/IM) = rE(MP), 
(2) Conclude that if R is left artinian with Morita duality, then so is R/l. 

4. Schofield [85, pp. 215-218] has shown that there is a division ring E 
with division subring F such that dim FE = 2, dim EF = 3, and 
dim(HomF(EF, FF)E) = 1. Prove that the ring 

R = [~ ;] 

is artinian with all indecomposable left and right injective modules finitely 
generated, but R does not have self-duality. [Hint: See Exercise (24.9).] 

§31. Injective Projective Modules 

In this section we present a characterization of injective projective modules 
over artinian rings, and examine the structure of QF, QF-3, and QF-2 rings. 

Projective and Injective Modules 

We begin by recalling results from §25, §27, and §28 that specify the structure 
of the projective and injective modules over a left artinian ring R with radical 
J = J(R). Since R is semi perfect, according to (27.10) it has a basic set of 
primitive idempotents e1 , ... , en such that 

are complete irredundant sets of the indecomposable projective left and right 
R-modules, and the simple left and right R-modules are similarly represented 
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by 

RedJe1, ... , Ren/Jen and elR/e1J, ... , enR/enJ. 

Since R is perfect, indeed semiprimary (28.8), every R-module has an essential 
socle (28.4(f)), so the indecomposable injective R-modules are 

Moreover, by (27.11), the projective left (right) R-modules are the direct sums 
of copies of the Rei(eiR), and since R is left noetherian, according to (25.6) the 
injective left R-modules are the direct sums of copies of the E(Re j J eJ These 
direct sum decompositions of injective and projective modules over Rare 
unique in a very strong sense (see (25.6), (28.14) and §12). 

Suppose now that R is a QF ring. Then Rei " '" Ren must be 
E(Re1 /Je 1), ... , E(Renpen) in some order, so we see that 

31.1. Proposition. A module over a QF ring is injective if and only if it is 
projective. 0 

Injective Projective Modules 

Our next objective is to determine just when an indecomposable projective 
Rei is injective. To do so we shall employ 

31.2. Lemma. Let E be an injective left module over a ring R with S = 
End(RE), and let f be an idempotent in R such that rdfR) = O. Then the natural 
homomorphism 

is an isomorphism. Thus, 

fE ~fR®E 

is fRf-injective and there is a natural isomorphism 

S ~ End(fRtfE). 

Proof. First, for each Y E HomR(R/ RfR, E), we have fR 1m}' = 0; so, by 
hypothesis, }' = O. Then, from 

0-+ RfR -+ R -+ R/RfR -+ 0 

and the injectivity of E, 

0-+ 0 -+ HomR(R, E) -+ HomR(RfR, E) -+ 0, 

is exact so that E ~ HomR(R, E) ~ HomR(RfR, E). Next consider the epimor­
phism Rf ® fR -+ RfR given by multiplication, with kernel K, 

0-+ K -+ Rf ®fRf fR -+ RfR -+ O. 
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Then for every Li (aJ @ fbi) E K and every Y E HomR(K, E), we have 

fRy ( f (aJ@fbJ) = Y(f®fR f aJbi) = o. 

So since rE(fR) = 0, we have HomR(K, E) = 0 and 

HomR(RfR, E) ~ HomR«Rf @fRf fR), E). 

Thus, 

E ~ HomR(R, E) 

~ HomR«Rf @ fR), E) 

~ HomfRf(fR,HomR(Rf, E)) (by (20.6)) 

~ HomfRf(fR,fE). 

Then for every RM, we have 

HomR(M, E) ~ HomR(M, HomfRf(fR,fE)) 

.~ HomfRf(fR @ M),fE) (by (20.6)) 

~ HomfRf(fM,fE). 

Now HomR(-,E) is exact and, for each module fRfN, the isomorphism 

N ~ fR @ HomfRf(fR, N) 

is natural, so HomfRf(-,fE) is exact on fRfM, and fE is fRf-injective. 
Finally, applying the natural isomorphism () to RE we deduce that 

o 
We note that as a consequence of the next theorem there is a one-to-one 

correspondence between the indecomposable injective projective left and 
right modules over anyone-sided artinian ring. 

31.3. Theorem. Let R be a left or right artinian ring with J = J(R), and let 
e be a primitive idempotent in R. Then Re is injective if and only if there 
is a primitive idempotent fER such that 

Soc Re ~ RfPf and Soc fR ~ eRleJ. 

Proof. (=». Assume that Re is injective. Then there is a primitive idem­
potent fER such that Re = E(T) with T ~ RfPf. We claim that 

IfR(Re) = rRe(fR) = o. 

Suppose that fr =f= O. Then Rfrp fr ~ RfP f ~ T, so the Injective Test 
Lemma yields frRe =f= O. On the other hand, fT =f= 0, where T = Soc(Re), so 
rRe(fR) = O. Now since Re is injective and rRe(fR) = 0, we have by (31.2) that 
fRe is fRf-injective and that 

eRe ~ End(Re) ~ End(fRffRe). 
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We claim next that fT ~ f(Soc Re) is simple. Indeed, let 0 #- L ~ JRJiRe. 
Then T::;; RL, so fT ::;; fRL = L. Then fT = Soc(JRJfRe). But fT ~ fRfl 
fJf, so that 

fRe = E(fRflfJf) 

is a finitely cogenerated injective cogenerator over fRf. Thus, from (30.2.1) we 
have 

Soc(fReeRe ) = Soc(JRJiRe) 

~ HomJRJ(fRf, Soc fRe) 

~ HomJRJ(fRflfJf,fRe) 

which is simple by (30.2.2). Now since lJR(Re) = 0, no minimal right ideal in 
fR is annihilated bye; so from (Soc fR)e ::;; Soc(fReeRe ) we see that Soc fR ~ 
eRleJ. 

(<=). Conversely, suppose e and f are primitive idempotents with 

T = Soc Re ~ RfjJf and S = Soc fR ~ eRleJ. 

Then, since S 't lJR(Re) and T't rRe(fR), 

lJR(Re) = 0 = rRe(fR). 

Also one easily checks that fT and Se are the unique minimal submodules of 
JRJfRe and fReeRe, respectively, so 

Soc(JRJiRe) = fTe = fSe = Soc(fReeRe ) 

and both are simple. Thus, from 

HomJRJ(fRflfJf,fRe) ~ HomJRJ(fRf,fSe), 

we see that the JRJfReeRe-duals of simples are simple. Now, since R is left or 
right artinian, either JRJfR or ReeRe has a composition series so we can apply 
(30.1) to the non-degenerate bilinear map 

fR x Re ...... JRJfReeRe 

via multiplication in R to see that JRJfRe is injective (see also (16.13) and 
(18.3)) and that 

Re ~ HomJRJ(fR,fRe) 

over R (as well as over eRe) via p(re):fx f--+ fxre. But then using (20.6), we have 
natural isomorphisms of functors 

HomR(-, Re) ~ HomR(-, HomJRJ(fR,fRe)) 

~ HomJRJ((fR (8) -),fRe). 

However, fRe is fRf-injective and fR is R-projective, so H omR(_, Re) is exact 
and Re is injective (as in Exercise (20.8.1)). 0 
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The condition of the following immediate corollary was Nakayama's 
defining condition for QF rings. The permutation a therein is known as the 
N aka yama permutation. 

31.4. Corollary. A left artinian ring R with basic set of idempotents e l , ... , 

en and J = J(R) is QF if and only if there is a permutation a of {l, ... , n} such 
that 

Soc Rei ~ Re"(i)/Je"(i) and Soc e"(i)R ~ eiR/eJ 

for i = 1, ... , n. 

QF-3 Rings 

A faithful left (or right) R-module U is said to be a minimal faitliful module in 
case it is isomorphic to a direct summand of each faithful left (respectively, 
right) R-module. This rather unusual usage of the adjective "minimal" has 
become accepted in this particular context. For example, if e is a basic 
idempotent for a QF ring R, then Re = E(RejJe) is such a minimal faithful 
module; that is, it is faithful and appears as a direct summand of every faithful 
left R-module (Exercise (30.1 )). Finite-dimensional algebras having such mini­
mal faithful modules were first studied by R. M. Thrall. An excellent account 
of more general cases appears in [Tachikawa, 73] which includes the follow­
ing fundamental characterization of minimal faithful modules by Colby and 
Rutter. 

31.5. Lemma. Let RUbe left R-module. If R U is minimal faithful, then R U 
is both injective and projective, and there is a sum e = e l + ... + ek of ortho­
gonal primitive idempotents in R with 

U ~ ReI EEl'" EB Rek = Re, 

such that 

Rei ~ E(7;), (i=l, ... ,k) 

where Tl , ... , 1'" is an irredundant set of representatives of the minimal left 
ideals in R. Conversely, if Tl , ... , 1'" are pairwise non-isomorphic simple mod­
ules with 

U = E(TI EB ... EB 1',,) = E(Td EB ... EB E(1',,) 

faithful and projective, then R U is a minimal faithful left R-module. 

Proof. Suppose that R U is a minimal faithful left R-module. Then U must 
isomorphic to a direct summand of the regular module RR, so there is an 
idempotent e E R such that U ~ Re. But U must also be isomorphic to a 
direct summand of the (faithful) minimal cogenerator Co = EBTeSo E(T) (see 
(18.16)). Since U ~ Re is cyclic, the image of any embedding of U in Co must 
be contained in a finite direct sum of the E(T) (T E So). Thus, there is a finite 
irredundant set of simple left R-modules (T",)",eF such that U is isomorphic to 
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a direct summand of EBF E(T,,'}' But then (see (25.5» among the T", there must 
exist T1 , ... , ~ with 

v ~ E(Td EB ... EB E(~) ~ Re, 

and we can write e as a sum of primitive orthogonal idempotents e = 

e 1 + ... + ek with Rej ~ E(7;) (i = 1, ... , k) where, since every minimal left 
ideal must embed in a faithful module, T1 , •.• , ~ is an irredundant set of 
representatives of the minimal left ideals in R. 

Conversely, if T1 , ... , ~ are pairwise non-isomorphic simple modules 
such that E(7;) is projective for i = 1, ... , k, then, since faithful modules 
cogenerate all projective modules (see Exercise (17.6», if R!v! is faithful, there 
exist monomorphisms (i.e., maps whose kernels do not contain 7;) 

0-----> E(7;) ~ M (i = 1, ... , k). 

Since the 7; are pairwise non-isomorphic simple modules Yl (Td, ... , Yk(Tk ) 

must be independent. But then (see (6.24» so are their essential extensions 
1m Yl' ... , 1m Yk' Hence, the injective module E(Tl EB ... EB 1,,) ~ 1m Yl + ... + 
1m Yk is isomorphic to a direct summand of M. D 

A ring R is said to be a left (right) QF-3 ring in case it has a minimal faithful 
left (right) R-module. A ring is a QF-3 ring in case it is both left and right 
QF-3. Thus, every QF-ring is QF-3. 

Next we give several characterizations of one-sided artinian QF-3 rings. 
In particular, we shall see that in the presence of either minimum condition 
"left QF-3" and "right QF-3" are equivalent. It is to be noted, however, that 
unlike the QF case, there do exist left artinian QF-3 rings that are not right 
artinian. (See Exercise (31.2).) 

31.6. Theorem. The following statements about a left artinian ring Rare 
equivalent: 

(a) R is left (right) QF-3; 
(b) R has a faithful injective left (right) ideal; 
(c) R has a faithful injective projective left (right) module; 
(d) E(RR) (E(RR» is projective; 
Moreover, if R is QF-3, then the minimal faithful R-modules are of the form 

Re = Rei EB'" EB Rek and fR = fiR EB'" (B fkR 

with e = e 1 + ... + ek and f = fl + ... + fk sums of orthogonal primitive idem­
potents such that 

Soc Re j ~ R/;jJ /; and Soc /;R ~ ejR/ejJ (j =, 1, ... , k) 

and these simple modules are irredundant sets of representatives of the minimal 
left and right ideals. 

Proof. (a) = (b). These are consequences of Lemma 31.5. 
(b) = (c). Trivial. 
(c) = (d). The hypothesis (c) implies that R is cogenerated by an injec­

tive projective left (right) module Q (see (8.22», i.e., there is a left (right) 



342 Classical Artinian Rings 

R-monomorphism 
0---> R ---> QA 

for some set A. In the left-hand case, since RR is finitely cogenerated, we may 
take A to be finite. In the right-hand case, direct products of projective right 
R-modules are projective (28.9). Thus, in either case, the regular module R 
embeds in an injective projective module, so its injective envelope is projec­
tive. 

(d) = (a). If (d) holds, then E(RR) is a direct sum of injective envelopes 
of simple modules; so choosing one from each isomorphism class, we 
can find pairwise non-isomorphic simple modules TI , ... , 7;. such that 
E(TI EB'" EB 7;.) is projective and has the same annihilator as E(RR)­
namely, zero. Thus, Lemma 31.5 applies. The proof of the right-hand version 
is entirely similar. 

If R is left QF-3 with minimal faithful module Re = ReI EB'" EB Rek as in 
(31.5), then from a basic set of primitive idempotents for R, we can choose 
fl,·· · ,fk with RfjJJ; ~ Soc Rei (i = 1, ... , k). Iff = fl + ... + fk ' then fR = 

fl REB' .. EB fkR is injective and Soc J;R ~ eiR jeJ (i = 1, ... , k) by (31.3); and 
no two of these are isomorphic. Since, by (31.5), each minimal left ideal is 
isomorphic to one of the Soc(ReJ ~ RJ;/1 J;, we see that fR is faithful because 
rR(fR) contains no minimal left ideals. Now by (31.5) again, fR is a minimal 
faithful right ideal. This proves the concluding statement and that the left­
hand version of (a) implies the right-hand version. Similarly, we see that the 
right-hand version of (a) implies the left-hand one. 0 

QF-2 Rings 

A left or right artinian ring is a QF-2 ring in case each of its indecomposable 
projective left and right modules has a simple socle. Of course, QF rings are 
QF-2 (31.4). Thrall proved that finite-dimensional QF-2 algebras are QF-3, 
and (31.3) allows us to extend this to the artinian case. 

31.7. Theorem. Every left or right artinian QF-2 ring is QF-3 . 

Proof. Let J = J(R), and, for each RM, define L(M) = I in case JIM = 0 
and Y-I M #- O. Let T be a minimal left ideal of R. Then there exists a 
primitive left ideal Re with L(Re) maximal among those satisfying Soc Re ~ 
T If e' is any primitive idempotent in R, then we see that (Soc Re)' J e' = 0 
because otherwise, right multiplication by some element of Je' gives a mono­
morphism of Re into Je' , contrary to the maximality of L(Re). Thus, 

Soc Re ~ lR(J) = SOC(RR)' 

Now let f be a primitive idempotent in R such that Soc Re ~ Rf /1 f. Then 

o of- f(Soc Re) ~ f(Soc(RR»e = (Soc fR)e, 

so that, since it is simple, Soc fR ~ eRjeJ. Thus, Re is injective by (31.3); and 
(31.6) applies. 0 
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From (31.7), (31.5), and (31.4) one can easily obtain 

31.8. Corollary. The following statements about a left 01' right artinian ring 
R are equivalent: 

(a) R is QF; 
(b) R is QF-2 and Soc(RR) = SOC(RR); 
(c) R is QF-2 and every simple left R-module embeds in R. 

Proof. Exercise (3.14). 

The Faith-Walker Characterization of QF Rings 

o 

We conclude this section with a theorem that characterizes QF rings strictly 
in terms of projective and injective modules. 

31.9. Theorem. The following statements about a ring R are equivalent: 
(a) R is QF; 
(b) Every projective left R-module is injective; 
(c) Every injective left R-module is projective. 

Proof. (a) => (b) and (a) => (c) by (31.1). 
(b) => (a). Suppose that RR(A) is injective for some infinite set A. Then by 

(25.1) and the discussion preceding it, R has the ascending (descending) chain 
condition on annihilator left (right) ideals. By (30.9), every principal right ideal 
is an annihilator right ideal, so R is left perfect (28.4(e». Thus, as in the proof 
of (30.1 0), R is semi primary. Now if e1 , • • . , en is a basic set of idem po tents for 
R, then Re l ' ... , Ren must be the injective en velopes of the n distinct simple 
left R-modules, and we see that RR is a cogenerator (18.15). But then by (25.2) 
every left ideal is an annihilator left ideal, so the left self-injective ring R is left 
noetherian and hence QF by (30.10). 

(c) => (a). Suppose all injective left R-modules are projective. Then they all 
must be isomorphic to direct summands of free modules, and it follows that 
every left R-module embeds in a direct sum of copies of R. Thus, by (26.3), R 
is left noetherian, and moreover, by considering projections on the terms in 
R(A), we see that each simple left R-module is isomorphic to a minimal left 
ideal. Since any collection of pairwise non-isomorphic simple submodules of 
a module is independent, and since R is left noetherian, it follows that R has 
only finitely many isomorphism classes of simple modules. Let T1 ,··· , T" 
denote one representative from each of these classes. Then, by hypothesis, the 
pairwise non-isomorphic indecomposable injective modules E(Tl)' . . . , E(Tn) 
are projective. Their endomorphism rings are local (25.4), so they are projec­
tive covers of (pairwise non-isomorphic, by (17.18» simple modules by (17.20). 
Thus, letting E = E(T1 ) EE> ••. EE> E(T,,), we see that the projective module E 
maps onto each of T1 , .•• , T" and, hence, must be a generator (17.10). There­
fore, we have R EB R' = E(m) (17.6) and R is QF. 0 
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31. Exercises 

1. Prove that if R is a left artinian QF -3 ring, then SOC(RR) is a finite direct 
sum of simples. 

2. Prove that if C is a division subring of a division ring D such that cD has 
finite dimension, but Dc does not, then the ring of matrices 

[~ ~ ~] 
is a left artinian QF-3 ring that is not right artinian. 

3. Show that the ring of matrices, over any division ring, of the form 

l: ~ ~ ~J 
v 0 b 0 

w x y c 

is a QF-3 ring that is not QF-2. 
4. (1) Prove that if R is a left or right artinian QF-3 ring with e a primitive 

idempotent in R, then Re is injective iff Soc Re s; SOC(RR)' 
(2) Prove Corollary 31.8. 

5. A QF ring R is called a Frobenius ring in case Soc(RR) ~RRIJ. Prove: 
(1) An artinian ring R is Frobenius iff Soc(RR) ~RRIJ and SOC(RR) ~ 

RIJR' 
(2) The basic ring of every QF ring is Frobenius. 
(3) If R is a finite-dimensional algebra over a field K, the following are 
equivalent: 

(a) R is Frobenius; 
(b) There is an isomorphism cp: RR -> HomdRR' K); 
(c) There is a non-degenerate R-balanced K-bilinear mapping 0: R x 

R -> K. [Hint: Try O(r,s) = (cp(s»)(r).]; 
(d) RR ~ HomK(RR, K). 

6. A QF ring R is called weakly symmetric in the case Soc Re ~ ReIJe for all 
(primitive) idempotents e in R. Prove that: 
(1) If R is artinian, then the following are equivalent: 

(a) R is a weakly symmetric ring; 
(b) Soc Re ~ RelJe and Soc eR ~ eRleJ for all primitive idempotents 
e in R; 
(c) HomR(ReIJe, R) ~ eRleJ and HomR(eRleJ, R) ~ ReIJe for all pri­
mitive idempotents e in R. 

(2) The algebra of matricies, over a field K , of the form 

l~ ~ ~ ~J 
is Frobenius but not weakly symmetric. 
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7. A finite-dimensional algebra R over a field K is a symmetric algebra in case 
there is a bimodule isomorphism qJ : R RR -+ HomK(R, K). Prove that: 
(1) The following are equivalent: 

(a) R is a symmetric algebra; 
(b) The functors HomR(- ,R) and HomK( _ ,K):RFM -+ FMR are iso­
morphic; 
(c) There is a non-degenerate R-balanced symmetric (i.e., 8(r, s) = 
8(s, r)(r, s E R)) K-bilinear mapping 8: R x R -+ K. 

(2) If G is a finite group, then the group algebra KG is symmetric via 
8 :(I,agg, 'Ibgg) -+ Iagbg 1. 

8. Let R be a two-sided QF -3 ring (no chain conditions) with minimal faithful 
modules Re = Rei EB···EBRem and fR =fIREB···(B,hR as in (31.5). 
Prove that: 
(1) k = m andfl' ... ,fm can be renumbered so that Soc Rei ~ RjJJJ; and 
Soc J;R ~ eiR/eJ. [Hint: Jei is maximal by (25.4) and (17.20).J 
(2) JRJfReeRe defines a Morita duality such that Re and jR are reflexive. 

9. Suppose that R is a left artinian ring and 0 i= f = /2 in R. Let E = 

E(Rf/J(R». Prove: 
(1) IJR(E) = 0 and rEUR) = O. 
(2) JRJfE is a cogenerator. 
(3) Let D(E) denote the full subcategory of R M whose objects are modules 
M such that there are sets X and Y and an exact sequence 

0-+ M -+ E(X) -+ E(Y). 

Prove that if H = HomJRJUR, - ) and T = UR ® R- )' then 

T:D(E)-+JRJM and H :JRJM-+D(E) 

and these functors define an equivalence of categories, i.e., To H ~ 1 JRJ M 
and HoT ~ 1 D(E) (cf. Exercise 20.18). [Hint: The first isomorphism of 
functors follows from (20.11); the second uses (31.2) and the Five Lemma, 
among other things.J 

§32. Serial Rings 

With the exception of semisimple rings, serial rings provide the best illustra­
tion of the relationship between the structure of a ring and its categories of 
modules. They were one of the earliest examples of rings of finite module (or 
representation) type; their introduction by Nakayama some 50 years ago was 
fundamental to what has come to be known as the representation theory of 
artinian rings and finite-dimensional algebras. 

Loewy Series and Uniserial Modules 

For each module RM i= 0 over a semiprimary ring R, there is a smallest 
positive integer t such that Jt M = O. This number t is called the Loewy length 
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of M and we write L(M) = t. (If M = 0, then, of course, L(M) = 0.) The upper 
Loewy series, or radical series, for M is 

M > JM > ... > J(M = O. 

The lower Loewy series for M is 

o < rM(J) < ... < rM(F) = M. 

Letting JO = R, we say that for each k = t, ... , t 
Y-l MjJkM 

is the k-th upper Loewy factor of M and 

rM(Jk)/rM(Jk-l ) 

is the k-th lower Loewy factor of M. Each of these factors is semisimple and 
none are zero (unless M is). All of these concepts have obvious analogues for 
right modules. Moreover, we note that 

rM(Jk)jrM(Jk-l) = Soc(M/rM(Jk- 1 )) (k = 1, ... ,t); 

so we often write 

SOCk M = rM(Jk) 

and call the lower Loewy series the socle series. 
A module is called uniserial in case its lattice of submodules is a finite 

chain, i.e., any two submodules are comparable. Thus, simple modules and 
Zp" (p a prime) are uniserial modules. 

32.1. Lemma. The following statement about a module M -# 0 over a semi-
primary ring R are equivalent: 

(a) M is uniserial; 
(b) M has a unique composition series; 
(c) The upper Loewy series 

M > JM > ... > JiM = 0 

is a composition series for M; 
(d) The lower Loewy series 

o < Soc M < Soc 2 M < ... < Soc( M = M 

is a composition series for M. 

Proof. (a)-=(b). This is obvious. 
(a) => (c) and (d). Any non-simple Loewy factor would yield incomparable 

submodules. 
(d) => (a). Let L ::; M and choose k maximal with respect to SOCk M ::; L. 

Then L n Sock+1 M < SOCk+1 M, so, by hypothesis, L n SOCk+l M = SOCk M, 
I.e., 

L/Sock M n Soc(M/Sock M) = O. 

Thus, since soc1es of R-modules are essential, L = SOCk M and (a) follows. 
(c) => (a). This is dual to (d) => (a). 0 
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Serial Rings Characterized 

An artinian ring is a left (right) serial ring in case each of its left (right) 
indecomposable projective modules is uniserial. Thus, R is (two-sided) serial 
iff R is semiprimary and RR and RR are direct sums of uniserial modules. 

32.2. Theorem. The following statements about a left artinian ring R with 
J = J(R) are equivalent: 

(a) R is a serial ring; 
(b) Every factor ring of R is QF-2; 
(c) Every factor ring of R is QF-3; 
(d) R IJ 2 is serial. 

Proof (a) => (b). If I ~RRR and e l , . .. , en is a complete orthogonal set of 
idem po tents in R, then 

R II ~ Ret/lei EB ' " EB Renllen· 

Thus, factor rings of serial rings are serial, and hence QF-2. 
(b) => (c). This is by (31.7). 
(c) => (d). Suppose J2 = 0 and R is QF-3. Iff is a primitive idempotent in 

R such that f J =1= 0, then Rfl J f is isomorphic to a minimal left ideal since 
J ~ Soc(RR). But then fR is injective (31.6), so f J = Soc fR is simple. Thus, 
R is right, and similarly left, serial. 

(d) => (a). Assume inductively, for k ~ 1, that JkeJJk+l ei is simple, so there 
is a projective cover 

Rej ---> Jkei -+ O. 

Then Je) J 2ej ~ Jk+l ej Jk +2ei unless the latter is O. o 
The next result characterizes serial rings in terms of left modules and also 

serves to describe their left and their right modules. 

32.3. Theorem. If R is a left artinian ring, then the following are equivalent: 
(a) R is a serial ring; 
(b) Every left R-module is a direct sum of uniserial modules; 
(c) Every finitely generated indecomposable left R-module is uniserial; 
(d) The projective cover and the injective envelope of every simple left 

R-module are uniserial. 

Proof (a) => (b). Let J = J(R) and t = L(R), so J I = 0 and J t - l =1= O. If e 
is a primitive idempotent in R such that Jt-l e =1= 0, then since R is QF-3, Re 
is injective by (31.6). Suppose now that M is a left R-module, and let ~ denote 
the set of Rex such that e is a primitive idempotent in R, J I-l ex =1= 0 and 
x EM; and let E be the (necessarily direct) sum of a maximal independent 
subset of ~. Then since each Rex ~ Re, via multiplication by x, E is injective 
and we have M = E EB M', where E is a direct sum of serial modules. But 
J I - 1 M' = 0 since, otherwise, some Rex E ~ would be contained in M' con­
trary to maximality. Thus, M ' is an RIJ I-l-module and this implication 
follows by induction on L(R). 

(b) => (c). Obviously. 
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(c) = (d). If SOCk E/SOCk- 1 E is not simple, then E contains a finitely gener­
ated submodule that is not uniserial; and every submodule of the injective 
envelope of a simple module is indecomposable. 

(d) = (a). It follows from Exercise (30.3) that if S is a simple left R-module 
with E = E(S), then since JS = 0, the injective envelope of S over RIJ2 is 
rE(P) = Soc 2 E; and, of course, the projectives over R/P are factors of those 
over R. Thus, by (32.2(d)), we may assume that J2 = 0. Let f be a primitive 
idempotent in R. If f J = 0, then fR is certainly uniseria!' If f J "# 0, then J 
contains a copy of RfIJ f, so there is a non-zero map from J to E = E(RfIJ f) 
which must be multiplication by an element of E (18.3). Thus, in this case 
JE"# 0, so c(E) = 2, and if EIJE ~ Re/Je, then E ~ Re. But then, by (31.3), 
fR is injective with Soc fR = f J ~ eR/eJ and fR is uniseria!. 0 

The Kupisch Series 

Let R be a serial ring with basic set of primitive idempotents e 1, .. . , en and 
J = J(R). For each i = 1, ... , n, set 

Sj = RejJej and T; = ejR/ejJ. 

Thus, Sl' ... , Sn and TJ , ••• , T" are complete irredundant sets of simple left 
and right R-modules, respectively. The (right) quiver of R is the directed graph 
.£2(R) with vertex set {e 1 ,e2,oo.,en } and with an arrow ej--+ej if and only 
if eJej '* J 2. (See Exercise (32.14) for the quivers of an artinian ring.) Equiva­
lently, 

ej --+ ej in 02(R) iff Jej /Pej ~ Sj 

iff eJ /eJ2 ~ ~ 

iff Rej --+ Jej --+ ° is a projective cover 

iff ejR --+ eJ --+ ° is a projective cover. 

It follows from (27.18) that R is indecomposable iff 02(R) is connected as an 
undirected graph (i.e., ignoring directions 02(R) is topologically connected). 
Now since R is serial, for all i = 1, ... , n, the modules Je j and eJ have unique 
projective covers of the form Rej and ejR, so in 02(R) the in and out valence of 
any vertex is at most 1; i.e., neither configuration 

ej --+ ej +- ek nor ej +- ej --+ ek 

can occur in 02(R). Thus, if R is also indecomposable, so that l(R) is con­
nected, then 22(R) is either a single directed path of length n or a single cycle 
of length n. That is, 

32.4. Theorem. If R is an indecomposable serial ring with J = J(R), then a 
basic set of idempotents can be numbered so that the quiver :!l(R) of R is either 
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so that there are projective covers 

Re i _ 1 ~Jei~O (i = 2, ... ,n) 

and 

o 
The list of indecomposable projective modules Re I, ... , Ren of Theorem 

32.4 is called the Kupisch series for R. We note that it is unique, except for 
cyclic permutation of {I, ... , n} when Je l #- O. Also, if Ci = c(ReJ, then 

Je i ~ Rei-l/lci-Iei_1 (i = 2, ... , n) 

and 

if Je l #- O. Thus, we must have 

2 :s; C i :s; Ci - I + 1 for i = 2, ... , nand C I :s; C" + 1. 

The numbers c I' ... , Cn form what is called the admissible sequence for R; and 
any sequence c l , ... , Cn satisfying these inequalities is simply called an admis-
sible sequence. We shall presently see that each of these is the admissible 
sequence for some serial ring. 

In what follows, if k E 71, we let [kJ denote the least positive residue of k 
modulo n. The next lemma, a consequence of the Kupisch series, is the key to 
many of the remaining results in this section. 

32.5. Lemma. Let R be an indecomposable serial ring with Kupisch series 
Rei' ... , Ren and J = J(R). Then there exist 

such thatJor any k > 0 and any i E {I, ... , n}, 

Jkei = Ra[i-k).·. a[i-2)a[i-l) and eJk = aia[i+l)··· a[i+k_l]R. 

Proof. By (32.4), there are projective covers Re i - l ~ Jei ~ 0 for i 
2, ... , nand Ren ~ Je l ~ 0 if Je l #- O. The images of e l , ... , en under these 
epimorphisms are elements a i - l E ei - I lei \J2 , i = 2, ... , n, and an E enle l \]2 
if Je l #- 0, and an = 0 if Je l = O. Then the conclusion surely holds for k = 1. 
If k > 1, then, assuming the condition for k - 1, we have 

= lk-le[i_l)a[i_l) 

= Ra[i-kj··· a[i-2)a[i-l]. 

The proof for eJk is entirely similar. o 
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From Lemma 32.5 we see at once that if R is serial with Kupisch series 
Rei, ... , Ren and C; = c(ReJ (i = 1, ... , n), then 

if Jke; "# 0, and the composition factors of Re; are, starting from the top, 

Similarly, if d; = c(e;R) (i = 1, ... , n), then 

eiJk = e[;+k1R/e[;+k1Jdi-k 

if eJk "# 0 and the composition factors of e;R are, from the top, 

In specific cases, this information can be nicely represented by diagram. 
For example, if the admissible sequence for R is C I = 4, C2 = 5, C3 = 5 struc­
tures of Rei' Re 2 , Re 3 and e1 R, e2 R, e3 R are indicated by 

1 2 3 1 2 3 
I I I I I I 
3 1 2 2 3 1 

I I I and I I I 
2 3 1 3 1 2 
I I I I I I 
1 2 3 1 2 3 

I I I I 
1 2 2 3 

res pecti vel y. 

Injective Modules 

It is now relatively easy to identify the indecomposable injective modules, and 
hence all injective modules, over a serial ring R. Every serial ring is QF-3; so 
in terms of this characterization of injective modules, we can also characterize 
their minimal faithful modules. 

Let R be a serial ring with Kupisch series Rei' ... , Ren and admissible 
sequence c l' ... , Cn and again for each i let 

S; = RedJe;. 

Let RM be indecomposable. By (32.3), M is uniserial and so has a projective 
cover Re; --+ M --+ 0 for some unique i. Thus, if c(M) = m, then m ::;; C; and 

It follows that the composition factors for M are, from the top, 

MjJM ~ S;, S[i-l1' ... ' SU-m+11 ~ Soc M. 

Reading this in the other direction, if Soc M ~ Sk' then the composition 
factors for M are, from the bottom, 

Soc M ~ Sb S[k+11' ... , S[k+m-11 ~ MjJ M, 
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so that 

M ~ Re[k+m_ljpme[k+m_I]' 

In other words, every indecomposable module is characterized to within 
isomorphism by its length and its soc1e. Now since Rei ---+ J e[i+l] ---+ 0 is a 
projective cover, C[i+l] > m if and only if 

M ~ RejJmei ~ Je[i+I]/Jm+le[i+I] 

and there is a proper embedding of Minto Re[i+l]pm+le[i+I]' 
Now let RE be an indecomposable injective with Soc E ~ Sj, so 

E = E(Re)Je). 

Then every left R-module M with Soc M = Sj can be embedded in E. There­
fore, E is the unique uniserial module of maximal length with soc1e Sj. With 
these last two observations we have established 

32.6. Theorem. Let R be an indecomposable serial ring with Kupisch series 
Re I, ... , Ren and admissible sequence c I' ... , Cn' For 1 ~ i ~ nand m ~ ci, the 
indecomposable module RejJmei is injective iff C[i+I] ~ m ::;; ci. In particular, 
Rei is injective iff C[i+l] ~ ci· 0 

This last statement means that the modules Rei with C[i+I] ~ Ci are the 
indecomposable projective injective modules. As we have seen, serial rings are 
QF -3 rings. Thus, their minimal faithful modules are identified in 

32.7. Corollary. Let R be an indecomposable serial ring with Kupisch series 
Re I, ... , Ren and admissible sequence c 1, ... , cn . Then 

EB Rei 
C[i+1J':<:;;Cj 

is the minimal faithful left R-module. o 

The case C 1 :; t 

The particular case of an indecomposable serial ring with c I = 1 is quite 
special. This is the case in which the quiver Q(R) is a directed path 

As we shall see, these turn out to be factor rings of rings of upper triangular 
matrices. Indeed, let D be a division ring and let R = QJuMn(D) be the upper 
triangular matrix ring over D. This is an indecomposabk serial ring with 
Kupisch series Rei, ... , Ren where ei is the matrix whose only non-zero entry 
is 1 in the iith position. The admissible sequence is C I = 1, c2 = 2, ... , cn = n. 
Note also, in this case, Rei is simple and Soc Re2 ~ ..• ~ Soc Ren ~ Reb so 

Soc(RR) ~ EB Soc(ReJ ~ (Rei)" 
i=l 

is projective. As a converse we have 
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32.8. Theorem. Let R be a basic indecomposable serial ring with Kupisch 
series Re 1, ... , Reno If Rei is simple, then R is isomorphic to a factor ring of 
the n x n upper triangular matrix ring QJTMln(D) over a division ring D. More­
over, if Soc(RR) is projective, then R ~ QJTMln(D). 

Proof. Suppose Cl = 1. Then Ck $; k for k = 1, 2, ... , n, and, by Lemma 
32.5, we see that the only composition factors of Rej are the first cj of Sj, 
Sj-l' ... , SI (Si = RedJeJ It follows that for all i and j either j - cj < i $; j 
and 

eiRej ~ eiSi 

is simple over eiRei or eiRej = O. Similarly, eiRej is simple or zero over ejRej. 
Thus, with ai' ... , an as promised in (32.5), if we set 

{
ei if i = j 

~= . .. 
ai ... aj- l = eiai ... aj- l ej If 1 $; I < } $; n, 

then we see that the eiRei are division rings and 

whenever 1 $; i $; j $; n. It follows that there are division ring isomorphisms 

(Ji: ei- l Rei- l ~ eiRei (i = 2, ... , n) 

such that 

and that 
j j 

Rej = L eiRej = L eiReieij · 
i=l i=l 

Now let (Jl = le,Re, and 

()i = (Ji 0···0 (Jl :e 1 Re l ~ eiRei (i = 1, . .. ,n), 

and let 

Then D is a division ring, 

R = L Deij , 
i~j 

and if d = L7=1 ()i(X), then, for i = 2, ... , n, 

dai- 1 = ()i-l (x)ai- l = ai- l ()i(X) = ai- l d. 

Thus, we see that whenever 1 $; i $; j $; n, 

de ij = eijd 

for all d E D, and it follows that the surjective mapping 

[dij] 1--+ L dijeij ([dij] E QJTMln(D» 
i~j 
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is a ring homomorphism. For the last statement, we note that this is a 
D-vector space map and observe that if Soc(RR) is projective, then eij i= 0 for 
all 1 sis j s n. 0 

If R is an indecomposable serial ring with Kupisch series Rei' ... , Ren , 

then an argument similar to one in the proof of (32.8) shows that the division 
rings eiRejeJei are all isomorphic, i.e., if R is basic, then RjJ is a direct sum 
of n copies of the same division ring. One might hope that this division ring 
and the admissible sequence would determine the ring R, but this is dashed 
by the rings 1'4 and 1'2 [x]/(x 2 ). We shall, however, show that the hoped for 
result does hold for certain finite-dimensional algebras. 

Split Serial Algebras 

A finite-dimensional algebra R over a field K s; Cen R is a split algebra in case 
the endomorphism ring of every simple R-module consists entirely of scalar 
multiplications by element of K. Equivalently, in case R/J(R) is isomorphic 
as a K -algebra to a direct sum of matrix rings over K; and if R is basic, then 
R is split if and only if KR = Ke l EB ... EEl Ken EB J(R) when t'l, ... , en is a basic 
set of idempotents. If K is algebraically closed, then R is automatically split 
(Exercise (32.7». 

If ~ is a finite semigroup with 0 (i.e., Ox = 0 = xO for all x E ~), the 
semigroup algebra XY! is an algebra (maybe without identity) with K-basis 
~\ {O}, and (with sums taken over ~\ {O}) multiplication satisfying 

and Ox = 0 E~. Similarly to Exercise (1.15), one can define this object as 
K~ = {J:~ ---+ Klf(O) = O}. 

We employ this notion to prove 

32.9. Theorem. If K is a field, then any two split basic indecomposable 
serial K-algebras with identical admissible sequences are isomorphic. 

Proof Let R be such a K-algebra with Kupisch series Rei' ... , Ren. Then 
since R is split and basic, c(RR) = dim(KR) = I?=l Ci . Thus, it easily follows 
from (32.5) that if ai-I E ei- I J ei \]2 (i = 2, ... , n) and an E en) e l \1 (if Je l i= 0), 
then {e l , ... , en} u {a l , ... , an-I' an} generates a subsemigroup (~, .) of (R, .) 
whose non-zero elements form a K-basis for R. Therefore, R ~ KY!. So since 
the multiplication table of ~ is determined, via (32.5), by the admissible 
sequence c I, ... , Cn' the theorem follows. 0 

This last theorem suggests a method of constructing a serial ring with 
a given admissible sequence CI""'Cn' Let el, ... ,en , al, ... ,an , and 0 be 
distinct symbols (except possibly an = 0 if C I = 1). Then denote a k-tuple 
(a[i-kj,···, a[i-2j, a[i-lj) by a[i-kj'" a[i-Ij, let 

/ = {a[i-kj ... a[i_1]11 s k < Ci , i = 1, ... ,n} ufO}, 
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and let 

fJIt= {el, .. . ,en}u/. 

Define multiplication on R by 

ejej = ei if i = j, 

eja[i-kj··· a[Hje1 = a[i-kj .. . a[i - lj if j = [i - k] and I = i, 

(a[j_lj··· a[j-1])(a[i-5j· · · a[i-lj) = a[i - s- Ij· · · a[i-lj if j = [i - s] and s + t < Ci' 

and define all other products to be o. If any of x, y, or z is 0 or e j , then, clearly, 
(xy)z = x(yz). In fact, it is nearly obvious that associativity holds in every case 
except possibly when 

x = a[k-uj ... a[k-I]' y = a[j_/j· .. a[j-lj' z = a[j-5j · ·· a[i-lj' 

where k = [j - t], j = [i - s], and t + u ~ cj • But even here, we have 

(xy)z = Oz = 0 

and, from cj = C[j-5j ~ C j - s, we obtain 

s + t + u ~ s + cj ~ C j 

so that 
x(yz) = a[i - U- I-5j . .. a[i-lj = 0 

also. Thus, fJIt is a semigroup. 

32.10. Theorem. If C l' ... , Cn is an admissible sequence and K is a field, 
then there is a split serial K-algebra R with Kupisch series Re l , ... , Ren and 
c(ReJ = Cj , i = 1, ... , n. 

Proof Of course, we set R = KfJIt; and we leave the rest of the proof as 
Exercise (32.8). 0 

The Transpose and Nakayama's Characterization 

One of the most effective contemporary tools in the representation (or mod­
ule) theory of artinian rings and artin algebras is the transpose of Auslander 
and Bridger [69], which we present here to obtain Nakayama's characteriza­
tion of serial rings. But first we require some more information on projective 
modules. 

An exact sequence of R-modules 
J 

P l -----+ Po ---> M ---> 0 

is called a minimal projective presentation of M in case P l and Po are finitely 
generated projective and Ker f « P l and 1m f « Po . When R is semi perfect, 
every finitely presented R-module has a minimal presentation (see Exercise 
(20.17)), and then letting J = J(R), minimality just means Ker f ~ J P l and 
1m f ~ J Po. We begin by showing that these presentations are essentially 
umque. 
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32.11. Lemma. If M and N have minimal projective presentations 
J g 

Pl~Po~M~O and Ql~Qo~N~O, 

then M ~ N if and only if there are isomorphisms <P 1 and <Po making the 
diagram 

I 
~ Po 

l~o 

commute. 

Proof. The condition is clearly sufficient. Conversely, given an isomor­
phism <p:M --+ N, we use projectively of Po to get <Po making the right-hand 
square commute in the diagram 

P. 10 

f~o~ 
M~O 

l~ 
Q go 
o~ N~O 

Then go<po is epic; so since go is a superfluous epimorphism, <Po is an epimor­
phism; and <Po splits since Qo is projective. But Ker <Po :'5: Ker <pfo = Ker fo« 
Po, so <Po is an isomorphism. Now <po(Ker fo) = Ker go; so, by exactness, we 
can obtain <Pl in the same manner as we found <Po· 0 

The RRR-dual ( )* and its properties presented in §20 are fundamental 
components of the transpose. We also need 

3.12. Lemma. If P is a finitely generated projective left R-module and 
I :'5:RR then, regarding HomR(P,l) as a subset of P*, 

P*I = HomR(P,I). 

Proof. Since P*, being (finitely generated) projective (20. 17), is flat, we have 
isomorphisms 

P* I ~ HomR(P, R) ®R I 

~ HomR(P, (R ®R I» 

~ HomR(P,I) 

by (19, 17), (20.10), and (19.6). The composite of these isomorphisms makes 
the diagram 

P*I ~ P* 

1 . II 
HomR(P,I) ~ HomR(P,R) 

commute. 0 
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If an R-module M has a minimal projective presentation 
J 

PI -----+ Po -----+ M -----+ 0, 

then the transpose of M is defined to be TM = Coker f* where f* = 

HomR(f,R). 

32.13. Theorem. Let R be a semiperfect ring. If M is a left (right) R-module 
with no non-zero projective direct summands and minimal projective presenta­
tion 

J 
PI -----+ Po -----+ M -----+ 0, 

then the exact sequence 
J* 

P6 -----+ Pi -----+ T M -> ° 
is a minimal projective presentation of the right (left) R-module TM. Moreover, 
TM has no non-zero projective direct summands. 

Proof. Let J = J(R), suppose that R, M, and the exact sequence 
J Jo 

PI -----+ Po -----+ M -----+ ° 
satisfy the hypothesis, and consider the exact sequence 

f* * " Po -----+ PI -----+ T M -----+ 0, 

where TM = PNlm f* and n is the natural epimorphism. Then P6 and Pi 
are finitely generated and projective by (20.17). If y E P6, then 

[f*(y)](Pd = y(f(P1» ~ y(JPo) ~ J; 

so by (32.12) 

1m f* S; PiJ· 

H bE Ker f*, then Ker fo = 1m f S; Ker b, so there is a commutative diagram 
of R-maps 

Thus, since M, and hence 1m cp, has no non-zero projective direct summands, 
1m b = 1m cp S; J (Exercise (32.11.2». Now applying (32.12) again we have 

Ker f* S; Pi J, 

so f* yields a minimal projective presentation of TM. 
For the last statement, suppose that TM = PNlm f* has a non­

zero projective direct summand. Then Pi = Q EEl QI, where Q # ° 
and 1m f* S; QI (Exercise (32.11.1»; it follows that Pi* = P EB pi, where 
P = {y E Pi* ly(QI) = o} ~ Q* (see (16.3». But then ° # p* S; Ker f** since 
YEP implies f**(y) = y 0 f* = 0. In view of the reflexivity of Po and PI 
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(20.17), 

this is contrary to Ker f « Pl' 

f** 
--+ p.** o 

l~ 

357 

o 
If R is semiperfect with basic set of primitive idempotents e I' ... , en, then 

Rei ~ eiR ~ (ReJ* is a one-to-one correspondence between the isomorphism 
types of indecomposable projective left and right R-modules (27.10). The 
transpose provides a one-to-one correspondence between the remaining iso­
morphism types of finitely presented indecomposable left and right R-mod­
ules. Indeed, if we choose a fixed minimal projective presentation of each 
finitely presented R-module, then the transpose can be viewed as a pair of 
mappings described in 

32.14. Corollary. If R is a semiperfect ring, the transpose mappings T, 
between classes of the finitely presented left and right R-modules without 
non-zero projective direct summands, satisfy 

(1) TO = 0; 
(2) T M ~ TN iff M ~ N; 
(3) T(M EEl N) ~ TM EB TN; 
(4) TTM ~ M. 

Proof (1) is clear; (2) follows from Lemma 32.11; (3) holds because the 
direct sum of pair of minimal projective presentations is one too; (4) is a 
consequence of (32.11) and the reflexivity of PI and Po (20.17.1). 0 

A left module Mover R is called local in case Rad(M) is a superfluous 
maximal submodule of M; equivalently, M is finitely generated and has a 
unique maximal submodule. Thus, every local module is indecomposable, 
and if R is semiperfect, then M is local if and only if it is an epimorphic image 
of an indecomposable projective module-namely, its projective cover. 

When he introduced serial rings, Nakayama proved that all of their 
modules are direct sums of local (hence uniserial) modules (32.3(b». Con­
versely, he also proved. 

32.15. Theorem. An artinian ring R is serial if each of its finitely generated 
indecomposable modules is local. 

Proof Let J = J(R) and let e and /; be primitive idempotents in R such 
that 

k 

EEl R/; -+ Re -+ RejJe -+ 0 
i=l 
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is a minimal projective presentation of Re/Je. Then, by (32.13) and (4.7), we 
have a minimal projective presentation 

k 

eR ...... EB J;R ...... T(RejJe) ...... 0, 
i = l 

and, by (32.14), T(RejJe) is indecomposable. Thus, by hypothesis k = 1, so 
Je/J 2e ~ R!dJ!l is simple. It follows that R is left serial. (Note that we have 
only used localness of right indecomposable modules so far.) Similarly, R is 
right serial. 0 

In conclusion we note the serial rings also have self-duality as has been 
shown by Dischinger and Muller [84] and Waschbusch [86]; the proofs are 
of such a technical nature that we choose not to include them here. Also 
Warfield [75] has provided an interesting account of non-artinian serial 
rIngs. 

32. Exercises 

1. Prove that if R is a serial ring with Kupisch series Rei' ... ' Ren with 
C j = c(ReJ and dj = c(ejR) for i = 1, .. . , n, then: 
(I) d l' ... , dn is a permutation of C I' ... , Cn . [Hint: Try induction on 
L(R).] 
(2) If Soc(ejR) ~ ejR/ejJ, then E(RejJe j) ~ Re)Jd'ej. 

2. If R is a left artinian ring with basic set of idempotents e l , ... , en' the 
Carlan matrix of R is C(R) = [cij], where cij is the number of composition 
factors in a composition series of Rej that are isomorphic to RejJe j. 
Prove: 
(1) cij = c(e,Re,ejRej). 
(2) c(Re) = I7=1 cij. 
(3) If R is serial, then c(ejR) = Ii=l cij. 

3. Let R be a basic serial ring with Kupisch series Re l' ... , Ren and C j = 

c(ReJ. Prove that a subset I <::; R is an ideal iff there are integers ° :-:; bj :-:; 
C j with bj :-:; bj _ 1 + 1 (i = 2, ... , n) and bl :-:; bn + 1 such that I = I:'=I Jb iej . 

4. Prove that if R is a serial ring the following are equivalent: 
(a) Soc(RR) is projective; 
(b) R is left hereditary; 
(c) R is right hereditary. 
[Note: (b) is equivalent to (c) over any perfect or noetherian ring R (see 
Rotman [79] for example).] 

5. Let S be a semiperfect ring, and suppose that RI R :-:; J(S). Prove that if 
SjI ~ R (Morita equivalent), then there is a ring S' ~ S with an ideal 
I':-:; J(S') such that S'/I' ~ R. [Hint: Exercise (17.16) and the proof of 
(17.12) may help.] 

6. The (m I' ... ' mn ) block upper triangular matrix ring over a ring D is the ring 
of matrices of the form [Aij] where Aij is an mj x mj matrix over D and 
Aij = ° if i > j. Prove: 
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(1) S ~ QJTMn(D) (Morita equivalent) with D a division ring iff there 
exist m l , ... , mn such that S is isomorphic to the (m l , .. . , mn ) block upper 
triangular matrix ring over D. 
(2) If R is an indecomposable serial ring with C I = 1 (respectively, CI = i 
for i = 1, ... , n), then R is a homomorphic image of (isomorphic to) a 
block upper triangular ring over D. 

7. Let R be a finite-dimensional algebra over a field K. Prove: 
(1) If R is basic, then R is split iff KR = Ke l EEl'" EB Ken EEl J(R). 
(2) If K is algebraically closed, then R is split. [Hint: First show that K 
is the only finite-dimensional division algebra over K.] 

8. A finite semigroup .UJi with 0 such that ~ = {e I' ... , en} u" satisfying 
~" s;: ",,,~ s;: ", "m = {O}, and ejej = (jije j (i.e.,,, is a nilpotent ideal 
and e I, ... , en are orthogonal idempotents 1= "); and ~ = Uij ej~ej is 
called an algebra semigroup. 
(1) Prove that if ~ if an algebra semigroup with R = K~, then J(R) = 

K" and Rej = K~ej (i = \, ... , n). 
(2) Complete the proof of Theorem 32.10. 

9. A serial ring each of whose indecomposable projective modules has only 
one isomorphism type of composition factors is called a uniserial ring. 
Prove that the following statements about an artinian ring R are equiva­
lent: 
(a) R is uniserial; 
(b) R is a direct sum of serial rings whose Kupisch series each have only 
one term; 
(c) R is isomorphic to a direct sum matrix rings over local serial rings; 
(d) Every factor ring of R is QF; 
(e) Every left and every right ideal of R is principal. 

10. Prove that the lattice of submodules of a left R-module M is a (possibly 
infinite) chain if and only if for all x, y E M, Rx s Ry or Ry s Rx. 

11. For a projective module RP, prove: 
(1) If I SR M and M i l ~ PEEl N , then M = P' EEl N' with P' ~ P and 
Is N'. 
(2) If every epimorphic image of P has a projective cover, if RM has no 
projective direct summands; and if cjJ: M ~ P, then 1m cjJ «P. [Hint: 
(17.17) and (\) above.] 

12. Use the transpose to show that if R is a left artinian ring with only finitely 
many isomorphism types of indecomposable finitely generated left mod­
ules, then R is right artinian and has the same number of isomorphism 
types of left and right finitely generated indecomposable modules. 

13. Let e l , ... , en and!I""'!m be primitive idem po tents in a semiperfect ring 
R and suppose that M has a minimal projective presentation 

R!I EEl'" EB R!m ~ Rei EB .. . EEl Ren ~ M ~ O. 

Show that, writing direct sums of left (right) modules as row (column) 
vectors, one can regard rx as right multiplication by a matrix A = [ad 
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with aij E J;Rej ; and then 

TM= 

14. Let R be a left artinan ring with J = J(R), basic set of primitive intem­
potents e1 , ... , en' and simple modules Si = Re;/Jei (i = l,oo.,n). Let hij 
denote the composition length of the Si homogeneous component of 
Je)J2ej . The left quiver of R is a directed graph Q(RR) with vertex set 
{e 1 , .•• , en} and hij arrows 

ej ~ ei (k = 1, ... , hij , 1 ~ i, j ~ n). 

If R is right artinian then Q(RR) is defined analogously. 
(1) Show that R is indecomposable iff Q(RR) is connected. 
(2) Prove that R is left serial iff at most one arrow exits each vertex. 
(3) Let K be a field and let R be the algebra of matrices 

e a x y z 
0 f b c d 

0 0 e 0 0 

0 0 0 g 0 

0 0 0 0 h 

with entries in K. Calculate Q(RR) and Q(RR) to show that R is left but 
not right serial. 
(4) Sketch the quiver of a "typical" indecomposable left serial ring. 

15. Associated with a quiver (i.e., a finite directed graph), 2 is the path semi­
group P(2), a free semigroup with 0 on the vertices e1 , ... , en and arrows 
ei ~ ej of 2 subject to the relations 

IX 1 ej --+ ei { 
'f a 

eilXej = 0 otherwise, 

Thus, if we designate e1 , ... , en directed paths oflength 0, we may identify 
P(2)\ {O} with the directed paths in 2. (For example, if e1 ~ e2 .!!.. e3 is 2, 
then the {3lXb represent the only paths of length ~ 2 in 2). If K is a field, 
we write 

K[2] = KP(2) 

and this semigroup algebra is called the K -path algebra of 2. Let N 
denote the ideal of K[2] generated by the paths oflength ~ 2 in 2, and 
prove: 
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(1) If I :::; N is an ideal and R = K [Jl] / I is finite-dimensional, then 
Jl(RR) ~ Jl, and R is a split basic algebra with basic set of idempotents 
{e l + I, ... ,en + I}. 
(2) If R is a split basic algebra with Jl = Jl(RR), then there is an ideal 
I:::; N such that K[Jl]/I ~ R. [Hint: The number of arrows in f2 is the 
K-dimension of J/12 if J = J(R). Now see Exercise (1.15(4)).] 
(3) If Jl consists of one arrow and one vertex, then K[f2] ~ K[X]. 
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faithful functor, 247 
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Hom functor(s), §16, 324 
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injector functor, 260 
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projector functor, 260 
tensor functor(s), 223, 324 
Fundamental Lemma for 
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Generate, 105 
finitely generate, 105 

Generator, 107, 193 
minimal generator, 202 
generator module, 193 

Goldie dimension, 294 
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Hom functor, §16, 239, 324 
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homogeneous component, 117 
Homologically independent, 149 
Homomorphism(s) 
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direct product of 

homomorphisms, 79, 91 
direct sum of homomorphisms, 83, 

91 
endomorphism, 20, 58 
epimorphism, 43 
factoring of homomorphism(s), 45 
homomorphism group, 55 
HomR (M, N), 55 
image of homomorphism, 13, 42 
injection, 91 
inverse homomorphism(s), 45 
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lattice homomorphism, 4 
homomorphism of modules, §3 
monomorphism, 43 
projection, 91 
ring homomorphism, 11 
ring anti-homomorphism, 18 
tensor product of homomorphisms, 

222 
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Hopkin's Theorem, 172 
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natural R/I -structure, 35 
nil ideal, 168 
prime ideal, 40, 176 
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ideal as a submodule, 36 
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block idempotent(s), 100 
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21 
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idempotents for a decomposition, 88 
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matrix ring idempotents, 22 
orthogonal idem po tents, 72, 88, 302 
primitive idempotent(s), 72, 97 
idempotent generated left ideal, 61 

Inclusion map, 2, 43 
Indecomposable 

indecomposable decomposition, 140 
indecomposable direct summand, 97 
indecomposable module, 71 
indecomposable ring, 99 

Independent,68,85,86 
Injection, 67, 91 
Injective 
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direct sum of injective modules, 205, 

209 
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injectivity domain, 186 
M-injective module, 184 
injective module, 185, §18, 288, 290 
injective modulo its annihilator, 191 
quasi-injective module, 191 
Injective Test Lemma, 205 

Injector, 260, 268 
Integral domain, 11 
Internal direct sum, 84 
Invertible, 11 
Irredundant set of representatives, 2, 107 
Isomorphism 

module isoITlOrphism, 43 
isomorphism of functors, 235, 260 
ring isomorphism, 12 
isomorphism theorems, 46 

Jacobson 
Jacobson-Chevalley Density 

Theorem, 159, 160 
Jacobson radical of a module, 120, 
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Jacobson radical of a ring, 165 

Join property, 132 
Jordan-Holder Theorem, 135 

Kernel of 
kernel of module homomorphism, 42 
kernel of ring homomorphism, 11 

Kronecker delta, 2 
Krull-Schmidt Theorem, 147 
Kupisch series, 348 
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Local ring, 40, 144, 170,297,300 
Loewy length, 345 
Loewy series, 346 

Maschke's Theorem, 157 
Matrix 
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column finite matrix, 18 
matrix multiplication, 19 
matrix rings, 19,27 
row finite matrix, 18 
upper (lower) triangular matrix, 20 

Maximal Principal, 5 
Meet property, 132 
Minimal projective presentation, 354 
Minimum condition, 315 
Modularity condition, 4 
Module(s), 26 

annihilator of a module, 35, 37 
artinian module, 127 
automorphism of modules, 58 
balanced module, 61 
balanced bimodule, 60 
bimodule, 28, 36, 59 
capital of a module, 120 
cartesian product module(s), 28 
c-generated module, 292 
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co-faithful module, 217 
cogenerated by module(s), 106 
composition series for modules, 134 
co-semisimple module, 122, 156,216 
co-uniform module, 294 
countably generated module, 295, 298 
cyclic module, 32, 47 
direct sum of modules, 66, 82 
divisible module, 54 
endomorphism of a module, 58 
module(s) epimorphism, 43 
essential sub module, 72 
factor module, 33 
faithful module, 35, 36, 60, 233 
faithfully balanced module, 60 
finitely co-generated module, 106, 124 
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finitely presented module, 229 

finitely spanned module, 32 
flat module, 226 
free module, 113 
Frobenius module, 261 
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module(s) generated by module(s), 
105 

generator, 193 
homogenous semisimple module, 117 
homomorphism of modules, §3 
indecomposable module, 71 
independent sub module, 66, 85, 86 
injective module, 185 §18, 288 
injective projective module 

characterized, §31, 338 
module(s) isomorphism, 43 
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32 
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module(s), monomorphism, 43 
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primitive module, 305 
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projective module(s), 185, §17, 305 
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semisimple module(s), 116, §9 
similar modules, 268 
simple module, 28, 47, §9 
socle of a module, 118, 125 
span, 31, 60 
spanning set of a module, 32 
submodule(s), 28 
see also submodule 
superfluous sub module, 72 
tensor product of modules, 219 
torsion module(s), 53 
torsionless module, 244 
uniform module, 294 
uniserial module, 346 
zero module(s), 29, 44 

Monomorphism, 43, 276 
monomorphism in a category, 51, 276 
essential monomorphism, 73 
natural embedding, 43 
split monomorphism, 67 
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Morita, 262, 273, 285, 309, 317 
Morita duality, §24, 278, §30 
Morita equivalent rings, 251 
Morita pair, 266 

Morphism(s) (in a category), 6 
composition of morphisms (in a 

category), 6 
epi morphism (in a category), 51 , 276 
identity morphism(s) (in a category), 6 
isomorphism (in a category), 6 
monomorphism (in a category), 51, 

276 

Nakayama characterization of serial 
rings, 357 

Nakayama's Lemma, 169 
Natural 

natural epimorphism, 43 
natural isomorphism, 9, 235, 239, 269 
natural RjI-structure, 35 
natural transformation, 9, 234 

Nil,22, 168,314 
Nilpotent element, 22 

index of nilpotent element, 22 
nilpotent element subset, 22, 314 

Nilpotent ideal, 78, 165,323 
Noetherian 

noetherian modules, 127, 172 
noetherian rings, 129, l72, 288 

Noether Isomorphism Theorems, 46 

Objects of category, 6 
Opposite of a ring, 17 
Orthogonal idempotents, 72, 88, 302 

P-adic integers, 54 
Partiall y ordered set (poset), 3 

greatest & least element of partially 
ordered set (poset), 3 

inductively ordered partially ordered 
set (poset), 5 

lattice, 3 
sup, inf, join, meet in a partially 

ordered set (poset), 3 
totally ordered partially ordered set 

(poset) (chain), 3 
upper & lower bound in a partially 

ordered set (poset), 3 
Path algebra, 360 

Polynomials, 16, 25 
Poset- see partially ordered set 
Power set, 3 
Prime 

prime element, 215 
prime ideal, 40, 176 

Primitive 
primitive ideal, 97, 165 
primitive ring, 160 

Principal 
principal ideal, 36 
principal ideal domain, 114 

Product 
cartesian product, 2, 28 
direct product, 79 
product of rings, 104 
product ring, 16 
subdirect product, 94, 104 

Projection, 2, 67, 69, 91 
Projective 

projecti ve-class, 186 

Index 

projective cover, 199, 302, 304, 307, 
319 

M -projective module, 184 
projective module, 185, § 17, 256, 305, 

319 
projective modulo its annihilator, 191 
projectivity domain, 186 
quasi-projective module, 191 
radical of projective modules, 196, 

198 
Projector, 260, 268 

Quasi-regular 
left, right quasi-regular, 165 
quasi-regular set, 166 

Quaternions, ring of, 23 
Quiver, 360 

quiver of a serial ring, 348 
quiver(s) of an artinian ring, 360 

Quotient field, 11 

Radical 
general radical, 173 
(Jacobson) radical of module, 120, 

125 
(Jacobson) radical of ring, §15, 165, 

172 
lower nil radical, 176 
prime radical, 176 
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radical of endomorphism ring, 197 
radical of projective module, 198 

Rank,l64 
Reject, 109 
Relations on a set, 103 

transitive extension, 103 
Ring(s),10 

artinian ring, 129, 172 
basic ring, 308, 309 
biendomorphism, 60, 157 
ring, as a bimodule, 36 
blocks of a ring, 100, 306, 310 
block triangular matrix ring, 358 
Boolean ring, 24, 133 
center of a ring, 17 
centralizer in a ring, 24 
chain conditions on a ring, 129 
characteristic of a ring, 24 
co-artinian ring, 217 
co-generator ring, 286 
coherent (left) ring, 229 
commutative ring, 10 
complete Boolean ring, 217 
co-noetherian ring, 217 
coproduct of rings, 105 
decomposition of ring(s), §7, 98, 130 
Dedekind domain, 215 
division ring, 11 
endomorphism ring(s), 20,236,297 
factor ring(s), 14 
field, 11 
Frobenius ring, 344 
function ring, 16 
group ring, 25 
hereditary ring, 215 
ring homomorphism, 11 
IBN ring, 114 
ideal in a ring, 13 
indecomposable, 99 
integral domain, 11 
ring isomorphism, 12 
local ring, 40, 144, 170,297, 300 
matrix ring, 19 
Morita equivalent rings, 251 
noetherian ring, 129,288 
opposite ring, 17 
overring, 11 
perfect ring, §28, 315 
polynomial ring, 16, 25 
prime ring, 164 
primitive ring, 160, 161, 169 
principal ideal domain, 114 

product ring, 15, 104 
quasi-Frobenius ring, 286, 333 
QF ring, 333, §30, §31 
QF-2 ring, 342 
QF-3 ring, 341 
ring(s) (of) quaternions, 23 
radical of ring, § 15, 165, 172 
SBN ring, 113 
self-injective ring, 213 
semigroup ring, 25 
semi perfect ring, 303 
semi primary ring, 175, 318 
semiprime ring, 176 
semiprimitive ring, 169 
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semisimple ring, §13, 153, 160, 169, 
170,193,206 

serial ring, §32, 347 
simple ring(s), 13 
simple artinian ring(s), 153, 160, 

218 
sub ring(s), 11 
uniserial ring, 359 
von Neumann regular ring(s), 175, 

216,234,249,262,269,300 
weakly symmetric ring, 344 

SBN ring, 113 
Schanuel's Lemma, 214 
Schur's Lemma, 152 
Self duality, 332 

self duality for artin algebras, 333 
self duality for QF rings, 333 

Semigroup algebra, 353 
Semisimple 

semisimple decomposition, 116 
semisimple module, 116, 258 
semisimple ring, §13, 153, 160, 169, 

170, 193, 206 
Set of representatives, 2, 107 
Short exact sequence, 49 

split short exact sequence, 67 
Simple 

simple artinian ring, 153, 160 
simple module, 32, §9 
simple ring, 13 
simple semisimple ring, 153, 160,169, 

170, 193, 206 
Socle, 118, 125, 172 

homogeneous component of socle, 
119 

Socle series, 346 
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Split 
split epimorphism, 66 
split exact sequence, 67 
split monomorphism, 67 

* -faithful, 217 
Subdirect product, 94, 104 
Subdirectly irreducible, 94 
Submodule(s), 28 

co-independent submodules, 94 
essential submodule(s), 72 
submodule(s) (as) ideals, 36 
independent submodules, 66, 85, 86 
(internal) direct sum of submodules, 

66 
join of submodules, 30 
linear combination of submodules, 

30 
maximal submodule, 32 
meet of submodules, 31 
minimal submodule, 32 
modular lattice of submodules, 30 
pure submodule, 232 
submodule spanned by, 31, 65 
sum of family of submodules, 30 
superfluous submodule, 72 
zero submodule(s), 29, 44 

Subring, II 
subring of R generated by A, 17 

Sum 
direct sum (coproduct), 66, 89 
external direct sum, 66, 83 
internal direct sum, 66, 84 

Superfluous 
superfluous epimorphism, 73 
superfluous submodule, 72, 165 

Support 
support of an element, 82 
support of a function, 24 

Surjection, 1 

Tensor 

Index 

annihilator with respect to tensor, 233 
tensor functor, 223, 324 
tensor product, §19 
tensor product of homomorphisms, 

222 
tensor product of modules, 219 

T-nilpotent, 314 
Torsion, 53 
Torsion free, 53 
Trace, 109, 266 
Transitive extension, 103 
Transpose of a module, 356 

Universal mapping property, 80 

Wedderburn-Artin structure theorems, 
152, 154, 309 

Zero divisor, 11 
Zero submodule, 29 
Zorn's Lemma, 5 
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