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Preface

The aim of this book is to provide an introduction for students and nonspecialists
to a fascinating relation between combinatorial geometry and algebraic geometry,
as it has developed during the last two decades. This relation is known as the theory
of toric varieties or sometimes as torus embeddings.

Chapters I-IV provide a self-contained introduction to the theory of convex poly-
topes and polyhedral sets and can be used independently of any applications to
algebraic geometry. Chapter V forms a link between the first and second part of the
book. Though its material belongs to combinatorial convexity, its definitions and
theorems are motivated by toric varieties. Often they simply translate algebraic
geometric facts into combinatorial language. Chapters VI-VIII introduce toric va-

rieties in an elementary way, but one which may not, for specialists, be the most
elegant.

In considering toric varieties, many of the general notions of algebraic geometry
occur and they can be dealt with in a concrete way. Therefore, Part 2 of the book
may also serve as an introduction to algebraic geometry and preparation for farther
reaching texts about this field.

The prerequisites for both parts of the book are standard facts in linear algebra
(including some facts on rings and fields) and calculus. Assuming those, all proofs
in Chapters I-VII are complete with one exception (IV, Theorem 5.1). In Chapter
VIII we use a few additional prerequisites with references from appropriate texts.

The book covers material for a one year graduate course. For shorter courses with
emphasis on algebraic geometry, it is possible to start with Part 2 and use Part 1
as references for combinatorial geometry.

For each section of Chapters I-VIII, there is an addendum in the appendix of the
book. In order to avoid interruptions and to minimize frustration for the beginner,
comments, historical notes, suggestions for further reading, additional exercises,
and, in some cases, research problems are collected in the Appendix.

vii
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Introduction

Studying the complex zeros of a polynomial in several variables reveals that there
are properties which depend not on the specific values of the coefficients but
only on their being nonzero. They depend on the exponent vectors showing up
in the polynomial or, more precisely, on the lattice polytope which is the convex
hull of such vectors. This had already been discovered by Newton and was taken
into consideration by Minding and some other mathematicians in the nineteenth
century. However, it had practically been forgotten until its rediscovery around
1970, when Demazure, Oda, Mumford, and others developed the theory of toric
varieties.

The starting point lay in algebraic groups. Properties of zeros of polynomials
that depend only on the exponent vectors do not change if each coordinate of
any solution is multiplied by a nonvanishing constant. Such transformations are
effected by diagonal matrices with nonzero determinants. They form a group which
can be represented by C*' where C* := C \ {0} is the multiplicative group of
complex numbers. C*" (for n = 2 having, topologically, an ordinary torus as
a retract) is called an algebraic torus. Demazure succeeded in combinatorially
characterizing those regular algebraic varieties on which a torus operates with an
open orbit. Oda, Mumford, and others extended this to the nonregular case and
termed the introduced varieties torus embeddings or toric varieties.

Once the combinatorial characterization had been achieved, it gave way to defining
toric varieties without starting from algebraic groups by use of combinatorial
concepts like lattice cones and the algebras defined by monoids of all lattice points
in cones. This is the path we follow in the present book.

Toric varieties—being a class of relatively concrete algebraic varieties—may ap-
pear to relate combinatorics to old-fashioned, say, up to 1950, algebraic geometry.
This is not the case. Actually, the more recent way of thought provides the tools
for building a wide bridge between combinatorial and algebraic geometry. Notions
like sheaves, blowups, or the use of homology in algebraic geometry are such tools.

In the first part of the book, we have naturally limited the topics to those which are
needed in the second part. However, there was not much to be omitted. Coming

xiii



Xiv Introduction

from combinatorial convexity, it is quite a surprise how many of the traditional
notions like support function or mixed volume now appear in a new light.

In our attempt to present a compact introduction to the theory of convex polytopes,
we have sought short proofs. Also, a coordinate-free approach to Gale transforms
seemed to fit particularly well into the needs of later applications. Similarly, in
Part 2 we spent much energy on simplifications. Our definition of intersection
numbers and a discussion of the Hodge inequality working without the tools of
algebraic topology are some of the consequences.

A natural question concerning the relationship between combinatorial and al-
gebraic geometry is “Does the algebraic geometric side benefit more from the
combinatorial side than the combinatorial side does from the algebraic geometric
one?” In this text the former is true. We prove algebraic geometric theorems from
combinatorial geometric facts, “turning around” the methods often applied in the
literature. There is only one exception in the very last section of the book. We quote
a toric version of the Riemann—-Roch-Hirzebruch theorem without proof and draw
combinatorial conclusions from it. A purely combinatorial version of the theorem
due to Morelli [1993a] would require more work on so-called polytope algebra.

Many related topics have been omitted, for example, matroid theory or the theory of
Stanley-Reisner rings and their powerful combinatorial implications. The reader
familiar with such topics may recognize their links to those covered here and detect
the common spirit of mathematical development in all of them.
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Combinatorial Convexity



Convex Bodies

1. Convex sets

Most of the sets considered in the first part of the book are subsets of Euclidean
n-space. Many definitions and theorems could be stated in an affinely invariant
manner. We do not, however, stress this point. If we use the symbol R”, it should
be clear from the context whether we mean real vector space, real affine space, or
Euclidean space. In the latter case, we assume the ordinary scalar product

x,y)=&m+---+&m forx=(G&,....86), y=,....1M)
so that the square of Euclidean distance between points x and y equals
Ix = yI* = (x = y,x = y).

Recall that an open ball with center x and radius r is the set {y | ||x — y|| < r}.
By (K, y) > 0, we mean (x, y) > O for every x € K. We assume the reader to
be somewhat familiar with n-dimensional affine and Euclidean geometry.

1.1 Definition. A set C C R” is called convex if, forall x, y € C,x # y, the
line segment

[x,y]'={Ax+ (A ~-2y|0<Ar <1}

is contained in C (Figure 1).

Examples of convex sets are a point, a line, a circular disc in R?, the platonic
solids (see Figure 10 in section 6) in R>. Also ¥ and R" are convex.

If B is an open circular disc in R? and M is any subset of the boundary circle
9B of B, then B U M is also convex. So, a convex set need be neither open nor
closed. In general we shall restrict ourselves to closed convex sets.

There is a simple way to construct new convex sets from given ones:

1.2 Lemma. The intersection of an arbitrary collection of convex sets is convex.

Proor. If a line segment is contained in every set of the collection, it is also
contained in their intersection. O
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=y A

FIGURE 1. Left: convex. Right: nonconvex.

1.3 Definition. We say x is a convex combination of x, ..., x, € R" if there
exist A1, ..., A, € R such that

1) X =MXy + -+ Ay,

) Mot d, =1,

A3) A =>0,...,A >0.

If condition (3) is dropped, we have an affine combination of xi, ..., x,, and
X, Xx1,...,x, are called affinely dependent. If x, x,, ..., x, are not affinely

dependent, we say they are affinely independent.

So, convex combinations are special affine combinations (Figure 2).
If x, ..., x, are affinely independent, the numbers A, ..., A, are sometimes
called barycentric coordinates of x (with respect to the affine basis xy, ..., x;).

1.4 Definition. The set of all convex combinations of elements of aset M C R”
is called the convex hull
conv M

of M; in particular, conv@ = 0. Analogously, the set of all affine combinations
of elements of M is called the affine hull

aff M

FIGURE 2.
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of M. We will denote by lin M (linear hull) the linear space generated by M. It is
the “smallest” linear space containing M.

IfM = {x;, ..., x,}is afinite set, we say P := conv M is a convex polytope,
or simply a polytope.
If xy, ..., x, are affinely independent, we say
T,_; := conv{xy, ..., x;}

is an (r — 1)-simplex or, briefly, a simplex. aff T,_{ and 7,_; are said to have
dimensionr — 1.

Remarks.
(1) Clearly, M C conv M C aff M.
(2) Every polytope is compact (that is, bounded and closed).

1.5 Theorem.

(a) Aset M C R" is convex if and only if it contains all its convex combinations,
that is, if and only if

M = conv M.

(b) The convex hull of M C R" is the smallest convex set that contains M; this
means M C M’ and M’ convex implyconv M C M’.

Proor. First, we will show that conv M is convex.
If x,y € conv M, there exist x1,..., X, ¥1,...,Ys € M and real numbers
Aty ooy Apy iy, ..., s Such that

x=MAxi+---+Ax, M+---+ri =1 1>0,...,4 >0
and
y=wmn+t--+ sy, i+t pus=1, u=0,...,u, >0

Employing O coefficients, if necessary, we ma§ assumer =sandy; = x;, j =
1,...,r.Forarbitrary 0 < A < 1,
Ax+ (1 =2y =Ahxr + -+ Ax) + 1= D(uixg + ..+ pexy)
=M+ 0 =Dl + -+ AL+ (= Mpdx,.

Since all coefficients are nonnegative, and since
AMi+AQ =D+ F A+ A -y, =A+1 -2 =1,

Ax + (1 — L)y is a convex combination of xy, . .., x,. So, conv M is convex and,
in view of Remark 1, we obtain (a).

Now, to see (b), suppose M’ is a convex set, M’ O M, and that x € conv M.
Then there existxj, ...x, € Msuchthatx = Aqxi+---+Ax, A +---+A, =
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l,and Ay, ..., A, all > 0. Since xy, ..., x, € M as well, we find successively
¥ =M+ A7 + A +A2)
y2 = (A + A2 + A3) 7y + A3+ Az + As) s

x =Mt A A+ A T e A+ A0
which are all in M’, hence,conv M C M’. O

1.6 Definition. If C is a convex set, we call
dim C := dim(aff C)

the dimension of C. By convention, dim @ = —1.
1.7 Definition. A compact convex set C is called a convex body.

For example, note that points and line segments are convex bodiesinR",n > 1,
so that a convex body in R” need not have dimension n.

1.8 Definition. Wesayx € M C R"isintherelative interior of M,x € relint M,
if x is in the interior of M relative to aff M (that is, there exists an open ball B in
aff M suchthatx € B C M).If aff M = R”, then relint M =: int M (note that
relint R® = int R® = {0}).

Our main emphasis will be on convex polytopes and an unbounded counterpart
of polytopes, called polyhedral cones:
1.9 Definition. If M C R”, the set of all nonnegative linear combinations
X =AYyt + -+ A, Yooy JhEM, A >0,...,4 >0
of elements of M is called the positive hull
o= pos M

of M or the cone determined by M. By convention, pos @ := {0}.

Forfixedu € R*,u # 0,ando € R, theset H := {x | (x,u) = a}isa
hyperplane. H* := {x | {x,u) > a«}and H™ := {x | {x, u) < a} are called the
half-spaces bounded by H.1fo C H* and @ = 0, we say o has an apex, namely
0. (We use the symbol 0 for the number 0, the zero vector, and the origin).

IfM = {xy,...,x/}is finite, we call

o = pos{xy, ..., x;}

apolyhedral cone. Unless otherwise stated, by a cone we always mean a polyhedral
cone. Sometimes we write

g =R20x1 +"‘+R20xry
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FIGURE 3.

R>o denoting the set of nonnegative real numbers.

Example. A quadrant in R? and an octant in R? are cones with an apex, whereas
a closed half-space or the intersection of two closed half-spaces H;', H," with
0 € H;,0 € H, in R3, are cones without apex.

Since convex combinations are, by definition, nonnegative linear combinations,
we have

1.10 Lemma. The positive hull of any set M is convex.

Figure 3 illustrates a polyhedral cone of dimension three which is the positive
hull of a two-dimensional polytope K. Though pos M might generally be called a
cone, we reserve this term for polyhedral cones.

Exercises

1. The convex hull of any compact (closed and bounded) set is again compact.

2. Find an example of a closed set M such that conv M is not closed.

3. Determine all convex subsets C of R?, for which R3 \C is also convex. (Ex-
cept 9, R3 there are, up to three such sets of affine transformations, that is,
translations combined with linear maps.

4. Callaset M e-convex if, fora given € > 0, each ball with radius ¢ and center in
M intersects M in a convex set. Furthermore, call a set M connected if any two
of its points can be joined by a rectifiable arc (as is defined in calculus) contained
in M. Prove: (a) Any e-convex closed connected set M in R? is convex. (b)
Statement (a) is false without the assumption of M being connected.
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2. Theorems of Radon and Carathéodory

The following theorem is helpful when handling convex combinations.

2.1 Theorem (Radon’s Theorem). Let M = {xi, ..., x,} C R" be an arbitrary
finite set, and let M1, M, be a partitionof M, thatis, M = M{UM,, MiNM, = @,
M, #£0, M, #0.

(a) Ifr > n + 2 then the partition can be chosen such that

conv M N conv M, # 0.

(b) Ifr > n+ 1and0is an apex of pos M, yet 0 ¢ M orr > n + 2, then the
partition can be chosen such that

pos My N pos M, # {0}.

(c) The partition is unique if and only if, in case (a),r = n + 2 andanyn + 1
points of M are affinely independent, in case (b), r = n + 1 and any n points
of M are linearly independent.

2.2 Definition. We call My, M, in Theorem 2.1 a Radon partition of M.
PROOF OF THEOREM 2.1.
(a) From r > n + 2, it follows that xy, . . ., x, are affinely dependent. Hence
Axi+ -+ Ax, =0canholdwithA; +---+ A, = 0, notall A; = 0.
We may assume that, for a particular j,0 < j < r,
AM>0,...,4;>0; X1 <0,...,A <0
We set
A=A+ +Aj=-RAjyy— =42 >0 and
x = AT Aax e Ax) = AT Rgaxer + s+ Ax).
Then, x € conv My N conv M, for
My = {x,....x;}, My:={xj41,..., %}

{(b) By definition of an apex, there exists a hyperplane H such that H Npos M =
{O}andpos M C H*.Let H' # H be parallel to H and H' " M # @. Then,
for any x; € M, the ray pos{x;} intersects H’ in a point x}. We apply ()

to M' := {xj, ..., x,} relative to the (n — 1)-space H' and find a partition
of M"into M} := {x}, ..., x;}, My = {x},, ..., x;} such that conv M} N
conv M}, # @. Now for My := {x1, ..., xj}, My :== {xj41, ..., X}, we find

pos M; N pos M, # {0}.

(c) We prove the uniqueness only in case (a); case (b) is proved similarly.



2. Theorems of Radon and Carathéodory 9

First, assume r = n + 2 and no n + 1 points are affinely dependent. Suppose
that

My = {xi,...,x.} M2 (Xigprs - oo s Xiyo}
is a second Radon partition of M and

y € conv Ml M conv Mz.

Then,

y=pT x4 ) = — 17 W1, o Rar2Xiy,)
where 7 > 0,..., 0 > 0 pys1 < 0, 0oty < 03k > 1, and
M=+ + e = —pesr — -+ — Mpg2. We may assume
X, = Xxj+1 (€ My).
We choose 0 < & < 1 such that
ak"AjH +(0—a)utuy =0.
Then,

el (x4 - 4 AppaXag)
+ 0 =) (axi, + o+ poaxi,,) =0+0=0

and

AT+ A F A=) (g e fag2) = 0

expresses an affine relation between n + 1 of the points of M (x; and
x;4+1 cancel out), unless all coefficients vanish. Therefore, A, = —a71(1 -
)i, 0 = 1,...,n + 2, and there is a map ¢ +— ¢, 0 €
{L,....j,j+2,....,n+2}, 0 € {i,...,n + 2} such that A, =
—a“(l — @)Apy. Sinceae™! > 0,1 —a > 0,and A > 0, the set of those
o’ for which py < 0 is the same as the set of those ¢ for which 4, > 0.

Therefore My = {x1,..., x;} = {xiy,» - -5 Xiyn} = M, and consequently
M; = M, too.

To prove the converse, we distinguish two cases.

(D r =n+2,and xy, ..., x,4; are affinely dependent, 1;1 = {x1, .0 Xpg1}
M r>n+2.

In case I, M is contamed ina hyperplane so that, by (a) we find a pamtlon of
M into M1, M2 with conv M1 N conv Mz # . Then, M] U {xn42}, M2 and M,,

M 2 U {x,42} are two different Radon partitions of M.

In case II, consider a proper subset M of M which has at least  + 2 points. Let
M, , Mz be a Radon partition of M. Then, Ml U (M\M), Mz and Ifll , MZU(M\M)
are different Radon partitions of M. O
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Examples for M = {1, 2, 3, 4}

2.3 Theorem (Carathéodory’s theorem).
(a) The convex hull conv M of a set M C R" is the union of all convex hulls of
subsets of M containing at most n + 1 elements.
(b) The positive hull pos M of a set M C R” is the union of all positive hulls of
subsets of M containing at most n elements of M.

PROOF.
(a) Let

€3] x=Ax;+ -+ Ax €convM,

and let r be the smallest number of elements of M of which x is a convex
combination. Contrary to the claim, r > n + 2 implies that there exists an
affine relation

@

wxy+--+pux, =0, withpy +---+pu, =0, butnotall £; = 0.

For pu; # 0, we obtain from (1) and (2)

3
Aj Aj
X=Axy+ -+ Ax, = A.]"'—M] x4+ )\r_"_p’r Xr.
J J
We may assume p; > 0,and, forall uy > 0,k =1,...,7r,
Nk
uj 273
Then,
A,-—ﬁ,uizo fori =1,...,r.

Hj

Since A; — z~’ u; = 0, equation (3) expresses x as a convex combination
J o . e .
of less than r elements of M, a contradiction of the initial assumption.
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(b) Replace in the proof of (a) “convex combination” by “positive linear combi-
nation” and “affine dependence of n + 1 elements” by “linear dependence of
n elements” to obtain a proof of (b).

O

Exercises

1. In analogy to the above examples in Figure 4, find all types of Radon partitions
of n + 2 points in R” whose affine hull is R”.

2. If aff M = R”", then, conv M is the union of n-simplices with vertices in M.

3. Every n-dimensional convex polytope is the union of finitely many simplices,
no two of which have an interior point in common.

4, Helly’s Theorem. Suppose every n + 1 of the convex sets K, ..., K, in R”
has a nonempty intersection, m > n + 1. Then, (., K; # 0. (Hint: For
m = n + 1 there is nothing to prove. Apply induction on m and use Radon’s
Theorem).

3. Nearest point map and supporting hyperplanes

Quite a few properties of a closed convex set K can be studied by using the map
that assigns to each point in R” its nearest point on K . First, we show that this map
is well defined.

3.1 Lemma. Let K be a closed convex set in R". To each x € R" there exists a
unique x' € K such that

(%) fix — x|t = inf flx — y|.
yek

ProOF. The existence of an x’ satisfying (x) follows from K being closed.
Suppose that, for x” € K, x” # x’,

Ilx — x"|| = inf f|x ~ y|.
yekK
Consider the isosceles triangle with vertices x, x’, x”. The midpointm = % (x' +
x") of the line segment between x’ and x” is, by convexity, also in K, but satisfies

llx —m|l < inf |x — yl,
vek
a contradiction. O

3.2 Definition. The map
pkR" — K

x >  prx)=x
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of lemma 3.1 is called the nearest point map relative to K.
Clearly,

3.3 Lemma.
(@) px(x) = x ifandonlyifx € K;
(b) px is surjective.

Generalizing the concept of a tangent hyperplane is the following.

3.4 Definition. A hyperplane H is called a supporting hyperplane of a closed
convexset K CR'"ifKNH #@PandK C H orK C H™.

We call H™ (or H, respectively,) a supporting half-space of K (possibly K C
H).

If u is a normal vector of H pointing into H+ (or H ™, respectively), we say that
u is an outer normal of K (Figure 5), and —u an inner normal of K.

3.5 Lemma. Let @ # K C R” be closed and convex. For every x € R" \K the
hyperplane H containing x' := pg(x) and perpendicular to the line joining x
and x' is a supporting hyperplane of K described by H = {y | {y, u) = 1}, for

u = —=*_— unless H contains 0.
<x'x—x'>

Proor. The hyperplane H := {y | (y, u}) = 1} (u as before) is perpendicular
to x — x’ and satisfies x’ € H. Moreover, (x — x’,x — x') > 0 implies
(x,x —x) > (x/,x — x') and, thus, x € H™. Suppose H is not a supporting
hyperplane of K . Then there exists some y € KN(H*\ H),y # x.Byelementary
geometry applied to the plane E spanned by x, x’, and y, the line segment [y, x']
contains a point z interior to the circle in E about x with radius |[x — x’||. Then,
lx — z|l < Jlx — x'||, a contradiction. O

H-

FIGURE 5.
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3.6 Lemma. Let K C R" be closed and convex, and let x € R" \K. Suppose y
lies on the ray emanating from x’ and containing x. Then, x’ = y’.

PRroOOF. First, assume y € [x, x']. Then, in the case x’ # y/,

Ix =%l =Ny = x"Il + lx =yl > lly = Yl +llx =yl = Ix = ¥'ll,

a contradiction.

If x € [y, x'], x’ # ¥, then, the line parallel to [y, y'] through x meets [x’, y']
. . , _ _ ot Y i H —
inapointxg # x’. From [|x — xp]| = |lx — x| v (similar triangles) and ||y

Yl < |ly—x'|| Lemma3.1), we obtain || x — xo|| < ||x —x’||,acontradiction. O

3.7 Lemma (Busemann and Feller’s lemma). px does not increase distances,
and, hence, is Lipschitz with Lipschitz constant 1. In particular, p is uniformly
continuous.

PROOF. Letx,y € R" \K. For pg(x) = pg(y), the lemma is trivial; so, sup-
pose px (x) # px(y), and let g be the line through x’ := pg(x)and y’ := pg(y).
We denote by Hy, H; the hyperplanes perpendicular to g in x’, ', respectively.

Neither of x and y lies in the open stripe S bounded by H; and H,, for if, say,
x does, the foot xo (orthogonal projection) of x on g lies in K, and then

lx — xoll < llx — &'ll,

a contradiction. Also the points x, y cannot lie on the same side of H; or H,
opposite to S since [x,x' ] N (S\ K) # Borfy, Y] N(S\ K) # @ would
contradict what we just have shown and Lemma 3.6. d

3.8 Theorem. A closed convex proper subset of R" is the intersection of its
supporting half-spaces.

ProoOF. By Lemma 3.5, there exists a supporting half-space of K. Let K’/ :=
() H™ for all supporting half-spaces H* of K. Clearly, K C K'.

Suppose x € K’ \ K. Then, px(x) # x and, hence, by Lemma 3.5, the
hyperplane perpendicular in pg (x) to the line joining x and pg (x) separates x
and K, so that x ¢ K’, a contradiction. O

Remark. Ingeneral, notall supporting half-spaces of K are needed to represent K
as their intersection. A triangle in R?, for example, has infinitely many supporting
half-planes, but three half-planes already suffice to represent the triangle as their
intersection.

3.9 Theorem. Any closed convex set K possesses a supporting hyperplane at
each of its boundary points.

Proor. Suppose xp € 9K is a boundary point of K, that is, any open disc Us
with center xo and radius § > O contains points from R"” \ K. Then, x; is the limit
point of a sequence {x;} — xo with x; € 9K, such that there exist supporting
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hyperplanes H; of K at x; according to Lemma 3.5. Let s; be the ray of outer
normals of H; inx;,i = 1,2, ..., and let S be a sphere with center xq.

For sufficiently large i, s; N S is a point y;,and x; = pg (y;), by Lemma 3.6. {y;}
has a cluster point yy # xp. Since pg is continuous (Lemma 3.7), px (o) = Xo
and y, & K otherwise px(yo) = yo = xo would follow. Therefore, Lemma 3.5
applies, and the theorem follows. O

Exercises

1. Let K C R”" be closed and convex. Then, dimK = k if and only if, for any
x € relint K, the set pgl (x) is an (n — k)-dimensional affine space,0 < k < n.

2. Every closed convex set is the intersection of countably many of its supporting

half-spaces.

. Let M C R” be compact. pos M has an apex if 0 ¢ conv M.

4. Aclosedset K C R" that possesses a well-defined nearest point map is convex.
(Hint: Reduce the problem ton = 2. Use increasing sequences B; C By C - --
of circular discs B; C R*\K, j = 1,2,...).

w

4. Faces and normal cones

Although faces and normal cones will mainly be used in the special case of
polytopes, we introduce them for closed convex sets. This lets us see which are
properties specific to polytopes.

4.1 Definition. If H is a supporting hyperplane of the closed convex set K, we
call F := K N H aface of K. By convention, @ and K are called improper faces
of XK.

If we speak about faces, it should be clear from the context whether we include
@ or K or not.
By Lemma 1.2,

4.2 Lemma. Every face of a closed convex set K is again a closed convex set.

So we can speak about the dimension of a face. Recall the convention dim @ =
-1

4.3 Definition. By a k-fuce F of K, we mean a face of dimension k. We call F
(a) avertexof K, if k = 0,
(b) anedgeof K, ifk = 1,
(c) afacetof K,ifk =dim K — 1.

We denote the set of vertices of K by vert K.
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4.4 Lemma. Let Fy and F, be faces of a closed convex set K such that Fy C F).
Then, Fy is a (possibly improper) face of F.

PROOF. Let Fy = K N Hy, where Hy is a supporting hyperplane of X and,
hence, also of F;. Then,

FiNHyC KNHy=Fy C F; N Hy,
hence, Fy = F; N Hy which proves the lemma. 0
Remark. The converse of Lemma 4.4 is false. As Figure 6 illustrates, F can be a

face of Fy, F) aface of K, but Fyy cannot be a face of K. For a polytope, however,
the converse of Lemma 4.4 is true (see Chapter II, Theorem 1.7).

Now, we will generalize Lemma 4.4.
4.5 Lemma. If Fy, ..., F, are faces of a closed convex set K, then, F := F; N
- -« N F, is also a (possibly improper) face of K.

PROOF. Since being a face is not affected by doing so, we may assume 0 € F
(unless F = @ in which case there is nothing to prove).

Let H; = {x | (x, u;) = 0} be a supporting hyperplane of K such that F; =
K NH,i=1,...,r. By possibly changing signs of some of the u;, we can
arrange

KCH ={x|{xu)<0, i=1...,r

Wesetu := u; +- - - +u,. If necessary, we can replace u; by 2u; sothatu # 0
can always be assumed. We find

(x,u) = {(x,u;)+---+ {x,u,) <0 forallx € K.

Therefore, H := {x | (x,u) = 0} is a supporting hyperplane of K. Moreover,
{x, uy = 0is true if and only if (x, u1) = --- = (x, u,) = 0. Hence,

xe KNH ifandonlyif x e (KNH)N---N(KNH,)=F.

FIGURE 6.
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4.6 Lemma.
(a) Suppose F is a face of the closed convex set K and x,x € relint F. Then,
any supporting hyperplane of K at x also contains X.
(b) If F, F' are faces of K and (relint F) N (relint F') # @, then, F = F'.

PRrROOF.
(a) The line segment [x, X] is properly contained in a line segment [y, y] C
relint F. Should a supporting hyperplane at x not contain X two of the points
X and y, y, would be separated, a contradiction.
(b) is a direct consequence of (a).

4.7 Definition. Let x be a point of the closed convex set K. We call
N(ix) = —x+ p,}l(x)
the normal cone of K at x.
4.8 Lemma. N (x) is a closed convex cone; it consists of O and all outer normals
of Kinx.Ifx € int K, then, N(x) = {0}.

ProoF. First, note that N (x) is, indeed, a cone. From Lemmas 3.5 and 3.6, we
deduce the second part of the lemma. p,}l (x) and, hence, —x + p}l (x) is closed
since pg is continuous (Lemma 3.7). To show that N (x) is convex, we arrange for
x == 0 with a translation. Then, for 4, v € N(0), we may assume (K, ) < 0 and

(K, v} <0,so that
(K,2u+ (1 —-2v) <0 for 0<A <1,

hence, Au + (1 — A)v € N(0). ]

4.9 Definition. Let o be a cone. Then,
d:={yl o,y 20}
is called the dual cone of o (Figure 7).

Lemma 4.8 implies Lemmas 4.10 and 4.11.
4.10 Lemma. If o is a cone with apex 0, then, N(0) = —~& (& reflected in 0).

4.11 Lemma. Let F be a face of the closed convex set K. For x, X € relint F
N(x) = N(%).
PRroOF. This follows readily from LLemma 4.6. O

4.12 Definition. If F is face of a closed convex set K and x € relint F, then,
N (x) is denoted by N (F) and is called the cone of normals of K in F.
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FIGURE 7.

4.13 Theorem. Let K be a convex body in R" and x(F) one of the relative
interior points of a face F # @ of K. Then, {relint N(x(F)) | F aface of K} =
{relint N(F) | F aface of K} is a partition (disjoint covering) of R".

PrROOF. Let 0 # u € R". Since K is bounded, there exists a hyperplane
H(e,u) = {z | {(z,u) = a}suchthatK C H (o, u).PutH™ := (), H (o, u),
the intersection taken for all «, such that K C H («, u). Clearly, H™ is
again a closed half-space and F := H N K $# 0. For x(F) € relint F,
u € relint N (x(F)); this is elementary in every plane passing through x (F) and
containing u; hence, it carries over the general situation. So, every u # 0 occurs
in some cone relint N (x(F)). Also, the point 0 occurs in relint N (x (X)) since, for
x € relint K, the cone N (x) is a linear space (= {0} if dim K = n).

Suppose y € relint N (x(F;))Nrelint N(x(F>)). Then, px (y +x(Fy)) = x(F))
and px (y + x(F2)) = x(F3) so that, by Lemma 3.5, the supporting hyperplanes
in x(Fy) and x (F>) coincide. This implies F}, = F;. O

4.14 Definition. X (K) denotes the set of all cones N(F) and is called the fan of
K (see Figure 8).

Exercises

1. Let K be convex and closed, int K # @, and let L be an affine subspace such
that LNint K = @, LN K # @. Show that there exists a supporting hyperplane
of K which contains L.

2. For a planar convex body K, write F; —> F; if F; isaface of F;,dim F; =i,

1
dim F; = j,and construct valid diagrams like Fo/' — K. Call the diagram
maximal if it can admit no further faces or arrows (in Figure 6, for example,
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FIGURE 8.

Fy — F; — K is maximal). Show, by examples, that, for dim K = 3,
there exist maximal diagrams of the following types:

1
Fp — K, Fp — F, — K, Fy/'—>NK, Fp — F, —>

2 2
K, F(}:/—>\K, Fo — F — F, — K, Fy — F/'— MK,
2
TN
Fo— Fi1—K.
. Characterize convex polytopes which have the same fan.
4. For 0 < k < n, call x a k-boundary point of the closed convex set K if
dim N(x) = n — k. Show (by using the nearest point map) that
a. K possesses only countably many 0-boundary points, and
b. the set of 1-boundary points can be covered by countably many rectifiable
arcs (that is, images of line segments under Lipschitz maps).

w

5. Support function and distance function

Now we will generalize the linear function hy,) := (a, ) for arbitrary compact
subsets K of R™:

5.1 Definition. Let K C R” be a nonempty convex body. The map
hg : R" — R defined by u > sup, g (x, u)
is called the support function of K (Figure 9a).

The next statement is an obvious consequence of the definition.
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5.2 Lemma. IfK + a is a translate of the convex body K, then,

hxirou) = hx () + (a, u) forallu e R".

Example 1. Forn = 1, set K = [c, d]. Then (compare Figure 9a for ¢ = -2,
d=1),

) {d,u) foru=>0
hieay() = { {c,u) foru <0,
5.3 Lemma.
(a) For every fixed nonzero u € R", the hyperplane
(%) Hg(u) := {x | (x,u) = hg (W)},

is a supporting hyperplane of K (Figure 9b).
(b) Every supporting hyperplane of K has a representation of the form (x).

PRrOOF.
(a) Since K is compact and (-, 4} is continuous, for some xp € K,
{x0, u) = hg(u) = sup{x, u).
xekK
For an arbitrary y € K, it follows that (y, u) < (xo, u); hence, K C Hg (u).
This proves (a).
(b) Let H = {x | {x, u) = (xo, u)} be a supporting hyperplane of K at xp. We
choose u # 0 such that K C H™. Then, (xp, u) = sup, g {x, u) = hg(u)
which implies (b).

a

5.4 Definition. A function f : R" — Ris said to be convex if, forall0 < A < 1
andx,y € R",

fOx+ A =Ny) <Af@x)+ A =-1fQ).

FIGURE 9a,b.
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Note that if f is convex and L is an affine subspace of R", then, f]; is also convex.

Example 2. Forn = 1 and x, y € R, the graph I'(f) of a convex function f
lies “below” the line-segment [(x, f(x)), (¥, f(»))}in R?. Hence for convex f, if
a<-1<b<0,f(b)=1,and f(0) = 0, then, (a, f(a) and (—b, — f(—b))
are “above” the line through (b, 1) and (0, 0), so that f(a) > —-% and f(b) >
—f(=b).

5.5 Definition. A function f : R" — R is called positive homogeneous if, for
any A > Oandx € R”,

fx) = Af(x).

5.6 Lemma. A positive homogeneous function f : R" —> R is convex if and
only if
1) fGx+y) 2 f&x)+ f() forallx,y e R".

PROOF. Let the positive homogeneous function f be convex. Then (1) follows
from

L+ =f(3x+1y) s L@+ L10).
Conversely, if (1) holds for f, then, for0 < A < 1,
fOx+ 1A =0y) 2 fOx)+ (A=Y =rAf(x)+ A -1 f(),

so f is convex. O

5.7 Lemma.

(a) Afunction f : R" — Ris convexifand only if, for every convex combination
X=2Aoxo+ -+ AXp,20>0,...,%, >0, %+ -+ X, = 1ofpoints
xO, Pee xn

M F&x) < Ao f(x0) + - -+ + Anf(xn).

(b) Every convex function f : R" — R is continuous.

©) f : R" - Risconvex ifand only if TT(f) = {(x,&) | x € R", & €
R, f(x) < £} is a closed and convex subset of R"*!.

(d) A positive homogeneous function f : R" — R is convexifand only if Tt (f)
is a closed convex cone.

Proor.
(a) If (1) is true we obtain, forx; = --- = x, (using 1 —Ag = Ay +--- +4,),

fQoxg + (1 = do)x1) < Aof(xo) + (1 — Ao) f(x1),

so that f is convex.
If, conversely, f is convex, we proceed by induction and assume that f
satisfies (1) (with n replaced by n — 1) on each (n — 1)-dimensional affine
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subspace of R”. Then, for Ag < landy := (1 —Ao) '(Ayxy+- - -+ Auxy) =
Ay 4 -+ 4 M) Taxy + -+ - + Agxy,), we find

FQoxo + -+ - 4+ Agxn) = f(hoxo + (1 — 20)y)
< Ao f(xp) + (1 — Ao) F(Y)

< Aof(x0) + A1+ -+ An) (Z()‘l +o ln)_l)»if(xi))
i=1

= Ao f(x0) + A f(x) + -+ + A f (X)),

so that (1) follows.

(b) Given a point xo in R”, we consider a regular n-simplex T’ := conv{x;, ...,
X,+1} which possesses xo as center of gravity and for which |x; —
xl = -+ = X1 — %l = 1. We set d = max{]f(x)) —
FOl, ..., [ f(xag1) — Fx0)|}. Let x lie in a dp-neighborhood Us,(xo)
of xp such that Us(x9) C T. Since T is covered by the n-simplices
T = conv{Xg, X1, ..., Xi—1, Xit1s -+ -» Xnt1} & = 1, ..., n + 1, we may
assume x to lie in one of the T;, say in Tj,4.1, X = AoXo + A1xy + -+ - + A%y,
M >0, .,4 >0 2+ -+4 = 1 Clearly, A, < § < 1,
i = 1,...,n We may assume f(x) > 0in T (up to adding a constant).
Given ¢ > 0, we choose § = ﬁ and obtain (using (a) and assuming
d < &)

|f(x) — fxo)l < {hof (o) + - -+ + Ap f(n) — f(x0)]
= M(f @) — fxo)) + -+ - + A (f ) — f(x0))]
<M+ +r)d<nsd+ 1) =¢

Therefore, f is continuous.
(c) Let f be convex. Given (x, &), (v, n) € TH(f),for0 < a < 1,

flax+ A -a)y) <af(x)+ (1A —a)f(y) < af + (1 —a)n; hence,
a(, &)+ (1 —a)y,n) = (@x+ (1 — )y, af + (1 —a)y) € TH().

Therefore, I'* (f) is convex. From (b), it readily follows that It (f) is also
closed. The arguments may be reversed.

(d) If f is positive homogeneous and convex, the closed set I'"(f) is a cone. If,
conversely, T (f) is a closed and convex cone, f is homogeneous and, by
(c), convex.

a

Remarks.

(1) ByCarathéodory’s theorem, in (a) we may choose x to be a convex combination
of an arbitrary number of points.

(2) If, in the definition of a convex function, R” is replaced by a closed convex
subset of R”, (b) and (c) need no longer be true. Example: Let the subset be
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the closed unit ball B of R", and let f(x) = O for x € int B, f(x) = 1 for
X € 0B.

5.8 Lemma. The supportfunction hx of a convexbody K is positive homogeneous
and convex.

PROOF. Let A > 0. We find
hx (Au) = sup(x, Au) = A sup(x, u) = Ahg (u).

xekK xek
Hence, hx is positive homogeneous.
From (x, u) < hg(u), (x, v) < hg(v) forall x € K, we obtain

x,u+v) < hg@) + hg(v) forallx € K.

Hence
hg(u +v) = sup(x, u + v) < hg(u) + hg(v).
xekK
Therefore, by Lemma 5.6, kg is convex. a

5.9 Lemma. hy is linear on each cone of the fan T(K) of K.

PrOOF. All points u in a fixed cone ¢ of £(K) have the same nearest point
X9 := pk(u). As in the proof of Lemma 5.3 (b), we, thus, obtain

hikle = (x0, *)lo-
t

5.10 Definition. Let K be an n-dimensional convex body in R”,and letO € int K.
The map

dg :R'"—> R
defined by
dig(AX) := A, forx €e 0K and A > 0,

is called the distance function of K.
We show that di is well-defined (part (b) of the following lemma).

5.11 Lemma. Let K be an n-dimensional convex body in R".
(a) If a line g intersects 0K in three different points, then, g is contained in a
supporting hyperplane of K, so, in particular, g Nint K = §.
(b) Any ray emanating from a point in int K intersects 9K in one and only one
point.

PROOF.
(a) Let A, B,C € g N 9K, and let B lie between A and C. We consider a
supporting hyperplane H = {x | {x, u) = c}of K in B.If H did not contain



Exercises 23

both A and C, it would separate these points properly, which contradicts the
definition of a supporting hyperplane.

(b) Lety € int K, o be a ray emanating from y, and & be the line that contains
o. The intersection & N K is a convex body, hence, a line segment {yo, y;].
Either yg or y; equals o N 3K.

O

5.12 Lemma. The distance function dy is positive homogeneous and convex.

PROOF. By definition, d is positive homogeneous.

To prove convexity, letdg (x) = A,dg(y) = pn.IfA = 0orp = 0,then,x =0
or y = 0, and there is nothing to prove. So let A # 0, u # 0. For § := ﬁ; , We
obtain (1 — 8)x + 8y € K,for Ax = x, uy = y, hence,

T
=d
A+uy) K()‘_*_M

A
12dK((1-8)i+65))=dK(l+ui+ (x+y)

1
T A+t
hence,dk (x +y) < A4+p = dx(x)+dk(y). Sodk isconvex by Lemma5.6. O

dg(x +y),

5.13 Definition. A convex body X is called centrally symmetric if it is mapped
onto itself by a reflection in a point ¢ (which assigns to eachx = ¢ 4+ (x — ¢) the
point ¢ — (x — ¢) = 2¢ — x). We call ¢ the center of K.

From the above lemmas, we derive Theorem 5.14.

5.14 Theorem. Let K be a centrally symmetric convex body with 0 € int K as
its center. Then, dx defines a norm on the vector space R", that is, a map

d¢ =1-1:R" >R

satisfying, forallx,y € R" and : € R,
(@) x|l =0ifandonlyifx =0,

®) lax| = (Al - llxll,

© llx + yll < lxll + fiyll.

Example 3. The “maximum norm” in R? is of the form
dg (x) := max{|x;|, |x2|}
where x = (xj, x2) and K is the square with vertices (1, 1), (1, —1), (-1, 1),

(-1, -1).

Example 4. The so-called Manhattan norm dx/(x) := |x;| + |x3| where K’ is
the square with vertices (1, 0), (0, 1), (-1, 0), (0, —1).

In the following section we shall see how the norms in Examples 3 and 4 are
related to each other.
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Exercises

1. Determine explicitly the support functions for the following convex bodies in
R%.
a. the unit disc,
b. conv {(1, 0), (0, 1), (-1, 0), (0, —1)}, and
c. the line segment {(—1, 0), (1, 0)}.

2. The support function kg is linear if and only if X is a point.

Show explicitly that dk, dg’, in Examples 3 and 4, are norms.

4. Characterize those convex bodies X for which dx (x + y) = dy(x) + dk (y)
implies that x and y are multiples.

w

6. Polar bodies

We will consider the polarity 7 in R” with respect to the unit sphere S := {x |
(x, x) = 1}. It assigns to every affine subspace W of R” with 0 ¢ W a subspace
m(W) of R” of dimensionn — 1 — dim W: If 0 3 u is a point in R”, then,

() = H, :={x| (x,u) = 1}.

If the affine subspaces U and V which generate W are not parallel and if W does
not contain 0, then, m(W) = 7 (U) N (V). Note that o 7 is the identity.

The exceptional role of the point 0 can be avoided by going over to the projective
extension of R” by adding a “hyperplane at infinity”, Ho. Then, 7(0) = H,,. That
will be needed, for example, in Lemma 3.

6.1 Definition. Let O € int K, where X is a convex body. Then, for u # 0, the
half-spaces H, which contain 0 and, for H; := R",

K*:= () Hy

uek

is called the polar body of K.
Clearly, 0 € int K* and K* = (), 4¢ H, ,since 0 € int K.

Example 1. As three-dimensional examples, in Figure 10 we consider pairs of
platonic solids with center at 0 and the sphere S inscribed in the outer body, hence,
circumscribing the inner body (shaded).

6.2 Definition. We will represent the points of R” UH,, by the one-dimensional
subspaces of R"*! such that the points of H,, are spanned by vectors (0, . .. , 0, &),
£ # 0. Then, a linear transformation of R"*' up to multiplication by a nonzero
factor is called a projective transformation of R" UH. It is called permissible with
respect to the convex body K C R” UH, if Hy is mapped onto a hyperplane
disjoint from K.
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By \
& <

FIGURE 10. Left: Tetrahedron. Middle: Octahedron and cube. Right: Icosahedron and
dodecahedron. (Peatonic solids).

6.3 Lemma. If the convex body K is so translated to 1(K) that 0 remains
in the interior, then, (t(K))* is obtained from K* by a permissible projective
transformation.

Proor. This follows from general facts on projective transformations. O

6.4 Theorem. Let K be a convex body with O € intK. Then,
(a) K* =K;
(b) Thedistance function of K equals the support function of K*, and, conversely,
dg = hge, dg+ = hg.

ProoFr.
(a) By definition of H,, forevery u # 0 of K,

B ={x|{ux) <1}

u
Therefore, (using the obvious notation (K, x) < 1)
K*={x|(K,x) <1} and K™ ={y | (K*, y) <1}

If y € K, then, the definition of K* yields (y, K*) < 1and, thus, K C K**.
Suppose K # K**. Then, letx € K** \ K. For
_x, = pK(X) and u = —x—_:'f""‘,
(x', x —x')
Lemma 3.5 yields

x € HF \ H,, butalsoK C H,

whence u € K*. Since x € K**, it follows that (4, x) < 1,ie,x € H,a
contradiction.

Before showing part (b) we prove two lemmas.

6.5 Lemma. Let K;, K, be convex bodies such that 0 € int Ky and K, C K.
Then, K C K7.
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Proor. If y € K7, then, (K5, y) < 1, hence, in particular, (K;, y) < 1. This
implies y € K7. O
6.6 Lemma. Ifx € 0K, 0 € int K, then, H, is a supporting hyperplane of K*.

PrROOF. Weknow that K* = [, .,x H, . Foreveryx € 0K, there existsa B, €
R>1 such that Hp , is a supporting hyperplane of K*. Thus, K := conv({B,x |
x € 3K}) includes K, and we obtain

kK*=(Hy = (| H, D k*= () H.

yedk xe€dK xedk

Since, obviously, Hy , C H,, we find that B, = 1 forevery x € 9K. O
PROOF OF (B). in Theorem 6.4: Let u € R” \{0}. We may assume u € 3K,
hence, dx (v) = 1. By Lemma 6.6, H, is a supporting hyperplane of K*, and we
obtain Ag-(u) = 1 from Lemma 5.3. O

Example 2. In Figure 11 we illustrate the cones (in the notation of 5.7)
[*(dgx) = T*(hg) and T*(dg) = T (hk)
for K and K’ = K* of Examples 3 and 4 of section 5, where we obtain
I't(dg) = pos(K +e), T'"(dx) = pos(K' + ¢)
fore =(0,0,1) € R3.

Theorem 6.4 implies

i

WV

FIGURE 11.
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6.7 Theorem. Let K be a convex body in R" with 0 € intK. Set K, :=
I't(dg) C R"! (see Lemma 5.7) and H = {(x, 1) | x € R"}. Then,

(1) 3K is the graph of dg in R"*".

(2) K. N H isatranslate of K.

(3) Ki N H is atranslate of K*.

(4) K., K* are cones with apex 0 in R"*!.

6.8 Theorem. Every positive homogeneous and convex function h : R" — R
is the support function h = hg of a unique convex body K (whose dimension is
possibly less than n).

PROOF. Letus write R” = U @ U+, where U is the maximal linear subspace of
R" on which A is linear. Then, there exists a € U such that, for (x, x') e U@ U+,

(%) hix,x") = (x,a) + hig(x").

Moreover, ['* (h|y1) is a cone with apex 0 in UL @ R (see Lemma 5.7). Thus,
there exists some b € U such that the hyperplane H := {(y, (y, b))|y € Ut}
in U+ @ R intersects I'* (k| ) only in the apex. Now the set

Ko+ (0,1) := (U x (1h NTF(hlye — (-, bY)

is a convex body and, by Lemma 5.2, k|1 — (-, b} the support function of Ky — b.
Finally, (x) and Lemma 5.2 yield that 4 is the support function of K := Ko — b +
a. a

Exercises

1. Find explicitly the polar bodies of straight prisms and pyramids in R* with
regular polygons as bases.

2. Call an n-dimensional convex body K strictly convex, if 3 K does not contain a
line segment, and differentiable, if there exists only one supporting hyperplane
ineachx € dK.Show that K is strictly convex if and only if K* is differentiable.

3. Letdim K < n,and let 0 € relint K. Use the definition for K* as in the text.

a. How is K* obtained from the polar body of K relative to aff K?
b. Is K** = K?

4. Let K be an unbounded closed convex set,dim K = n,and let0 € int K.
We set K* := (),.x H, where Hy := R".

a. Show that K* is a convex body.
b. Must K** = K?
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Combinatorial theory of polytopes
and polyhedral sets

1. The boundary complex of a polyhedral set

We will turn now to the specific properties of convex polytopes or, briefly, poly-
topes. They have been introduced in 1.1 as convex hulls of finite point sets in
R". Our first aim is to show that, equivalently, convex polytopes can be defined
as bounded intersections of finitely many half-spaces. (This fact is of particular
relevance in linear optimization).

1.1 Theorem. Each polytope possesses only finitely many faces; they, too, are
polytopes.

ProOOF. Let P = conv{xy,...,x,},and let F := P N H be a face where
= {x | (x,a) = a} is a supporting hyperplane of P such that P C H~. We
may assume

Xiy...,%X € Hy, X541,...,%x €int H™
and find

(xi,a) =a for i=1,...,s,
(xi,a)=a—B;, B >0 for i=s+1,...,r
Then, for

X =MXy+ -+ Ax, M+ -+ A =1, A.j_>_0, j=1...,r

ZX Xi, a —ZMI- z’: LB =a — i A
i=1

i=s+1 i=s+1

Therefore, x € H if and only if 3 ;_ ., A;8; = 0, which, in turn, is equivalent

to A;41 = -+ = A, = 0. So, x is a convex combination of x, ..., x;. Hence
H N P = conv{xy, ..., xs} is a polytope.

Since only finitely many convex huils of elements of {x;, ..., x,} exist, the
theorem follows. O

29
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1.2 Theorem (Krein-Milman theorem). Each polytope P is the convex hull of its
vertices, that is,

P = conv(vert P).

PROOF. Trivially, conv(vert P) C P. For the opposite inclusion, we may
assume that P = conv{xy,...,x,} and x; & conv{xy, ..., X;—1, Xix1,---,
x,} = Piforl <i < r.Letg := pp(x;) be the image of x; under the
nearest point map pp, with respect to P;. By I, Lemma 5.3, the hyperplane H;
through ¢; with normal x; — g; is a supporting hyperplane of P;. We translate H;
by adding x; — ¢; and so obtain a supporting hyperplane H/ of P for which

(x}=H/NP

(otherwise, as is seen from the proof of Theorem 1.1, F = H; N P would contain
some x; # x;). Therefore x; is a vertex of P. This implies P C conv(vert P).

Hence, the theorem follows. 0
Convention:

If we write P = conv{x;, ..., x,}, we assume, if not otherwise stated, xy, ..., x,
to be the vertices of P, vert P = {xy, ..., X }.

1.3 Definition. The intersection of finitely many closed half-spaces in R” is called
a polyhedral set.

1.4 Theorem. Every polytope P is a bounded polyhedral set.

PROOF. We may assume aff P = R". Let F; := P N H; be the facets of P
((n — 1)-dimensional faces), andlet P C H; ,i =1,...,s.
Obviously, P is contained in

k)

ﬂHi‘ = P
i=1

Suppose xo € P’\ P. Consider the union A of all affine subspaces of R” spanned
by xo and at most n — 1 vertices of P. Since A has no interior points, there exists

x € (int P)\ A

The line segment [x, xo] is not contained in A and intersects 3 P in a point y. Since
0 P is the union of all (proper) faces of P (I, Theorem 3.9), y is contained in a face
F.Fromdim F < n — 1 would follow x € A, a contradiction. Therefore F is a
facet, say Fy, and y € relint F. But, then, aff F; would be one of the hyperplanes
H;,i e{l,...,s},andso xy € P’, acontradiction to the initial assumption. [

1.5 Theorem. Every bounded polyhedral set is a polytope.

Proor. We will proceed by inductionondim P, P := H; N---N H". Letus
assume that each of the (proper) faces F; := H; N P is a polytope. Replacing R"
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by aff P we may assume that P is of maximal dimension. Obviously,

§
conv(U F;) C P,
j=1

it suffices, thus, to show the opposite inclusion for int P. For x € int P, fix aray
o emanating from x not parallel to any H; for j = 1, ..., s. Then, by I, Lemma
5.11, o N 3P consists of one point x,. Since 3P C U;=1 F;, the point x, is
contained in a face, say F; . The analogous statement holds for the ray opposite
to o. Since x € [x,, x;}, we find x € conv(F;, U F; ), and, then,

N
) int P C conv(| ] F)).

We may summarize Theorems 1.4 and 1.5 as follows:

polytopes = bounded polyhedral sets

1.6 Corollary. Any affine subspace L of R" intersects a given polyhedral set
(polytope) P in a polyhedral set (polytope).

We are now ready to prove the converse of I, Lemma 4.4, in the case of polytopes.
1.7 Theorem. Let P be a polyhedral set. If Fi is a face of P and Fy is a face of
Fy, then, Fy is a face of P.

Proor. First, let P be bounded, that is, a polytope P, and vert P =:
{x1, ..., xs}. We may assume that x; = 0 € F, # F,. There are linearly
independent ug, u; such that, for H; := {x | {x,u;) =0},i =0, 1,

h=HNF, FCH,
FF=H NP, PCHI—

We denote by x, .. ., x, the vertices of P \ Fy, by x41, ..., x; those of Fy \ Fp.
Fori = 2,..., s, there exist points u; such that

H; = lin({x;} U (Hy N Hy)) = {x | (x,u;) = 0}.

All u; lie in the plane (Ho N H;)*; hence, we may assume that F; C (\'_, H;~
and that all u;, considered as points, lie on the line g through uo and u; (Figure 1):

w; = up + o;(uy ~ ug), i=2,...,s.

The u;’s even lie on the ray of g emanating from u; and including ug, since
a; € Rqi.Fromx; € H™ ,forj € {s + 1, ..., t}, we see that

0> {xj, u;) = (1 —a;){xj, up).
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Since Fi C H, implies (x;, up) < 0, (1 — ;) > 0. Hence, there exists a point
u € g separating u; from {u,, ..., u;} properly, that is,

w=>Muy+ 0 —A)du;, forsomeQ < i; <1,i=2,...,s.

The hyperplane H := {x | (x,u) = 0} is a supporting hyperplane of P with
H N P = Fy. Forx; € Fy, we obtain

(xj, uy = Aixj, ur) + (1 — A)xj, ui) = (1 — A){xj, u;) <0,

since Fi C H; . Thus, (x;,u) = Oifand only if x; € Fp C Ho N H;. For
x; € vert P\ Fy, (x;, u;) < 0 and, thus,

(xi, w) = A, wy) + (U — A, wi) = Alxi, uy) < 0,

which implies P C H~ and PN H = Fy.

If P is not a polytope, we choose a sufficiently large n-simplex $ so that int §
intersects each face of P (in particular, vert P C int S). Then, all bounded faces of
P are contained in int S. If F is an unbounded face of P, we findthat F = PN H,
H asupporting hyperplane of P, if and onlyif FNS = PN SN H.Each face F of
P intersects PN Sinaface F' := PNSNF of PN Ssuchthatdim F = dim F'.
So, the theorem readily follows from its validity for P N §. O

1.8 Theorem. Any proper face of a polyhedral set P is a face of a facet of P.

PROOF. Let F = H N P be aface of P. We proceed in three steps:

(1) Every x € F lies in a facet of P: We may assume dim P = rn and dim F <
n — 2. For some y € int P, we consider the union M of all affine subspaces
spanned by y and an at most (n — 2)-dimensional face of P. By Theorem 1.1,
M is included in the union of finitely many hyperplanes. Therefore, in any
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neighborhood of x, there exists a point z ¢ M. The ray emanating from y and
containing z intersects the boundary of P in a point zo & M, hence in a facet
Fy of P. Since zo can be arbitrarily close to x, we see that x € Fj.

(2) The face F is included in a facet: Let x € relint F. By (1), x € Fy for
some facet Fyp. Since Fp is a polytope, x € relint F’ for a face F’ of Fy. By
Theorem 1.7, F' is a face of P. Hence, by I, Lemma 4.6(b), F = F’, so that
F C Fy.

(3) If F is included in a facet Fy, then, F is a face of Fy, by I, Lemma 4.4.

O

1.9 Theorem. Letdim F/ = j,j =0, ..., n,andlet F' C F* for faces F', F*
of the polyhedral set P,i < k. Then, there exist faces F'*', ..., F*! of P such
that

Fic Fi*'c...c F*! c F-.

PROOF. We use induction on k. For k = i + 1, there is nothing to prove. So,
let k > i + 1. Relative to aff F¥, the face F' is contained in a facet F*~! of F*
(Theorem 1.8). By applying the induction hypothesis, the theorem follows. O

1.10 Theorem. Each (dim P — 2)-face of a polyhedral set P is the intersection
of precisely two facets of P.

PROOF. We may assume that dim P = n. By step (3) of the proof of Theorem
1.8, F isaface of each of finitely many facets Fi, . .., F; containing F . Essentially,
we reduce the problem to the case n = 2.

In appropriate coordinates, we may decompose R” as R" 2 @E with F C R"?
to be a neighborhood of 0 relative to R"~2. For every x € relint F and every j,
we obtain pairwise different lines /,; in E, given by {x} + EN F;. If s = 1,
then dim[P N ({x} + E)] = 1, which contradicts dim P = n.If s > 3, by
considering three lines, say Ij, I;2, [y3, we may assume l,3 C conv(l,y, ).
Since that inclusion holds for all points in F near x, we find F3 C conv(F; U F,),
and F; is not a facet of P. O

1.11 Theorem. Let P be a polyhedral set, and fix j,k € Z.qwithj < k <
dim P. Then, every j-face F/ is an intersection of k-faces of P. In particular, F/
is an intersection of facets of P.

ProoOF. By Theorem 1.9, there exists a chain
Fic...c F&¥' ¢ F* c F*,

If kK = j + 1, the theorem follows from Theorem 1.10. If £ > j + 1, we
apply Theorem 1.11 and see that F/ = F/*' n FJ™" is an intersection of facets
relative to F/*2. Again, if k > j + 2, we represent F; *', FJ*' as intersections
of (j + 2)-faces. Continuing in this way, the theorem follows. (As an illustration,
see Figure 2.) O
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FIGURE2. F' = F/ NF} = (FFNFHN(F}NF?) = F:NF}NF?

Frequently, theorems on convex polytopes and, more generally, polyhedral sets
refer only to the inclusion properties of their sets of faces. It is, therefore, useful
to introduce the following notions.

1.12 Definition. The set of all proper faces of a polyhedral set P (without P and &)
is denoted by By(P). B(P) := By(P) U {@} is called the boundary complex B(P)
of P, By(P) the reduced boundary complex of P. A bijective, inclusion-preserving
map

¥ . B(P) - B(P",

where P, P’ are polyhedral sets, is called a combinatorial isomorphism (or equiv-
alence); when such a map exists, P and P’ are called combinatorially isomorphic:

P=P.

Equivalence classes under combinatorial isomorphisms are also said to be rypes
of polyhedral sets (or polytopes).

It is readily seen that = does satisfy the conditions of an equivalence relation
(reflexivity, symmetry, transitivity).

Clearly, under an affine or permissible projective transformation, any polytope
is mapped onto a combinatorially equivalent one. The converse is not true, as can
be verified by pentagons in R?.

The exercises below, although expressed for individual polyhedral sets, are, in
fact, concerned with types of polyhedral sets.

One of the basic invariants of a polytope under combinatorial isomorphisms is
the vector defined as follows.
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1.13 Definition. The number of k-faces of a polytope (or a polyhedral set) P is
denoted by fi(P),k=0,...,n —1,and

FP) = (fo(P),..., fumr(P))

is called the f-vector of P. For the improper faces @ and P, we set f_1(P) = 1,
fn(P) = 1.

{fo(P), ..., fu—1(P)} cannot be an arbitrary set of natural numbers. They must
satisfy, for example, the “Euler relation” (to be discussed in I1I, 3).

Exercises

1. A polyhedral set P # @ in R", n > 1, does not possess a vertex if and only if
it contains a line.

2. Letx € relint F, F aface of the polyhedral set P in R". Then, x is a k-boundary
point of P (see I, 4, Exercise 4) if and only if dim F = k.

3. If V C vert P, where P is a polytope, then, conv V is a face of P if and only
if aff V N conv[(vert P) \ V] = @.

4. Letl <k <nandx,...,x € vert P, P an n-dimensional polytope in R".
Then, there exists an (n — k)-face F of P such that F N {x;, ..., x;} = @.

2. Polar polytopes and quotient polytopes

In I, 6, we introduced polar bodies of full-dimensional convex bodies. Now we
investigate special features of polar polytopes. In particular, we define polar faces.
Subsequently, we introduce quotient polytopes and their relation to polar polytopes.

Example 1. Let p in Figure 10 of chapter I be a vertex of one of the “inner”
polytopes P. Then, the polar plane 7 (p) of p intersects P* in the facet

F* .= P* N a(p).

In the case of the octahedron, we obtain a square, in the case of the icosahedron, a
pentagon. If ¢ is an adjacent vertex of p, the polar face [p, ¢1* of [p, ¢] is again
a line segment

[p,q" = P* N r(aff[p, q)) = P* Nxn(p) Nn(q).

Example 2. Suppose {p, ¢] is such an edge of a 4-dimensional polytope P that
[p, q]is the intersection of three facets of P which are combinatorially isomorphic
to triangular prisms. Also suppose that p and g are contained each in only one
more facet which is a simplex (Figure 3a). Then, P* contains two facets p*, g*,
and [p, q]* := p* Ng* = P* N r(aff[p, q]) is a triangle (Figure 3b).
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FIGURE 3a,b.

In general, we will prove Theorem 2.1.

2.1 Theorem. Let P be an n-dimensional polytope in R", 0 € int P, and let P*
be the polar polytope under the polarity .
(a) If F is a proper face of P, then,

F* .= P* N x(aff F)
is a face of P* and
dimF*=n—-1-dimF.

(b) The assignment F +— F*, for all F € By(P), induces a bijective and
inclusion-reversing map

¢: Bo(P) — Bo(P%

between the reduced boundary complexes of P and P*.

(c) F* =F.
(d) P* = (Vuevenp Hyi (see 1, 6.1.); in particular, P* is an n-dimensional
polytope with 0 € int P*.
PrROOF. We may assume that F = conv{uvy, ..., v,} is a proper face of P =
conv{vyg, ..., Us}.

(d) The inclusion P* = (,5p H; C ()i H, is obvious. For the opposite
inclusion, it suffices to verify that x € H, for every x € (] H, and every
u € 3P. By Theorem 1.2, there exists a representation

u = Aovo + - + Asvs, where Ao +---+ A; = landallA; > 0.
Thus, x € H, follows from
(x,u) ={x,Aovo+ -+ Asv5) < (Ao +---+A)-1=1

This implies, in particular, that P* is a polyhedron. The assumption0 € int P
implies that there exists an n-simplex A withQ € int A C P. As a subset of
A*, the polyhedron P* is bounded and, thus, a polytope by Theorem 1.5.
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(a) The subset F* of P* is a face. Since 7 (aff F) = [/_, H,,, we obtain that

r r
F* = P*NrG@ff F) = P*n(|H, = [ |(P* N H,)
i=0 i=0
is a face by I, Lemma 4.5.
One inequality is obvious because of F* C w(aff F) and the dimension
formula:

dim F* < dimnw(aff F) = n — 1 —dim F.

There remains the inequality “>”. By Theorem 1.11, there exist facets F;
such that F = ﬂ'j=0 F;. Since 0 € int P, we can find vectors u; # 0 with
F; = P N H,,. We may assume that ¢ = codim F’; then, the u; are affinely
independent. If we can show thatu; € F; (C F*), forevery j, then,

dmF*>t—-1=n—-1-dimF

follows. Thus, let F itself be a facet with F = P N H, and P C H, . Then,

F*= P NnGff F)=P NxH,)=()H; 0[] H
i=0 x€H,

yieldsu € F* sinceu € H, holdsforeveryx € H,andsincev; € P C H;
impliesu € H, .
(c) I, Theorem 6.4 implies

F=PNF = Pnn@fF) = P*Nraff F¥) = F*.

(b) Evidently, ¢ is inclusion-reversing, and, by (c), ¢*> = id, which implies the
desired statement.
O

2.2 Definition. The face F* of P* in Theorem 2.1 is called the polar face of F.

We remark that many “linear” properties of P carry over to P* since P* is
defined by the projective concept of polarity. In the example of a “bipyramid” P
above, the polar body is a prism and, hence, has parallel edges joining “top” and
“bottom”. If we slightly disturb one of the vertices of P, this is no longer true,
though the new polytope is combinatorially isomorphic to P. Even if P undergoes
only a permissible projective transformation, P* will not remain a prism; however,
P* will also undergo a permissible projective transformation so that its parallel
edges are mapped onto edges whose affine hulls intersect in a point. In general (I,
Lemma 6.3,

2.3 Lemma. If P is mapped onto P’ by a permissible projective transformation,
then, P™ is also the image of P* under a suitable projective transformation.

By the following theorem, polarity is given a combinatorial frame:
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2.4 Theorem. If P and P’ are combinatorially equivalent, then, so are P* and
P*:

P~ P' implies P*=~ P™.

PRrRoOOF. This follows from Theorem 2.1(b) and the definition of combinatorial
equivalence. O

So, we may consider P* as either a polytope or a type of a polytope.
One of the most important combinatorial invariants is the f-vector of a polytope
(see Definition 1.13). As a direct consequence of Theorem 2.1,

2.5 Theorem. For each n-dimensional polytope P,

fi(P*) = fak-1(P), ~-1<k<n.

In the example of platonic solids (see Figure 10 in I, 6), ¢ maps the § vertices,
12 edges, and 6 facets of a cube onto the 8 facets, 12 edges, and 6 vertices of
an octahedron, respectively. In the case of a dodecahedron, the 20 vertices, 30
edges, and 12 facets are mapped onto the 20 facets, 30 edges, and 12 vertices of
an icosahedron, respectively. If P is a simplex, P* is also a simplex, and, hence,
there are as many vertices as there are facets of a simplex.

As we have seen in Corollary 1.6, the intersection of an affine space U with a
polytope P is again a polytope. We consider a special choice of U:

2.6 Lemma. Let F be a proper face of the n-polytope P C R". Then, an affine
subspace U of R” can be chosen so that the following conditions are satisfied.
(a) aff(U U F) = R".

(b) If F' is a face of P and F g F', then U Nrelint F' # 0.

() IfFlisafaceof Pand F ¢ F',then, U NF' = @.
(d dim F +dim(UNP) =n — L

Proor. Let H be such a supporting hyperplane of P that F = P N H, and let
x € relint F. We choose, in x an affine subspace, Uy of H complementary to aff F
(relative to H). Let y € int P. Then, for a sufficiently small § > 0,

U:=Uy+68(y—x)
has properties (a), (b), and (c) whereas (d) is a consequence of (a) and (b). O
2.7 Definition. Let P, F, U be given as in Lemma 2.6. Then, P/F := PNU is

called a face figure or a quotient polytope of P withrespectto F.For F = p €
vert P, we also say that P/p is a vertex figure (Figure 4).

Example 3. The vertex figures of
octahedra are quadrangles,
cubes are triangles,
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FIGURE 4.

icosahedra are pentagons, and
dodecahedra are triangles.

2.8 Theorem. Let F be a proper face of the polytope P, and let P* be the polar
polytope of P with respect to a polarity 7. For an affine subspace U of R", let my
denote the restriction of w to U, and set my (P [ F) := my (aff (P/F)).

(a) For any face figure P/F of F,

my(P/F) ~ F*.

(b) Any two face figures of P with respect to F are combinatorially isomorphic.
Therefore, we can consider P/F to be the equivalence class of these face

figures.

PROOF. Letk := dim F,so thatdimU = n — k — 1 for U as in 2.6. For any
face G which contains F properly, we set

G +— ay(GNU).
®
If g := dim(G N U), so that g = dim G — k — 1, then, by the construction in
Lemma 2.6,
dimp(G)=mn~-k-1)—-g—-1=n—-(@g+1+k—-1=n—-dimG - 1.

Therefore dim ¢(G) = dim G*. The mapping ¢ is inclusion-reversing as is the
polarity 7. So, by

¢(G) +— G* e B(FY),
we obtain an isomorphism
Bo(wy(P/F)) —> Bo(F"),

whence (a) follows. Note that, by Lemma 2.6(c), only faces G including F properly
contribute to B(rry (P/F)).
Part (b) of the theorem is a consequence of (a). !
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Exampled. If Fisak-face of asimplex P,then, P/F isan (n — k — 1)-simplex.
Example 5. If F is a facet of any n-polytope P, then, P/F is a point.

The mappings constructed in the proof of Theorem 2.8 easily yield the following
result:

2.9 Theorem. Let [F, P] be the set of proper faces of P which properly contain
the face F. Then, there are bijective mappings

[F,P] 5 ByP/F) -5 Bolwy(P/F) -2  By(F*),

where @ reverses and r, x preserve inclusion.

Remark. The mapping ¢ lowers dimension by dim F, whereas ¢ reverses
dimension according to Lemma 2.6(d) and x is a combinatorial isomorphism.

Exercises

1. Find examples of 3-polytopes and 4-polytopes P other than simplices for which
fe(P*) = fi(P),

k=0,1,2ifn =3k=0,1,2,3ifn = 4
2. Find examples of pairs of 3-polytopes which have the same sets of vertex figures
but are not combinatorially equivalent.

a. Place on each facet F of a dodecahedron (I, Figure 10) a flat pentagonal
pyramid conv (F U {p}), so that again a convex polytope is obtained and
“old” edges are also edges of the new polytope P. Describe P* and draw a
diagram.

b. How does P* change for an n-dimensional P if a facet F of P is replaced by
conv (F U {p}) so that, for the new polytope P’, vert P’ = {p} U vert P?

4. Let P be an n-polytope, G a face of P, F a face of G. Suppose G/F to be
defined relative to aff G. Show that the representations of G/ F, P/F,and P/ G
can so be chosen that (P/F)/(G/F) is defined (relative to aff (P/F)). Prove

(P/F)/(G/F) = P/G.

3. Special types of polytopes

There are two large classes of polytopes which are of great importance in the
sequel:
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3.1 Definition. If a polytope P has only simplices as proper faces, it is called
simplicial.
For such P, we call P* simple.

A more convenient characterization of simple polytopes is given by the following
lemma:

3.2 Lemma. An n-dimensional polytope Q is simple if and only if any vertex p
of Q is contained in precisely n edges of Q.

ProoOF. Under the polarity m, a vertex p of Q corresponds to a facet F, of Q*,
and the edges of Q containing p to the facets of F,,. Thus, the number of those
edges is precisely the number of facets of F,. Since Q* is simplicial if and only
if each of its facets F, has precisely n facets (see the remark following I, 14), the
lemma is evident. O

Now we will present some special types of polytopes.

3.3 Definition. If Q is an (n — 1)-polytope in R"” and p & aff Q, we call P :=
conv({p} U Q) a pyramid with basis Q (or over Q) and with apex p.If Q, in turn,
is a pyramid over an (n — 2)-polytope, we say P is a 2-fold pyramid. Inductively,
P is called a k-fold pyramid over R if it is a pyramid whose basis is a (k — 1)-fold
pyramidover R,1 < k < n.

3.4 Theorem. If P is a k-fold pyramid over R, then, P* is a k-fold pyramid over
the polar p* of theapex pof P,1 <k <n — 1.

PRrROOF. Let Q be the basis of P (as a 1-fold pyramid). The polar face Q* is a
vertex of P*, and p* is a facet of P*.If g is a vertex of P* other than Q*,q = G*
for some facet G of P which is different from Q and, hence, contains p. Therefore,
g is contained in p*, and, hence, by I, Lemma 4.4, a vertex of p*. This implies
P* = conv(Q* U p*) so that P* is again a pyramid.

If k > 1, we apply the same arguments to Q instead of P. Continuing in this
way, the theorem is proved. O

3.5 Definition. Let Q be an (n — 1)-polytope, and let / be a line segment such
that
(relint Q) N (relint I) = {g},

is a single point. Then, P := conv(Q U I) is called a bipyramid with basis Q (or
over Q). P is said to be a k-fold bipyramid over R, 1 < k < n, if, in the case
k > 1, itis a bipyramid over a (k — 1)-fold bipyramid over R.

3.6 Definition, Let Q be an (n — 1)-polytope, and let Q' be a translate of Q not
contained in aff Q. Then,

P := conv(Q U Q)
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is called a prism. P is said to be a k-fold prismover R, 1 < k < n, if, in the case
k > 1, itis a prism over a (k — 1)-fold prism over R.

3.7 Theorem. If P is a k-fold bipyramid, P* is, up to a permissible projective
transformation, a k-fold prism, and conversely (Figure 5).

Proor. First, let k = 1. Up to a translation, we can assume ¢ = 0 (in the
definition of a bipyramid). The translation induces a permissible projective trans-
formation (see I, 6). By an appropriate linear transformation (shear transformation),
we can arrange I perpendicular to aff Q. Let I = [a, b]. Now the polar faces of
the (n — 2)-faces of Q are line segments perpendicular to aff @, with end points
on the facets a* and b* of P*, so that we obtain a prism. For k > 1, we again
proceed inductively. 0

3.8 Definition. An n-fold bipyramid is also called an n-crosspolytope, an n-fold
prism is also called an n-cube.

2-crosspolytopes are convex quadrangles, 3-crosspolytopes are octahedra. n-
cubes (also called spars or parallelepipeds) are affine images of ordinary n-cubes.
A particular case of Theorem 3.7 is

3.9 Corollary. If P is an n-crosspolytope, then, up to a permissible projective
transformation, P* is an n-cube, and conversely.

3.10 Definition. The curve {x(¢) = (¢, ¢%,...,1") | t € R} is called a moment
curve. . Let x(1), . . ., x(¢,) be different points on it, where v > n. Then,

C(v, n) := convi{x(t), ..., x(t,)}

is called a cyclic polytope (Figure 6).

If, in R, every pair of two vertices of a polytope P are joined by an edge of
P, it is readily seen that P is a simplex. The polytopes C(v, n) for n > 4 show

N

\.__ - -
b e

FIGURE 5.
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FIGURE 6.

that this is no longer true in R". The importance of cyclic polytopes lies, more
generally, in their richness of faces.

3.11 Theorem. The cyclic polytopes are simplicial.

PRroor. First, we show that every n + 1 of the vertices of C(v, n) are affinely

independent. For pairwise different points fo, . . ., #,,
1 1o 3 ... 8
1y 2 ...
D:=|, =TI @ -mn#o.
. : O<i<j<n
1 t, 2 ... 1"
Hence x (%), . . . , x(t,) are affinely independent.
Thus, each proper face F of C(v, n) includes, at most, n vertices of C(v, n),
and those are affinely independent, i.e., F is a simplex. O

3.12 Theorem. For2 < 2k < n, every subset of vert C (v, n) containing k points
is the vertex set of a (k — 1)-face of C(v, n); hence,

Fe1(Cw, m)) = (Z) for 0<k< [g]

Proor. Fort < ... < t, write the real polynomial in ¢
k

p) =[] - 1
i=1
as

p(®) = Bo+ Bt + - - + But®.
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Consider the vector
b:= (b, b2 .-, Pa:0,...,0) €R"
as normal vector of the hyperplane
H={xeR"| (x,b) = —PHo}.
Then, for1 < i <k,
(x (1), b) = Bit; + - -+ + But? = p(t:) — o = —Po,

hence, x(t,) € Hfori =1,...,k.
For any further vertex x(¢;),

k
(x(t)), b) = —Bo + p(t)) = —fo + [ [t — 1)* > —po,
i=1

so H is a supporting hyperplane of C (v, n), and, by Theorem 3.11,

H N C(v,n) = conv{x(ty), ..., x(t)}
isa (k — 1)-face of C(v, n). a
3.13 Theorem (Gale’s evenness condition). Let V, beaset ofnvertices of C(v, n).
Then, V,, is the vertex set of a facet of C(v, n) if and only if all elements of

vert C (v, n) \ V,, are pairwise separated on the moment curve by an even number
of elements of V,,.

ProoF. LetV, = {x(t,), ..., x(t,)} where
h <2<,

and let V := vert C (v, n). Furthermore, set

q() = ﬁ(r —1) = Z yit/,
i=1 j=0

c:=W,...,Vn),and
H:={x|{x,c) =-n} CR".
Then,

(x(t),c) = Z yjt,.j =q(t) — Yo = —Vo,
=1

hence, x(t1), ..., x(¢,) lie in H. For all other ¢

q(t) = (x@),¢c) +y #0.

Therefore V,, is the vertex set of a face of C (v, n) if and only if V' \ V,, lies on one
side of H. This, in turn, is equivalent to g (¢) changing its sign an even number
of times while, increasing ¢, we move from one vertex of V \ V, to another. This
proves the theorem. O
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Theorem 3.13 and Theorem 3.11 imply Theorem 3.14.

3.14 Theorem. InR", anytwo cyclic polytopes with v vertices are combinatorially
equivalent.

This justifies interpreting the notation C (v, n) as the equivalence class of cyclic
polytopes of dimension n with v vertices.

Remark. InlIll, 7., we shall see that in R”, for each k£ among all polytopes with
v > n vertices, the cyclic polytopes have a maximal number of k-faces.

Exercises

1. If P is a pyramid over Q,

fitP)y= i@+ fi-1(Q), 0<j=<n-1
For a k-fold pyramid over R,

min{k, j+1} fa
fi(p) = Z (l.)fj-i(R), 0<j<n-1

i=0

2. For an n-crosspolytope P and the n-cube P*,
f~(P):2J+1< n ) f-(P*):Z"‘J'(n), 0<j<n-—1.
j i+ J j =J=

3. Let R be an (n — k)-polytope in R",0 < k < n,and let 0 € relint R. Call
R* (1, 6, Exercise 3) an infinite k-fold prism, and show in which way it can be
considered as the limit of (a) a k-fold prism, (b) a k-fold bipyramid.

4. Justify the face structure of C (6, 3), as shown in Figure 6, by applying Gale’s
evenness condition.

4. Linear transforms and Gale transforms

The transformations, which we will introduce now, are useful tools for the in-
vestigation of polytopes (and polyhedral cones). (Their origin is from linear
programming theory). In particular, they will be used for the classification of
types of polytopes in section 6. Our point of view for linear algebraic aspects is
close to that in PR. Halmos’ book “Finite Dimensional Vector Spaces”.

First, we will present a coordinate-free definition. In the next section, the
consideration of diagrams will be made more concrete by using matrices.

Let V be a v-dimensional real vector space and let V* be the dual of V, that
is, the linear space consisting of all linear functionals x* : V — R. For a real
linear space U, let L : V — U be a linear map and L* the dual map defined by



46 II Combinatorial theory of polytopes and polyhedral sets

L*(u*) := u* o L for every u* € U*. We write
v 5% oo v &
We fix a basis by, . .., by of V and the dual basis b7, ..., b} of V*, so that

1 fori =j,
0 fori #j.
For every subset M of V, there is a vector space

Mt = {x* € V* | x*(M) = 0).

b;k(bj) = (S,’j = [

Form € V, we write m* instead of {m}*.
Now, we will introduce the notion of a short, exact sequence. Assume we are
given a sequence

1) O — W — V — U — o0
L, L

of linear maps and vector spaces. Then, we call (1) a short, exact sequence if
L, is surjective, L, is injective, and ker Ly = im L,.

Then, we may interpret W as a linear subspace of V and L, as the injec-
tion W — V. Since we deal with vector spaces, by an easy exercise in linear
algebra, the exactness of the sequence (1) is equivalent to the existence of a di-
rect sum decomposition V = W & U, or, more precisely, to the existence of
homomorphisms
1%

(1a) w U,

Ly Ly
— —
<« <«
M M,

such that (using the convention (L o M)(-) = L(M(-)) for the composition of
maps)
L10L2 =O,M20M1 :0,L1 0M1 =idU,M20L2
=idw, My oLi + Ly o My = idy.

4.1 Lemma. The dual sequence

?2) 0+—W*<LTV*<L—*U*«—O
2

of (1) is also exact.

PROOF. (la) yields the existence of homomorphisms

M3 My

(1b) w* - v - U
<« <«
L} L*

2 1

such that
LyoL}=0,Mf oM; =0,M oL} =idy~, L5 o Mj
= idy-~, LT o M;k + M; o L; = idy».
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[

We now concern ourselves with finite families {x;, . .., x,} of (not necessarily
different) elements whose linear hull is U. We fix an ordering and denote the
associated finite sequence by

X = (xX1,...,X).

If a basis of U is fixed, we write the coordinates of the x; as column vectors and we
also denote the resulting matrix (x; - - - x,,) by X. Further, we fix a v-dimensional
vector space V with basis by, ..., b,, thatis, V =Rb; ®... ®Rb, = R". The
finite sequence X now defines a surjective linear map

v v
Ly:v=weU — U, Zajbjt—)Zajxj.
j=1 j=1

4.2 Definition. For the dual basis b7, . . ., b} of the basis by, .. ., b, of V, we set
Xi = L3(b)), i=1,...,v,
and call the finite sequence
X:i=(%1,...,%)
alinear transform of the sequence X.. x; and ; will be referred to as the components
of X, X.

Note that the components of X span W*.

4.3 Lemma. If X is a linear transform of X, then X is a linear transform of X.

ProOF. We will apply Lemma 4.1 twice, and use the elementary facts U = U**,
L, = L}*, and so on:

w — Vv — U
Lz Ll
W* — V* «— U*
L Ly
W=WwW"* — V=V* — U=U0".
Ly=L3* Li=L"

Now, we find, for the elements of the transform of X,
LT*®™") =Lib)=x for i=1,...,v.
d

Example 1. LetU, W be subspacesof V = R* = U@ W where U = lin{ey, e,},
W = lin{es, es}, €1, . . ., e4 the canonical basis of R*. We write the coordinates
of the elements of U, V, W as column vectors and those of the elements of V*,
U*, W* as row vectors, respectively. Applying a dual vector of V*, U*, or W* to
avector of V, U, W, respectively, can be carried out as (matrix) multiplication of
arow vector and a column vector.
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Let
1 0|1 2
X = (x1x2x3x4) =
112 1
1 0|1 2
0 112 1
(b1b2b3bg) =
0 0|1 O
0 0 1
Ly, L, are given as matrices
1 0{]0 O
L‘:<0 1'0 0)_(E2|0)
0 0
00 0
L=|—1]=(—].
00 E;
0 1
Then,
by
by | _
by | ’
b;

Li(b;) = x;,i = 1,...,4and im L, = ker L, are readily checked. We obtain
(Figure 7)

% L;(br) T -1 =2
3 L;(b3) b; -2 -1
_2 = = —_— LZ =

= L;®3) 2 0
e Ly (6% b 0 1

4.4 Definition. By the rank of a finite sequence X of vectors of U, we mean the
dimension of the linear hull of the components of X,

rank X := dim lin X.
4.5 Lemma. If X = (x1,...,x,) is a sequence of points in U which generate
U, then

v = rank X + rank X.
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X3
®
| I
| 1
X2+ ® X4 4+
1 1
_______ ‘—..._..__. .______I___:.__
X1 X3

FIGURE 7.

PROOF. Since we assume X to span U, rank X = dim U. In the same way we
obtain rank X = dim W* = dim W. Thus,

v =dimV = dim W + dim U = rank X + rank X.

|
The following lemma is obvious:
4.6 Lemma. )
(@) If Ly : U —> U isabijective linear map, X is a linear transform of Ly (X)
as well.

(b) IfLw» : W* — W* is a bijective linear map, Lw+(X) is a linear transform
of X as well.

In particular, for A € R and linear transform X, the sequence AX is a linear
transform, too.

4.7 Definition. We call £(X) := ker L; C V the space of linear dependencies
(or linear relations) of X.Itis convenienttowritea € LX) CV =R ®--- @
R b, as column vector @ = (o, ..., &,)" with respect to the basis (b1, ..., b,).
Such a linear dependency is called an affine dependency if

aj+ -+, =0

So,a = (@, ..., @) is a linear dependency for X if and only if Za;x; = 0.
Note that qim L(X) = v — dim U. There is an interpretation of £(X) also via X:
Consider X as the linear mapping

v v
X:W—>V=@Rb,-, wHZii(w)bi;
i=1 izl

then,
L(X) =imX.
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4.8 Lemma. (¢, ..., o) € L(X) if and only if there exists a vectora € W
such that

a; = xi(a) Jori=1,...,v.
PROOF. (ap,...,a,) € L(X) = ker L} = im L, is equivalent to
?3) arby + -+ ayb, = Ly(a) forsomea € W.
Applying b} to both sides of (3), we obtain that, equivalently,
a; = b} (Ly(a)) = [L3(b))1(a) = Xi(a), i=1,...,v.

49 Lemma. Fori € {1,...,v},x; & in(X \ {x;}) ifand only ifx; = 0.

ProoF. x; ¢ lin(X \ {x;}) is equivalent to saying that, in all (cy,...,
a,)" € L(X),a; = 0.This, in turn, is expressed (see Lemma 4.8) by the condition
Xi(a) = Oforalla € W, so that X; is the zero map. o

For a subsequence Y of X, we set

Y=@G|x€VY).

4.10 Lemma. The set of components of Y is linearly independent if and only if
lin¥ = lin X.

PROOF. Since linear independence does not depend on order, we may assume
that X = (Y, Z), so that

X=(Z,¥) and L) xLZ) C LX).
Since lin ¥ C lin X = W*, we may replace the condition lin Y = W* by (4).
For every a € W, the equation ¥ (a) = 0 implies 0 = X (a)

= (Z(a), Y (@)).

On the other hand, Y is linearly independent if and only if L(Y) = 0, see 4.7.

If L(Y) = 0, then, Z(a) = 0 for every a € W and (4) holds, see 4.8. If
L(Y) # 0, then, there exists some nonzero (¢, 0) € L(Y) x L(Z) C L(X), and
thus, by 4.8, some a € W with (¢, 0) = X(a), so that (4) does not hold. O

C))

Lemma 4.10 implies the following:
4.11 Lemma. Y is a basis of lin X if and only if Y is a basis of lin X.

Now, we will apply Lemma 4.10 to polyhedral cones introduced in I, 1. Let

o = pos X
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be the cone determined by a finite sequence X in U. In order to study faces of the
cone o, we introduce a notion relating faces to their generating elements in X:

4.12 Definition. A (possibly empty) subsequence Y of X is called a face of X if
there exists a hyperplane H in U such that
(@ HNX =Y,and
(b) H is a supporting hyperplane of o = pos X.
The partially ordered set of faces of X (including @) is said to be the face
complex B(X) of X.

In the circumstances above, H N = pos(X N H) = pos Y is a face of o’; note
that pos @ = {0}. If 0 € X, then, O is contained in every face of X.

One of the main objectives with using linear transforms is the characterization
of faces Y by properties of the corresponding subsequences ¥ of X.

4.13 Definition. If a subsequence Y of a finite sequence X in the vector space U
is a face of X, then, ¥ is called a coface of X. The set of cofaces of X, partially
ordered by inclusion, is called the coface complex of X.

4.14 Theorem. A subsequence Y ofXisa coface if and only if
5) 0 € relint pos Y

(or, equivalently, 0 € relint conv Y ).

In Example 1 above, (X1, X3, X4), (X2, X3, X4) and (X, X3, X3, X4) are exactly
the cofaces, whereas (x;), (x2) and @ are faces; in the case of @, as a supporting
hyperplane of o, choose H, for which H N o = {0}.

PROOF OF THEOREM 4.14. For ¢ € RY, we use the notation (o, X) :=
Ej ,;%;. Let Y be a subsequence of X = (x1,...,x,),8ay Y = (x1, ..., x,).
Then, Y satisfies (5) if and only if there exists an & € 0 x R, such that {«, X) =
0. By Lemma 4.3 and Lemma 4.8, we may replace the condition “(&t, X) = 0”
by requiring the existence of a* € U* such that « = X(a*). Thus, we have the
following equivalent statements:

(a) Y satisfies (5).

(b) There exists a* € U* such that X (a*) € 0 x R

(c) There exists a* € U* suchthat H := {u € U | a*(u) = 0} satisfies

Xi,..., % € Handx,41,...,x, € HY \ H.
(d) Y is a coface of X.
O

Linear transforms of a particular kind will be used in 5.4 for the characterization
of polytopes. First, we will make the following observation:
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4.15 Lemma. A linear transform X of X satisfies X + - - - + X, = 0 if and only
if the components of X lie in a hyperplane H of U for whichO ¢ H.

PROOF. Lemma 4.3 yields that X is a linear transform of X. By Lemma 4.8,
there exists a* € U™ such that the points of Xliein H := {x | a*(x) = 1} ifand
onlyif (1,...,1) € £(X), thatis, if and only if x; +--- + x, = 0. O

This may motivate the following construction: Let X be such that its components
generate U. We identify U (as an affine space) with a hyperplane H in a linear
space U where 0 ¢ H; hence, dim U = dim U + 1. Then, X determines a finite

sequence X = (X1, ...,%,)in U with components that generate U.
4.16 Definition. A linear transform X b= (J:cl, ces chv) of X is called a Gale
transform (or sometimes an affine transform) of X = (x1, ..., x).

Remark. In appropriate coordinates of U, we may always assume that H =
U x {1}.

Note one advantage of considering Gale transforms instead of linear transforms
with respect to U: Whereas the components of X lie in W*, those of X;; lieina
lower-dimensional vector space W;“;; moreover, since X; +. . .+X, = 0, according

to 4.15 X ¢ is completely determined by only v — 1 of its elements.

Example 2. In Example 1, replace the elements x3, x4 by % X3, % X4, respectively.
Then the linear transform obtained by the same calculation as in Example 1 is

% Ly} -3 -3
Rl_|Len|_|-3 -3
%3 L3(b?) 1 ol
X4 Ly @) 0 1

FIGURE 8.
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and it is readily verified that ¥; + X, + X3 + X4 = 0 (see Figure 8).

Exercises

1.
a. LetV = U @ W where U = R?, W = R>. Proceed, as in Example 1, to
find a linear transform of

(EitEarets) = 1 0/2 3 1
A =0 1|3 3 1)

b. Find the analog to Example 2.

2. Use Examples 1 and 2 to illustrate the proof of Lemma 4.7.
3. Consider aregular octahedron K that lies in the hyperplane {x = (§1, ..., 4) |
£, = 1) of R*.

a. Find a linear transform for the vertices of the octahedron.
b. Determine all faces of vert K.

4. LetX = X;UX,with X,NX; = @,andletU = U; U, where U; := lin Xj,
U, := lin X>. Then, X = X, U X;, and lin Xy, lin X; are complementary
subspaces of lin X (possibly lin X; = {0} or lin X; = {0}).

5 Matrix representation of transforms

Examples 1 and 2 in the preceding section can be generalized so as to provide a
method of calculating transforms by the use of matrices.

LetU = linX = R" where X = (x1,...,Xy), and let e;, ..., e, be the
canonical basis of R". Up to renumbering, we may assume thatx; = e, ..., x, =
e,. Then, writing the elements of U as columns and denoting the transposed terms
of a matrix (-) by (-)',

—_ t
X+l =t (1,15 -« o5 Xntin)
— t
Xy = (xu,15 -5 Xun)'
In short, we can express xi, . . ., X, as coordinate columns

X=(x1"'xv)=(En |xn+1"'xv)'

Weset V ;= R" @ R"™" and define a basis (of column vectors) by
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Now,
L :=(E, | 0)

satisfies L1(b;) = xj,j = 1, ..., v.Furthermore, for W = 0 x R"™", we choose

0
L2 = (Ev_,, )

Then, multiplying from the left with L, L,, we obtain an exact sequence

00— W—V-—U-—0.
L, L

5.1 Theorem. Let X = (x1,...,x,) be a finite sequence in R" such that
Xi, ..., X, is the canonical basis. Then, a linear transform is obtained by the
rows of the matrix

X1 _

. ] Xngp oo~ Xy
X = . = —1};
_ E,.

%y v—-n

the columns of X form a basis of L(X).

PROOF. For the row vectors b} defined by

bT Ey, | —Xp41-- — Xy
bt OI Ey
we calculate b} - b;. In fact,fori = 1,...,nand j > n,
(%t )
Xjn
0
b= @0 100 xp e ) | = x;i = x;i = 0.
i B Rl
\ 0 /

Thus, the columns of X lie in £(X); they are obviously linearly independent and,

thus, comprise a basis for L(X).Fori =n+1,...,vorforj < n,b}-b; = §;;
is trivially true. Hence, {07, ..., b}} is the dual basis for {b;, ..., b,}, and
b b X

L;

i

—Xng1 = X
=i | (—) =1
b* b Eyn 7

Xy
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Occasionally (for example, in the proof of the next theorem), it is useful to
have the canonical basis vectors ej, . . ., e, as part of the linear transform. This is
achieved as follows:

5.2 Theorem. Let X = (x1, - -, Xy) be given such that xy, . . ., x, are linearly
independent in R", and let ay, . . . , a,_, be any basis of L(X). Then, the rows X;
of
Xy
(@ ay_p) = :
Xy

form a linear transform of X.

PROOF. Since £(X) and X do not change when we apply an automorphism to
R", we may assume that x, . .., X, is the canonical basis of R". By 5.1, we may
assume that the columns of

)‘(:(_xn+1"'_xv)
Ey_,

form a basis of £(X). Now, we consider the matrix (a; - - - a,—,) whose columns
are also a basis of L(X). We write

(%9) = (a1 - - Gyn),

where D is a (v — n) x (v — n)-matrix, and we assert that D has rank v — n. For
otherwise, we could find a nonzero vector a € £(X) whose last v — n coordinates

are zero Then a represents a nontrivial vanishing linear combination of xy, . . ., x,,
contrary to the assumption that x;, . . ., x,, are linearly independent.
Therefore we can write, with D; := DgD™!,

(%) B (EL:H)D'

Since the columns of ( -EP—_L ) also represent linear dependencies and, thus, form a
basis of £(X), D; equals the upper part of X:

Dl = (_xn+l e xv)-

Therefore, by Lemma 4.6, the rows of (a; ---a,—,) form a linear transform
of X. a

We now come to the analogous properties for Gale transforms. Let X =
(x1,...,xy,) be a finite sequence generating U and choose H and U accord-
ing to Definition 4.16. We, then, introduce coordinates in Usothat H = U x {1}.
Thus, X;, = (%1, ..., %), where &; = ("1" ). This way, every affine dependency
a € Ly(X) is alinear dependency in Ly (X ).
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5.3 Theorem. Let X = (x1,...,x,) be a finite sequence in U, where
X1, ..., Xn4 are dffinely independent; let ay, ...,a,.n-y € Ly(X) be affine
dependencies that generate Ly (X ). Then, the rows of (ay - - - ay—y—1) form a
Gale transform X ;; of X.

PROOF. Since X, ..., X,4; are linearly independent, Theorem 5.2 yields that

X is a linear transform of X ;. ad

Now we turn to the most important case, namely, that of a finite sequence given
by the vertex set of a polytope P,

3 X = vert P.
We wish to characterize vert P by properties of Gale transforms of X. First, we

consider two examples:

Example 1. We consider a triangular prism P in R* and wish to find a Gale
transform of X := vert P (see Figure 9). Since v = 6 and n = 3, the elements of
a Gale transform lie in a two-dimensional space. By Theorem 5.3, it is sufficient
to find two independent affine dependencies of x1, . . . , xg. Since x4 — xy, x5 — X3,
and xg — x3 coincide,

(-1 1.0 1 -1 0
(@) ‘(—1 011 0 —1)'
By Theorem 5.3, the rows of (a;az) provide a Gale transform.

Example 2. In the case of a pyramid in R> with rectangular basis, we find,
analogously to the first example, a single affine dependency

(1 -1 -1 1 0Y.

The Gale transform, thus obtained, lies in R'. Two pairs of its points coincide.

X4

Xe
X3 -
Xs X4
X3

X2
X1 X4 Xs

FIGURE 9.
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5.4 Theorem. A finite sequence X in U = aff X consists of all points of the

vertex set of a polytope P in U if and only if one (and, thus, every) Gale transform

X o of X satisfies the following condition:

(4) For every hyperplane H in lin Xy which contains 0, each of the associated
half-spaces H* and H™ includes at least two points of X, in its interior.

Proor. Inappropriate coordinates for U, we may identify U with U x {1} C U.
First, suppose that X comes from a polytope. Then, each element X; of X is a
face. By Theorem 4.14, X, \ {X;] satisfies

) 0 € relint pos(X; \ {X:}).

Let H be ahyperplane in lin X ¢ WithO € H.Letk™, k™ be the number of elements
X;inint H,int H™, respectively. If k* = k= = 0, H = lin X; so that H is not
a hyperplane. k™ < landk~ > OQork™ < 1and k™ > 0 imply a contradiction
to (5). So, (4) follows.

Conversely, if (4) holds, then, (5) readily follows (since, otherwise, 0 would lie
on the boundary of & := pos(X o \{X:}), so that, for a supporting hyperplane H of
o withO € H ando C H, the half-space H~ would not contain two of the %;’s
in its interior). Therefore, by Theorem 4.14, x; € vert P fori =1, ..., v. O

5.5 Theorem. A sequence X = (xy,...,x,) in R" is the vertex set of a k-fold
pyramid with apexes X1, . . ., X, if and only if, for a Gale transform X of X,

p=e=% =0

=1

PRrOOF. A vertex x; of a pyramid is an apex if and only if it is not affinely
dependent on the other vertices. This is equivalent to the fact that, in every affine
dependency of X, the ith coefficient is zero. Going overto R” x{1} C R" x R =:
U , it just means the ith row in

X{j = (a1 Ay-n-1),

is the zero vector. 0
Example 3. The vertex set X = (xi, ..., Xy41) of an n-simplex in R” is charac-
terized by Xy = - - - = X, = 0 for a Gale transform X 5 of X. This also follows

directly fromdimlin Xy =n +1~n —1 = 0 by Lemma 4.5.

Also, in the above Example 2 of a pyramid, it is seen that %5 = 0.

The following lemma, which we shall need in V, Theorem 4.8 comments fur-
ther on the relation between linear and Gale transforms, the latter being a linear
transform with respect to a (dim U + 1)-dimensional vector space U.

5.6 Lemma. If X = (%,...,X%,) is a linear transform of the sequence X =
x1,....,xp)inU and if b := X, + --- + x, # O, then, we obtain a Gale
transform of X by projecting X in direction b onto a one-codimensional linear
subspace of in X which does not contain b.
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Proor. Up to a bijective linear transformation of £(X), we may assume that

(1, ..., D" is one of the basis vectors ay, ..., a,—, introduced in Theorem 5.2,
say ay—n = (1,...,1)". So, we can write X; = (x;,1),i = 1,..., v, and
b = (x; + --- + x;, v). Furthermore, we may assume, up to a bijective linear
transformation of lin X which leaves lin{(x{, 1), ..., (x;, 1)} invariant, that b =
0, v).

Since ay, ..., ay_p—1 are linearly independent they provide a basis of £(X)
(relative to U). Hence, X' := (x{,...,x;) is a linear transform of X. Since
x; + -+ x, =0, X' is a Gale transform of X. O
Exercises

1. Find a Gale transform of a bipyramid over a regular pentagon.

2. Find a Gale transform of a four-dimensional crosspolytope.

3. Let X be an arbitrary finite set. Describe how a Gale transform X is obtained
from a Gale transform of vert(conv X).

4. Let X consist of different points, and let X be centrally symmetric. Then,
we cannot always find a Gale transform which is also centrally symmetric.
(Consider, for example, a regular octahedron).

6 Classification of polytopes

Polytopes are called combinatorially isomorphic if their boundary complexes are
isomorphic. There is no hope of classifying all polytopes under combinatorial
isomorphism. However, partial classifications are possible. Gale transforms are
especially helpful if the restriction is made by assuming “small” numbers of
vertices.

6.1 Definition. Two sequences of points X=@GF,....,%),X = (X1, ..., %)
are called isomorphic if they have isomorphic coface complexes (see Definitions
4.12 and 4.13). Every sequence isomorphic to a Gale transform X of X is called
a Gale diagram of X.

By 4.14, X and X’ are isomorphic if and only if there exists a bijection between
their families of components such that, for each subsequence Z of X and the
corresponding subsequence Z’ of X',

0 € relint pos Z if and only if 0 € relint pos Z'.

Gale diagrams are more general than Gale transforms. Any Gale transform is a
Gale diagram, but not conversely. For example, the condition of Lemma 4.15 will,
in general, be violated if we proceed from a Gale transform to a Gale diagram (for
nontrivial examples, see Lemma 6.3).
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From the definitions and Theorem 4.14 we have the following two lemmas:

6.2 Lemma. Two n-polytopes P, P’ are combinatorially equivalent if and only if
there exist isomorphic Gale diagrams of X := vert P, X' ;= vert P’.

6.3 Lemma. Ler X = (Fry e, %) be a Gale transform, and let §; > 0,1 =
1,...,v.Then, X and X' .= (B1X1, . .., BuX,) are isomorphic Gale diagrams.

Now, we prove a first classification theorem ({u] denotes the integer part of u,
that is, the largest integer < u).

6.4 Theorem. There are precisely | % n*) combinatorial types of n-polytopes with
n + 2 vertices.

PRrROOF. Let P be an n-polytope, and let X = vert P have n + 2 elements. We
may assume that P C R” x{1} C U := R"*'. Then, every Gale transform X lies
in a one-dimensional space. By Lemma 6.3, we can replace X by a Gale diagram
whose components are all either —1, 0 or 1. By condition (4) in Theorem 5.4, the
classification problem reduces to finding all partitions of a set of n -+ 2 elements
into three subsets M_;, My, M; such that M_, and M, each have at least two
elements.

Let the numbers of elements of M_;, Mg, Mibel +r >2,t > 0,1 +5 > 2,
respectively. For reasons of symmetry, we may assume

r <s.

Since r + t + s = n, there are the following possibilities:

r t s
1 0 n—1
0 n—2
[n/2] 0 n—[n/2]
1 i n—2

(=121 1 |n=1~[¢-1y2

1 n—2 1

The total number of possibilities is

n n—1 n—(n-3) n—n-2)
) 2[4 42

By distinguishing the cases n = 2k and n = 2k + 1, we find this sum to be
[in%). O
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Thus, for an explicit classification of such polytopes, it suffices to provide [ }‘ n?]
nonequivalent polytopes; that is easy for small n:

Examplel. n = 2: [%nz] = 1. Every convex quadrangle is a representative.

Example 2. n = 3: Then, [%nzl = 2. Two nonisomorphic 3-polytopes with
five vertices are represented below. Figure 10a shows a bipyramid over a triangle,
Figure 10b a quadrangular pyramid. The two possible triples (r + 1, ¢, s + 1) are
(2,0, 3) and (2, 1, 2); by Theorem 5.5, the second one belongs to Figure 10b.

Example 3. n = 4 : [%nzl = 4. Figure 11 illustrates the Gale diagrams in the
proof of Theorem 6.4 and central projections of the respective polytopes into a facet
F. Although we cannot visualize the polytope itself, we can visualize its projection
into F. We “look through a three-dimensional window into the four-dimensional
polytope” (more about this in II1, 4).

Type (a) represents a double simplex. The three-dimensional “window” is
F := conv{xy, x, x3, x4}; the base of the bipyramid, projected into F, is
conv{x,, x3, X4, Xs}.

Type (b) represents the type of the cyclic polytope C(6,4). Of course, a polytope
combinatorially equivalent to a cyclic polytope need not be cyclic.

Types (c) and (d) are illustrated by projecting the pyramid into the basis of the
pyramid. The possible triples are indicated in Figure 11; the values of ¢ again
follow immediately from Theorem 5.5.

For n = 3, one of the types in Theorem 6.4 is simplicial; for n = 4, two
of them are. What is the general law behind these examples? In order to find an
answer, we first characterize simplicial polytopes by a property of the associated
Gale transforms.

6.5 Theorem. An n-dimensional polytope P = conv{xi, ..., x,} is simplicial if
and only if, for a Gale diagram X of X = (vert P), the following condition holds:
(1) For any hyperplane H inlin X, withQ € H, 0 ¢ relint conv(X N H).

PROOF. Suppose 0 € relintconv (X N H) for some hyperplane H. Since
dim P = n and P lies in a hyperplane of U which does not contain 0, we have
dimU =rank X =n+1,s0,rank X = v—rank X = v —n — 1 (Lemma 4.5).

FIGURE 10a,b.
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2 0 4 3 0 3 2 1

FIGURE 11a,b,c,d. (a) Double simplex. (b) Cyclic polytope C(6, 4). (c) Pyramid over a
double simplex. (d) 2-Fold pyramid.

3 2 2 2

Then, by Carathéodory’s theorem (I, Theorem 2.3), for k = rank(H N X) <
v —n — 2, there exist k + 1 < v — n — 1 affinely independent elements

¥1y..., %41 € X N H such that 0 € relint conv {%1, ..., Xx+1}. Therefore,
{x1, ..., Xx+1} is a coface of X, and the corresponding (proper) face has at least
v — (v —n — 1) = n + 1 vertices and cannot be a simplex.

The converse is also true. O

6.6 Theorem. Of the combinatorial types of n-polytopes with n + 2 vertices,
precisely [ 5 ] are simplicial.

PrOOF. We may assume that P C R” x{1} C U = R"*!; for X = vert P, we
obtainrank X = 1.Thus, H = {0} is the only possible hyperplane, as in Theorem
6.5. So P is simplicial if and only if in the table in the proof of 6.4, t = 0. O

It is also possible to calculate the exact number of types of n-polytopes with
n + 3 vertices; the proof needs, however, a considerable amount of calculation
(see the Appendix of this section). We restrict ourselves to 3-polytopes.

6.7 Theorem. There exist precisely seven types of 3-polytopes with six vertices.

PROOF. By Lemma 6.3 we can assume that a Gale diagram of X for X = vert P
consists only of points on a circle with center 0 and possibly 0. From the definition
of Gale diagrams and by Lemma 6.2, we can move any point of X on the circle
without changing the type of P, as long as we observe the following rule:
(2) Never move into or beyond a point diametrically opposite to another point of
X.
So we can arrange all nonzero elements of X and their negatives to be vertices
of a regular k-gon, k < 12.
We apply a further rule which does not change the type of P:
(3) If you can move a point of X on the circle into another one without violating
(2), then, do so.
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Q ),

FiGURE 12. 1. Octahedron, 2. Simplex with two stacked simplices, 3. Pyramid with stacked
simplex, 4. Prism with two faces bent, 5. Prism with one face bent, 6. Prism, 7. Pentagonal
pyramid.
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Rules (2) and (3) lead to standard diagrams which represent different types of

polytopes.

Checking through all possibilities and applying Theorems 5.4 and 5.5, we obtain

the list of different types of 3-polytopes with six vertices (in Figure 12). (By a little
circle around a diagram point, we indicate two coinciding points of X). O

Exercises

1.

Determine all types of simplicial 4-polytopes with seven vertices.

2. Let Xy = X3,X3 = X4, X5 = Xg, X7 = Xg be the vertices of a 3-simplex T,

0 € int T. Describe a 3-polytope P with X = vert P = {x1, ..., xg} which
has X = {xy, ..., Xg} as a Gale transform.

. If each facet of an n-polytope P has v — 2 vertices (v the number of vertices

of P), then,

v < 2n.

. Let P be an n-polytope, let x € P, and let X be a Gale transform of X :=

{x} U vert P.Let H > 0 be the hyperplane in lin )_(_with normal vector x, and
let r be the orthogonal projection onto H. Then, 7 (X \ {X}) is a Gale transform
of vert P.
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Polyhedral spheres

1. Cell complexes

In the preceding chapter, we dealt with boundary complexes of convex polytopes.
They consist of cell decompositions of topological spheres, the cells again being
convex polytopes. If, however, any cell decomposition of a topological sphere
is given, there need not exist a convex polytope with isomorphic (in the sense
of inclusion of cells) boundary complex. We shall present counter-examples in
section 4 below. In fact, one of the major unsolved problems in convex polytope
theory is to find necessary and sufficient conditions for a cell-composed sphere to
be isomorphic to the boundary complex of a polytope (Steinitz problem).

In this chapter, we will introduce the basic concepts for the topology-oriented
part of polytope theory, including Euler and Dehn-Sommerville equations. We need
“polyhedral” cells and cell complexes, rather than the general notion of cells and
cell complexes. For that reason, we restrict our considerations to the explicit case
of Definition 1.1, despite the slight inconvenience that, right from the beginning,
we have to fix all (proper and improper) faces of cells. In cell complexes, @ is
considered an (improper) face of a polytope, but not of a cone.

1.1 Definition. Let F be a k-dimensional polytope or a k-dimensional cone, {F; |
i € I} the set of all its proper and improper faces, and ¢ : F —> @(F) C R™ a
homeomorphism. Then,

F = go(;'") is called a k-cell in R™ with faces qo(;",-).

The cell F is called a
straight cell if Q= idy,
simplex cell, if F is a simplex or a simplex cone,
spherical cell, if F (with its faces) is the intersection of the unit sphere and a cone.
Cones are always chosen to be straight.

65
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Remark. A k-cell F comes from a polytope (as opposed to a cone) if and only if

k>1 and F is compact,
k=20 and @ is a face of F,
k=-1.

Remark. If {0} is a cell, it must be said if it is on account of a cone or a polytope.
In the former case, it has no proper faces. In the latter case,  is a face of {0}.

1.2 Definition. A finite set C of cells in a Euclidean space is called a cell complex
if the following two conditions are satisfied:

(@) If F € C and F; is a face of F,then Fy € C.

(b) If F, F' € C,then F N F’ is a common face of F and F’.

If all cells are simplex cells, we call C a simplicial complex. A cell complex
consisting of spherical cells is said to be a spherical complex.

Remarks.

(1) Since @ is not a cone, it follows from (a) and (b) that either all or no cells of
the cell complex come from cones.

(2) It should be noted that it is not sufficient to replace (b) in Definition 1.2 by
“F N F’ e C".IfC consists of two triangles T, T’ in R? with their sides and
if T N T is a 1-side of T properly contained ina 1-side of 7/, “F N F' € C”
is always satisfied; C is, however, not a cell complex.

Clearly,

1.3 Lemma. The boundary complex B(P) of a polytope P (including & but
excluding P) is a cell complex. It is a simplicial complex if and only if P is
simplicial.

1.4 Lemma. The fan X(P) of a polytope P (seel, 4) is a cell complex.
As in the special case of boundary complexes B(P), we define the following:

1.5 Definition. Two cell complexes C, C’' (whose cells are not necessarily of
the same type) are said to be isomorphic, C =~ (', if there exists a bijective,
inclusion-preserving map between them.

1.6 Lemma. The fan £(P) of an n-dimensional polytope P is isomorphic to
the boundary complex B(P*) of a polar polytope P* of P (where {0} € X(P)
corresponds to @ € B(P*)).

ProoF. Ifvis a vertex of P, then, by I, Theorem 4.13, the normal cone N (v) is
an n-dimensional cone of X (P), and N (v) N H, is the polar facet v* of v (compare
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II, Theorem 2.1(a)). We obtain an inclusion preserving bijection of vert P onto the
set of facets of P* which readily carries over to a bijection of £(P) and B(P*). O

Generalizing X (P), we define the following:

1.7 Definition. A cell complex X consisting of cones in R" with apex 0 is called
a fan. The fan is called polyhedral, if all its cells are polyhedral, simplicaial, if
each of its cones is a simplex cone, that is, the positive hull of linearly independent
vectors. We say the fan is complete if its cones cover R". We denote the set of all
i-dimensional cones of X by ¢,

1.8 Lemma. Let a cell complex C be given which is a fan, and let S be the unit
sphere with center Q. Then,

Fr—sFNS

for all cones F € C induces an isomorphism of C onto a spherical cell complex.

1.9 Definition. If C is a cell complex, then, the point set |C] := | g F is called
the support of C or the polyhedron that underlies C. If |C| is homeomorphic (that
is, can be mapped bijectively, bicontinuously) to a k-sphere we call C a polyhedral
k-sphere or shortly a polyhedral sphere.

Example 1. The boundary complex B(P) of an n-dimensional polytope is a
polyhedral (n — 1)-sphere.

Example 2. The intersection of a complete fan with the unit sphere is a polyhedral
sphere.

1.10 Definition. A subset of a cell complex C is called a subcomplex of C if it is
again a cell complex.

1.11 Definition. Let C be a cell complex, F € C.
st(F,C):={F eC|FCF} is called the star of F inC.

Si(F.C) = {(F"eC| F' C F e st(F,C)} issaidtobe Fhe closed
star of F inC.

{F' e st(F,C) | FFNF = {0}} ifC consists of cones,
link(F,C) := { {F' e st(F,C) | FFNF =@} otherwise is called the
link of FinC.

Remarks.

(1) In general, st(F, C) is not a subcomplex of C, st(F, C) and link(F, C) are
subcomplexes of C.

(2) From the second (three-dimensional) example in Figure 1, it can be seen that,
in general, link (F, C) is properly contained in st(F, C) \ st(F, C).
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link(F,C) link(F,C)
/

FIGURE 1.

Now, we will introduce a kind of multiplication for certain cell complexes C and
C'inR". Tothatend, let F € C and F’ € C’ be cells:

1.12 Definition. Assume that F, F' are cones with apex 0, so that (lin F) N
(lin F’) = {0}. Then, we call

F.-F :=pos(FUF)
the join of F and F’.

There is an analogous construction of C and C’ for polytopes:

1.13 Definition. Let F, F’ be polytopes. If
F.F :=conv(FUF)

isa (dim F + dimf’ + 1)-polytope with F and F’ as faces, then, we call F - F’
the join of F and F’. More generally, if there exists a homeomorphism

¢:F-F — oF -F)CR',
then, for F := (p(i) and F' := rp(;:“’), we call
F.-F :=¢F- F)
the join of F and F’. By convention, @ - F' = F/,F -0 = F,and@ -0 = @.

Example 3. Each n-simplex T is the join F - F’ of two of its faces F, F’ such
that vert T = (vert F) U (vert F’) and (vert F) N (vert F') = @.

For the construction of the join of the cell complexes C and C’ in R", we need
an extra hypothesis (compare the remark after Lemma 1.15).
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1.14 Definition. For F e C, assume that F - F' is defined for every F’ € C’ and
that, for every F’ # F" € C', relint(F - F') Nrelint(F - F") = (. Then, we call
F-C':={F-F | F ()
the join of F and C'.

If F-C’ exists foreach F of acellcomplex C and if relint(F - F)Nrelint(G-G') =
@ for any two different F, G € C and any two different F’, G’ € (', then, we call

C-C:={F-F|FeC, F €
the join of C and C'.

1.15 Lemma. The joinC - C’' of C and C' is a cell complex. It contains C and C'.

PRrooF. Forpolytopes, F-@ =0-F = FandC c C-C' aswellasC' c C-C'.
The defining properties 12 of a cell complex are readily verified. For cones, we
proceed analogously. O

Remark. In the definition of F - C’ it is not sufficient to assume that F - F’ is
defined for all F' € C'. For example, let C' := B(P) for a 2-polytope P in R?,
and F a point in R? \ P. Then, possibly, F - F' is defined for all F' € B(P), but
some of them overlap in (relative) interior points.

Example 4. Let P be a two-dimensional polytope in R?, and let [p, p'] be a line
segment such that relint P N relint[p, p'] is a point. Then B(P) - {p, p’, B} is
defined and is the boundary complex of a bipyramid.
Example 5. Let v be a vertex of a simplicial n-polytope P. Then,

{v, 8} - link(v, B(P)) = st(v, B(P)).
Example 6. Let C, C’ be a regular r-gon and a regular s-gon, r, s > 3 in the &,

&,-plane and the &;, £4-plane of R*, respectively, both with centroid (=barycenter)
0. Then, C - C’ is defined and is a polyhedral 3-sphere with r - s 3-cells.

1.16 Lemma. Let F, F' be cones in R" such that F - F' is defined.
(@) F - F' = F + F’ (vector sum).

(b) F - F'is a cone with apex 0.

(c) If S is the unit sphere of R", then,

FNS-FNSH=F-FHNS
Jor the spherical cells FN S, F' N S.
PRrooOF. (a)Forx € F - F', we may set
X =Myt F MY+ M1Vt 0+ AnYm

where y1,...,% € F, Yk415.-,Ym € F',and Ay, ..., A, > 0. Then, for
yi=Myt+ o+ My Y = eVt + - + Ay, We have x = y + .
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Hence, F - F' C F + F'. The inclusion F + F’ C F - F' is trivially true, so (a)
follows.

(b) By definition, F - F’ is acone. Suppose {0} is not an apex of F - F’. Then, there
exists x # Osuchthatx € F-F'and—x € F-F'.By(a),wehavex = y+y and
—x=z+7 wherey,z€ Fandy',z’ € FF.NowO0=x—-x=y+z+y +7,
sothaty +z = —(y’ +z’). By the assumption (lin F) N (lin F’) = {0}, we obtain
y+2z=0=y+7, and hence,z = —y,z’ = —y’. Since 0 is an apex of F and
of F/,wefindz = y = 7/ = y' = 0 and, therefore, x = 0, a contradiction.

(c) Since, by (a) and (b), F - F’ is a cone with apex 0, we can find a hyperplane H
which does not pass through 0 and intersects F - F’ ina polytope (F - FYNH # @.
By central projection from 0, we see that (F - F) N H and (F - F') N § are
homeomorphic. It is readily seen that (F - FYNH = (FN H) - (F' N H), so
that (c) follows. O

Exercises

1. If P is a k-fold bipyramid over R (see I1, 3), there exists a k-cube Q such that
B(P) = B(R) - B(Q).

2. Letv be a vertex of a simplicial polytope P. Then link(v, B(P)) is a polyhedral
sphere isomorphic to Bo(Q) = B(Q)\ @ for some (n — 1)-dimensional polytope
Q.

3. Let C be a 4-cube. Then B(C) contains a subcomplex Cy such that |Cy| is
homeomorphic to an ordinary torus (“tube”).

4. Let v be a vertex of a polytope P. Define ¥ := {pos(F —v) | F € B(P)\
st(v, B(P)) a proper face of P}. Then, ¥ is a fan, and X \ {0} = [B(P) \
st(v, B(P))].

2. Stellar operations

The operations introduced now are of fundamental importance in the so-called
piecewise linear (p.l.) topology. Although the present section can be considered
part of that theory, our aim is an application of a special type of these operations
in algebraic geometry (“blowing up” and “blowing down”, Chapter VI).

2.1 Definition, LetC be a cell complex, F € C, F # @.Forapoint p € relint F,
we call the transition

C — (C\st(F,C))Up- (st(F,C) \ st(F,C)) =: s(p; F)C

a stellar subdivision (or elementary subdivision ) of C in direction p. The inverse
operation s~ (p; F) defined by s~ (p; F)(s(p; F)C) = C is said to be an inverse
stellar (or elementary) subdivision.



2. Stellar operations 71

FIGURE 2.

Put more simply, we throw out the star of a face F and join a relative interior
point of F to the boundary of the star. The result is called a stellar subdivision.

Example 1. If F is a point p, then, s(p; {p})C and C have the same O-cells,
though, in general, s(p; {p})C # C.

Example 2. If F is a cell of maximal dimension in C, then, st(F, C) = {F} and
s(p; F)C splits only F and leaves all other cells of C unchanged (Figure 2).

Example 3. Let dim F = 1 in a cell complex C whose cells have maximal
dimension 2. Figures 3a, b, c illustrate the cases in which the number of 2-cells

that contain the 1-cell F is 1, 2, or 3, respectively. In polyhedral 2-spheres, of
course, only case (b) occurs.

A point p € |C| determines F € C by the condition “p € relint F”. In the
following example, p is chosen so that it determines different faces in different
cell decompositions of a set.

Example 4. In Figure 4, the cell complex in the middle (six 3-simplices plus
faces) is obtained by stellar subdivision of the right one (three 3-simplices plus
faces) as well as of the left one (two 3-simplices plus faces).

G4 Hd FY

FIGURE 3a,b,c.
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FIGURE 4.

The boundary complex of a polytope stellar subdivision can be described as
follows:

2.2 Theorem. Let P be a polytope and s(p; F)B(P) a stellar subdivision of its
boundary complex. Then, there exists a polytope P’ such that

s(p; F)B(P) =~ B(P").

Proor. We may assume dim P = n. For dim F = n — 1, we obtain a P’ by
placing a sufficiently “flat” pyramid onto F. Equivalently, we choose some point
qg € (NintH )\ P where H,, ..., H, are the affine hulls of those facets of P
notequalto F and P C HJ-',j =1,...,r,and, then, set P’ := conv({g} U P).

Let0 < dim F < n — 1 and p € relint F. Furthermore, let F = P N Hp(u),
Hp(u) a supporting hyperplane of P with outer normal u. We consider an (n — 1)-
face F € st(F, B(P)), F = P N Hp(v), and a face Fy of F not in st(F, B(P)),
Fy = P N Hp(w) (Figure 5). We choose some p € relint F. For0 < a < 1,
Fy = PN Hp(av + (1 — o)w) (we may assume (u, v) > 0).Ifg € p+Rso
is sufficiently close to p, we find some o € (0, 1), suchthatg € Hp(av + (1 —
a)w) =: H(g, Fp).

We can assume P C Hp (u) N H, (v) N Hp (w). Then, also, P C H™ (g, Fo).

Now we consider the set of all (n — 2)-faces of P. Let Fy = F, W, Fés) be
all (n — 2)-faces in st(F, B(P)) \ st(F, B(P)). We can choose the same g for
all these faces, so that P C H™ (g, Fé’)),j =1,...,s.Let Hy,..., H be the

” *wf

FIGURE 5.
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affine hulls of all facets of P that do not lie in st(F, B(P)), where P C H:,
j=1,...,r.Weset

P = (Q H)N (ﬂl H™ (g, F")).
1= ]=

Clearly, P’ = conv({q}U P). Furthermore, q - Féj) arefacetsof P',j =1,...,s.
The assignment

p ED g B =1,
can readily be extended to an isomorphism
s(p; F)B(P) — B(P').
O

2.3 Definition. We say P’ is obtained from P by pulling up a point p of the
boundary of P.

A stellar subdivision of B(P) can also be characterized by a “cutting off”
operation dual to “pulling up”.

2.4 Theorem. Let P* be the polar polytope of P, and let F* be the polar face
of a proper face F of P. If the hyperplane H strictly separates vert F* from
(vert P*) \ (vert F*) and if F* C H™, then, for an arbitrary p € relint F,

B(P*N H™) =~ B(P™),
where P’ is defined according to Theorem 2.2.

PROOF. We may assume n > 2. If py,..., py are the vertices of F, then,
Py, ..., p), are the facets of P* that intersectin F* € B(P*). The duals Fé')* of
the (n — 2)-faces Fé’), defined as in the proof of Theorem 2.2, are line segments
emanating from vertices of F*. If, also, g is introduced, as in the proof of Theorem
2.2, the polar hyperplane H of g intersects each Fé')* inapointg; 1= (q - Fé’))*,
i =1,...,s. S0, conv{g, ..., q;} = q*in B(P™) is a facet whose boundary
complex consists of the polars G* of faces G € B(P’) that contain ¢. Since the
other faces of P* N H~ and P’ are in a natural bijective and inclusion-preserving
correspondence, the theorem follows. O

The following combination of stellar subdivisions can, on the one hand, be
used to turn any cell complex into a simplicial one, and, on the other, be used to
decompose a cell complex into cells of arbitrarily small diameters (as is needed in

p.l. topology).

2.5 Definition. Let C be a cell complex whose cells of dimension i are denoted
Fj,..., F} i =0,...,k (k the maximal dimension of a cell). For each F!, we
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FIGURE 6.

choose apoint p;; € relint F;, forexample, the barycenter. We sets’ := s(p}; F}).
Then,

ﬂ(C)::s}lo~--os11o---os§k0~--osf(C)

is called a barycentric subdivision of C.

It should be noted that s; does not affect any cell F # F J’ of dimension < i, so
that barycentric subdivisions are well-defined.

Example 5. Figure 6 illustrates 8(B(C)), C a cube, for the “visible” part of B(C).

Example 6. Figure 7 shows 8(C) for a cell complex consisting of three triangles,
six edges, and four vertices.

Finally, we will mention the combinatorial aspect of a problem which will
occupy us in Chapter V, 6, for special stellar subdivisions:

Problem. Given two polyhedral n-spheres C, C’ of the same dimension n, do

there exist stellar subdivision sy, ..., sp, 5], ..., s; such that from C, C’ the same
combinatorial sphere C” is obtained as indicated in the following diagram?

The answer is yes for n = 2, and it seems also to be yes forn > 2 (c.f. Appendix
I, 2.).

FIGURE 7.



2. Stellar operations 75

Besides the barycentric subdivision, there is a decomposition of the boundary
complex B(P) of a polytope P into a simplicial complex in which no new vertices
occur:

2.6 Theorem. Let C be a cell complex and let Z,, ..., Z, be the 1-cells (in
case C is a complex of cones) or 0-cells otherwise (in some order). For v; €
relint Z; ({v;} = Z; in case of O-cells), i = 1,...,r, we set Cy := C and
Ci = s(i; ZNCi_y,i = 1,...,r. Then, C, is a simplicial complex which has
the same 1-cells (in case of a complex of cones) or O-cells (in case of a compact
complex) as C has. Furthermore, |C.| = |C|.

Proor. By definition, s(v;; Z;) does not add a 1-cell (in case of a cone complex)
or a 0-cell (otherwise) to C;_y,i = 1,...,r. Suppose F € C, is not a simplex
cone or a simplex. Then, there exist Z; C F, Z; C F such that conv(Z; U Zy)
is not a cell of C,. But s(v;; Z;)C;_1 contains conv(Z; U Z;) (by definition), a
contradiction. O

Now, we will turn to the problem of completing a noncomplete fan £ (cor-
responding to problems of compactification in algebraic geometry). First, we
introduce the following notion.

2.7 Definition. LetC,, C; be cell complexes of polytopes or cones in R" (possibly
C, consists of polytopes and C; of cones). Then, we call C; M C; := {0y N oy |
o1 € Cy, 03 € G5} the intersection complex of C; and C,.

Clearly, C; N C, is a cell complex.
If Cy, Cy are complete fans, C; 1N C, is again a complete fan.

However, if C; consists of polytopes, so does C; 1 C,, no matter if C, consists
of polytopes or cones.

2.8 Theorem. Every fan T can be extended to a complete fan £’ O X.

PROOF. Let S be the unit sphere. We shall prove a somewhat stronger version of
the theorem:
Given a noncomplete fan ¥ in R” and an ¢ > 0, we can find a fan £” and a
complete fan X’ such that the following five conditions are satisfied.
HTcrc¥.

(ii) £'\ " and £’ N E” consist of simplex cones.

(iii) X"\ T consists of k-fold joins (Definition 1.12) - g - .. o®, 7 € %, o®
al-cone,i =1,...,k,1 <k < n — 1 and their faces containing at least
one cone o).

@v) {Z1\ {0} C int|Z"].

(v) fn > 2and6” € £”\ L, then, each point of ¢” N § has distance less than
¢ from a cell of X.
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We proceed by induction on n. For n = 1, ¥ is either {{0}} or {{0}, R0} or
{{0), R<o} and &’ = £ = {{0}, Rx0. R<o}.

Forn = 2, the set S \ | X} consists of finitely many arcs (without end points).
If pq is such an arc, we choose two points p’, ¢’ on it with distances less than /2
from p, g, respectively. Then pos{p, p'} and pos{g, ¢’} are considered as elements
of £”, and pos{p’, ¢’} as an element of X’. We do the same for all arcs and split
them if they are greater than or equal to 7r. We consider X as a subset of X", also,
" as a subset of X’ and obtain fans satisfying (i) to (v).

Letn > 2,andletg := R>oa,a = oNS,beal-coneof X for whichst(g, X)is
notcomplete. (If © = {{0}} we firstextend X by a 1-cone). We consider the tangent
hyperplane H of S ata and the fan ¥, := {pos(c N H —a) | o € st(g, L)} with
origin a. By the induction hypothesis, there exist fans X/, X/ such that conditions
(i) to (v) hold. We construct from them an extension of X as follows.

If R>o(b — a) is a 1-cone of X, \ Z,, we assume ||b — a|| < &, for some
bound &, < & which depends only on a. Let o’ := R»o(d" — a) € X/,
169 —al| < &4,i = 1,...,k,and 1, € I, be given, dimt, = n —k — 1,
suchthat 7, - ¢V - - - o € T/ \ Z, isan (n — 1)-cone. To 7, there corresponds
a unique T € st(g, ¥) such that 7, = pos(t N H — a). We set %) := R5o b,
i=1,...,k.Then, T := 1 - oV ... o® is well-defined. If 5" is not a rational
vector, we replace it by a rational vector close to b and denote the new vector
again by b, From (ii) and (iii) applied to £,, £, ¥/, we see that changing the
b slightly, provides an isomorphic change of £/ and I, whereas X, remains
unchanged. If ¢, is chosen small enough, the cone T intersects || only in 7.
Therefore, X together with T and the faces of 7 is again a fan ¥ (a, 7).

Let%, -3V --- 3P € £} \ %, be another such (n — 1)-cone. We associate with
it an n-cone T analogously, and continue in this way until X \ X, is exhausted.
We obtain a fan X (a).

Now let a simplex (n — 1)-cone g{V---80~V € ¥/ \ T/ be given,

oY = Rx0(0? — a), 169 —all < &,,i = 1,...,n — 1. As in the case
of b we may assume b to be rational. We consider the simplex n-cone
% := posf{a, bV, ..., b=V} which, for sufficiently small &,, intersects X only

in 0. Adding all such cones to X (a) provides a cone X" (a).

If a 1-cone of X different from g exists on the boundary of | X, we proceed in
the same way as before with X replaced by £”(a). Continuing in this way, we end
up with a fan ] which satisfies |X| \ {0} C int |Zg].

The set S\ | X;] is open relative to S. Its (topological) closure does not intersect
|X|. We intend to cover S \ | X by “small” spherical simplices. For this purpose,
we introduce the following subdivision of S into spherical simplices.

Consider a cube C circumscribed to S, and apply barycentric subdivisons to
B(C) successively until all simplices have diameter less than e fora given ey < e.
The positive hulls of these simplices intersect S in spherical simplices with di-
ameter less than &o. If & is chosen small enough, we can cover S \ |Zj]| by
spherical simplices which do not intersect X. Together with their faces, they
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provide a simplicial spherical complex C. From C we obtain a simplical fan
T :={posT | T € C}.Itsatisfies |X¢| N |X| = {0} and [Zc| U [Xg] = R".

The last problem to be solved is turning the overlapping part of ¥¢ and X into
a cell complex. Let By consist of all cones of X; which do not intersect int | X
(the “boundary complex” of %), and let B; := By M E¢. We decompose the cones
o of Ij \ T as follows. If o € By, replace B(o) (the boundary complex of o)
by B(o) N E¢ C By.If 0 ¢ By, it intersects both ¥ and By. If 0y := o N |Byl,
we replace B(og) by B(ag) N X¢. Having achieved this change for all cones o €
¥, \ X, we obtain a new cell complex X from Xg. Its cells, however, are not all
polyhedral cones but polyhedral cones with subdivided faces. In order to obtain
only polyhedral cones, we choose apoint p, € relint o foreacho € T\ (ZUBy),
put oo := R0 p, and apply a stellar subdivision in the sense that st(o, X{) is
replaced by the join of g, and the (subdivided) boundary complex of st(o, Z7).
Hereby, we start with those o which have an (n — 1)-face oy in By and continue
with dim o = n — 2, and so on. We end up with a fan which we denote by ).

Next we wish to decompose the remainder o’ \ | X7 | of each cone o’ € ¢ \ Zf
into polyhedral cones. If the elements of C have been chosen with sufficiently small
diameters, the following condition holds:

(*) Each n-cone of g, which intersects a given o’ € Z¢, belongs to st(g, Z;)
for one and the same o € By.

(Note that, although £ has been decomposed into X above, we continue using
it temporarily).

As in the earlier part of the proof, we associate with st(o, Xj) an (n — 1)-
dimensional fan X, in the tangent hyperplane Hy of S at p = o N §. By the
induction hypothesis, we can extend X, to a complete fan ;. Because of (x),
T induces a cell decomposition of Hy N (o’ \ int |X]) from which we obtain
(by taking positive hulls) a cell decomposition of o’ \ int |Zj] = o’ \ int | ]|
into cells oy, . . ., o} for some k. This cell decomposition preserves the cells of 53,
contained in ¢’ and is hence compatible with XJ.

However, if we have accomplished all these decompositions, they may not
induce the same decompositions of a common face t of two of the cells. Let
¥(1, 1), ..., (1, r) be different decompositions of t into cell complexes. Then,
we consider X (z, 1) M- - -1 X(z, r) and decompose the n-cones, which contain 7
by stellar subdivisions, into polyhedral cones (as we have done when we decom-
posed Xf into X7). Proceeding in this way for all cones ¢’ € X which intersect

> we obtain a decomposition of (|Z¢| \ |Z7]) U |B; into a cell complex of
polyhedral cones X which contains B;, as a subcomplex of polyhedral cones.

Finally, we apply stellar subdivisions as in C to all cells of X; U X7 which are
not simplex cones and which do not intersect | 2| \ {0}. These stellar subdivisions
do not affect X. Thus, we obtain from Xj U J a cell complex of cones £’ and
denote by X" the subcomplex of all cones of £’ which have at least a 1-cone in &
together with their faces. Now X’ and X" are readily seen to satisfy (i) to (v). O
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Remark. Although, from Theorem 2.8, an algorithm can be deduced for com-
pleting a fan it will, in general, not be the most efficient one. For n = 3 and
pos |=| = R?, completion without additional 1-cones can be found, which is not
true for higher dimensions (c.f. the Appendix to this section).

Exercises

1. Show that B(C) is always simplicial.

2. Hlustrate a solution of the above problem for ¥ the boundary complex of a
3-simplex and X’ the boundary complex of an octahedron.

3. Given a 3-simplex, do there exist three stellar subdivisions such that, in the
resulting complex, each pair of vertices is joined by a 1-cell?

4. Dualize B(C) according to Theorem 2.4, and apply to Examples 5 and 6.

3. The Euler and the Dehn-Sommerville equations

Generalizing the f-vector f(P) of a polytope P (I, Definition 1.13), we call, for
an arbitrary cell complex C,

F©) = (fo(©), ..., fir(0)

the f-vector of C, where f;(C) denotes the number of j-cellsofC,j = 0,...,n~
1.

If f; = fj(P) are the numbers of j-faces of an n-polytope P, there is a basic
relationship between them, known, for n = 3, as Euler’s formula

e)) fo— A+ =2

This equation is, in fact, true for any polyhedral 2-sphere; its proof is, however,
quite difficult. We shall prove a generalization of (1) to n-dimensional spherical
complexes obtained as intersections of the unit sphere with complete fans, which
(up to isomorphisms) includes the case of boundary complexes of polytopes.

3.1 Theorem (Euler-Poincaré’s theorem). Let the spherical complex C be ob-
tained by intersecting the cones of a complete fan in R" with an (n — 1)-sphere
S"1 about 0. Then,

n—1
@ Y (=D £ =1+ (=)
j=0
PROOF. We use inductiononn.Forn = 1, Cisapairof pointsand (—1)°-2 =
1 + 1 so that (2) holds. Let (2) be true for $"~2 instead of $*~!.
It is readily seen that there exists an (n — 2)-dimensional linear subspace U
of R" which intersects S”~! only in the relative interiors of several at least two-
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dimensional cells of C, called cells of the second kind. All other cells are not
intersected by U; we call them cells of the first kind.

To the set of vertices (0-cells) of a spherical cell F of C, we assign its convex
hull F inR” (of possibly higher dimension than F if F is not a spherical simplex).
Then, pos F = pos F.If a is a point in a sufficiently small neighborhood of 0, the
assignment

F=58"NposF > § ' Npos(F — a)

is an isomorphism of C and a spherical complex C’. We can choose C’ such that
for any vertex x € C’ we have —x ¢ C’. Keeping this in mind, we can choose U
such that the following conditions are satisfied for any hyperplane H > U and
any F € C,
(i) H N F is a spherical cell.

(ii) Either H N F is empty or a vertex or we have dim(H N F) = —1 4+ dim F.
(iii) H contains at most one vertex of C.

Let H,, := lin({p} U U) be the hyperplane passing through the vertex p of C. On
a semi-circle k consisting of points represented by unit normals of the hyperplanes

H D U we obtain a linear ordering of the H), say, Hy, Hs, ..., Hyf.). We
choose hyperplanes H,, Ha, ..., Haj, so as to make the unit normal of Hy; on
k lie properly between that of Hy;_; and that of Hy; 1,0 = 1,..., fo; take

Hyf,41 = Hi. (The left side of Figure 8 illustrates the H; for a spherical cell of
the first kind, where C has five vertices; the right side refers to a cell of the second
kind, C having seven vertices).

Let Fibea j-faceof C,j =1,...,n—1l,andletP, := (H;,NF | F € C}
be a complex of spherical cells on an (n — 2)-sphere. We set

O(FI, P) = {0 if |P;| N relint F/ = @,
T 1 otherwise.

We claim that
L 1 if F is of the first kind
3 ~D)i®F,P) = : ,
) ;( ) o ) [ 0 if F/ is of the second kind
(see Figure 8).

Proof: If H;, with i odd, intersects a face F/ of the first kind, the hyperplane
H;,, intersects relint F/ unless H; N F/ is the “last” vertex, that is, a vertex of
F/J with maximal i. H; itself also intersects relint F/, except for the “first” and the
“last” vertex of F/. Therefore, in the alternating sum on the left side of (3), the
number of even i, for which we have ®(F/, P;) = 1, exceeds the number of odd
i with ®(F/, P;) = 1 by one. This proves the first part of (3).

If F/J is of the second kind, there is no “first” or “last” vertex of F/, and each
H; intersects, by definition, relint F/. Therefore, the second part of (3) follows.

Let g; denote the number of all j-faces of the second kind.
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FIGURE 8.

We sum up (3) for all j-faces with a fixed j, and obtain

2fo
4) Y D DREL P = £ - g;.

Jj—faces i=1

Now, summing over j, we find

n—1 ) 2fo ' ' n—1 ) n—1 )
G) Y Y Y (DOF, Py =Y (-1 ) - ) (~g;
j=t Jj—faces i=1 Jj=1 j=1

Weset G := {F NU | F € C} and apply the theorem inductively to Cy. So, we
obtain

n—1 n—1
© Y (Vg =) (~1fiaC) =1+ =1+ D"
Jj=1 j=1

Looking further at the left side of (5), the main step is to change the order of
summation. We claim that

(7) Y o, Py =

j—faces

foP)—1 if j = 1landiodd,
fi-1(P)  otherwise.

Proof: If i is even, each (j — 1)-face of P; is, by definition of H;, the intersection
of a j-cell F/ with H;. The same is true if i is odd and j > 1. For odd i, let p;
be the vertex for which H; = lin({p;} U U). It is not the intersection of H; and
relint F! of a 1-cell. All other vertices of P; are such intersections. Therefore, (7)
is true.

From (5), (6), (7) by applying the induction hypothesis to 7;, we obtain

n—1
@®) YD) e, P
j=1

j—faces



3. The Euler and the Dehn-Sommerville equations 81

YIS fPY + 1 ifiis odd
Z'J'.;i(——l)jf,-_l(P,') if i is even
—1—-(=1)""24+1= (D" ifiisodd,
—1—(=1D"?% =14 D" ifiiseven.

Now,

2f0 n—

1
© DD 1Y oF, Py
Jj=1

i=1 Jj—faces

= Y DD =D+ Y EDHED"T =~ (0.

i even i odd

From (5), (6), and (9) we conclude that
n—1
Y FHE 1= (=) = = £/(0),
Jj=1
and, hence, we obtain (2). O
In terms of the f-vector Euler’s theorem implies Theorem 3.2.

3.2 Theorem. The f-vectors of polyhedral (n — 1)-spheres, defined by complete
fans inR", lie in a hyperplane of R", called Euler’s hyperplane.

If the spherical complex is simplicial, there are more relationships for the f-
vectors. Before proving this, we introduce an analog to the quotient polytope P/F
(F aface of the polytope P; see II, 2) for fans and spherical complexes.

3.3 Definition. Let 7 be a cone of a fan ¥, and let U be the orthocomplement of
the linear hull lin 7 of t in R”. The fan, obtained from st(z, £) by perpendicular
projection onto U, is called the quotient fan £/t of T to 1. If C := {o N §"7! |
o € T}and F := 7 N §*! is substituted for T, 1, respectively, we obtain

a spherical complex from X/t called the quotient complex C/F (on the sphere
St —2~dim F )

We note that, for dim F = n — 1 or st(F,C) = {F}, the complex C/F is
empty. It is readily checked that X /7 is well-defined. If ¥ is complete and we set
r .= dim t, then, X/t is (n — r)-dimensional. Furthermore, we have

3.4 Lemma. LetC be the (n — 1)-dimensional spherical complex obtained from
a complete fan in R" according to Definition 3.3. For any k-dimensional cell F of
C,k < n — 2, the quotient C/ F is again complete, and, for the number f;(F) of
i-dimensional cells of C that contain F,

Fi(F) = fixr(C/F), i=k,...,n—1.
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3.5 Theorem (Dehn-Sommerville equations). Let C be the spherical complex
obtained from a complete simplicial fan in R" by intersecting its cones with S™~.
Then,

n—1

ED Y -1 (k+1)f,(C)—( Y£©,  k=—l,...n—1

i=k

Remark. For k£ = —1, we obtain Euler’s theorem as a special case of the Dehn-
Sommerville equations. For k = n — 1, the result is trivial.

Proor or THEOREM 3.5. Letus fix a k-face F. By Lemma 3.4,
FitF) = fik1 (C/F).

Therefore,
n—-k-2
Z( 1y fi(F) = Z( D' fitnt©/F) = | D0 DHHfC/P)
j=-1
n—k=2
= (D" Y (=1 fHC/F) = (D) =1y
j=-1

= (___l)n—l

by Euler’s equation. Summation over all k-faces of C yields

n—1
10 D Y DFE= )Y, )7 = £(0) - (=)

k—faces F i=k k—faces F

Changing the order of summation on the left side of (10), we obtain
n-1

(11) Y =D Y FF) = (=) fl0).
i=k k—faces F

Since C is simplicial, any i-face of C contains ( k-faces. Therefore,

i)

S G = (,’;frll)f,-w).

k—faces F

So, we obtain the theorem from (11). O

Example. Forn = 3andk < 1, the formulas (E}) read explicitly (f; := fi(C)):

(E%) ~fa+ fo—fi+ o= fa,
(E3) fo—=2fi+3f2=fo
(E) -f+3fa=h.

As we remarked before, (E> 1) is Euler’s equation (1). (EO) and (E 13) provide the
same equation

3fr =2f,



Exercises 83

which does not follow from Euler’s equation.

3.6 Definition. For f; := f;(C),i = —-1,...,n — 1, we set

k .
fn—1

hi = h(C) = —Dr i1 0<k<

k () ;( ) (n—k)fl <k=<n
and call h = (hy, ..., hy,) the h-vector of C.

3.7 Theorem. The Dehn-Sommerville equations are equivalent to the equations
hy = hy_i, 0<k<n
PrOOF. We define two functions of the real variable 1:
n ) !
F@) = it Ht) =0 -)"F(—).
() gfl ®) == F(;—)
Then, H(t) = Y1, fi—1t'(1 — )"~ is a polynomial in # and can be written as

n

H(@) = Zh;t"

k=0

with coefficients

’ : k—i n—i
hy = ;(—1) (n _ k)fi—l-

Hence, b} = h,k =0, ..., n.
If we calculate F (t — 1) and F(—t), we see that the Dehn-Sommerville equations
are equivalent to
Fit -1 =(D"F(-p), or
(10) H@) =t"H¢™Y.

Comparing coefficients in (10) shows the equivalence of (E;_,) and hy = h, 4,
k=0,...,n. O

In section 6 the h-vector will be given a geometric meaning in case C is the
boundary complex of a simple n-polytope.

Exercises

1. Let Cy, C; be simplicial 2-spheres isomorphic to boundary complexes B(P;),
B(P,) of simplicial polytopes Py, P, respectively.

Suppose Ay, A} € Ciand AjNA] = B,als0 Ay, A, € Coand ANA, =0

for 2-cells A;, A}, Ay, A). By identifying (“gluing together”) of A; and A,,
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also A{ and A}, and taking away the interior of A; = Az, A} = A), we obtain
a simplicial complex C whose set is a torus-like surface.

a. Prove that

f©€) — AEO) + 20 =0.

b. If we repeat the gluing together of disjoint triangles of Cy, C; so as to obtain
closed surfaces with g “holes”, what is the analogous formula of (a)?

2. Find the corresponding equation to (a) in Exercise 1, for a cell complex obtained
from two simplicial (n — 1)-spheres by gluing together two pairs of disjoint
(n — 1)-simplices.

a. Show directly that, for any simplicial spherical complex C, the left side of
(2) does not change if a stellar subdivision of C is applied.

b. By stellar operations, prove the Euler- and the Dehn-Sommerville equations
for all simplicial spheres obtained from the boundary complex of an n-
simplex.

4. The hyperplanes in R" with equations (E}) intersect in an affine space of
dimension [ ).

4. Schlegel diagrams, n-diagrams, and polytopality of
spheres

If a 3-polytope P is made of glass and, if we stand close enough to one of its facets
F, we “see” the boundary complex B(P) as centrally projected into F. Figure 9
illustrates the case of platonic solids (see I, 6).

Because of the symmetries which platonic solids possess, all such projections
for one P look alike. If we consider, however, a triangular prism, there are two
different types of “windows”, triangles and rectangles, and we obtain two types of
projections (Figure 10).

The higher-dimensional analog is of some use in the investigation of polyhedral
spheres. In particular, we can “visualize” a 4-polytope by “looking through” one
of its three-dimensional faces.

A\

FiGURE 9. Tetrahedron, Cube, Octahedron, Dodecahedron, and Icosahedron.
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FIGURE 10.

4.1 Definition. Let P := H; N -.-N H~ be an n-polytope with facets F; :=
PNH,..,F,:=PNH,andletp € int H; Nint H; N---Nint H . We
consider the cell complex C obtained from B(P) \ {F;} by central projection into
F; with projection center p and call C U {F1} a Schlegel diagram of P.

Figure 11 shows Schlegel diagrams of a 4-simplex and a 4-cube.

A natural question arises. Given any cell decomposition C of an (n — 1)-polytope
F,is C U {F} always a Schlegel diagram or at least isomorphic to a Schlegel
diagram? To be more precise, we define the following:

4.2 Definition. Let C be a cell complex in R*~! such that |C| = Fisan (n — 1)-
polytope, Fy € C for each face Fy of F and F' N 3F is a face of F for any
F’ € C. Then, C U {F} is said to be an (n — 1)-diagram. F is called the base of
the (n — 1)-diagram.

So our question can be restated: Is any (n — 1)-diagram equal or isomorphic
to a Schlegel diagram and, hence, isomorphic to the boundary complex of an
n-polytope?

As can be seen from V, 4, Example 1, an (n — 1)-diagram need not be a Schlegel
diagram though it is isomorphic to a Schlegel diagram. In fact, one of the most
celebrated results of classical polytope theory is a theorem of E. Steinitz (1922)

==
I

FIGURE 11.
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saying that any cell decomposition of a 2-sphere, in particular, any 2-diagram, is
isomorphic to a Schlegel diagram.

When Briickner (1893) used 3-diagrams in the classification of 4-polytopes
with few vertices, he tacitly assumed that all 3-diagrams are isomorphic to Schlegel
diagrams. It was notuntil 1965 that B. Griinbaum proved this to be false. Eventually,
it turned out that one of the 3-diagrams found by Briickner (the “Briickner sphere”,
see below) was not isomorphic to a Schlegel diagram.

4.3 Definition. A polyhedral (n — 1)-sphere is said to be polytopal if it is
isomorphic to the boundary complex of an n-polytope.

So, a general problem can be formulated which is far from being solved:

Steinitz problem. Find necessary and sufficient conditions for a polyhedral (n —
1)-sphere to be polytopal.

We present an example of a 3-diagram which is not isomorphic to a Schlegel
diagram. It is simpler than the original one by Griinbaum.

4.4 Definition. Let F := [1, 3, 5, 7] be a 3-simplex with vertices 1, 3, 5, 7, and
let points 2, 4,6 € int F be chosen such that the simplices 71 := [1, 2, 3, 4],
T, :=1[3,4,5,6], T3 :=[1, 2, 5, 6] satisfy

nnh=[34 TnLNh=[56 T*Tnh=[2]

(see Figure 12), and such that there exists a point 8 € int(conv{l, 2,3,
4,5,6}\ (T, U T, U T3)) from which the triangles [1, 2, 3], [2, 3, 4], [3, 4, 5],
[4,5, 6],[1, 2, 6],[1, 5, 6] can be “seen”.

FIGURE 12.
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The 3-diagram, having the following 3-simplices as 3-cells, is (up to an
isomorphism) called the Barnette sphere:

N, 0h,T13,0,2,471,01,3,4,7),(3,4,6,7],(3,5,6,71, (1, 2,5,7],
(2,5,6,71,12,4,6,71,(1,2,3,8],12,3,4,8],(3, 4,5, 8], [4,5, 6, 8],
[1, 2’ 6’ 8]a [19 5’ 6, 8]9 [1, 3, 57 8], [2, 4, 6, 8], and F as the base.

The defining properties of a polyhedral 3-sphere (Definition 1.9) are readily
checked. In order to get a 3-diagram one may choose, for example, 2, 4, 6 as ver-
ticesof atriangle A C int F with sides parallelto[1, 3],[3, 5], [1, 5], respectively,
and then rotate A a small amount about the line that joins the barycenters of A
and [1, 3, 5].

4.5 Definition. Inthe Barnette sphere, let p := [7, 8]N[2, 4, 6] € relint[2, 4, 6].
We apply successively s(p; [2, 4, 6]), s~'(p; [7, 8]), and call the resulting
3-diagram a Bruckner sphere.

4.6 Theorem. There does not exist a 3-diagram, with base T;,i = 1, 2 or 3, that
is isomorphic to the Barnette sphere. Hence the Barnette sphere is not polytopal.

PROOF. The assignment 1 —» 3 > 5S> 1,2 > 4> 6+ 2,7 7,

8 — 8 induces an automorphism of the Barnette sphere, as does the assignment

153> 1,26 4 2,7+ 7,8 > 8. Therefore, it is sufficient

to prove the theorem for 7, = [3, 4, 5, 6].

Suppose T, were the base of a 3-diagram of the Barnette sphere. Then, 7, 8 €
int T; are such that each two of the simplices [3, 4, 6, 71, [3, 5, 6, 7], [3, 4, 5, 8],
{4, 5, 6, 8] do not have an interior point in common (Figure 13). The set T :=
h\([3,4,6,71U1[3,5,6,71U[3,4,5,8]U[4,5,6, 8]) is to be filled with the
remaining cells of the Barnette sphere.

In any 3-diagram C we have, the following directly from the definitions:

(1) For any edge [a, b], the polygonal path link([a, b], C) can be projected onto
a plane perpendicular to the line aff[a, ] in which the projected path has no
self-intersection.

In the Barnette sphere S, since link([1,2],S) = [3,41 U [4,71 U [7,5] U
[5, 6] U [6, 8] U [8, 3] =: m, we must choose 1, 2 € T such that (1) is satisfied.

However, the triangular paths [3, 8] U [8, 6] U [6, 3] and [4, 71U [7, S]U [5, 4]
are linked as links of a chain. It is readily seen from Figure 13 that there does not
exist a projection of = without self-intersection onto any plane in R3.

Therefore, 7; is not the base of a 3-diagram of the Barnette sphere. Since each
3-face of a polytopal 3-sphere must carry a 3-diagram, the theorem follows. [

Remark. The proof of Theorem 4.6 is based on the fact that any polytopal (n — 1)-
sphere can be realized in each of its (n — 1)-faces as an (n — 1)-diagram. This
condition, however, is not sufficient for polytopality, as Barnette and Schulz have
shown by other examples (c.f. the Appendix to this section).
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FIGURE 13.

As a direct consequence of Theorem 4.6, we have (in the terminology of section
1) the following theorem:

4.7 Theorem. Not every (simplicial) complete fan is isomorphic to a fan spanned
by the faces of a polytope P.

Exercises

[y

. The Briickner sphere is not polytopal.

2. Stellar subdivisions preserve polytopality, inverse stellar subdivisions, in
general, do not.

3. The Briickner sphere and the Barnette sphere can be turned into polytopal
spheres by appropriate pairs of a stellar subdivision and an inverse stellar
subdivision.

4, By using Gale transforms, show that any (n — 1)-sphere with n + 2 vertices is

polytopal.

5. Embedding problems

Theorem 4.7 suggests the question: Which polyhedral spheres are isomorphic to
spherical complexes spanning a complete fan in the sense of Lemma 1.8? For
simplicial spheres, this is evidently equivalent to asking: When is a simplicial
sphere realizable or “embeddable” as the boundary complex of a “starshaped”
body?
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In this section we clarify some basic questions on embeddability of polyhedral
spheres. In the simplicial case, we have the following theorem:

5.1 Theorem. Any simplicial complex C with v vertices is isomorphic to a
subcomplex of a (v — 1)-simplex TV~!.

PROOF. Any subset of the set of vertices of T"~! is the set of vertices of a face
of T°~!. Hence, an arbitrary bijection of the set of vertices of C onto vert T*~! can
be extended to an isomorphism of C onto a subcomplex of B(T'~1). a

5.2 Definition. Given a cell complex C, we call an injective map
¢:lCl — R

a polyhedral embedding, if it is continuous, has a continuous inverse on ¢(|C}),
and satisfies the following condition:
(a) Forany cell F € C, ¢(F) is a polytope in R*.

If such a ¢ exists, we call C polyhedrally embeddable, or, briefly, embeddable
into R*.

So, as a consequence of Theorem 5.1, we know that any simplicial complex is
embeddable into a sufficiently high-dimensional R*. An analogous theorem for
general cell complexes fails to be true even for polyhedral spheres:

5.3 Theorem. There exists a polyhedral 3-sphere with eight vertices which is not
embeddable into any R.

PROOF. We construct a 3-diagram which has the property of the theorem. Let
[1,2, 3, 4] be a 3-simplex, and let 5, 6, 7 be chosen in int[1, 2, 3, 4] such that
{1, 2] and [5, 6] are parallel, [1, 3] and [5, 7] are parallel, but {2, 3] and {6, 7] are
not parallel (Figure 14).

We may assume [2,7] to be an edge of the 3-polytope Py:=conv{l, 2, 3, 5, 6, 7}.
We choose 8 € int Py \ [2, 3, 6, 7] such that [2, 3, 6, 7, 8] and [4, 5, 6, 7, 8] are
double-tetrahedra. Let S := C U {[1, 2, 3, 4]} be the 3-diagram with the base
(1,2, 3, 4], and let the 3-cells of C be given as follows: [1, 2, 3, 8], [1, 2, 4, 5, 6],
[1,3,4,5,71,12,3,4,7],[2,4,6,71,(1,2,5,6,8],[1,3,5,7,8],[2, 3,6, 7, 8],
[4,5,6,7,8].

Suppose S were embedded in R¥, k > 4. We leave the notation unchanged.
Then, the planes aff[1, 2, 5, 6] and aff[1, 3, 5, 7] lie in a 3-space U and intersect
in the line aff(1, 5]; therefore, 1, 2, 3, 5, 6, 7 lie in U. Since 2, 3, 6, 7 are affinely
independent, the double-tetrahedron [2, 3, 6, 7, 8] is also contained in U, so that
8 € U. Similarly, since 5, 6, 7, 8 are affinely independent, [4, 5,6, 7, 8] C U,
and, hence, 4 € U. Then, all cells of S would liein U C R*.

For any vertex i, consider the (five or six) 3-polytopes of st(i; S). Each 2-
face which contains i lies on precisely two of these polytopes, herice, not on the
boundary of st(i; §). This implies i to be an interior point of |st(i; S)|, i =
1,...,8.
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4
3
1
2
FIGURE 14.
If we consider, however, P := conv S, we see that P = conv{l, ..., 8}, so
that some i is not an interior point of | st(i; S)|, a contradiction. O

5.4 Definition. We call a polyhedral (n — 1)-sphere S star-shaped if it can be
polyhedrally embedded into R” so that there exists a point p with the property that
each ray emanating from p meets |S| in one and only one point. p is said to be a
kernel point. The embedding is, then, also called star-shaped.

Clearly, each polytopal sphere is also star-shaped. The converse, however, is not
true:

Example. The Bamnette sphere S is star-shaped. In its definition we have a real-
ization of S \ st(8, S) in R>. If 8 is placed in R* \ R* we join 8 to the faces of
link(8, &) and obtain a pyramid. Its boundary complex is a star-shaped embedding
of S.

Theorem 5.3 shows that not every polyhedral sphere has a star-shaped
embedding. This still remains true if we restrict ourselves to simplicial spheres:

5.5 Theorem. There exists a simplicial 3-sphere with 12 vertices which has no
star-shaped embedding.

PROOF. We consider two copies S, &’ of a Barnette sphere with 3-faces
[3, 4,5, 6], [3, 4,5, 6], respectively, that are not bases of 3-diagrams (Theo-
rem 4.6). We glue S, S’ together by identifying i and i’,i = 3, 4, 5, 6 and leaving
away relint[3, 4, 5, 6] = relint[3', 4, 5, 6]. Let S be the sphere thus obtained.
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Suppose S is realized in R* as a star-shaped sphere. Then, the hyperplane
aff[3, 4, 5, 6] splits S into two parts S, S. If we alter the position of 0 by a
small amount, it remains a kernel point. So, we can choose 0 ¢ aff[3, 4, 5, 6] as a
kernel point. The boundary of the cone pos[3, 4, 5, 6] separates R* into two sets.
One of them contains Si, the other S;. By central projection of either S; or S,
onto [3, 4, 5, 6], we obtain a 3-diagram of the Barnette sphere, which contradicts
Theorem 4.6. O

Star-shaped spheres provide examples for the following:

5.6 Definition. A polyhedral sphere S is called fan-like if there exists a complete
fan ¥ and an isomorphism

(1) »:S — T

which associates, with each face F € S, the cone pos F (in particular, pos @ =

{OD).

If S is simplicial, the existence of @ is equivalent to S being star-shaped. This
is not true for non-simplicial S.

5.7 Theorem.

(a) The 3-sphere of Theorem 5.3 is fan-like but not embeddable and, hence, not
star-shaped.

(b) The 3-sphere of Theorem 5.5 is embeddable but not fan-like.

ProOF. (a) Let U be defined as in the proof of Theorem 5.3, and let 0 €
relint[1, 2, 3, 8]. We set U C R* and choose a vector a € R*\U. Then, the
assignment

PN i—a fori=1,2,34
i+a fori =5,6728

readily induces an isomorphism @ of the given 3-sphere onto a fan-like 3-sphere
in R*: its 3-faces, which are not simplices, are “bent” but have convex cones as
positive hulls.

(b) By Theorem 5.5, the given 3-sphere is not fan-like. By Theorem 5.1 it is
embeddable into R'!. (An embedding into R* can also readily be found). O

As a summary, we list the hierarchy of (n — 1)-spheres we have obtained.

Polyhedral

/! N
Embeddable Fan-like

N /!

Star-shaped

T
Polytopal
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In chapter V, we shall further refine this list.

Exercises

1. The Briickner sphere is star-shaped.

2. Modify the 3-sphere of Theorem 5.3 by choosing [6, 7] parallel to [2, 3],

so that the base [1, 2, 3, 4] is decomposed into a simplex, a double simplex

([4, 5, 6, 7, 8]), and four pyramids. The resulting 3-sphere is polytopal.

Generalize Theorem 5.3 to k-spheres for arbitrary k > 3.

4. We call a polyhedral 2-sphere simple if each of its vertices lies on precisely
three 2-faces. If a simple 2-sphere is embedded in R?, it is automatically the
boundary complex of a polytope.

w

6. Shellings

Now, we will introduce a further tool for the investigation of polyhedral (n —
1)-spheres, in particular, of the boundary complexes of n-polytopes.

6.1 Definition. Let Fy, ..., F, bethe (n —1)-cells of apolyhedral (n — 1)-sphere
S. If the numbering can be chosen so that

(n FFN(FiqU---UF)

is a union of (n — 2)-cells of S, foranyi = 1, ..., r — 1, we call the numbering

Fi, ..., F, ashelling of S. If a shelling exists, we say S is shellable.

Remarks.
(a) It is known that nonshellable polyhedral spheres exist.
(b) There exist several definitions of “shelling” in the literature, but not all are
equivalent. One of them is (2) below.

6.2 Lemma. Let Fy, ..., F, be a numbering of the facets ((n — 1)-cells) of a
polyhedral (n — 1)-sphere S such that the following is true:

FiU---UF; and

F41 U---U F, are topological (n — 1)-balls,i = 1,...,r — 1.
Then, S is shellable.

2)

PrROOF. (2) impliesthat (FiU---UF)NFqU---UF)=0F U---U
F) = 8(Fj4y U --- U F,) is a polyhedral (n — 2)-sphere, hence composed
of (n — 2)-cells. Since F; N (F;y41 U --- U F,) is the (topological) closure of
IFnU---UF)\0(FLU---UF;_),itis also composed of (n — 2)-cells. O
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Remark. The converse is not true. Consider a triangular prism in R®, choose F3,
F4, F5 as the rectangular sides and Fj, F, as the triangular faces.

There is a surprisingly simple proof for the shellability of polytopal spheres:

6.3 Theorem (Bruggesser-Mani shelling). If P is a polytope, B(P) is shellable.

PrOOF. Let R" = aff P. We choose p € R" \ P so close to a facet F of P that
the central projection from p provides a Schlegel diagram of B(P) with base F.
Let H be a hyperplane that strictly separates p and P. By a permissible projective
transformationg (see 1, 6), we map H onto the hyperplane at infinity. We set

P =9p), Fi=¢F), andP :=g(P).

Clearly, shellability is an invariant under permissible projective transformations
(as under any isomorphism of a given polyhedral sphere).

Let T := conv({p'} U F’). Then, P’ C T. We choose a point ¢’ € relint F’
such that x| := [p’, ¢'] N |B(P") \ {F'}| € relint F for some facet F| of P’
(Figure 15).

If F; is any facet of P not equal to F, then, aff F; does not intersect the line
segment [p, q] for g = ¢~'(g") (by the choice of p). Since relint[p’, ¢'] is the
image under ¢ of the complement of [p, ¢] on the line pq, we find [p’, ¢']1 N
aff F # @. The point of intersection lies in [p’, x|]. We set

x; = [p/, x]1Naff F, i=2,...,r—1,

where r is the number of facets of P’. By an appropriate choice of ¢’, all points
x] are different,i = 1,...,r — 1. Up to renumbering, we can assume x;. to lie

’

between x;._l and X J = 2,...,r — 2. Then, we claim that
F|,...,F/_,F ;= F' isashelling of B(P").

The idea of the proof is as follows. We start a “space flight” from x; in direction
p’. At any stage of the flight, we “see” an (n — 1)-polytope obtained from P’ by

FIGURE 15.
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central projection. Whenever we pass an x;, we “see” one new facet. F{U- - - U F/,
then, is the “visible” part of 3 P’, and F;,; U - - - U F is the “invisible” region of
9 P’. Both sets are topological (n — 1)-balls, and we can apply Lemma 6.2.

The idea is made precise by the natural order of the x/ on [p’, ¢'], and

Fii= ¢ \(F), ..., F = ¢"\(F)

provides the shelling we look for. O

The “space flight” in the proof of Theorem 6.3 can also be carried out without
applying, first, the permissible projective transformation ¢. The “space ship” must,
then, pass, in the projective extension of R”, through “infinity” and return to the
“planet polytope” from the opposite side.

We dualize a “space flight” in the following way. Let x; := ¢~!(x]) be the
inverse images of x1, ..., x/_, in the proof of Theorem 6.3. They lie on a line g
which cuts the interior of P. Let 1, 0 be the two rays of which g \ P is composed,
and suppose X, ..., X5 € 01, Xs+1s - - - » Xr—1 € 02. Suppose 0 € g Nint P. We
consider the polytopes

P := conv({x;} U P), i=1,...,r—1.

If H; is the polar hyperplane of x;, then, the polar polytope P* is split by H;
into two polytopes, one of which is P*. In an appropriate orientation, we obtain

P — P*NH~ fori=1,...,5,
PTPNHY fori=s+1,...,r—1,

The sequence

Py Pf, ..., P P*NH,

1o PPOHZ,

FIGURE 16.
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can now be looked at as the part of P* still under water if the “rock”™ P* is succes-
sively “lifted” out of a lake with “surface” parallel to all the H; (and perpendicular
to g since 0 € g Nint P). In Figure 16, left side, three facets of P (hatched) can be
“seen” from x;. Their polar faces, which are vertices of P*, are “above the water
surface” (right side of Figure 16).

It is somewhat involved, however, to give a definition of a dual shelling purely in
terms of cell complexes. This is why we have defined “shellable” more generally
than it can be done by using (2). We can characterize shellability in a dualizable
form:

6.4 Lemma. Let Fy, ..., F, be the (n — 1)-cells of a polyhedral (n — 1)-sphere

S. Then, S is shellable if and only if the numbering of Fy, . .., F, can be chosen

so that the following two conditions are satisfied for each F;,i = 1,...,r — 1;

(@) F; 0\ Fjisan (n — 2)-cell for at least one j > i.

(") If F;, Fj containa cell F' € S and j > i, then there is some j' > i such
that F; N Fj is an (n — 2)-cell of S which contains F'.

ProOF. This is readily verified from Definition 6.1. O

An abstract dualization (which formally interchanges 0-cells and (n — 1)-cells
and reverses inclusion) leads to the following notion.

6.5 Definition. Let g, ..., g, be the vertices of a polyhedral (n — 1)-sphere S.
If the numbering can be chosen so that foreachi € {1,...,s — 1},
(@) [gi, g;]is a 1-cell of S for atleast one j > i, and
(b) ifgi,g; € Fforacell F € Sand j > i, then there exists j* > i such that
[g:i, qj]is aface of F,
then, the numbering q,, . . ., g, is called a dual shelling of S.

6.6 Lemma. Let P be an n-polytope inR" and F\, . . ., F, the shelling of B(P),
constructed in the proof of Theorem 6.3. Then,

Ff,...,F*
is a dual shelling of B(P*). Here, the line g = R -m is so chosen that no two
vertices of P* have the same foot on g.

6.7 Definition. For an n-polytope P in R", we fix m € R", according to
Lemma 6.6. For a face F of P*, we say that F culminates in its vertex v if
{m, v) = max,cr{m, x). We call v a k-vertex of P* if the face of maximal dimen-
sion which culminates in v has dimension k. We denote the number of k-vertices
of P* by hy(P*).
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6.8 Theorem. Let P be a simplicial polytope, P* a polar polytope (which is
simple). Then, (ho(P*), ..., h,(P*)) is the h-vector of P, and
(3)

k o n ) .
Rx(P%) = h(P) = Y (=D (" l)fi—x(P) = Z(—l)""(')ﬁ(f’*)
i=0 n—k pars k

PRroOF. If F culminates in a k-vertex v of P* and has dimension &, the number
of i-faces culminating in v is (£) (since P* is simple). Hence,

h k _
@ fitPy =) (.)hku’*), i=0,...,n
k=i l
Resolving (4) for the & (P*) and applying II, Theorem 2.5, and III, Theorem 3.5
yields (3). 0
Exercises

1. Find a shelling of the 4-cube (using a Schlegel diagram).

2. How many shellings of the boundary complex of a regular octahedron P exist

up to a symmetry of P?

Find a shelling a) of the Bamette sphere , b) of the Briickner sphere.

4. Given the shelling of a polyhedral 2-sphere &, find a shelling of s(p; F)S for
any stellar subdivision s(p; F) of S.

w

7. Upper bound theorem

A fundamental question of polytope theory is that of an upper bound for the number
of i-faces f;(P),i = 1,...,n — 1, provided the number f,(P) of vertices is
prescribed. In particular, it is of importance in linear optimization. A conjecture
by T. S. Motzkin [1957] was first proved by P. McMullen [1970]. There is a
precise answer to the question, that is, the upper bounds are attained for cyclic
polytopes. We remark that the result has been extended by R. Stanley [1975] to
arbitrary simplicial spheres. Stanley uses tools of commutative algebra. The proof
for polytopes we present here is due to N. Alon and G. Kalai [1985].

First we prove a combinatorial lemma. card A denotes the number of elements
of a finite set A.

7.1 Lemma. For a setof natural numbers Q := {1, ..., q}, let there exist h pairs
of subsets A;, B; of Q andm, s € 7o such that

card A; < s <m < card B;, i=1,...,h,
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and
A;CB; fori=1,...,h,
o A ¢ Bj forl <i<j<h.
Then
@ hs(q—m+s).
s
Proor. Wemayassumecard A; = s > 1,i =1, ..., h, since adding elements

to A; does not increase 4. The proof uses a trick. It assigns a vector of an exterior
product space to each set A; and to each set B; \ A;, so that (2) follows from
knowing the dimension of that space.

IfV = R?™* let \" V be the vector space generated by all exterior products
X1 A -+ A x5 of vectors of V. As is known from linear algebra,

. s _[(a—m+s
©) dim(/\ V)—( § )

We choose vectors ay, . . ., a;, € R9™™* in general position, that is, any set of at
most g — m + s of them is linearly independent. Fori € {1, ..., A}, we set
s q—card B;
y;::/\aje/\V 57,'32 /\ake
JEA; ke Q\B;

From (1) and properties of the exterior product, we find

y,~/\57,-7é0 fOI'iE{l,...,h},

Yiny; =0 forl<i<j<h.
We claim that yy, . . . , yj are linearly independent in A* V. Suppose a;y; +- - - +
oy, = 0, and, up toreordering, o; # Oforj = 1,..., k,app1 = -+ = ap =
0. Then 0 = 0 A yx = (o1y1 + -+ - + o Yk) A ¥k = apyrx A yi, which implies
ay = 0, a contradiction.

So, we have found A linearly independent vectors in /\: V, and, hence, by (3),

h < dim(\' V) = (q _':H).
0

7.2 Definition. LetC be an (m — 1)-dimensional simplicial complex. An (s — 1)-
face F € C,s < m, is called free if it is contained in a unique face of maximal
dimension m — 1. The transition

C\st(F,0) fors > 0

C\ {v},vaO-cell, fors =0,m=1

for a free face F is called an elementary (s, m)-collapse . A collapse process on
C is a sequence

4 C=CDOCD---DC

C —



98 III Polyhedral spheres

of simplicial complexes such that C; is obtained from C;_; by an elementary
collapse,i = 1,...,t.

Remark. The case s = 0, m > 1 does not occur for the following reason: The
only case in which @ is contained in a unique face of maximal dimension is that
in which C has only one vertex.

Example. If C consists of a 3-simplex and its faces, it can be turned into @ by
one (2, 4)-collapse, two (2, 3)-collapses, three (1, 2)-collapses, and one (0, 1)-
collapse. One may also start with a (3, 4)-collapse or the (4, 4)-collapse.

7.3 Lemma. Lets,m € Zsp, s < m, and let the simplicial complex C have q
vertices. The number h of all elementary (s', m’)-collapses withs' < s,m' > m
in any collapse process on C, is at most (17"*°).

PROOF. We consider a collapse process (4). When proceeding from C;_; to C;,
let F; be a free face and M; O F; a face of maximal dimension m — 1, so that all

faces which contain F; are eliminated,i = 1, ..., .

Among the pairs (M;, F;), we select those pairs M = conv{a;,...,
ai,}, F/ = conv{a;,, ..., a;,}for which B; := {i}, ..., iw}, A; :={i1, ..., iy}
satisfy

s <s and m > m.

Let h be the number of such pairs. By definition of an elementary collapse, the
assumptions of Lemma 7.1 hold, so that the lemma follows. O

7.4 Theorem (Upper bound theorem).
Let C be a shellable simplicial (n — 1)-sphere or a polytopal sphere with v
vertices. Then,

ﬁ(c)sfl(c(v»n))v i=17---’n_1,
where C(v, n) is a cyclic n-polytope with v vertices.

PRroOF. Inthe case of a polytopal sphere, we may assume C to be simplicial, since
splitting a face without introducing new vertices increases the numbers f; (C), for
i > 1 (Theorem 2.6), and does not disturb C to be polytopal and, hence, shellable
(Theorem 6.3). As in Definition 3.6, we introduce the h-vector (hg, hy, ..., h,)
defined by

i-1 o _ __1
hi = Z(‘l)'_’_l(nni,- )f,-(C), i=0,...,n

j=—1
We set
i=hy+---+h; fori=0,...,n, fl_l = 0.

5'1

Then,
h,‘Iili—i"l,'._l, i=0,...,ﬂ.
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As we have seeninII, Theorem 3.12, f;(C(v, n)) = (;},) fori = 1,...,[§]~

2
As a consequence, we claim that

(211 . .
E n—i—1 i -
O = Zo [(n~j~2)‘(n—j—2)]h"

5) + [(n _[3_]_ 1) + (n[z];_ll)] iy, if nis odd, and
i rm—i—1 i _
HO= 2 [ R N
©6) +(n"§_1)(}~l%_1+fl%),ifniseven.

PRrROOF OF (5). Weset f; := f;(C).

n=l

M NS Bl

Jj+1 n—i
+ ( 1>h,,_,~ by Theorem 3.7

[l
7

Sl 2 i)
= } hi + ) h;
io<"_1—1 i=an—1n_J—1

by change of index (i < n — i)

o[RS PN

3[R Y AN | ¥
Sl RN |
M KT N

hi

99

1.



100 TII Polyhedral spheres

ntl n=1 -
+ 2 + z b,
n—j—1 n—j—1 7

which equals the right side of (5).

PROOF OF (6).

&~
il
~.
Mz
N
S
(-
~ |
l -~
—
~—
=
i
e
e
(-
~. |
l -~
—_
~—
=

+
~
t
N
=
1
v
=
=
1
o
<
2
=
o
8
w
~

1 n_y
R LR o RS
= : hi + . hi

i=0("'_1_1 i:an—l n—j-1"

by change of index (i & n — i)

[
i - ¢ i -
hi — hi_
+Z(,,_j_1> Z(n—j—l)"
[
n—i \: ix(n—i-1\-
= . hi — . h;
,‘=0<n—.]-1) ;(ﬂ—]—l)
41 . -2 .
i = i+1 ~
hi— [y
+Z(,,_,-_1) Z(n—j—l)h'

i=0
which equals the right side of (6).

From0 <i < % — 1wededucen —i — 1> % > i, and, hence,

(n —i—1 _ i - 0.
n—j—2 n—j—-2) 7~
Therefore, all coefficients in (5) and (6) are nonnegative. Since

v = i
f,-(C(v,n)):(i+l), fort_l,...,l:2] 1,

an easy calculation gives
f— F — 1 - _ .
hi(Cw, i) = (” " ;” ) and hi(C, i) = (" " ’)
l

forC(v,i)i=1,...,[5]
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So, because of (5) and (6), it suffices to show that

) izig(”"',“”), fori=1,...,[g].
1

For the proof of (7), we use the shellability of the simplicial sphere C. If F is a face
of C, we set F ;= B(F) U {F} (set of all faces of F including F).Let Fy, ..., F,
be the shelling. We obtain

r

Fkﬂ UF, =CJ]G§, k.—_l,...,r—l,
j=

i=k+1

where G’;,j =1,..., s,aredistinct (n — 2)-faces of C. We setC; := U;=i+1 F,
i=0,...,r.InparticularC, = @.Fori = 1,...,r — 1,let

s:=F\|[)G]. s =0
j=1

S; is readily seen to be a free face of C;_;. We obtain C; from C;_; by deleting S;
and all faces which contain §;, that is, by an elementary (card S;, n)-collapse.
We denote by g; the number of elementary (i, n)-collapses in the shelling
Fiy, ..., F,, that is, the number of elements of {k | s; = 1}. Since the number of
j-faces deleted in an elementary (i, n)-collapse is ("7’ ) and since C, = 0,

JH1-i
J+1 .
n-—1
;= i, forj=-1,...,n—1.
f=3 (00t )s o

Therefore, by definition of #; and Theorem 6.8, g; = h; fori = 0, ..., n. The
number of all elementary (i’, n)-collapses with i’ < i in the collapse process

C=C>CD---DC
ish; = Zi’:o g;- Hence, by Lemma 7.3, we obtain (7). a

Exercises

1. Describe explicitly the collapse process of C = B(P) where P is the Barnette
sphere with a shelling as found in 6, Exercise 2.

2. Let fi(B(P)) = ci(v,n),i = 1,...,n — 1, and let P be an n-polytope. For
which v is P automatically a cyclic polytope?

3. Let P be a 3-polytope with v vertices. If P is decomposed into simplices whose
vertices lie in vert P, we obtain a three-dimensional simplicial complex C. Find
upper bounds for f;(C), f2(C), f3(C) (as functions of v) which are sharp for
v <6.

4. Given a simplicial n-polytope P with v < n + 3 vertices, find sharp lower
bounds for f;(P),i = 1,...,n — 1.



IV

Minkowski sum and mixed volume

1. Minkowski sum

A fundamental operation for convex sets is the following (which can be defined

for arbitrary sets in R").

1.1 Definition. For any two sets K, L in R", we call
K+L:={x+y|xeK,yel}

the Minkowski sum or, briefly, the sum of K and L.
The sum of two triangles K, L in a plane is either a triangle, a quadrangle, a
pentagon, or a hexagon (Figure 1).

Minkowski addition may increase the dimension, as is seen from the examples
in Figure 2.

1.2 Lemma.
(a) If T denotes a translation, then, for any sets K, L in R",
(Ky+L=1t(K+L)=K+ ().

(b) If K, L are both convex, closed convex or convex bodies, then, K + L is
convex, closed convex, or a convex body, respectively.

A b 625D

FIGURE la,b,c,d.
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—
[ &

FIGURE 2a,b,c,d.

PROOF.
(a) t is given by a translation vector ¢. So, the assertion follows from (¢ + K) +
L=t+K+L)=K+@¢+1L).
(b) Letx,x’ € K,and y, y’ € L. Then,for0 < A < 1,

AMx+»+A=-DE"+y)=rx+1-)x'+ry+(1 -1y € K+1L,

if K and L are convex. The properties “closed” and “bounded” carry over
from K and L to K + L since addition is a continuous operation and maps
pairs of bounded sets onto a bounded set.

[

Remark. Most considerations about Minkowski sums are invariant under trans-
lations, which is so because of Lemma 1.2(a). If we draw figures, we shall, in
general, not mark the origin. It is often helpful to visualize Minkowski addition
for convex sets as follows: Hold L in one of its points, p say, and move L around
by translations such that p attains all points of K. Then, the translates of L cover
K + L, thatis, K + L = UpeK(p + L).If p € L, it can easily be shown that
K+ L=KU,qk(p+ L) provided K N L # 0.

1.3 Definition. If A is a real number and K C R" is a set, then, we call AK :=

{Ax | x € K}amultipleof K.If A1, ..., A, € Rand K}, ..., K, are sets in R”,
wecall A\ K; + - - - + A K, alinear combination of K, . .., K,.
Remark. X\ may be negative. However, (—1)K =: —K is not the negative of

K with respect to Minkowski addition: In Figure 1d, L = —K,but K + L =

K + (—K) is a hexagon. For A € Z. the notion AK has two meanings, but,

fortunately, for convex K both have the same value: K + - -- + K = AK.
[ U —

A times

From the definition of linear combinations and Lemma 1.2(b), we have the
following lemma:

1.4 Lemma. If Ky, ..., K, are convex and X, ..., A, are any real numbers,
then, M K1 + - - - + A K, is convex.
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A very useful property of the Minkowski sum is that it respects the additivity of
the support functions:

1.5 Theorem.

(a) If hg, hy are the support functions of the convex bodies K, L, respectively,
then, hg + hy is the support function of K + L,

hK+L = h[( + hL.

(b) If F is a face of K + L, then, there exist faces Fx, F| of K, L, respectively,
such that

F = Fx + Fi.

In particular, each vertex of K + L is the sum of vertices of K, L, respectively.
(c) IfK, L are polytopes, sois K + L.
(d) IfK, L are lattice polytopes, so is K + L.

PRrROOF.

@ hgm) = SupxeK,yEL(x + y,u) = supxeK(x’ u) + SupyeL(y9 u) =
hg(u) + hy(u) forany u € R" \ {0}.

(b) For any convex body C and a vector u# pointing away from C, according to
I, 5.3, let Hc(u) be a supporting hyperplane of C. Then, F = (K + L) N
Hy,.1(u). We set Fy := K N Hx(u), Fy, := L N H;(u). Then, Hg (u),
H; (u) and Hg . (u) are parallel hyperplanes, Hx 17 (u) = Hg (u) + Hy (u).
Up to a translation of L, we may assume Hg (¥) = H; («). Then, we obtain

F=(K+L)NHgy () = (K + L) N (Hg () + H.(w)
= (KN Hgu)+ (LN H (W) = Fx + F1.

(c) is a consequence of (b), since the sum of two vertices is a vertex and each
vertex of K 4 L is obtained in this way.
(d) is also a consequence of (b).

|

1.6 Definition. Let K, L be convex bodies in R” such that (aff K) N (aff L) isa
point. Then, we call K 4 L the direct sum K @ L of K and L.

Figures 2a, b, and d illustrate direct sums; the examples in Figures 1 and 2¢
are not direct sums. The polar body (K 4 L)* of a sum of convex bodies has, in
general, no plausible interpretation in terms of K*, L*. Only in the case of direct
sums do we present such an interpretation.

1.7 Definition. Let K, L be convex bodies such that K N L = {0} C relint K N

relint L. Then, we set K o L := conv(K U L) and we say K o L splits into K and
L.
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Examples are any convex quadrangle in the plane, which splits into two line
segments, and any bipyramid in 3-space, in particular, an octahedron which splits
into a square and a line segment.

1.8 Theorem. Let K, L be polytopes in orthogonal subspaces of R" such that
0 € relint K Nrelint L, dim K + dim L = n, and denote by K®, L™ the polar
polytopes of K, L relative to lin K, lin L, respectively. Then,

(1) (K@ L =K®oL®,

PRrOOF. Since 0 € relint K® N relint L™, the right side of (1) is defined. We
shall prove K @ L = (K™ o L®)*, which is equivalent to (1).

Let v be a vertex of Q := K™ o L™, We denote the unit sphere with center 0
by S. Let H, be the polar hyperplane of v with respectto S, and let 0 € H, . Then,
by II, Theorem 2,1(d), Q% := [),cyen o H, - Since each vertex of Q is either a
vertex of K™ or a vertex of L™, we see that H, is perpendicular either to lin K
ortolin L.

Let F beafacetof Q, F = conv{vy, ..., U, Ups1, ..., U} Wherevy, ..., v, €
vert K® and v,4y,...,v; € vert L™ (s > n since dim K® = dim K and
dim L® = dim L). Then, conv{v, ..., v,} is a facet of K™ (relative to lin K *),

sothatax := H,, N---N H, Nlin K is a point, and, hence, H,, N --- N H, is
a translate g of lin L. Similarly, a; := H,,, N ---N H, Nlin L is a point and
H,  N---N H, atranslate 4 of lin K. The intersection g N A is the polar face
a := F* of F (the pole of the hyperplane aff F). Hence,a = ag + ay is true for
any vertex a of Q* and vertices ay € vert K®® = vert K, a; € vert L®W® =
vert L.

Since K @ L is determined by the sums of vert K andvert L, K & L = Q* =

(K™ o L™Y* follows. O

Remark. Theorem 1.8 provides a new proof of II, Theorem 3.7. If P is a k-
fold bipyramid over R, then P* is obtained from R™ by adding k line segments

FIGURE 3.



2. Hausdorff metric 107
I], ceny Ik,thus
PP=R"@L® - -®I.

Example. In R? consider a bipyramid (II, Definition 3.5 with K = Q, L = I).
Figure 3 illustrates K, L in translated positions.

Exercises

" a. If K or L is not convex, K + L may or may not be convex.
b. If K is not convex and not closed, X + L may be open, closed, or none of
both.
c. If K and K + L are convex bodies and L is convex, then L is a convex body.

2. If K, L are convex bodies and if K has differentiable boundary, that is, K
has a unique supporting hyperplane in each point of 9K, then, (K + L) is
differentiable.

" a. Find two 3-simplices in R? whose Minkowski sum has 16 vertices.

b. Prove fo(P + Q) < fo(P) - fo(Q) for any pair of polytopes in R" (fo(-) =
number of vertices).

4. In R* let Q be a convex r-gon and R a convex s-gon such that Q o R exists.
Determine the f-vector of Q o R.

2. Hausdorff metric

Now, we will introduce a distance function which turns the set K of all convex
bodies in R" into a metric space. Here, we use the Minkowski addition of balls.

2.1 Definition. Let B be the unit ball with center 0, and K a convex body in R".
Then, we call, for A > 0,

K + AB
the A-parallel body of K .
2.2 Definition. Given two convex bodies K, L in R”", let d(K, L) denote the

smallest A for which L lies in the A-parallel body of K and K in the A-parallel
body of L, so that

d(K,L)y:=inf{A | K+ AB D> Land L + AB D K}.
We call d(K, L) the Hausdor{f distance of K and L.
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AN

id(K,L) /

FIGURE 4.

2.3 Theorem. Let K denote the set of all convex bodies in R". The Hausdor{f
distance is a metricon K, that is, forall K, L, M € K,

(1) d(X,L) >0.

(2) d(K,L) =0ifandonlyif K = L.

3) d(K, L) = d(L, K).

4 d(K,L) <d(K, M)+ d(M, L) (triangle inequality).

Example 1. In R?, let K := conv{2e,,—2e;,2¢;}, L := conv{e;, —ej, e; +
2e;, —e1 + 2e;}. As is seen from Figure 4, d(K, L) = 1.

PROOF OF THEOREM 2.3.

(1)and (3) are true by definition of d.

2) fd(K,L) =0,K+0-B D> L,andL+0-B D K;hence, K = L. Clearly,
d(K,K)=0.

(4) Wesetr .= d(K,M),s :=d(M, L),andt := d(K, L).Then,K+rB D M,
M+rBDOKandM +sB D L,L+ sB DO M imply

K+@r+s)B D M+sB D L,
L+(r+s)B D M+rB D K,

hence,r +s5 > 1.
O

Remark. If we define do(K, L) := infrek yer IIx — yl|, then, dp is not a metric
since (2) is, in general, violated.

Also di(K, L) := sup, e IIx — yl|l does not define a metric as is seen, for
example, by choosing K = L as a line segment.

2.4 Lemma. For any two convex bodies K, L and a ball B,

d(K,L)=d(K + B,L + B).
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PRrROOF. We will proceed in several steps.
(a) Let x be a point such that x + B C K + B. We assert x € K. Suppose,
otherwise, x ¢ K. Let x’ € K be the point nearest to x (x' = pg(x)
according to I, Definition 3.2). Let

H={yl|{y,u = u)

be the supporting hyperplane through x” with K € H~ (according to I, 35).
Then, the point in which (-, u) takes the maximal value on x + B does not
belong to x + B, a contradiction to x 4+ B being a closed set.

(b) LetK + B C L 4+ B.Weshow K C L.Infact, p+ B C L + B for every
p € K is, by (a), equivalent to p € L forevery p € K.

(c) Proof of the lemma. For every A > 0, we have the following equivalent
statements:

(c.1) d(K,L) <A.

(c2) K+ABD>LandL+AB D K.

(c3) X+AB+BDOL+BandL+AB+ B DK+ B.
(c4) d(K+ B,L+ B) <A,

U
2.5 Theorem. Let K be any convex body. There exists a sequence of polytopes
Pj C K which converges to K with respect to the Hausdor(ff metric, thus,
P 1y Pz, e -—> K.

PRrROOF. Given any ¢ > 0, assign to each x € 9K the open ball B, with center
x and radius €. Then, {B,} is an open covering of 0K . Since 0K is compact, there
exists a finite subcovering {By,, ..., qu} of 9K. Let P := convixy, ..., x4}.
Then, P + eB D By, U---U By, D 3K; hence, P + ¢B being convex,

P+eBDOK.
Trivially, P C K C K + ¢B, hence, d(P, K) < &. Therefore, a sequence
P], Pz, PN —_—> K

can be found. |

2.6 Theorem. Let K, K1, Ko, ... be convex bodies, and let O € int K. If
Ki,Ky,... — K, then, KNnK{,KNnK,,... — K.

PROOF. Let Bj be a ball with center 0 and radius ry > 0, such that 2B, C K.
Then, d(By, K) > ry. Since, for Ky, K5,... — K, K; + B D K D 2B, for
appropriate €1, &, . .. —> 0, there exists an iy such that

K: O By fori > iy.
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FIGURE 5.

The same is true for the K; N K.
Let o be any ray emanating from 0, and denote the points in which g intersects
3K, dK; by p?,p?, respectively, (Figure 5). Then,

kK=o K=o

allp allp

and

K nk; =0, p21N 10, pf1.
allp

But [0, p?]1 N [0, p{] equals [0, p®] or [0, p;']. We set

8 = sup || p{ — p2ll.
Q

Then,
(KiNK)+4B>K, and K+6BDK;NK.
At the same time,
Ki+§BD>K, and K+ 6B DK,

Since Ky, K,, ... — K,weobtain é;, 8,, ... —> 0, and, hence, KN Ky, K N
Kz,..‘—)K. U

Remark. If K has no interior points, the theorem is false: Take, for example a
sequence of disjoint line segments [x;, y;]in R! whose endpoints x;, y; converge to
0. Then, [x1, y1], [x2, y2), ... — {0} = K, but K Nx;, y;] =0,i = 1,2,...
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2.7 Theorem. Let K be a convex body, and 0 € int K. Then,
Ki,Ky,... — K if and only if
K{,K5,...—> K*  forthe polar bodies with respect to the
unit sphere.

ProoOF. LetK;y, K;,... — K.ByTheorem2.6, KNK;, KNK,,... — K,
sowesimplyletK; C K,i =1,2,...
As in the proof of Theorem 2.6, we introduce g, p?, p? and find
1) sup || pf — p°ll, sup llps — p°ll, ... — 0.
all o all o
Let He, H? be the polar hyperplanes of p?, p;, respectively, i = 1,2, ..., and
let0 € H%~,0 € H . Then, by definition of K*, K},

K*=()H" K =) H".
all g all ¢
Suppose K7, K3, ...~ K*.Then, considering K* C K/,i = 1,2, ..., wecan
choose a sequence of points ¢; € (0K;) \ K* such that |lg1 — px-(gDll, llg2 —
pk-(@)ll, ... # 0.

Let H® be the supporting hyperplane of K* in pg«(q;), and let H; be the
supporting hyperplane of K} which has the same outer normal as H® has (Figure
6). Then, for the distance o; between H® and H;, o; > |l¢i — px~(¢i)l, and,
hence,

(2) oy, 0,... —> 0.

We consider the poles p¢, piQ" of H®, H;, respectively; they are the intersections
of the same ray o; with 0K, 9K;, respectively. Since o; < d(K;, K), it now
follows that K1, K, ... —~ K, a contradiction.

Therefore K1, K3, ... — K implies K}, K3, ... — K*. The converse is
also true since K* = K;, and K** = K. O

FIGURE 6. 2 = ¢q;, 1 = pg«(q:)
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2.8 Theorem. Given a convex body, for any one of the following conditions, there
exists a convergent sequence Py, P, ... —> K of polytopes satisfying it:

(a) All P; are simplicial. ,

(b) All P; are simple. ,

(c) All P; are inscribed into K.

(d) All P; are circumscribed to K.

ProoF.

(a) Given any sequence Py, P, ... —> K (see Theorem 2.5), we need only
slightly disturb the vertices of each P; in a sufficiently small neighborhood
to obtain simplicial polytopes.

(b) follows from (a) if Theorem 2.7 is applied to the polar of K relative to the
affine hull of X.

(c) is implied by the proof of Theorem 2.5.

(d) is obtained from (c) by applying Theorem 2.7 to a polar body of K relative
to aff K.

g

2.9 Theorem. Let K, K, K, . .. be convex bodies, and let By = roB be a ball
with radius rq > 0. If

BO+K1130+K2a--' - K’
then, there exists a convex body K such that K = By + K.

ProoF. This is a consequence of Lemma 2.4. O

2.10 Theorem (Blaschke’s selection theorem). Let {K,},c; be a set of infinitely
many convex bodies, all contained in the unit ball B. Then, there exists an infinite
sequence of different elements of this set, say Ky, K5, . . ., which converges (in the
Hausdorff metric) to a convex body K also contained in B; thus,

K], Kz, e —> K.
Proor. If we add to each K, the ball By := 3B, we obtain
0 € B C int(K, + By) C 4B.

Therefore, by Theorem 2.9, it suffices to find a convergent sequence among the
K, + By. Again, we write K, instead of K, + By and assume B C int K, C 4B
forall @ € I. So, in particular, all K, and the approximating polytopes we shali
use are full-dimensional. .

We consider rays o, . . ., o) emanating from 0, and the points p’ := 0¥’ N
0Ky, ¢ € I, j = 1,...,r (Figure 7). If the rays are chosen appropriately, we
obtain

B C Py :=conv{pl’,....,p"}, ael
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p(il

FIGURE 7.

Each set {p\”’}, @ € I, j fixed, is contained in a closed line segment $; C o®.
Therefore, the points

1
e, ..., p0

(topological product space, or a parallelotope in R") lie in a compact set, and,
hence, we can pick from them a convergent sequence, say

1 1
(pg )L, pi')), (pé), . ..,pg)), . — (P, p")

such that p¥ # p{D for r # 5. Then, obviously, for P := conv{p®, ..., p®},
we obtain a Hausdorff convergence

)elSix--- xS,

Pl, Pz, e — P

where P, # P, forr # s. Now we consider a further ray o"+! emanating from
0, and set pi('H) = 8K; NeU+D; i = 1,2,... Again, there is a convergent
subsequence of p{*?, pi* .. which we denote by p\it?, p P, .

1 1
3) piopn s = prth
We set Py; := conv{pl?, ..., p\7, piV} (where p¥, p2, ... is, for j =
1, ..., r,the subsequence of plj ), péj ), . . . with the indices according to (3)), and

Py := conv(P U {p"+D}).
Then,
@ Py, Pp,... — P(l), with vert Plj C 3K1j

for a subsequence K1y, Ki2,...0f K1, Ky, ...

We continue choosing rays o™ emanating from 0 such that, for a subsequence
Pi1, Pra, . . . of (4), using an obvious notation,

Pu, Py, ... — P(k) = conv(P(k_l) U {p(r+k)}),
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k = 2,3,...,vert ; C 0Ky (Ku, Kiz, ... a subsequence of Ky_j1,
Kic12,...).

Lete, be the infimumofalle > O which permitan open covering of S := 9(4B)
by r + k open e-balls centered atg; = SN o', and set g, := 2¢}. We can choose
the rays o *® such that 1, &5, ..., &, ... — 0.

Since Py C Py C ---theset Py := PyyU Py U- - - is convex. Furthermore,
Py is bounded, so K := P, (closed hull) is a convex body. We see now that

P;+¢&B DK, and (trivially) K + & B D P;.
Also,
P; + B D K, and (trivially) K;; + &B D Py

where P,, # P for r # s. Hence the diagonal sequence consists of different
elements and converges:

K]],Kzz,... —> K
]

The following equivalence relationship for polytopes defines classes of
polytopes which will be needed in the following two sections and in V, section 5.

2.11 Definition. Two n-polytopes P and Q are called strictly combinatorially

isomorphic if there exists a bijective, inclusion-preserving map ¢ : B(P) —

B(Q) such that the following condition is satisfied

(5) For any face F € B(P), the affine hulls aff F and aff ¢(F) are translates of
each other.

About general combinatorial isomorphism compare II, Definition 1.12.
2.12 Lemma. Two n-polytopes P, Q are strictly combinatorially isomorphic if
and only if £(P) = X(Q) (compare 1, Definition 4.14).

PRrROOF. Z(P) consists of the normal cones N (x) of P, as introduced in I, Defi-
nition 4.7. Hereby, N(x) = N(x') for x, x" € relint F for any face F € B(P) (I,
Lemma4.11). Since aff F is atranslate of (N (x))*, the lemma readily follows. O

2.13 Lemma. If P and Q are strictly combinatorially isomorphic, then, P and
P + Q are also strictly combinatorially isomorphic.

Proor. This is a direct consequence of Lemma 2.12. O
2.14 Theorem. Let K, ..., K, be convex bodies. Then, there exist convergent
sequences of polytopes

(6) I:’il’Pi2,"-, —> Kz, i=1,...,r
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such that Pyj, ..., P, are, for any fixed j, pairwise strictly combinatorially
isomorphic.

Proor. The existence of sequences (6) is guaranteed by Theorem 2.5. If k :=
dim K; < nforsomei € {1, ..., r}, we consider, first, a sequence (6) relative to
aff K;, and, then, choose an (n — k)-fold pyramid over P;; contained in P;; +¢; B
for sufficiently small &; > 0. Suppose &;; = d(P;;, K;) if d(Py-, K) > 0,

i=1,...,r;j = 1,2,..., otherwise &;; := %.Then, we set P;j = P +
e1jP1j + -+ + &;P,; and obtain pairwise strictly combinatorially isomorphic
polytopes which satisfy Py, Py, ... — K;,i =1,...,r. O
Exercises

1. Among all squares inscribed in a unit circle, find two which have largest possible
Hausdorff distance. What is the value of this distance?

2. We can extend the definition of Hausdorff distance to closed convex sets, al-
lowing the distance to become infinite. Find necessary and sufficient conditions
for two unbounded polyhedral sets to have finite Hausdorff distance.

3. Let K be a convex body and L = {p} be a single point. Then, d(X, L) =
sup,ex [Ix — pll.

4. Given a two-dimensional convex body K, find a sequence of convex bodies
K1, K3, ... —> K such that each K; has a twice differentiable support func-
tion. (Hint: Approximate K by polytopes P;, and “round off” the vertices of
each P; by arcs cut out of curves of the type x, = cx{,r € Z>3).

3. Volume and mixed volume

We assume that it is known from calculus that any n-dimensional convex body K
possesses an n-dimensional volume V (K). A map ® of aset M C R” onto a set
M' C R" is called a Lipschitz map if there exists a constant ¢ > 0 such that

) =Ml < ¢ llx =yl

for any pair x, y € M. Clearly such a ® is uniformly continuous on M.

If a set M can be dissected into finitely many (n — 1)-polytopes, its (n — 1)-
volume is the sum of the (n — 1)-volumes of the polytopes. We further assume
that it is known from calculus that, if M has finite (# — 1)-volume and is mapped
under a Lipschitz map onto a set M’, then M' has finite (n — 1)-volume.

3.1 Lemma. IfK isan n-dimensional convex body, then, 0K has (finite) (n — 1)-
volume.

ProOF. Since X is bounded, we find a simplex A which contains K. The nearest
point map pg being Lipschitz (¢ = 1; see I, Lemma 3.7), we obtain the lemma
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from

pr(dA) = 3K.

Volume and Minkowski addition are linked as follows.

Theorem (H. Minkowski).

LetK,, ..., K, be convex bodiesinR",and ); > 0,i =1,...,r.

Then, V(M Ky + - -+ + A.K,) is a homogeneous polynomial of degree n in
A'1 Y ey A-r;

r

M) VaKi+ o+ 0aK)= Y V(Ke,.., Koo - Ag,s
Qlsers anl
the summation being carried out independently over the g;,i = 1, ..., n.

3.3 Definition. Arranging the coefficients on the right side of (1) such that
V(Kr)s -+ Kneny)) = V(Kg,, . .., K,,)for any permutation 7 of 01, . . . , 0,
we call V(K,,, ..., K, ) the (n-dimensional) mixed volume of K, , ..., K,,.

ProoOr OF THEOREM 3.2. We shall first carry out the proof for polytopes
and deduce Lemma 3.4, Lemma 3.5, Lemma 3.6, and Theorem 3.7 for polytopes.
Then, Lemma 3.8 extends all statements to arbitrary convex bodies.
We apply induction with respect to the dimension n. For n = 1, the K; are
intervals [p;, g;] or points p; = [p;, pi], pi < g;. We find
MKi+---+ ALK =[p1+ -+ A ps Mg + -+ Mg
VuKi+ -+ LK) =hg +---+Aq — p1+ -+ A py)
= Alq1 — p1) + -+ AA(g — pr)
=MV(K)+ -+ A V(K)
which is a polynomial of degree 1 in Aq, ..., A,.
Suppose the theorem is true for n — 1 instead of n. First, we assume K1, . .., K,
to be polytopes.
Let u # 0 be a fixed normal direction. We consider the supporting hyperplanes
Hg, (u) and the faces
Fj:=Fj(u):= H,wWNK;, j=1,...,r
We set
Ky =MKi+---+ 4K  (A=(4,..., 1)),
Fpa(u) := Hg, (u) N K (Figure 8).
Then

Fa(u) = M Fi(u) +-- - + A, Fr(u).
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FIGURE 8.

Volumes do not change under translations, so for every given u we can assume
that all F; lie in the hyperplane Hg, (#) and apply the induction hypothesis to
v(F, (w)). Furthermore, 0 € K, can be arranged. If dim K, < n, the assertion
of the theorem follows by inductive assumption. So, let dim K, = n, and let
ui,...,Un be all outer facet normals of Kp, |w;l| = 1,i = 1,...,m. We
decompose K, into pyramids with apex 0 over the facets and obtain (v(-) denoting
(n — 1)-dimensional volume, g, the support function of K»)

1 m

VKA = ~ 3 b, (v (Fa@)))
j=1
1 m

(R @)+ 2k ) )o(Fa ).
j=1

Since, by inductive assumption, v(F, (#)) is ahomogeneous polynomial of degree
n—1iniy,..., A, V(K,)is ahomogeneous polynomial of degree n in the same
variables. This proves the theorem for polytopes.

Before we finish the proof, we collect some basic properties of mixed volumes

for polytopes where we write K, ..., K, instead of K;,,...,K;,,1 < i) <
-<i, Zr.

3.4 Lemma. V(K,,...,K,) = V(Kzq), - - -, Kz@) for any permutation  of

a,...,n).

ProoF. This follows from the definition of mixed volume. 0

3.5Lemma. V(X,..., K) = V(K) is the volume of K .

PROOF. The proof is immediate with the equation A"V (K) = V(AK) =
AV(K, K, ..., K) where the first equality is true since V is an n-dimensional
volume, and the second a consequence of Theorem 3.2. O

Example 1. For planar convex bodies K, K, we have V(K; + K;) = V(K;) +

V(K3) 4+ 2V(K;, K3). In Figure 9a, b and c the volume of the hatched areas is
2V(K,, K3).
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FIGURE 9a,b,c.
3.6 Lemma. V(\K;, + MK{, Kz, ..., K,) = MV(Ki, Ky, ..., Ky) +
MV(Ky, K, ..., Ky) forany Ay > 0,1 > 0.
PROOF. by Theorem 3.2. O
3.7 Theorem. V(Ki, ..., K,) can be expressed as a linear combination of
volumes of sums of the K;,i € {1, ..., n}, that is,

nV(Ky,...,K,)) =V(K; +---+ K,)

=Y V(K +- + Ko+ K+ + Ky)
i=1

+ Y VK + -+ Ko+ Koy + o+ Ko

i<j
+Kj+1+...+K")_+...
+ (=" VK + K + (=D Y VK.
i<j i=1
In particular, forn = 3,
6V(K1, K2, K3) =V(Ki + K2 + K3) — V(K2 + K3) — V(K1 + K3)
= V(K1 + K2) + V(K1) + V(K2) + V(K3).

PrOOF. Because of Lemma 3.4 and Lemma 3.6, we can treat the equation of the
theorem in the same way as the equation

nlay---a, =(a+ - +ay)"

n
) -y @+ Fa tag +ea)
i=1

+— e (=12 Z(ai +a))" + (-)"! Za;’
1

i<j i=

in elementary algebra.
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To verify (2) we proceed as follows. First, we look at all terms in which af
occurs. In the first term, we find it once, in the second n — 1 times, in the third
(') times, and so on. Altogether, it occurs

1—( —1)+<”"1)—+-~-+(—1)"‘3("_1)
‘ 2 n—-3

+ D" -D+ EDP = - =0

times. In the same way, we proceed for a;’“'az, and so on. The only term which
occurs only once on the right side of (2) is n!a, - - - a,, (in the first term). All others

cancel out. O
3.8 Lemma. The mixed volume V(K,,..., K,) depends continuously on
K1, ..., K, (in the Hausdorff metric), hence, Lemmas 3.4 to 3.6 and Theorem

3.7 extend to arbitrary convex bodies.
PrOOF. This follows from Theorem 3.7 since the ordinary volume and
Minkowski sum depend continuously on the polytopes. O

The Proof of Theorem 3.2 is now readily completed by applying Lemma 3.8.
Example 2. Let S := conv{0, e;, e, 3} be a simplex in R3, and I; := [0, ],
I, := [0, e;] line segments. We wish to calculate V (S, I;, I). By Theorem 3.7,

6V(S, I, L) =VS+ 5L+ L) - VES+1L)-V(S+ D)
-V + L)+ V() + V) + V(D).

Clearly V(I}) = V(L) = V() + IL) = 0 since V(-) denotes three-
dimensional volume. For reasons of symmetry, V(S + I,) = V(S + ). We
know V(S) = é, so we must only calculate V(S + ;) and V(S + I) 4+ I). We

l2
€3

€4

FiGure 10.
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obtain S 4 I; from S by joining a triangular prism to it (see Figure 10) whose
volume is evidently 1. Therefore, V(S + Iy) = V(S + L) = 2.

From Figure 10, it is readily seen that V(S + I} + ) = 2%. Therefore
6V(S, I, ) =24 — 3 + ¢ = lhence, V(S, I, I) = ;.
3.9 Theorem. If Ki,...,K, are lattice polytopes in R", then,

n'V(K,, ..., K,) is an integer.

ProoF. By Theorem 1.5(d), sums of the K; are lattice polytopes. But lattice
polytopes can be dissected into lattice simplices. Each lattice simplex can, by a
volume-preserving affine transformation, be mapped onto a simplex with integral
coordinates on the coordinate axes of R”; therefore, each has volume %, k an
integer. Hence, the theorem follows from Theorem 3.7. ' 0

Exercises

1. The circumference of a planar convex polytope P has length 2V (P, B), where
B is the unit disc.

2. Let S be the simplex as in Example 2, and let /; again be [0, e;]. Find
V(s, =S, ).

3. Let K be any convex body, I a line segment. Then, V(I, K, ..., K) can be
interpreted as volume of a cylinder. (Hint: V(/,..., I, K,...,K) = 0if ]
occurs at least twice).

4. Asum I; + --- + I, of finitely many line segments is called a zonotope. If
I; = [aj, b;1, we call b; — a; aspanning vectorof I}, j = 1,..., r. Express
V(I + - - - + I,) by determinants of spanning vectors.

4. Further properties of mixed volumes

Though Minkowski sums have a plausible geometric meaning, this is not so for
mixed volumes. We shall characterize mixed volumes in a way which, at least in
a number of cases, displays them in a geometrical light. Our main aim will be
presented in the next section.

First, we let P be a polytope and B the unit ball. We introduce angular measures
in the following way.

4.1 Definition. Let F be a proper face of P. For x € relint F, we set

OF :=pp'(x)N(P+B) —x

and call O the outer angle of P in F (orin x). If dim ®f (= dim(aff ®f)) = &,
we say v (Op) is the angular measure of P in F (or in x), where v (-) denotes
k-dimensional volume.
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4.2 Lemma.

(Z)V(B, . BP.. P= Y u(@p)uni(F)
k

Nk (n—k)—faces F
PrOOF. For k = 0, we have F = P as an improper face. Then, we have
©r = {0}, and we set vo({0}) = 1. Then, V(P, ..., P) = V(P) = v,(P) is the
volume of P (see Lemma 3.5).
We consider P + AB, A > 0. By Theorem 3.2,

(1) V(P + AB) =V(P) + A('{)V(B, P,....P)
+A2<;)V(B, B,P,...,P)

+...+x"-1<n " 1>V(B,...,B, P) + A"V (B).

Conversely, we decompose P + AB as follows.

k = 0: F = P is the “inner” part of P 4 AB, and has volume V (P).

k = 1: Let F be a facet, and consider “above” F the prism with basis F' and
height A. The volume of the union of all such prisms is A ) _ v,_1(F) summed over
all facets F.

k = 2: Consider an (n — 2)-face F of P. Above F, we have a “log” (compare
Figure 11)

U wr'eyn e+l

perelint F

Ficure 11.
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The total volume of all such pieces of P + AB is
Y n@)va).

F an (n—2)—face
We continue in this way and obtain, finally,
k = n — 1: For any edge F of P, we find, “above,” F a piece of P + A B whose
volume is A"~ !v,_(@)v;(F), so, altogether

Y uni @) ().

F an edge

Now,

(2) V(@P+ArAB)=V(P)+A Z V1(®F)vy-1(F)
(n—1)—faces F

T gl Z Up_1(@f)vi (F) + A"V (B).

1—faces F

By comparing coefficients in (1) and (2), we obtain the lemma. 0

Example 1. Let P be atriangular prism with vertices 0, e}, ey, e3, e; +e3, ex+e3.
Itis readily seenthat 3V (B, P, P) = 3+ V2 and 3V(B,B,P) =2+ % 2.

Lemma 4.2 can be generalized such that B is replaced by any convex body Q.
We introduce outer angles with respect to Q which depend on the shape of Q and
also on the choice of 0 € Q. Before we introduce generalized outer angles, we
define the following notions.

4.3 Definition. Let Q be a convex body in R”, 0 € int Q, and let M be a set of
vectors in R”. Then, we call the point set

ry= {J @nHw)

ueM\{0}

the M -shadow boundary of Q. We say r,ﬁ is sharp if (x + M) N Q is a single
point foreach x € I‘Agl. If M is a subspace of R”, we call I‘ﬁ the shadow boundary
of Q in direction M*.

The intuitive meaning of “shadow boundary” is best illustrated for M being an
(n — 1)-dimensional subspace in R”. Under “illumination” of Q by rays of light
in the direction of a spanning vector of the line M+, the shadow boundary I‘g
consists of those points on 3Q in which the rays of light “touch” Q.

Example 2. Let Q be a cube in R, M a two-dimensional subspace of R>. In
general, I‘AQ4 is a hexagon on 9 Q (1234561 in Figure 12). If we choose P to be
the octahedron Q* and F = [a, b] is an edge of P (compare Figure 12), then,
l"gm = F* (polar face of F on Q).
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FIGURE 12.

Example 3. If Q = B is the unit ball and U is an r-dimensional subspace of R”,
then, l"U is an r- d1mens1onal great sphere on d B. For a k-dimensional face F of
any polytope P, the set ré n(F) 18 a spherical cell on 9B of dimensionn — k — 1,
and

conv (' 7, U {0}) = OF.

Example 4. Let Q = P be an n-polytope, and let M be a hyperplane. Then, Fg
is sharp if M is not perpendicular to the affine hull of an at least one-dimensional
face of Q.

4.4 Definition. Let Ur denote the linear subspace of R” which is a translate of
aff F (F-some polytope). We say two polytopes P, Q are in skew position if, for
any pair F := P N Hp(u), G := Q N Hyp(u) of faces defined by the same outer
normal u#, we have

Ur NUg = {0}.
Clearly,
4.5 Lemma. If P and Q are in skew position, then, for any proper face F of P
the N (F)-shadow boundary Fﬁ( F) of Q is sharp (N (F) the cone of normals; see
I, Definition 4.12).

Now we show the following lemma:

4.6 Lemma. Let P, Q be n-polytopes in R". Then, for any ¢ > 0, there exists a
polytope Q' such that
(1) d(Q, Q") < ¢,and
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(2) P and Q' are in skew position.

PROOF. Let Gy, ..., G, be those faces of O for which faces F, ..., F, of P
exist, respectively, such that Ur, N Ug, # {0},i = 1, ..., r. Up to renumbering,
letdimG; = --- =dimG,, = ki,...,dimG, = --- = dimG, =: k; and
ky > -+ > k; > 1. From each G;, we choose a point

g €relint G;,, i=1,...,r

Successively, we pull up g; to a point ¢/ in the sense of III, Definition 2.3, where
llg; — gill < e canbe assumed, i = 1,...,r.

First, we pull up the g; with dim G; = k;, then those g; with dim G; = k;,
and so on. Since k; > - - - > k;, in the ith pulling up the faces G;., ..., G, are
not affected. So, as a result of the r pulling ups, we obtain a polytope Q’ for which
(@, Q) <e.

If G; is contained in a nonsharp N (F)-shadow boundary Pf;,)( p (F = Fjor

some other face F of P) such that a translate of G| is contained in U, then, I‘,g( P

no longer contains a point of G, and, for g; € relint G}, the vertex g; of @2’
satisfies (Ur + q}) ne = {q;-}. This readily implies (2). O

4.7 Lemma. Ifwe set, for the points q; in the proof of Lemma 4.6,
qit) == qi +t(g; — qi), 0<t<l1, i=1...,r
then, for Q(t) := conv (Q U {q:(®), ..., q,(OD, P := {q1, ..., g/}, the N(F)-
shadow boundary I’Sf})) is sharp, provided 0 < t < 1, and the set
@)?'P = ’h_{‘(l) F/%E?) - FS(F)
is a topological ball of dimension, at most, n — dim F — 1.

PROOF. Each te with 0 < ¢ < 1 can be chosen instead of ¢ so as to provide a
sharp shadow boundary of the “pulled up” polytope Q(¢). Each two such shadow
boundaries represent subcomplexes of B(Q(¢)) which are isomorphic. Since the
vertices of these subcomplexes converge to distinct points as ¢ — 0, the lemma
follows. O

4.8 Definition. WecallasetP := {qi, ..., g,} aschosenin Lemma 4.7a pulling
set and say @gp is a local P-shadow boundary or local shadow boundary @g if
it does not depend on P. We set

C:)g‘P ={sy|0<s<1l,ye C:)g‘P}.
Furthermore, let Erbe the linear space which is an orthogonal complement of
aff F, and let 7 be the orthogonal projection onto E . Then,
@%‘7’ = nF(@g'P)
is called the outer (Q, P)-angle of P in F (or in a point of relint F). We set

¢ .= @g‘P if it does not depend on P and say ®g is the outer Q-angle of P in
F.
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Figure 13 provides an illustration for a set @%P and its projection to G)%P. EF
is shown in a translated position (so it can be better visualized). Like a “Chinese
fan”, @%”’ is composed of triangles with one side on @,Q,‘P which is a polygonal
arc from 1 to 2. If P and Q are in a skew position, @g.? = @2 and @F‘P = @%
do not depend on the choice of P.

Clearly, ®2° has finite k-dimensional volume v, (©%") for k = n — dim F.

4.9 Lemma. Let P, Q be n-polytopes. Then,

o (Meworot- T wtmin
k

Nk (n—k)—faces F of P

Proor. Asinthecase Q = B (Lemma 4.2), we consider a split of P + AQ into
pieces “above” the faces of the “inner” part P of P+ A(Q,0 < A < 1.However, in
this case, we cannot use the nearest point map for describing these pieces. Instead,
we observe that each of them is bounded by two translates of ©,2"” and translates
of F (compare Figure 13). For the volume of the piece, we obtain

(@52 ")k (F) = M0 (OFP)v, 4 (F).
Now we apply the same arguments as in the proof of Lemma 4.2 and obtain

Lemma 4.9. a

Example 5. Let P be a unit cube and ¢ P* an octahedron (P* polar to P, compare
Example 2), ¢ > 0. As an illustration, replace each circular arc in Figure 11 by a
line segment with the same endpoints. Now, we readily obtain

3 1
(1>V(8P*, eP*, P) =12. 582 = 6¢2,

FIGURE 13.
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4.13 Theorem. Let K1, ..., K, be convex bodies. Then,
(@ V(Ki,...,Ky) =0,
(b) V(Kq,...,K,) > 0ifand only if each K; contains a line segment I, =
la;, b;] such that by — ay, ..., by, — a, are linearly independent.

PRrOOF.

(a) If we replace each K; by one of its points, p;, i = 1,...,n, and apply
Theorem 4.12, we obtain (a) from V(py, ..., p,) = 0 (which follows, for
example, by Theorem 3.7).

(b) From Theorem 3.7, we obtain

nViy,....,L)y =V +---+ 1,) = |dethy — a1, ..., b, —an)l,

and by (6), we know V(Ki,...,K,) > V(L,...,I,). So, |det(b; —
a,...,b, —ay)| > 0implies V(Ky, ..., K,;) > 0.

Conversely, let V(Kj, . .., K,) > 0,and suppose | det(b; —ay, ..., b, —
a,)| = 0 for arbitrary a;, b; € K;,i = 1,..., n. Then, the linear hull of
(Ky — K1) U--- U (K, — K,) has dimension, at most, n — 1, and, up to
translations, K; € H,i = 1,...,n. Then, K;, +--- + K; C H and
V(K;, + ---+ K; ) = O for arbitrary index sets {i1, ..., i} C {1,...,n}.
By Theorem 3.7, this implies V (K1, ..., K,) = 0, a contradiction.

O

Finally, we prove a property of two-dimensional mixed volume needed in the
following section.

4.14 Theorem. Let A, B be planar convex bodies, and suppose there exist parallel
lines g # h which both support A and B. Then,

0 2V(A, B) > V(A) + V(B).

PRrROOF. We can assume A, B to be strictly combinatorially isomorphic 2-
polytopes, since a brief calculation shows that the inequality (7) is true if and only
ifitistruefor A, :==2A+ (1 -A)B,B, .= puA+(1—-p)B,0<i<pu<l
(A=11,2,3,4,56,al, B =[1',2,3,4,5,6, b] in Figure 14.)

Consider g, h to be “vertical” lines (Figure 14), and let x4, x5 be the “upper”
polygonal arcs on d A, d B, respectively, having endpoints on g and 4. By a trans-
lation with traces g, h we move B so that «p is “below” «4. Replacing A, B by
A,, B, respectively, we can arrange, for sufficiently small £ — A > 0, that the
following is true:

(c) Leta, bbe vertices of k4, kg, respectively,a, b € g U h, which correspond to
each other under strict combinatorial isomorphism of A;, B,. Also let g’, b’
be the lines through a, b, respectively, parallel to g, 4. Then, the quadrangle
bounded by g’, &', k4, and kp, is contained in A, (compare Figure 14).

Again we write A, B instead of A,, B, respectively. From

V(A + B) =2V(A, B) + V(A) + V(B),
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we find that
2V(A,B) - V(A) - V(B)=V(A+ B)—2V(A) — 2V (B).
It will be more convenient to consider
®) V(A B)— 3V(A) = 3V(B) =2V(5(A+ B)) - V(A) — V(B)

since K1(4+B) has vertices i” = %(i +1i),i =1,..., 6 (see Figure 14a,b).
If we consider the triangles (or trapezoids) of A, B, % (A + B) as illustrated in
Figure 14c, we see that

2V(A(%(A + B))) — V(A(A)) — V(A(B)) = 0.

In Figure 14b, an elementary argument shows that the volume of the hatched
parallelogram is larger than that of the dotted parallelogram (or equal if they are
degenerate). By a reflection in a line perpendicular to g, 4 and interchanging A
and B, we obtain an analogous statement for a, b on the “lower” parts of A, 9B,
respectively. If we sum the differences of such volumes for all vertices of A, B, we
find that the right hand side of (8) is nonnegative. This proves the theorem. O

Exercises

1. Let p1, p2, . . . be asequence of points in R” converging to a point p, such that
all points of the sequence are vertices of P := conv{py, p3, ...} U {p}. Then,
we call P a pseudopolytope. Find a pseudopolytope P in R* which has a sharp
shadow boundary of infinite length.

2. Let S := conv{0, e, €3, e3}; €], €2, e3 be the canonical basis of R>. Calculate
V (S, S, —8§) with the aid of Lemma 4.11.

3. If K, L are convex bodies and I = [a, b] a line segment in R3, then, for the
orthogonal projection 7 onto (aff )+,

VK, L, 1) = vy(n(K), n(L)) - lla — b].
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4. In Theorem 4.14, let A and B be polytopes. Then, equality in (7) holds if
and only if A, B are obtained, one from the other, by “telescopic extension in
direction g”, that is, by adding a line segment parallel to g (or a point).

5 Alexandrov—Fenchel’s inequality

We now state one of the fundamental theorems in the classical theory of convex
bodies. For a proof, we refer to Schneider [1993].

5.1 Theorem (Alexandrov-Fenchel’s inequality). Let K, L, K,, ..., K, be
convex bodies in R". Then,
VK, L, Ky, ..., Kug) 2V(K, K, Ky, ..., Ky2)
(AF) X V(Ls L’ Kl,---,Kn——Z)-
LetC:={K,,...,K,_»},sothat V(K,L,C):=V(K,L, Ky, ..., K,-3). We

discuss some useful variations of Theorem 5.1.
5.2 Theorem. For K, :==AK+ (1 —A)L,L, :=puK+ (1 —-p)L,0 <A <1,
O<u=<l,
(1) V(Ky, L, C)*~V(Ky, K, C)V(L,, L,,C)

= (- wV(K,LC?*-V(K,K,CV(L,L,O0)],
so that (AF) is true for K, L if and only if it is true for K, L, with A # .
PROOF. We apply the linearity rules, Lemma 3.6 and Lemma 3.4, and verify (1)

by elementary calculation. O

We notice that (AF) is trivially true if V(K, K,C) = Oor V(L, L,C) = 0. So
we may assume V (K, K,C) > 0Oand V(L, L, C) > 0. Up to a homothety of L,
we can arrange the side condition

2 V(K,K,C) =V(L,L,C)
so that (AF) becomes equivalent to

3) V(XK,L,C) > V(K, K, C).

5.3 Theorem. Let K, L, K, ..., K,_; be polytopes, C={K,, ..., K,-2}, and
let V(IK,K,C) >0,V(L,L,C) > 0. We choose pulling sets P, Py, PKfL for
K, L, K + L, respectively, such that the outer angles @I;'P" , @;'PL, ®§+ Prat
are defined for each (n — 2)-face F of P := Ky + - - - + K,,—» (Definition 4.8).
Then, (2) is equivalent to

4 > [2@FP) - w@F™) | waFi, ., a2 =0
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and (3) is true if and only if
® X [@F ) — 40, @F ) | vya(Fr, - Fr2) 20

is satisfied.

ProoF. By Theorem 4.3, we may replace (2) by

@ Y [n@F™) - w@F™)|wa ki, B =0,

Furthermore, by using (2), we obtain

n
(Z)V(K +LK+L,0 =Y n@F Py (R, .., Fi)

- 2(;)[V(K, L,C) + V(K, K,O),

so that, if (2), or equivalently (2'), is valid, (3) becomes equivalent to

3) V(K,L,C) - V(K,K,C)

1 /n\! K+L.P, K.P,
() et - )
X vpa2(Fy, ..., Fy_2) = 0.

Each of the sums is carried out for all (n — 2)-faces Fof P = K1 +---+K,_,. O

5.4 Corollary. IfK, L inTheorem5.3 are replaced, according to Theorem 5.2, by
appropriate strictly combinatorially isomorphic polytopes (denoted again K, L)
andif P = K; + - - - + K, 2 is also strictly combinatorially isomorphicto K, L,
then, we may choose ® 5 Fx @L-Px, @f““p’(“ such that

©) ®IF<+L.PK+L _ ®1F(,PK + G?PL

and (5) in Theorem 5.3 becomes equivalent to

) Y [n@F™, 0F™) — @) | v aFi, ..., Fr2) 2 0
where the sum is taken for all (n — 2)-faces of P.

PRrOOF. In Theorem 5.2, if the term |A — u| is chosen small enough and 0 €
(int K) N (int L), then, given any facet G of L, we may find a ray g emanating
from O which intersects relint G, relint G’, and relint G” where G, G” are the
facets of K, K + L, respectively, which correspond to G under strict combinatorial
isomorphisms. Let P;, consist of all g N G and an arbitrarily chosen point on
each (n — 2)-face of K, also Pk consist of all o N G’ and points on (n — 2)-faces.
Then, Pk, may be chosenas{a + b | a € Px,b € P.}, and @ﬁ'P", @é‘P‘,
®l;+L‘P" ** are quadrangles such that the sides containing 0 as an endpoint have
an intersection different from {0}. Then, (6) is satisfied, and (5") follows from
Theorem 3.2. O
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Remark. Forn =2,V(K, K,(C) = V(K) = V(L) = V(L, L, C) in Corollary
0, and (5') becomes equivalent to Theorem 4.14.

We now turn to the question: When does equality hold in (AF)?

Clearly a sufficient condition is K and L to be homothetic: If K = a + tL,
t > 0,then, V(K,L,C) =V(a+1tL,L,C) =tV(L, L, C), so that equality in
(AF) follows. However, homothety of K and L is not necessary.

Example 1. In R® let I; := [a;, b;], j = 1,2, 3, be line segments such that
b, — aj, by — ay, bs — as are linearly independent. Then, for K := I, + L,
L := I + I3, K} := I, + I, an easy calculation shows that equality holds in
(AF).

Example 2. Let K; be a 3-simplex in R, and let K, L be obtained from K by
chopping off the vertices but leaving at least one point of each edge remaining
(Figure 15). Then, (2") and equality in (3') are trivially true, so that equality in
(AF) follows.

Remark. The problem to find necessary and sufficient conditions for K, L, C
under which equality in (AF) holds is currently unsolved (see the Appendix to this
section).

We present a special result:

5.5 Theorem. Let K., ..., K,—2 be strictly combinatorially isomorphic n-

polytopes, and let K, L be n-polytopes such that K + L is in skew position to a

K, (and, hence, to each K;, j = 1,...,n — 2). Then, equality in (AF) holds if

and only if, up to a homothety of L, we have

(S) (Schneider’s condition) If H k;, (W) is a supporting hyperplane of K j, such
that F = K, N Hy, (u) is an (n — 2)-face of K ,, then,

Hy (u) = Hy(u).
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PRrROOF. We can express (S) in terms of @’,? , @,Lr. Consider the set (:)f (see
Definition 4.8). By the assumptions of the theorem and by using (1) in Lemma
5.4, we may suppose K, L to be strictly combinatorially isomorphic and both
in skew position to P. Then @,’5 is a polygonal arc. Both end points of (:)f are
also end points of further local shadow boundaries. In fact, there is a one-to-one—
correspondence between the set of local shadow boundaries and the set of edges
of the dual polytope P* of P. It provides a homeomorphism between the union
of all local shadow boundaries of K and the union of all (closed) edges of P*
(which carries the edge graph of P*). Since the edge graph of P* is connected,
so is the union of all local shadow boundaries. Hence, from the definition of @,’,5 ,
(and, analoguously, @%), (S) is equivalent to the following condition:

(S") Foreach (n — 2)-face Fof P = K1 + -+ + K, _»,

ok = ek,

It even suffices to show the following:

(S”) Let F be an (n — 2)-face of P, and let ax, a;, be parallel edges of ©X, OL,
respectively, which do not contain 0. Then, the lengths ag, «;, of ag, ay,
respectively, are equal.

To deduce (S”) from equality in (AF), we introduce the following operations. Let
G = K N Hg(u) be a face of K. Also, let H be a hyperplane parallel to Hg (1)
which separates vert G from (vert K) \ (vert G), such that vert G C int H™,
(vert K) \ (vert G) C H™. Let ¢ be the distance of H and Hy («). Then, we set

cu,e)K .= KNH"

and call ¢(u, €) a cut operation (Figure 16).
Suppose, in (8"},

(7) g < af.

Let Gk, G be the inverse images of ag, a; on the local shadow boundaries
OK, 6L, respectively. Then Gg, G, are also parallel line segments. Let Gx =
KNHxW),Gy =LNH(u), F= PN Hp(u).

We apply cut operations c(u, €),c(u, &) to K, L, respectively. As a consequence,
trapezoids are cut off from ®%X, ®L. Also other outer K -angles and L-angles are,

) == Hu)

FIGURE 16.
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in general, affected. We denote them by ©X =: @f G)g,) and ©L =:

IR
Ok, ..., 0k,. !

Fo e Ey

From each oK £a)» an area is cut off which can be split according to Figure 17.

One part is a trapezoid T} with upper base length c;ax and altitude d;e for
constants ¢;, d;, 0 < ¢; < 1 0<d <1, c1 = d, = 1. The remaining part
(shaded in Figure 17) can be split into triangles ¢ K T & (asindicated in Figure
17) with areas e;; - €%, ¢;; constants,i = 1,...,r; j = 1 ;.

We proceed analogously for ©% Fo- From the strict combinatorial isomorphism
of K, L, we see that the trapezoids T} have upper base lengths c;et; and altltudes
d;¢’ for the same constants c;, d; as above Also, the corresponding triangles ¢,/
havearease,-js’z,i =1,...,r,j=1,...,5

Hence, the change in (2'), as a consequence of ¢(u, &) applied to K and c(u, &)
applied to L, amounts to

8) (age —are) Zc,d + (e — &) Z Ze,l

i=1 j=I

Since ax < ar, we find ¢ > &’ (both sufficiently small) such that (8) vanishes.
Then, (2') is established for c(u, €)X, c(u, ¢')L instead of K, L, respectively.

Now we investigate the change in (3'). Since Tj and T} are strictly
combinatorially isomorphic,

Th = Th+ 1}

Let the lower base lines of T%, Ti have lengths c;ax + 3,- g,ciop+ gie’, respectively,
for appropriate constants ¢i,i = 1,...,r. Then, by a brief calculation (Figure
18),

v2(Tgyr) — 202(Tg) — 202(T})
= 4va(3 (Tg + Tp)) — 302(Tx) — 3 v2(T7)]

= 4Cid,'(8 - 8/)((¥L - (XK) - SZic,-(s - 8/)2.

Ty =08,9, 10, 1] £ =[1,2, 12] it
' =03,11,12] 15 =[4,7, 8]

FIGURE 17. =[5,6,7]
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e » 3
4r ) ~o )
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T. =11,2,3,4 Ty =101,2.3. 41 .o = e=d
Foore1s, £ 2 A T pe=bo
T, =[1,2,3,4] ci-eE=a ci-&

=C d,--akze

In the equation above, the quantity 8 cici (¢ — €')? stems from the homothetic

triangles with base lengths cie, Cie', L ¢ (e + &') which are parisof Ty, T}, Tk,
respectively. In the same way, for the triangles r’, 1,7, 1, , , we find that
vl ) = 20a(y)) - 202(t,7) = 8eij(e — &)

Now the total change in (3’) as implied by c(u, €), c(u, &') is

O e - —a) Y ad - 86 — ) Y e + 3 €.
i=1 i=1 Jj=1

For sufficiently small €, ¢’ (¢ > ¢’), the term (9) becomes positive. Since it must
be subtracted from (3'), we obtain a contradiction to (AF).

Therefore, ax = o, and we obtain (S”) and, hence, (S'), as a consequence of
equality in (AF).

If, conversely, (S') is true, the unions of local shadow boundaries of K and L (see
beginning of the proof) are translates of each other, so that, by (2'), (3') equality
in (AF) holds.

This completes the proof of Theorem 5.5.

0
Exercises

1. Deduce from (AF) Minkowski’s “Inequality of the first kind™:

V(K,...,K,L) > V(K)*D/"y@)/n.
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2. Let I}, I, L5, I, be line segments in R* such that the difference vectors of their
end points are linearly independent. Show that equality in (AF) holds for

K:=2L+2L+15L1+14, L:=5L+0L+2+2I,
Ki=L+0hL Ky=D5L+I,,

but (S) is not true.
3. InR3, let K := conviey, ey, 3}, L := conviey, e, 2e3}, K; := —K. Show
that

V(K,L,K\)* > V(K,K,K))V(L, L, Ky).

4. InR3, let K; be a line segment. Characterize equality in (AF).

6 Ehrhart’s Theorem

Let P be a lattice polytope, that is, a polytope in R" whose vertices all lie in the
(canonical) lattice Z" . We denote by G (P) the number of lattice points contained in
P. A similar theory can be developed for G (P) as for volumes and mixed volumes.
Here we restrict ourselves to a special question: How does G(k P) depend on k
for natural numbers k? The answer is given by Ehrhart’s theorem. We shall need
Ehrhart’s theorem in the last section of chapter VIIL. It turns out to be equivalent
to the so-called Riemann—Roch-Hirzebruch theorem for torus-invariant invertible
sheaves on smooth, compact, and projective toric varieties.
First we consider a special case:

6.1 Lemma. LetS := conv{0, ay, ..., a,} be an n-simplex, wherea,, ... ,a, €

7. There exist constants By, . .., Bn € Z>o such that, for any natural number k,
the number of lattice points in kS is

G(kS) = (":k)+ﬂ1<"+:_1>+---+ﬁ,,(:).

PROOF. Any lattice point y € kS has a unique representation

1) y=x+aa + -+ apa,, o €Zs0, i=1,...,n,

where x lies in the half-open interval (parallelepiped)
A={ta+---+4ta,|0<t; <1,i=1,...,n}

Let H; be the hyperplane which contains iay, ..., ia,, for any fixed i €
{0, ..., k}. We determine the number of lattice pointsin H; N (kS),j =1, ..., k,
and those in the “layers” bounded by H;_; and H; fori = 1,..., n. Then, the
lemma is established by using (1).

First, let x = 0 in (1). Then the combinations (1) which lie in H; satisfy

2) a+ -t a, =, O<ag;<j, i=1,...,n
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FIGUrRe 19. § = [0, a1, a;], A = [0, a1, a3, a1 + @3] \ ([a1, a1 + a2} U [a2, a1 + a2))

We claim that there are precisely (":i ;1) partitions of the type included in (2). In

fact, forn = 1, there is only 1 = (}) possibility. Suppose that the claim is true for

o) PO
n — 1 instead of n. Then, there are (**/—% ) partitions

ap+ oy =j —ay

of j — «,. By summing, we find that the number of solutions of (2) is

(3)_

INfn+j—a, -2 n—2 n+j-3 n+j—2
0;)< n—2 )—(n—2)+”‘+( n—2 )+( n—2 )

By another induction (assuming the claim to hold for j — 1 instead of j) and by
using the evident formula

P p\_(p+1
(q)+(q+1)_<q+l>’ ?=q.

we see that the right hand side of (3) amounts to
<n+j—2>+(n+j—2):(n+j—l)
n—1 n—2 n—-1 )
as claimed.

Now, we sum over the j, and use an analogous calculation by which we find the
total number of solutions of (1) for x = 0,
i<n+j—~1) B (n+k)
P n—-1 n
If x lies properly between Hy and H; or on H,, the number of solutions of (1)
reduces to ("**™'). Similarly, we find ("**~') possibilities for each x properly
between H;_; and H; oron H;,i € {1,...,n}.
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Let B; denote the number of lattice points in A properly between H;_; and H;
oron H;,i € {1,...,n}.Inthecasek < n,B; =0forj e {k+1,...,n}
Then, we obtain the formula of the lemma. O

Example 1.. Fora; = (4, 1), a; = (2, 3) we see, with the aid of Figure 19, that
Bi = 5, By = 4, and, hence, G(kS) = (*3*) + 5('1%) + 4(5) = k2 + 2k + 1.
In particular, setting k = 3, gives G(3S) = 52.

We call the set Sy := S\ (conv{0, a;,...,a,-1}U---Uconv{0, az, ..., a,})
the pseudo-simplex associated with S. By G(M), we denote generally the number
of lattice points contained in the set M.

6.2 Lemma. G(kSp) is a polynomial ink € Zo.

Proor. We will use induction on the dimension of Sy. For dim Sy = 0, there is
nothing to prove. So let the lemma be true for the pseudosimplices of dimension
less than n.

We consider the proper faces F", ..., F of S which contain 0 and satisfy
0 < dim F© < n,i =1,...,s.Then, S\ S = {O}UF"U- - -UF’ isadisjoint
union. By inductive assumption, G(k(S\ So)) = 1 + G(k Fél)) +---+Gk Fés))
is a polynomial in k. Hence, by Lemma 6.1, G(kSp) = G(kS) — 1 — G(kF.") —
.- — G(kF") is also a polynomial in k. O

Theorem (Ehrhart’s theorem). Let P be a lattice polytope in R". Then, G(kP) is
a polynomial ink € Z.

PROOF. We can assume O to be a vertex of P. First, we decompose all faces of
P which do not contain 0 into simplicial complexes whose 0-cells are the given
vertices (see III, Theorem 2.6). Then, we join each simplex, thus obtained, to 0
resulting in a decomposition of P into a simplicial complex C whose 0-cells are
the vertices of P. The cells S, ..., §© of C, which contain O and are # {0},
have the following property that

P={jusPu-..usy
is a disjoint union. Now the theorem follows from Lemma 6.2. O

Remark. IfG(kP) = Y_|_, v:k', ¥ € Zso, is the Ehrhart polynomial according

to Theorem 6.3 and if f’ := relint P, then, by a proof similar to that of Ehrhart’s
theorem, one can show Ehrhart’s reciprocity law:

Gk P) = (~1)¥™F 3"y (kY.
=0
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Exercises

I.InR3 leta; = 4, 1,1, a, = (2,3,2), a3 = (3,2, 1). Find G(kP) for
P := conv{0, ay, ay, a3}. Calculate explicitly G(2P), G(3P), G(4P).

2. Let C be the unit cube (with 2" lattice points). Verity G(kC) = (k + 1)" by
Lemma 6.1.

3. Let G(P) denote the number of lattice points on the boundary of a lattice

polytope P. Find a formula for CO;(kS) analogous to that in Lemma 6.1.
4. 4. For the simplex S, as in Lemma 6.1, prove (V (-) denoting volume)

n

nveE) =y (j)(-l)fc;«n = N)S).

j=0

7 Zonotopes and arrangements of hyperplanes

7.1 Definition. A Minkowski sum
Z=84+-4+S5

of line segments Sy, . . ., S, inR" is called a zonotope. If each n of the line segments
point in linearly independent directions we say the zonotope is independent. .

The name “zonotope” is motivated by the “zones” obtained in the case n > 3
and independent Z as the union of all line segments in the boundary of Z which
are parallel to one S;, i € {1, ..., r} (Figure 20a). If Z is not independent, one
can choose “zones” as indicated in Figure 20b.

There are many interesting features of zonotopes and applications to other parts
of geometry. We select only a few which we shall need in Chapter VII.

NA .

FIGURE 20a,b.
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7.2 Theorem. Forn = 2, a polytope Z is a zonotope if and only if it is centrally
symmetric.

PROOF. Let Z be a zonotope. Up to translations, we can assume that all S; have
midpointsin 0,i = 1, ..., r. So, Z is readily seen to be centrally symmetric.
Conversely, if Z is a planar and centrally symmetric polytope, say, a 2k-gon Z =
[ay, ..., ax], consider the parallelogram [a, ay, ax+1, ar+2] and the polytopes
Zy = a1, Grg2, - - -5 G2, A1), Zp = [az, a3, - . ., Gry1, a2] (Figure 21).
Then the (2k — 2)-gon Z; U(Z, +a; — ay) =: Zyis again a centrally symmetric
polytope and

Z = Zy+ lay, a].

By induction, we can assume Z; to be a zonotope. Therefore Z is also a
zonotope. t

Remark. Centrally symmetric polytopes in dimensions higher than two need not
be zonotopes as is seen from a regular octahedron in R* which cannot be a zonotope
because of the following theorem:

7.3 Theorem. Each face of a zonotope Z is again a zonotope.

PROOF. Let F be a facet of Z and H be a supporting hyperplane of Z for which
F = Z N H istrue. We may assume 0 € vert Fand §; = [0,5;],i = 1,...,r.
[0, b;] is either contained in H or satisfies [0, b;] N H = {0}, say, [0, b;] C H
fori =1,...,s.Then F = §; + - - - + S readily follows. O

7.4 Definition. A finite set of (n — 1)-dimensional subspaces of R” is called a
hyperplane arrangement of R". The cones into which R” is split by the hyperplanes

are said to be the cells of the hyperplane arrangement.

Remark. It is often useful to consider the projective ((n — 2)-dimensional) hy-
perplanes defined by the hyperplanes of the hyperplane arrangement. For example,

adk4+2 ”
k+1

aok

a
a1 a, 3

FIGURE 21.
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for n = 3, plane arrangement can well be visualized by line arrangements in the
real projective plane.

The following theorem refers to complete fans as defined in I, 1.

7.5Theorem. LetZ = S;+- - -+ S, be an n-dimensional zonotope inR", and let
0 be the center of symmetry of Z. Then, the complete fan X defined by projecting
the faces of Z* consists of the cells of a hyperplane arrangement.

Any hyperplane arrangement containing at least n linearly independent
hyperplanes is obtained in this way.

PROOF. Let H; be the (n — 1)-subspace of R” orthogonal to aff S;,i = 1, ..., r.
Each face F of Z which contains a translate of S;—we call it an S;-face—has
an affine hull orthogonal to H;; hence, F* is contained in H;. If Z is projected
orthogonally onto H;, we obtain a polytope Z; whose faces are projections of
S;-faces. The polar faces of Z; relative to H; are the F*, F an S;-face. Therefore,
H; carries a complete fan contained in X.

The one-dimensional space g spanned by a vertex v of Z* is the intersection of
all hyperplanes H; which are spanned by (n — 2)-faces of Z* containing v. g splits

into tworays which are the one-dimensional cones, and pos F* = pos{vi, ..., vp}
if{vi,..., vp} = vert F*.
Conversely, if a hyperplane arrangement {Hj, . . ., H,} is given such that not all

H; are linearly dependent, i = 1, ..., r,then, R" \ (H; U --- U H,) consists of
open cones whose closures o are cones with apex 0. If a; is a normal vector of H;,

i=1,...,r,then, for S; := [—a;, a;] we obtain a zonotope Z = S; +-- -+ S,
and Z* spans a complete fan which is readily seen to have the above cones o as
n-cones. ]

FIGURE 22.
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Example 1. If Z is a hexagonal prism with centrally symmetric basis, hence, Z*
a hexagonal bipyramid, the projective line arrangement corresponding to it is of
the type illustrated in Figure 22.

Exercises

1. A zonotope Z is independent if and only if aff S; and aff S; are not parallel for
i # j,and each proper face of Z is a spar (affine image of a cube).

2. Let P be a 3-polytope whose facets are centrally symmetric. Then, P is a
zonotope. (Hint: Show that any edge of P determines a “zone”; apply induction
onr). »

3. Find simplicial arrangements of 6,7,8 or 9 lines in the real projective plane
which do not correspond to bipyramids.

4. Determine the f-vector of an arbitrary three-dimensional, independent zono-
tope.
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Lattice polytopes and fans

1. Lattice cones

InI, 1, we introduced the (polyhedral) cone o as the positive hull of finitely many
vectors xj, . .., Xk.

(1) o =pos{xy, ..., xx} = Rsox1 + -+ Rxoxx

It has an apex if there exists a supporting hyperplane H such that H No =
{0} (compare I, Definition 1.9). That property has an elementary geometric
interpretation:

Remark. Let H and H' be parallel hyperplanes in R” withO0 € H.Leto be a
polyhedral cone with e N H' # @. Then, H N o = {0} ifand only if H' N o is
bounded.

PROOF. Assumethereisa0 # x € HNo.Then,posx C H No is unbounded.
If H # H’, then, choose ana € H' Nojthena + posx C H' Mo is unbounded,
a contradiction.

Now assume that there is an unbounded sequence a1, ay, ... in H' N o. The
sequence |la; || ~ay, ||laz|l ~la,, . .. of unit vectors has a cluster pointa € o. Since
H and H'’ are parallel, it is easy to see thata € H, contrary to H N o = {0}.

The following theorem enables us to apply results on polytopes o cones:

1.1 Theorem. The following properties of an, at least, two-dimensional polyhe-
dral cone o are equivalent.

(a) o has apex 0.

(b) There exists a hyperplane H' # 0 such that H' N o is a polytope.

(c) There exists a polytope P of dimension dim o — 1 such that

o = pos P.

143
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PROOF. Suppose (a) to be true: Let H be a hyperplane with H N o = {0}. We
choose a hyperplane H' parallel to H such that H' No # @. Then, H' No isa
polyhedral set, which is bounded according to the above Remark. This proves (b).

Now, we deduce (c) from (b). Set P := H’' N o, and suppose there is a vector
x € o \ pos P. Since dim o > 1, there exists a vectora € H' N o such that x,
a are linearly independent. Going over to the plane generated by 0, x, and a, we
may assume that n = 2. Then, H' N o bounded implies H N o = {0} for H as in
the above remark; in particular, x ¢ H. But, then, pos x N H' is not empty, though
posx N pos P = {0}.

Let (c) be true. Since dim aff P < dim o, we obtain O ¢ aff P. Hence there
exists a hyperplane H' including aff P but not 0. Let H be the hyperplane parallel
to H' through 0. Then H N o = {0} by the above remark. O

Remark. If 0 = R, then, (b) holds, but neither (a) nor (c). So the condition
dim o > 2 in Theorem 1.1 is essential.

As a consequence of Theorem 1.1, we obtain the following theorem from
Theorems 1.4 and 1.5 in IT applied to (n — 1)-polytopes:

1.2 Theorem. Every polyhedral cone with apex 0 is a polyhedral set

2 Hfn...NnH,
where
3) HN---nH = {0}

Conversely, any polyhedral set (2) satisfying (3) is a polyhedral cone with apex 0.

In this chapter, we restrict our attention mainly to the case where x, . . ., x; are
lattice points:

1.3 Definition. The points x € 7" C R" are called lattice vectors. In (1), if the

vectors xi, ..., X; are lattice vectors, then, we call o a lattice cone (or rational
polyhedral cone). Similarly, we say that conv {xi, . .., x,} is a lattice polytope if
X1, ..., X, are lattice points.

Remark. The condition “lattice vector” in the definition of a lattice cone may be
replaced by “vector with rational coordinates”, since multiplying all coordinates
with their common denominator yields a lattice vector. To a lattice cone 0 C R”
corresponds a “rational” cone og := ¢ N Q" such that o = 6. Thus, for lattice
cones, we may go over to " instead of Z" and profit from the theory of Q-vector
spaces, which is easier than that of Z-modules.

Most properties of lattice cones we consider are not invariant under combi-
natorial isomorphisms (see definition in II, 1), not even under general linear
transformations. Nevertheless, combinatorial facts are often a useful starting point.
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For example, if a classification is to be achieved, we first look at the “coarse” com-
binatorial classification, then specify further. There is a special group of linear
transformations which leaves invariant all properties of cones to be discussed.

1.4 Definition. A linear transformation L : R" — R" and the matrix repre-
senting it, with respect to the canonical basis, are called unimodular if L(Z") =
z".

Unimodular transformations can be characterized as follows.
1.5 Lemma. A linear transformation L : R" —> R" is unimodular if and only

if it is represented by a matrix A with integral entries and det A = +£1.

PrOOF. Let A be unimodular. Evidently, A is invertible as a real matrix. From
A(Z™) C 7", we infer that A has integral entries: the columns of A are the image
of the canonical basis vectors e;. In the same way, A~! is integral. Thus, A is
invertible over Z; hence, detA is a unit in Z. The converse is obvious. O

Example. The linear transformation of R? represented by

1 1
(1)
a “shear-transformation” with {te; | t € R} as axis, is unimodular.

A cone need not have an apex. However, we can represent every cone in the
following way.

1.6 Lemma.

(a) Any n-dimensional cone o is the vector sum of a cone oy with apex 0 and a
linear space U ; thus,

og=o0y+ U,
where
dim oy + dim U = n.

(b) Ifo is a lattice cone, oy and U can also be chosen to be lattice cones.

PROOF.

(a) The set U := o N (—o) is the maximal linear subspace of R" included
in o. We can choose the generators x;, ..., x; of o so that xy,...,x, €
Uxj g Uforj =r+1,...,k,andnox;, j =r+1,...,k isa
positive linear combination of other elements of {x;, ..., x;}. We set gg :=
pos{Xr41s - . ., Xk}

We claim that

(4) (linoy) Nlin {xi, . .., x,} = {0}
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Otherwise, for at least one x; € {x,41,..., X}, x,41 say, the projec-
tion parallel to lin {x,4p, ..., x¢} of x,4; would be a point x # 0 in
lin {x, ..., x,} = pos{xi, ..., x;}, so that, for x = ayx; + --- + a,x,,
al""yar Z 07

Xr1 = X + QryaXep2 + -0+ Xy, Or42, -0, 0 2 0,

= a1xX) + -4 o X, + Ury2Xr42 + e+ O X,

a contradiction to the minimality of {x,.3,...,x}. (4) and {x,
..., X} C Uimplylin {x,, ..., x,} = U, so part (a) of the lemma follows.

(b) is a consequence of the way we proved (a).
|

It should be noted that U in 1.6 is uniquely determined, whereas, fordim U > 0,
we can choose gy in many ways. If we write such a decomposition o = gy + U,
we tacitly assume oy to be of minimal dimension.

1.7 Definition. U in Lemma 1.6 is called the cospan of o

U = cospan o.

The most elementary among the possible building bricks of a polytope is a
simplex. Its counterpart for cones is the following.

1.8 Definition. A cone o = pos{x, ..., x;} is called simple or a simplex cone if
X1, ..., X are linearly independent. o is said to be simplicial if each proper face
of o is a simplex cone.

Remark. We introduce the notion “simplex cone” to avoid a double meaning of
“simplicial cone” occuring in the literature.

From linear algebra, we know Lemma 1.9.

1.9 Lemma.
(a) Let 0 = pos{xi, ..., x;} be a simplex cone. Then, conv {x;, ..., x} is a
(k — 1)-simplex.
(b) Any simplex cone has 0 as an apex.

1.10 Definition. We say a lattice vector is primitive or simple if its coordinates are
relatively prime. If o = pos{x, ..., x;}, where xi, ..., x; are primitive lattice
vectors, then we call them primitive generators of o.

A k-dimensional simplex cone o = pos{x1, ..., x;} in R” is said to be regular
if x1, ..., x; are primitive, and if there exist primitive vectors x;1, ..., x, € Z"
such that

det(xy - - - x,) = #£1.
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If o = o0y + cospan o is an arbitrary lattice cone, we call o regular if oy is a
simplex cone that is regular. {0} is also called regular.

Some characterizations of regularity are readily shown:

1.11 Lemma. The following conditions for an n-dimensional cone o =

pos {xq, ..., x,} with apex 0 and x,,...,x, primitive lattice vectors, are

equivalent.

(a) o isregular.

(b) Any lattice point of Z" is an integral linear combination of xy, . . . , Xp.

(c) Any element of o N Z" is a nonnegative, integral, linear combination of
X1y eosy Xn.

(d) There exists a unimodular linear transformation that maps the canonical
basis vectors ey, . .., e, onto xy, . . . , X, respectively.

In later sections we need to split a given cone o into regular cones. The first step
is cutting o into simplex cones, which we achieve here:

1.12 Theorem. Any cone ¢ = pos{ay, ..., a,} with apex 0 can be split into
simplex cones o, . . ., oy satisfying the following conditions
(@ oc=0U---Uoy,
(b) 0; Nojisaface ofo; and of o, i,j=1,...,k,
(¢) oi = pos{ai,...,a;,} for a subset {a;,...,a;} C {a1,...,a},i =
1,...,k.

PROOF. We aply III, Theorem 2.6 to the cell complex consisting of o and the

faces of 0. O

In the next section we shall need the following separation property (a
consequence of a special case of the so-called Hahn—-Banach theorem):

1.13 Lemma (Separation lemma). Leto =pos{a,, ..., a,},0'=pos{b;, ..., b}
be cones with apex 0 such that dim ¢’ = n and (relint o) N (int o’) = @. Then,
there exists a hyperplane H such thato C HY, ¢’ C H™ (closed half-spaces).

ProOF. Equivalently to the lemma, we claim, that A := conv((—o) U ¢’) has a
supporting hyperplane passing through 0. Otherwise, since dim ¢’ = n, we find
that A = R”, and, hence,

0= al(_ail) +---+ ap(_aip) + ﬁlbjn t+-+ ﬂquq

for appropriate &;, B; € R-0, p > 1, and g > 1 such that among the vectors
Qi vy Giy bj,..., qu there are n linearly independent ones. Thus,

aa;, + -+ apa, = pibj + -+ Byb;, € o Na’ = op.
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Let 1, o; be the smallest faces of o, o”, respectively, which contain oy. Then, it
is easy to see thata;,, ..., a;, € 01,and bj,, ..., b, € o0y, so we obtain

©) dim conv(o; U g)) = n.

Let x € relintog. Then, also, x € relinto, and x € relintoj, hence, x €
relint conv(o; U a)). If k := dim g}, choose k + 1 affinely independent points
co, ..., ¢k of o] such that x € relint conv{c, ..., ¢}. Since dimo’ = n, we
can choose points ¢+, . . ., ¢n, such that cy, . . ., ¢, are vertices of an n-simplex
S C o’. We see that o} intersects int S, and so,

(relint o) N (int S) #£ @,

which contradicts the assumption of the lemma. O

As a particular application, we note a property for the dual cone & of a cone o
with apex 0 (in 22 (c) we shall see that & automatically is full-dimensional).

1.14 Corollary. Leto be a cone in R" with apex 0 and & be n-dimensional. Then,
relinto Nint & # @.

PROOF. Otherwise, there would be a hyperplane H witho C HY andé C H™
by 1.13. For a normal vector v of H pointing into H*, by definition of 7, (v, o) >
0. Hence,6 ¢ H* N H~ = H, a contradiction to dim & = n. O

Exercises

1. In[R?, leto be atwo-dimensional lattice cone with apex 0. o can be mapped by a
unimodular transformation onto o’ = pos{e;, ge; +rez} forsome g, r € Zso,
g, r relatively prime, 0 < g < r.

2. A subset 7 of a cone o is a face of o if and only if it satisfies the following
conditions.

a. T isacone.
b. Ifx e o \randx’ € o,then, x +x' & 7.

3. Carry out explicitly a subdivision of ¢ into simplex cones if o = pos P, P a

3-cube in {(§1, &2, £, D} C R*.
4, Extend Lemma 1.13 to the case where o or ¢’ does not have 0 as an apex.

2. Dual cones and quotient cones

Now we turn to dual cones which are related to the original cones in the same way
as polar polytopes are to the original polytopes. In fact, we shall see that there is
a direct relationship between the two dualizations.
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In I, 49 we have defined the dual cone of a cone o € R" by
o:={xeR"| (x,0) >0}

Form € R", we set i := (Rxo m). If a cone 7 is included in o, then, obviously,
d C . Moreover, o+ := {x | {x,0) = 0} satisfies 0+ = & N (-&) C &.
Equality holds if o is a linear subspace.

Examples. If o is an angular region in R?, then so is & (see Figure 1a). If o is a
ray in R”, then & is a half-space H* D o, where H = o1. If o is a half-plane in
R3, then, so is & (Figure 1b). For a quadrant ¢ in R? or an octant in R®, 0 = &.

2.1 Theorem. Let o be an n-dimensional cone in R" with apex 0, let by, ..., b,
be inner normals of the facets of o. Then

o = posiby, ..., b}

Proor. Each hyperplane H; := {x | (x,b;) = O} supports o; hence,
{0, b;) > 0. This implies ¢ D pos{by, ..., b.}. If x satisfies {x,c) > 0, but
x ¢ pos{by, ..., b} =: G, then, there exists a face pos{b;,, ..., b;} of 6 and
a b, such that x = —ab;, + Bib;, + - - - + B;b;, with positive @, By, ..., B,
and an a; such that (b;,,a;) = Ofor j = 1,...,s, but (b, ar) > 0. Now,
(x, ax) = —a(b;, ar) < 0, a contradiction. O

For the cone o in R”, set V := aff o, and let U be the orthogonal complement
of V.Then,6 = (6 NV)® U andd NVisthedualofo NV in V.

2.2 Lemma. Let o and o; be cones in R".
(a) Ifdim 0 = n and o has 0 as apex, then, dim & = n, and & has 0 as apex.
(b) cospang = ot.
(¢) o has 0 as apex, if and only if dim & = n.
d) (o1 +02) =01 NGy (07 + oy Minkowski sum).
(C) (,01 N 0’2)v= 5’1 + 6’2‘

) o=o0.

)

FIGURE 1a,b.
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ProoOF.

(d), (e), and (f) follow from the definition of dual cones.

(c) Leto # 0O have an apex. Then, there is a hyperplane H with H N o = 0,
Ht D o.Letb € o be a generator of the ray H*. In a sufficiently small
neighborhood of b, we find linearly independent vectors by, ..., b, such
that, for H; := {x | {(x, b)) = 0}, we alsohaveoc N H; = Oando C H;t,
i =1,...,n (otherwise H N o # 0 would follow from & being a closed
set). Clearly, b; € &, and, therefore, pos{by, ..., b,} C & implies & to be
n-dimensional.

The converse is shown analogously.
(a) Letu € int 0. Then, for the facet normals by, ..., b, as in Theorem 2.1,

(u, b;) > 0, fori =1,...,r.
Hence, for H := {x | (u, x) = 0}, by Theorem 2.1, we obtain,
HN& = {0).

(b) We obtain the following equivalent statements:

(b1) X € cospand = & N (—7).
b2) (x,0) > 0and (—x, 0} > 0.
(b3) (x,0) =0.

(b4) x ot

2.3 Lemma. Let 1 be aface of o, and let 0 # m € relint (t+ N &). Then,
T =& + Rxo(—m).

PRrOOF. If we can show that the obvious inclusions

(1) tCconNmtcon(=my

are equalities, then the claim follows immediately from 22 (¢). Forx € o N (—m),
we know that (x, m) < 0, while m € & means (x, m) > 0; hence,c N m’ =
o N (=m).Fort O o N m* it suffices to verify the following:

Ifveo\r, then, (m,v) #D0.

Obviously we may assume that v 7 —m. Going over to the plane generated by 0,
v, and m, we may assume that n = 2. Then, lint = m* and v ¢ lin 7, hence,
(v, m) # 0. O

As we see from Lemma 2.2, the structure of & is largely determined if, in
0 = 0y + cospan o, we know the structure of &y relative to lin 0. So, we are
mainly interested in theorems about duals of full-dimensional cones with 0 as an
apex.
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It turns out that we only have to apply the results of 11, 2 since there is a simple
relationship between polar polytopes and dual cones:

2.4 Theorem. Let o be an n-dimensional cone in R" with apex 0. Then, we can
find an (n — 1)-polytope P and a point u € relint P such that
(a) o = pos P,
(b) If P* denotes the polar of P in aff P with respect to the unit sphere centered
inu, and P* is the reflection 2u — P* of P* in u (Figure 2), then,

& = pos P*.

PROOF. By 22 (c) and 114, there exists a unit vector # € (int o) N (int 5). We
may assume that u = (0, 1). Let us decompose every x € R” = R"™! x R in the
formx = (x', x,).Sinceu € int& andut = R*~! x{0}, weobtainu'No = {0}.
Then, ut + u = R*~! x{1}, and

P:=@R"'x{1hno = P’ x {1}

is a polytope with u € relint P and O € relint P’. For the polar bodies P* in
R"~! x{1} and P™* in R"~!, we, obviously, have

P* = P™ x {1}.

But (%, y) < 1 on P’ is equivalent to {(x, 1), (), —=1)) < 0 on P, that is,
to (y',—1) € —a, so that (since y € P’* is equivalent to (', 1) € P* or
(', -1 € P*—2u)

& = — pos(P* — 2u) = pos(2u — P*) = pos P*.
0

2.5 Definition. By the assignment F — F* of the faces of P respectively P* in
aff P according to II, 21, we obtain an assignment

t:=posF +— T :.=pos(—F*+ 2u)
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between the faces of the cones o := pos P and & = pos P*. We call 7 the dual
face of 1.

From II, Theorem 2.5 we find Theorem 2.6.

2.6 Theorem. Let o be an n-dimensional cone with 0 as apex, and let fi (o)
denote the number of k-faces of 0. Then,

fi(&) = fuk(o0)  fork=0,....,n—1.

2.7 Definition. Leto = og + cospan o and o’ = o;; + cospan ¢’ be two n-cones
in R". Assume there are polytopes P in oy and P’ in o of codimension 1 such that
oo = pos P and o = pos P'.

Then we call o and ¢’ combinatorially isomorphic, 0 ~ ¢',if P ~ P’
and dim cospano = dim cospano’. Equivalence classes of combinatorially
isomorphic cones are said to be types of cones.

InII, Definition 2.7 we have introduced the quotient polytope P/ F. It depends on
the choice of the defining affine space U, its type, however, is uniquely determined.
For cones, we introduce quotients as follows.

2.8 Definition. If o is an n-dimensional cone with apex 0 and if 7 is a face of o,
we define the quotient cone o/t as the type of

pos(P/F),
where 0 = pos P, t = pos F, P an (n — 1)-polytope, and P/F a quotient
polytope.

If 7 is {0}, then, F = 0, and, thus, 0/{0} = 0.
Let us denote by B; () the set of proper, at least one-dimensional faces. By
Theorem 2.4 and Theorem II, 2.9 we derive Theorem 2.9.

2.9 Theorem. Let[1, 0] be the set of proper faces of o including t. Then we have
bijective, inclusion-preserving and, inclusion-reversing maps  and ¢

[z, 0] 7 Bi(o/7) — B (7).

The following result is of importance for the construction of toric varieties.

2.10 Theorem.
(a) If o is a lattice cone, then, so is .
(b) If o is regular, then so is &.

Proor. For the lattice cone o, we may consider all generators over Q instead of
R: In the decomposition 0 = o¢ + U for U := cospan o, the space U and (by
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16 (b)) the cone o have generators over Q. Since ¢ = ap N U by 22 (d), we
essentially have to analyze &, and, up to a direct factor, we may do that in aff .
Hence, we may assume that o = pos{xy, ..., x;} with primitive generators x; is
of full dimension n and has apex 0.

If H = lin 7 forafacet r of o, then, H = u' forsomeu € Q". We may assume
that H = lin{x,, ..., x,_1}; then, we may choose u as the solution of the system
of equations (x;, u) = 8;,, for j = 1,...,n. If uy, ..., u; denote the vectors
thus constructed for the different facets of o, then, by 21, ¢ = pos{uy, ..., u},
which proves (a).

For (b) we know, in addition, that n = ¢t = [. Thus, the matrix A :=
(uh,...,ul) is inverse to the matrix (xi,...,x,). Since, by assumption,
det A~! = +1, Cramers rule implies that A has integral entries. 0O

For a linear map L between vector spaces, we denote by L* the dual map;
moreover, we identify the linear form (a, -} with a.

2.11 Corollary. Leto C R" and o’ C R’ be lattice cones, and let L : R" —>
R’ be a linear map such that L(Z") C Z" and L(0) C o’. Then, L(c) and L*(¢")
are lattice cones, and

L*(@¢") Co.
PRrOOF. Using elementary rules from linear algebra, we find that
L*@") = {L*(®) | {x,0") 2 0} C {L*(x) | (x, L(0)) > 0}
= {L*(x) | {L*(x),0) 20} C {v | (v,0) 20} = 0.
With respect to appropriate bases for Z" and 7', L* is represented by the
transposed matrix of the matrix which represents L. Thus, L(Z") C Z" implies

L*(Z") C Z". Hence, by Lemma 2.10, &, ¢’, and, thus, L(c’) and L*(¢") are
lattice cones. o

Exercises

1. Let a regular octahedron P be embedded in the hyperplane {(&), &,

£3, 1)} of R*. Find the dual cone of o := pos P. (Use appropriate coordinates
for the vertices of P).

2. In R” a cone ¢ is self~dual, ¢ = &, if and only if 0 = pos{a;, ..., a,} and
ai, ..., a, is an orthogonal basis of R".
3. Let y € o. The following conditions are equivalent (each implies all others)

a. y € relinto.

b. (y,u) > Oforallu € 5 \ ot.
c. & N (pos{yD* = ot.

d. 0 + Rxo(—y) = 0 + (—0).

4. For cones, prove a statement analogous to that of II, 2, Exercise 4.
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3. Monoids
3.1 Definition. A semi-group, that is a non-empty set S with an associative
operation
+:85x85 — S,

is called a monoid if it is commutative and has a zero, i.e., an element 0 € § for
which

s+0=gs, foralls €S,
and it satisfies the cancellation law

s§+x =t+ximpliess =¢, foralls,t,x € S.

3.2 Lemma. Ifo isaconeinR", then,o N Z" is a monoid.

PROOF. From the definition of acone o, x + yisino if x, y € o, in particular,
x+yeonZifx,y € o0 NZ". The zero vector is the zero of the monoid. O

3.3 Definition. A monoid S is said to be finitely generated if there exist
a,...,a € 8,called generators, such that

S=1Zsoa1+ -+ Z>oar.

A system of generators is called minimal if none of its elements is generated by
the others.

3.4 Lemma (Gordan’s Lemma). If o is a lattice cone in R", then, the monoid
o N Z" is finitely generated.

Proor. By Lemma 1.6 and Theorem 1.12, we may assume o to be a simplex
cone, i.e., 0 = pos{ay, ..., ax} where a,, ..., a are simple and k < n.
Then the “fundamental parallelepiped”

k
F := {thaj [05t,~ <1}
=1

includes only finitely many lattice points. For each x € o N Z", there exists a
lattice point y € Zl;=1 Z>oajsuchthatx — y € F. 0

Example 1. Foro = pos{(7, 2), (2, 5)}in R?, it suffices to choose as additional
generators (1, 1), (2, 1), (3, 1), (1, 2) (see Figure 3).

Remark. We can obtain an example of a monoid which is not finitely generated
by considering a non-closed cone o':

Let o' = pos{e;, ez} in R?, 0 := o’ \ pos {ez}. Then, ¢ N Z? is not finitely
generated (see also Exercise 2(a)).
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FiGURE 3.

3.5 Lemma. Ifo has an apex, then, the monoid o N 7" has (up to renumbering)
precisely one minimal system of generators.

Proor. Let a;,...,a;, and by,..., b, be different minimal systems of
generators and by ¢ {ay, ..., a;}, say. There exist linear combinations, say

,
b, = ijaj fori; € Zxo
j=1
and
m
a; = Zﬂ«ikbk, Wik € Zso fori =1,...,1,
k=1

that yield a representation

b = i Yibr,
k=1

where y; = Z;.=1 Ajuj1 > 0, since the b, ’s form a minimal system of generators
as a monoid. On the other hand, y; < 1; otherwise, —b; € o, though ¢ has an
apex. That implies y; = 1 and y, = 0 for k > 2, since 22"22 by = 0. As a

consequence, r = 1 and, thus, b; = g, a contradiction. O
3.6 Lemma.
(a) A monoid S with generators a, . . . , a, can be embedded as a subsemigroup
into a group G(S) which has a, . . ., a; as group generators (coefficients in
Z).

(b) GoNnNzH=(@-o)ynzg".
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PROOF.

(a) is shown by a standard procedure in linear algebra used, for example, when
the semi-group of natural numbers is extended to the group of integers or
(Z\{0}, ) is extended to (Q \{0}, -).

(b) This is clear from (a).

O

3.7 Definition. A monoid S is called saturated if ax € S for o € Z>p and
x € G(S) implies x € S.

From the definition of o N Z", we have Lemma 3.8.
3.8 Lemma. For every cone o, the monoid o N 7" is saturated.

We remark that non-saturated monoids can easily be constructed from o N Z"
by omitting certain subsets of o N Z", as in the following examples:

Example 2. Letx,,...,x, € 0 NZ". Then, S(xy, ..., x;) U {0}, where
S, ..o x) =[x +0)U--- U@, +0)INZ"

is a submonoid of o N Z" (Figure 4). Also, [Z" Nconv S(x1, ..., x,)] U {0} isa
submonoid.

Example 3. For every monoid o N Z", where the cone o = pos{ay, ..., a;} is
generated by primitive lattice vectors a;,

So ;= {ara1 +-- -+ aopar | @y, ..., € Zxo}

is a submonoid. As is seen from Example 1, Sy need not be equal to o N Z".

In general there are relationships betweena,, . . ., a,, which we discuss by using
the following notion:

X4

o) Xa

FIGURE 4.
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3.9 Definition. Givenaset X = {a1,...,a,} C Z", we call a vector (A, u) €
(R>0)" % (Rs0)"  positive linear relation of X if 3 ;_, hia; = Y ;_, pia;. We
denote the set of all positive linear relations of X by poslin X.

3.10 Lemma.
(a) poslin X is a lattice cone in RY .
(b) Z*¥ Nposlin X is a finitely generated monoid in R¥ .

PrROOF. If o, B € poslin X, clearly @ + 8 € poslin X, also ta € poslin X for
every t € Rso. So, poslin X is a cone in R¥". Its linear hull is V := poslin X —
poslin X, and

poslinX =V N (Rzo)z’.

Since (Rx0)? is an intersection of half-spaces and, thus, a polyhedral cone in R%",
poslin X is a polyhedral cone by II 16. Clearly, it has rational generators. This
proves (a).

(b) follows by Gordan’s Lemma 3.4. O

‘We remark that poslin X also contains the trivial positive linear relations (u, ©).
These are generated by the relations

o,...,0,1,0,...,0,0,...,0,1,0,...,0), i=1,...,rn

i
Som even a nonempty set X of linearly independent vectors has a nonzero cone
poslin X.

Exercises
1. Decompose o C R? into regular cones for o = pos{(1,0, 2), (1, 1, 3),
(09 27 5)}'

a. Amonoid o = (Rso a1 + R0 a2) N Z2 in R?, a;, a, primitive and linearly
independent, has a;, a; as generators if and only if the simplex

x=aag+ama o+ <1, 0<a <1, i=1,2}

does not contain a lattice point other than its vertices 0, a), a;.
b. A statement analogous to (a) in R is false.

3. Let o be a polyhedral cone with apex 0. If the monoid o N Z" is finitely
generated, o is a lattice cone.

a. Prove dim(poslin X) = r + dim £(X) (see 11, 4), where X has r elements.
b. Find a system of generators for poslin X if

X={(1,0,0),(0,1,0),(1,0,1,(0,1,1), (1,1, =D}

(Hint: First, apply a linear transformation which leaves the first two vectors
fixed and maps (1, 0, 1) onto (0, 0, 1).)
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4, Fans

In I, 4 we introduced the fan X (K) of a convex body K as a set of outer normals
N@) = —x + pg'(v),

where an x € relint F is assigned to each proper face F of K. If X is a polytope P
and so possesses only finitely many faces, £(K) consists of finitely many cones.
Furthermore, if dim P = n,allconeso € X (P)have0as apex, and,tox € int P,
there is assigned —x + x = G as a cone.

We now characterize those fans ¥ = X(P) which stem from the outer cones
of n-polytopes P. In III, Definition 1.7 we have introduced fans, in particular,
polyhedral, simplicial, and complete fans. If not stated otherwise, we shall always
mean by “fan” a polyhedral fan.

As is illustrated by Figure 5, a cone of % need not be a face of a full-dimensional
cone of X. Also ¥ does not necessarily cover all of R".

4.1 Definition. Let X, X’ be fans in R”, and L : R" —> R”" a linear map such
that, for each o’ € X', there exists a0 € X satisfying L(c’' NZ") C 0 N Z".
Then, we say that L is also a map of fans

L:¥ — I
4.2 Theorem. To every fan X, there exists a simplicial fan ¥’ such that ¥ and X'
have the same 1-cones and the identity map id of R" is a map of fans
d: ¥ — X
Proor. This follows from III, Theorem 2.6. O

The following notion will be fundamental for the “projectiveness” of the varieties
to be introduced in Chapter VI. It specializes “polytopal”.

FIGURE 5.
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4.3 Definition. A fan X is said to be strongly polytopal if there exists a polytope
P* such that 0 € int P*, and

Y = {pos F | F € B(P*)}.
We call P* a spanning polytope of .

In particular, a strongly polytopal fan is complete. In analogy to polytopal
spheres, we could call a fan polytopal if it is isomorphic to a strongly polytopal
fan. We do, however, not need this notion. We use P* in Definition 4.3 rather
than P since the polar polytope of the spanning polytope of ¥ will occur more
often in later applications. Also, in accordance with I, Definition 4.14, we derive
Theorem 4.4.

4.4 Theorem. A fan X is strongly polytopal with spanning polytope P* if and
only if ¥ is the fan ¥ = E(P) of (normal cones of) the polar polytope P = P**
of P*.

ProOF. The polar polytope P of P* is obtained as the intersection of all half-
spaces H, (see I, Definition 6.1) where v; is a vertex of P*. So, if F is a facet

of P* with vertices vy, ..., v, then, 0 = pos{vy, ..., v} is the corresponding
cone,v = H,, N---N H, is avertex of P, and

N@) =o.

Since each face is an intersection of facets (I, Theorem 1.11), to an r-dimensional
face of P* there corresponds an (n — » — 1)-face of P, and, for a relative interior
point v of that face, we find that N(v) = o.

The converse is true by definition of X(P) in 1, 4.14. O

4.5 Theorem. Given a complete fan X, there exists a strongly polytopal fan ¥’
such that

id: % — X
is a map of fans. X' = X/(Z) can be chosen to be the fan of a zonotope Z.
PrRoOOF. We extend each (n — 1)-cell of ¥ to its linear hull and obtain, in this
way, a hyperplane arrangement. By IV, Theorem 7.5, the theorem follows. O

From Theorem 4.4, it is readily deduced (compare IV, Definition 2.11):

4.6 Lemma. P*, Q* are two spanning polytopes of the same fan X. if and only if
P and Q are strictly combinatorially isomorphic.

Figure 6 illustrates Lemma 4.6. If a vertex v of P* moves along the one-
dimensional cone it spans, the polar hyperplane moves into a parallel position.
In higher dimensions, v can always be “slightly moved” along R v without
changing ¥ if P* is supposed to be simplicial. Dually, P must be simple, so that a
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N

FIGURE 6.

little parallel displacement of the affine hull of a facet transforms P into a strictly
combinatorially isomorphic polytope.

4.7 Theorem. Every complete fan T in R? is strongly polytopal.

PROOF. We intersect the unit circle about 0 with the one-dimensional cones of
¥ and choose as P* the convex hull of the points thus obtained. O

A statement analogous to Theorem 4.7, for n > 3, does not hold. However, we
can characterize the case of strong polytopality:

4.8 Theorem (Shephard’s criterion). Let X := (ay, ..., a;) be a finite sequence
of lattice vectors in 7" C U := R" that span the one-dimensional cones of
a complete fan T, and let X  be a Gale transform of X. For each proper face
o = pos{aj,...,a,_}of X, weset C(c) := conv (X \ {@,,...,8; }).Z
is strongly polytopal if and only if

1) () relint C (o) # 8.
g€l
PrOOF. Weletb; := tia;,t; > 0,i =1, ..., k. We wish to choose ¢, ..., #
such that P := conv{by, ..., b} is a spanning polytope of X. From the Gale
transform, )_(0 = (ay,...,ax) of X (in R*""1; see II, Definition 4.16), we
obtain a linear transform X = @y, ...,a) of X (with U as linear space) by
setting a; j= (a,, 1) e H C R i =1, , k.
Then, B: (bl, .. bk) = (t1 a1, .. tk ak) is a linear transform of B :

(b1, ..., b).Leth := b1 + -+ bk CIearly, b # 0. Therefore, by II, Lemma
5.6, the perpendicular prolectlon of B onto a one-codimensional subspace H of

R*~" with normal b provides a Gale transform B := (by, . .., by) of B.
Let ¢ := (¢/, 1) be the point in which the ray Rxo b intersects H,. Given a
subsequence ¥ = (aj,,...,a;_) of X, wesetY = (&, ...,a;). Then, the

following statements are equivalent (Figure 7).

2) b € relint pos{a;, ..., a;}.
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€)) b € relint pos{l;il, ceey l;,',}.
4 ¢ € relint pos{a;,, ..., a;}.
&) c € relintconvia; , ..., a;}.
(6) ¢’ € relint conv{c:zi,, - z:z,-,} = relint C (o).
A subsequence (bj,, ..., b)) of B represents a face of P if and only if
pos{b;,, ..., bj,_ } is a face of the cone spanned by P after the embedding into

U. By II, Theorem 4.14, this is equivalent to condition (3). Since (3) and (6) are
equivalent, we conclude that a spanning polytope P exists if and only if ¢’ can be
found such that (6) is simultaneously satisfied for every o € X, that is, condition
(1) is fulfilled. O

Examples of complete, nonstrongly polytopal fans:

Example 1. InR*let X = (ay, . .., as) come from the vertices of a regular prism
P with 0 € int P, (see Figure 8).
Let the fan X be defined by the following facets:

pos{ai, az, as}, pos{as, as, as}, pos{ay, as, as}, pos{as, as, as},
pos{al, a, a5}, pos{al, as, a5}, pos{ag, as, a6}, pos{az, as, aa}.
Then, the affine relationships
a—as—as+ag=0

and

a—ay—as+as =0

]Rk-n—]

FIGURE 7.
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provide a basis for the space of affine dependences of X. A Gale transform X i 18
formed by the rows of the transposed of the matrix

1 0 -1 -1 0 1
1 -1 0 -1 1 0)°
(compare Figure 9).

It is readily seen that Shephard’s condition is not satisfied: Look at the faces
pos{ay, ag}, pos{as, as}, and pos{a, as}.

From the combinatorial point of view, the subdivided prism is equivalent to an
octahedron. However, its position in space can be varied only by moving the
vertices along their positive hulls so that an octahedron is not obtained (see Exercise

1).

Example 2. In R? choose a 3-simplex T, a vertex v of T, and a triangle A C
(R*@®R) \ aff T. P := conv(T U A) is then a polytope with 3 double-simplices
and (in general) 4 simplices as facets. We denote the verticesof T by 1,2,3,4 = v
(Figure 10), the vertices of A (after projection) by 5, 6, 7. We consider a Schlegel
diagram of P, namely a central projection into 7.

We may place A such that we obtain facets F, ..., Fy, up to renumbering as
follows:

Fi =11, 2, 4,5, 6]
F2 = [25 3» 4» 67 7]
F;=11, 3, 4,5, 7]
Fy=12,5,6,7]
Fs =14, 5,6,7]
Fs =11, 2, 3, 5]
F =12 35 7
as
a
‘k sy A1
as =
=¥} _ S
as S=
q &;y?’ :ji":’v 56
n’” 2
S i

FIGURE 8, FIGURE 9.
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FIGURE 10.

We split the double simplices F;, F,, F; as follows:

Split F; along [2, 4, 5] into two simplices
Split F, along [3, 6] into three simplices
Split F3 along [1, 7] into three simplices

In a Gale transform of the polytope P, we have, as cofaces, 3,71, (1, 51, (2, 6]
and four triangles. Without calculating the coordinates explicitly, we see that it is
of the structure shown in Figure 11.

After the split we obtain additional cofaces [2,3,4,5,6], [1,2,4,5,7],
(1, 3, 6, 7] which have no interior point in common. So the fan ¥ obtained by
projecting the splitted faces of P is not strongly polytopal.

The idea of Examples 1 and 2 underlies a general construction principle for
nonstrongly polytopal fans:

L]
N
~I|

ol
=|

(S]]

ol

FIGURE 11.
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4.9 Theorem.
(a) There exist n-dimensional lattice polytopes, n > 3, with at least f, — n facets
(fo = number of vertices) which are simplicial but not simplices.
(b) If P is such a polytope, O € int P, the facets that are not simplices can be
dissected so that the fan obtained by projecting the new faces is not strongly
polytopal.

ProoF.
(a) LetC" be an n-dimensional cube with center 0. In each edge s of C", consider
that the hyperplane H; O s perpendicular to lins. We may assume that

0 € H . Then
P = ﬂ HS
s edge of C"
is a polytope with Jo(P) = 2" + 2n,
and faar(P) =n 271,

(compare Figure 12 forn = 3). Above each facet of C”, a new vertex occurs.
On each H;, there are as many such vertices as the number of facets that
the edge lies on, that is, n — 1 vertices vy, ..., v,—. If v, v’ are the end
points of s, a facet of P is a bipyramid F over conv{v, ..., v,—1}. Since
s \ {v, v’} C relint F, F is a double simplex.
Since fy —n=2"4+n <n-2""forn > 3, (a) holds.

(b) LetFy, ..., F;,q > fo—n,bethe facets that are simplicial but not simplices.
We apply Radon’s theorem (I, Theorem 2.1) and find, for each F;, a partition
of vert F;:

vert F; = V, UV/, V.inV/ =4,

FIGURE 12.
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such that
(1) (conv V;) N (conv V/) contains a relative interior point of F;.

The Gale transform of vert P has dimension fy — n — 1, so the coface of
each F; is contained in a hyperplane H;.

After the split, the cofaces are enlarged by an X; for x; € V; U V/, say
x; € V;. We may assume %; € H,". Then, X; € H;" for any other x; € V;,
since, otherwise,

0 € relint conv({X | x € (vert P) \ (vert F})} U V;)

would be a coface of P and conv V; would be a face of F;, contrary to (1).
Hence,

VicHY, V/ cH .

So, if we select, from each pair (H;', H), ..., (Hq+, Hq'), one half-space at
random, the intersection of the interiors must be nonempty to fulfil Shephard’s
condition. Since ¢ > fy — n = 2 + dim H;, the selection can be made such
that the interiors have no point in common (also if some of the H; are linearly
dependent). So by Theorem 4.8, we can construct a fan which is not strongly
polytopal.

g

Besides the face-splitting according to Theorem 4.9 there is still another way
to find examples for nonstrongly polytopal fans. By definition of “nonpolytopal”
(111, 4) we have the following theorem.

4.10 Theorem. Let Xy be an (n — 1)-dimensional polyhedral sphere embedded
into R" as the boundary of a star-shaped set with 0 in its interior. If Ty is non-
polytopal, thefan ¥ := {pos oy | 09 € Xy} is complete but not strongly polytopal.

As an example, consider the Barnette sphere (111, 4).
We now turn to a second fundamental property of fans:

4.11 Definition. A fan is called regular if all its cones are regular simplex cones.

Example 3. We start with a prism, as in Example 1, choosing x; := e, x; := ey,
X3 1= e3,X4 1= —e€y — €3, X5 = —e; — €3, X¢ ;= —e; — e. Split the faces, as
in Example 1, but also split conv{x,, xs, x¢} by a stellar subdivision (see III, 2) in
direction —e; — e; — e3.

The following characterization of regular fans is very useful.
4.12 Theorem (Oda’s criterion). A complete simplicial fan ¥ is regular if and

only if the following conditions are satisfied:
(a) There exists in ¥ at least one regular n-cone.
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(b) If o = pos{xi, x2,..., %z}, 0" = pos{x], X2, ..., X,} are two adjacent
n-cones, there exist integers ay, . . ., o, such that

x1+x;+a2xz+~--+anx,, = 0.

PROOF. Let X be regular, deto = det(x, x3,...,x,) = 1. Then, det(x],
X2, ...,X%,) = —1, and, hence,
det(x; + xj, x2, ..., x,) = 0.

Since x;, . . ., x, are linearly independent, we can write

X1+ x| = —0pxp — 0 — OpXy.
From
det(xy, xq, x3, ..., x,) = det(xy, —oaxy, X3, ..., Xp)
= —ay det(xy, ..., x;) = —0y,

we see that «; is integral. Similarly, o3, . . ., @, are shown to be integers. So (a)
and (b) are true.

Conversely, let (a) and (b) be valid. For two adjacent n-cones o =
pos{xy, x2, ..., X,}, 0’ 1= pos{x], x2, . .., x,}, we deduce from (b) that

det(xy, x2, . .., X;) = —det(x], X2, . . ., Xq).

Since X is complete, we shall see that all n-cones have the same absolute value
of det g, that is | det 0| =: ¢. Consider the set of all n-cones of ¥ with the same
absolute value of | det o {. Suppose it does not cover R”. Then, there is a gap which
contains at least one n-cone oy, so the boundary of the gap contains at least one
(n — 1)-side of an n-cone o’ such that | det 6’| # | det op|, contrary to the initial
assumption.

By (a), therefore, all determinants of n-cones are +1. O

We remark that (a) in Theorem 4.12 cannot be left out, as is seen from the
example illustrated in Figure 13 where all 3-cones have determinant 2.

Exercises

1. By direct arguments, show that, in Example 1 x1, . . ., x¢ cannot be moved on
their positive hulls so that they become vertices of a polytope that spans X.

2. In Example 2, find all possible splits of Fj, F», F3 according to Theorem 4.9
and investigate in which cases the resulting fan is polytopal and in which it is
not.

3. Show that the fan, in Example 3, is regular but not strongly polytopal.

4. Ifafan X is strongly polytopal, each fan obtained from X by a stellar subdivision
is also strongly polytopal.
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-e1-€2-2€3

FIGURE 13.

5. The combinatorial Picard group

Given any fan X we denote the set of its dual cones by )5,

Y:={5]|o € X}

Examples (Figure 14).

If T consists of the four quadrants of R?, the eight octands of R?, or, generally,
the cones in which R” is subdivided by the coordinate hyperplanes, all n-cones
are self-dual. If we consider in Figure 14 the noncomplete fans consisting of {0}
and the one-dimensional cones, 3 consists of R? and the half-planes which occur
in the illustrations of .

5.1 Lemma. Ifo = oy + - - - + o,, where o; are the 1-dimensional faces of o,
theno = &) N --- N &, is an intersection of half-spaces.

Proor. This is clear from the definitions and Lemma 2.2. ]

If Yisafanand o € X, we assign to ¢ the monoid

S:=0NnZ".
v
v v C1
] &, o1 o2 o1 02
02
O
0 v
O3 v 3 . O4
03

FIGURE 14.
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We obtain a system
S=8@)={§=6NnZ"|o e L}
of monoids assigned to X. So, there are bijective relations between X, xS )]
T« T« S(I).

From any one of them, we can always reconstruct the others.
From the definitions and Lemma 2.2 we find that

5.2 Lemma. For any two cones o, 03 of a fan %,
(a) (o + Jz)vn A (5’1 nz"Hn (5’2 N7z, and
®) (a1 No)NZ" = (@1 NZ") + (G2NZ").

The monoids of S(X) are all sub-semigroups of the additive group Z". Now,
we consider residue classes of the sub-semigroups in Z".

To each o € f, we assign m, € Z" such that the following condition is
satisfied:

) If oy is a face of o, m, — m,, € cospan Gy.

Condition (1) guarantees that the inclusion of monoids in S(X) is preserved if we
replace each monoid & N Z" by its residue class m, + S = m, + (¢ N Z").

5.3 Definition. AsystemP := {m, -+ },cx of translated cones is called a virtual
polytope (with respect to the fan ) provided {m, + J}sex satisfies (1).
If © is strongly polytopal, we may choose {m, ]}, s such that

) (\ms +6) =: P

oEX

is a lattice polytope, and — P* spans 2. Then, P and P can be identified. More gen-
erally, (2) represents a Minkowski summand of the negative dual of the spanning
polytope of X.

5.4 Lemma. The virtual polytopes with respect to the same fan X are a
commutative group G with respect to the following addition (P’ := {m/, + 6 }ex)
3) P+ P = {ms; +m, + Glses.
The zero element is 3.
Remark. In the case where P and P’ can be identified with polytopes P and P’,
respectively, P + P’ corresponds to the Minkowski sum P + P’.
PRroOF oF LEMMA 5.4. Since0 € 6,5 + ¢ = 7, hence,

(mg +6) + (m, +) =my +m, +6.

Therefore, the addition of P and P’ reduces to ordinary set addition. ¥ is the
zero element since (m, + &) + & = m, + ¢ foranyo € X.
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The negative of P = {m, + & },x can always be obtained by choosing —P :=
{—ms + &}oes as illustrated in Figure 15, 16, and 17 (with M as in Lemma 5.5).

We still have to show that (1) is preserved under the addition (3). Let oy be a
face of 0. Then,

m; —mg, € cospandy  and  m, — m, € cospan &y
imply
! 14 v
(me + mgy) — (mg, + m, ) € cospan oo,

since cospan dy is a linear space. Hence, (1) remains true. O

It should be noted that in —P = {—m, + & },cx only the apexes —m, are the
negatives of the m, in P, whereas the cones ¢ remain unchanged.

‘We remark, further, that neither 7P nor —P needs to define a polytope, as Figure
17 illustrates (where T is the fan given by the quadrants of R? and their faces).

The following lemma is immediate from Lemma 5.4 and the definition of
monoids belonging to S(X):

5.5 Lemma.
(@) The systems M := {m, + 6 N Z"}sex = {Ms + S}oes of residue classes
assigned to the semi-groups of S(X) define a commutative group G with

A

FIGURE 16, FIGURE 17.
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respect to the addition (M’ := {m|, + S}sex)
4) M4+ M = {m, + m; + Sloesx.
The zero element is S(X).

(b) The groups G and G are isomorphic.

Many properties of virtual polytopes remain true under translations (applied
simultaneously to all m, + &,0 € X)as is the case for polytopes. So, it is natural
to assign to G or G the following group:

5.6 Definition. If G is the group of Lemma 5.5, we call G/ 7" the combinatorial
Picard group Pic T of X. We denote its elements by P.

The Picard group Pic X is a finitely generated, commutative group, and, hence,
by the fundamental theorem on commutative groups, is equivalent to a direct sum

PicX zZq®Zq|®"‘@ZqP,

where Z; denotes the finite cyclic group with i elements. Z,, & - - - @ Z,, is called
the torsion of the group, q its Betti number. Torsion can be nonzero, as is in the
following example:

Example 1. In R?, let & := {0y, 01, 02} where gy := {0}, 01 := Rx0 €1, and

03 := Rxole; + 2e3).

We consider m,, = m,, = 0,m,, = e;. Then, (m,, +61) N (m,, +0) isacone
whose apex (0, %) is not a lattice point—which it need not be since 07 + 02 ¢ T
(Figure 18). The virtual polytope P := {m,, + 0;}i=0,1,2 is not obtained from )
by simultaneous translation via a lattice vector, so it does not represent the zero
element of Pic X. However, 2P = {2m,, + ¢;} is obtained from 3. by adding e,
to each cone, and so does represent zero. It is readily seen that Pic & = Z,.

er+2e;

=1

FiGURE 18.
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A situation, as in Example 1, does not occur if at least one cone 0 € X is
n-dimensional.

5.7 Lemma. For Pic I to be a torsion-free group, it is sufficient that ¥ contains
ann-cone 7.

PRrOOF. Suppose Pic T contains an element of finite order. Then, there is a virtual
polytope P = {m, + & }scx and anatural number r suchthatrP = {rm, 4+6}sex
can be obtained from X by adding a lattice vector c. Since 7 is n-dimensional,
{rm.} = cospant is a lattice point, and, hence, rm, = c. Since m; is also a
lattice point co, P = ¢p + %, so that P represents the zero element of Pic £. O

If T contains an n-cone, we can calculate Pic T explicitly. First, we discuss the
simplicial case:

5.8 Theorem. Let T be a simplicial fan in R" which contains at least one n-cone,
and let k be the number of one-dimensional cones of X. Then,

Pic ¥ = 7t

PrOOF. We assume, first, that 2 is not only simplicial but also regular. Since
¥ is simplicial, a virtual polytope P is determined by an arbitrary choice of the
m, for all one-dimensional ¢ € X. For any such g, we may replace m, by any
other point of the hyperplane m, + o*-. We may choose, for the sake of our proof,
m, not necessarily as a lattice point. The hyperplane m, + ot must, however,
always contain at least one point of Z". It is convenient to let m,, be the foot of 0

onm, + o+.If o1, ..., ox are all 1-cones of T, we write

mg, = ;Ci, a; >0, Jall=1, i=1,...,k.
Then,
3 (civx) = a

is an equation of m,, + oi". Let d; be a multiple of ¢; such that the hyperplane
H; = {x | (d;, x) = 1} has the following properties:
(a) There exists a lattice point on H;.
(b) There does not exist a lattice point y such that 0 < (d;, y) < 1.
Then, each hyperplane parallel to H; and containing a lattice point is given by
an equation

(C)] (di,x) =ri

where r; is an arbitrary integer.

From the regularity of X, we deduce that (by Cramer’s rule), for d;,, . . ., d,
representing m < n simple vectors which span a face of I, the system (4) of
equations (i = iy, ..., in) has alattice point as a solution. Therefore, the vectors
(r1, ..., ry) € ZFcanbe chosen arbitrarily as representatives of virtual polytopes.
Since we identify virtual polytopes which differ only by a translation vector € 7"
and by considering Lemma 5.7, Pic & = 7 / 7" = 7',
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If X is simplicial but not regular, we proceed as above. However, the numbers
r; € Z cannot be chosen arbitrarily since, in general, the systems (4) for i =
i1, ..., iy do not have integral solutions, only rational ones. Multiplying one r;
and all solutions of the respective equations (4) by an appropriate integral factor
yields an integral solution. So the vectors (ry, . .., ry) which represent defining
elements of Pic £ can be varied in each component. Since Z has only {0} and
groups isomorphic to Z as subgroups, it follows again that Pic ¥ = 7*~". O

5.9 Theorem. Let X be a fan in R" which contains at least one n-cone, and let
Q1, - - - » Ox be the one-dimensional cones of ¥. We consider all maximal faces

o1, ..., 04 of L which are not simplex cones, and set, for o; = ¢;, +--- + 0i,,
i=1,...,q,

L, = L(d;, ..., d;,) (space of linear dependencies)
and

L:=Ls+-+L,, A:=dimlL.
Then,
Picy = zk"*.

PROOF. We consider the vectors (rq, . .., ry) introduced in the proof of Theo-
rem 5.8 as representatives of virtual polytopes. They can no longer be chosen as
arbitrary lattice vectors. We must find the relationships which they satisfy.

Let o; be given as in the theorem, and let m,, be the corresponding defining
lattice vector of a virtual polytope. The one-faces of o; are spanned by vectors
d,, ..., d;; they satisfy

(dip mU,') =r
&)

(di,, ms,) =1,

where the individual equations are introduced as in (4) (compare Figure 19).

It is useful to introduce the following matrix A. If L,, is embedded in
L(d, ..., d;) canonically, we may write a basis of L,, as row vectors in k com-
ponents. We choose this basis as the first rows of A. The next rows are chosen as
a basis of L,,, analogously. Continuing in this way, the last rows of A are a basis

of L, .

By II, Lemma 4.8, A may be considered to be composed of linear transforms
(column vectors) of the sequences (d;,, . . ., d; ) as follows
basis of La; { 0 .-..... 0 ;11] 0O ....- ... 0 al.\l 0 .--....

basisof L,, { \0 ....()Ziql() ................ 0[1%,0



5. The combinatorial Picard group 173

Now, the conditions forr = (ry,...,r) € Z' to represent a virtual polytope
are, by II,_Lemma 4.8 (and the fact that (d;,, ..., d; ) is a linear transform of
di,...,d))

Ar' =0.

Since A has rank A, the vectors r span a subspace of R¥ of dimension k — A. So
we obtain

PicX = Zk—A/Zn 4 Zk—n—)\ .
]

Remark. In the above proof, the vectors a in II, Lemma 4.8, attain a concrete
meaning as points m, . In the case where the P; are ordinary polytopes, it suffices
to consider all vertices of the P; as points m, .

Example 2. If X is simplicial, no nonzero space L, occurs, so that A = 0 and
Theorem 5.9 reduces to Theorem 5.8.

Example 3. Let T in R be spanned by the cube with vertices +e; + e, + e3. We
obtain L to be 4-dimensional and, hence, Pic ¥ = 7.

Example 4. In Example 3, we replace the generator e; + ¢; + 3 of a 1-cone by
e := 2e; + 2e; + 3es, and change all faces containing e; + e, + 3 by taking e as
the generating vector instead of e; + e, + e3. (Figure 20). Now,dimL = A =5
so that Pic £ = {0}.

Remark. The fan of Example 4 cannot be spanned by the faces of a closed poly-
hedron (with planar faces). This is readily seen from the fact that those three
spanning rectangles which meet on R>o(—e; — ¢; — e3) determine the remaining
three rectangles, the resulting polyhedron being a projective image of a cube. Then,
however, e would have to be a multiple of ¢; + e, + e3 which is not true.

Definition. We call u(X) := k — n — X the combinatorial Picard number of .

FIGURE 19.
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FIGURE 20.

Example 5. If X consists of an n-cone o with k generators and all faces of o,
then A =k —nand u(X) = 0.

We investigate more thoroughly the case of complete fans X. In this case we
may choose (£ the set of n-cones of X)

Mgy = My, if og is aface of 0 € ™,

where, of course, Equation (1) must be observed. So, if £™ = {ay, ..., 0,} and
a; '==mg,i =1,...,q,the cones

{a1 +061,...,a, + 74}
determine an element P of Pic X. We write
P = [a +51,...,aq +(}q].
Definition. We call P an associated polytope of X, if ¥ = X (—P), thatis, if X

is spanned by — P* (compare Theorem 4.4), or, in other words, if X is the fan (of
normal cones) of — P (Figure 21).

Clearly,

FIGURE 21.
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5.12 Lemma. Let ¥ be complete and strongly polytopal, and, let —P* be a

spanning polytope of X, so that P is an associated polytope of X. Then, for
vert P = {ay, ..., a4},

P =P(P) = [a; + pos(P — ay), ..., a, + pos(P — az)]
is an element of Pic X from which T can be reconstructed. Thus,
X =X(—=P) for P = (a)+pos(P—ay))N---N(a; +pos(P — ay)).
Any (Minkowski) summand P’ of P can also be written in the form
P’ = (a; + pos(P — a1)) N --- N (a; + pos(P ~ a,))
where an obvious assignment
a; +—> a;
provides a surjective map
xp . vert P —> vert P’
5.13 Definition. If P’ is a lattice summand of an associated polytope P of the

strongly polytopal fan X (possibly P’ = P), we call (for a; := xp(a;), a; €
vert P)

P(P) := [a; + pos(P — ay), ..., a, + pos(P — a,)]
a polytope element of Pic ¥ = Pic X (—P).

5.14 Lemma. Let ¥ = X(—P), and let P', P” be lattice polytopes such that
P=P + P
Then,
P(P) = P(P') + P(P").
In particular, for any natural number r,
P(rP) = rP(P).
Proor. This follows directly from the above definitions and Lemma 5.12. O

The following theorem will enable us to find a finite system of generators of
Pic X (—P), consisting of polytope elements.

5.15Theorem. ForanyP € Pic X.(— P) there exists a lattice polytope P, strictly
combinatorially isomorphic to P (hence also associated with T ), and a natural
number r such that

P = P(Py) — P(rP).
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PROOF. Let P = (a; +61) N --- N (a; + 7). Since 6; N Z" = §;, we have
a 1 — l-relationship between the ; and the S;. We can also represent P as an
intersection of half-spaces,

P=H Nn-.-NH, where 0 € int P is assumed,

and H; N P,i = 1,..., k are the facets of P.
Moreover, any representative of

P=1[bi+01,...,b +7,]
can be characterized by
{(HT,..., H},
where each H,” is a translate of H,,i = 1, ..., k. Further, by definition of P,
we obtain a natural assignment
H,n---NH, — HN---NH,

for any subset {i1,...,ip} C {l,...,k}, as a result of the translations. In
particular, the vertices a; and b; are intersections such that

() H,N---NH;, =a; +> bj=H,n---NH;, j=1...,q.
For any positive integer r, we define
Py :=(H +H)N---NEH + H)
=H""n...nH"",
where H,.(’) :=rH; + H;,i = 1, ..., k. Furthermore, we set
b = HO NN HY,

We claim that
(a) by) = ra; + b; is a point, and
(b) for sufficiently large r, {bgr), - bfl’)} = vert P,).

PROOF OF (a).
H;:) =rng+bjg forjge{jl,---’js};
hence,
b}r) — H}.r) N---N ijf) =(rH; +bj)N---N(rH; + b))
=ra;+b;, apoint.
PRrOOF OF (b). For sufficiently large r, ra; + b; & convi{ra; + b; | i # j},
since a; is strictly separated from (vert P) \ {a;} by a hyperplane. This proves
B, ..., ") C vert Py.
We show that bj.') ¢ H" fori & {ji, ..., j}.
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In fact, since a; has positive distance from any H;, with i ¢ {ji, ..., js},
we obtain ;l-bﬁ.') = aj; + }b ; € Hi + }b,- for sufficiently large r, and, hence,
b ¢ rH +b; = H?.

Therefore, if B, B’ are sufficiently small balls with the same radius and centers

aj, bi.'), respectively, the sets B N P and B’ N P, are translates of each other.
Hence,

2
pos(P —a;) = pos[(B N P) —a;] = pos[(B' N Py)) — b{”] = pos(Py) — bY).

In B, B', respectively,

dim(H;, N P) = dim(H”’ N Py)) =n — 1,

$0 H;:) N Py is a facet F;Q’) of Ppyo=1,...,s.

Suppose (vert Py) \ {b\”,...,b’} # @. Then, the edge graph of any
polytope being connected, we find an edge [bj.r), b] of P, for which b €
vert P,y \ {bg’) e, bfi’)}. (1) implies (up to renumbering the H;:))

(r) — g ry _.
aff[b’, bl = H” N---NH =: g.

Since there is a bf’) # b;') on the line g (by Equation (2)), we find & = b,
otherwise, there would be three vertices of P,,. This proves (b).

So, we have a bijection ¢ between vert P and vert P, which is inclusion-
preserving for facets and maps each facet onto a facet with the same outer normal.
Therefore, for sufficiently large r, we obtain a strict combinatorial isomorphism
between P and Py := P,. Since rH; + H; = H[(’),i =1,...,k, we conclude
that

P + P@rP) = P(FRy).
a
Example 6. Consider X (P) to be the fan consisting of the quadrants of R? and

their sides, where P is the square witha, = 0,a; = e;,a3 = e;,andas = e, +e;.
Figure 22 illustrates an equation P + P(3P) = P(PR,).

u|Zmunmunmmn_ i
S 3 |||:1|u|numnmlmmnnnummm: 1
LR L = 5 = 3
= O = E = =
= = BB g e LB T
TR oE = = o =

FIGURE 22.
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5.16 Definition. If £ = X(P) is strongly polytopal, we call the group G, in
Lemma 5.4, the polytope group of .

5.17 Theorem. Let ¥ = X (P) be strongly polytopal. .
(a) The polytope group G is the smallest group into which the semi-group of all
polytopes strictly combinatorially isomorphic to P can be embedded.
(b) Pic X can be generated by f,_;(P) — n — A + 1 polytope elements strictly
isomorphic to P where A is defined according to Theorem 5.9.

PROOF. (a) is a consequence of Theorem 5.15; (b) follows from Theorems 5.9
and 5.15. O

As the following examples show, summands of P can also be chosen for
generators of G or Pic X:

Example 7. If ¥ consists of the cones into which R” is split by the coordinate
hyperplanes, we can set P; = [0, ¢;] (line segments),i = 1, ..., n, and we obtain
a system of n polytope elements generating

Picx = 7".

Example 8. In the example of Figure 15, we may choose P; := [0, ¢;], P, :=
[0, e;], P5 := conv{ey, e, 1 + e}. Therefore,

Picy = 7.

Exercises

1. Find Pic ¥ for ¥ being spanned by the n-cube with vertices £e; + --- - ¢,.

2. Letthe facets of the cube C with vertices 0, e;, 2e;, 3e3, €1 +2e>, €1 +3e3, ex+
3es, €1 + 2ey + 3e; be numbered 1, . . ., 6 such that opposite sides have sum
equal to 7 (as in the case of a die). Let H; be a half-space with face i on its
boundary such that the outer normals p; of H; are outer normals of C, in the case
i = 2, 4, 5,and pointinto the cube in the case i = 1, 3, 6. Then, H', ..., HJ
define a virtual polytope P. Find the smallest k£ such that

P+ PkC) = P(Py)

for a three-dimensional polytope Py.

3. Given any natural number r, find two polytopes P, P’, P % P’, such that
r = u(E(P) = n(E(PY).

4, If P = P’ . P” is the join of two polytopes P’, P” (Ill, Definition 1.13),
determine the combinatorial Picard number w(X(P)) from u(Z(P’)) and
(E(P")).
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6. Regular stellar operations

In II1, 1 and 2, we introduced the concepts “cell complex”, “star”, “closed star”,
“link”, “join” and “stellar subdivision”. The cell complexes considered here are
fans, so all cells are cones. The join of two cones o, o/, for which o N o’ = {0},
(rather than equal to @ as in the case of polytopes) and also (lina) N (ling”) = {0},
can be written as o + o”.

Of special interest are the following operations.

6.1 Definition. A stellar subdivision s(p; o) of a regular fan X (in direction
p where p = Ry p) is called regular if it preserves regularity. We also write
s(p; o) = s(p; o). Its inverse operation is, then, also called regular.

In the following, if we express a cone o as 0 = pos{qi, - . ., ¢,}, we assume
automatically g1, . . ., g, to be generators of ¢ N Z" and, hence, simple vectors.

6.2 Theorem. Let ¥ be regular,0 € X, 0 = pos{xy, ..., Xk}, X1, ..., X Sim-
ple, and let p = R0 p, p simple. s(p; o) is a regular stellar subdivision of T if
and only if

) p=xito+xn

PROOF. Leto be a face of an n-dimensional regular cone ¢ (where & need not
be in ¥). We set

0 = POS{X1, ...y Xy Xkls + -+ » Xn}s
so that det ¢ = %1. s(p; o) splits ¢ into n-dimensional cones,
01 := POS{P, X2, s Xkts Xkl - = » X}y « -« » Ok

1= POS{X1, - - vy Xk—1s Ps Xkdls «++» Xn}e

If (1) is true, we obtain

deto; = det(xy, ..., X1, X1 + - + Xp, Xig 1, - - -5 Xp)
=deto =21, i=1,...,k.

So, all new cones are again regular.

Conversely, let 61, . . . , 0; be regular, and let
p = ayx; + - -+ + Xy, a>0,...,0 >0.
Then,
det(xy, ..., xi—p, a1x1 + - + X, Xip1, ..., Xp) = @; detd = to; = £1.
Since o; > O, this implies thato; = 1,i = 1,...,k.p = x; +--- + x; is

simple, since otherwise, for p = rq,r > 1, q € Z", we would have
1 =det(rqg —xy — -+ — X, X2, ..., %) =rdet(g,x2,..., %) =r-s

for s € 7, a contradiction. Therefore, (1) is true. O
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es3 P €3
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o =0 = pos{e;, e;, o = pos{e;, e
FIGURE 23a,b. (a) poster, ez, es} (0 = poster, es)
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Examples.

Under a unimodular transformation L, regularity is preserved, and stellar sub-
divisions are carried over as follows. Let a subdivision be applied, according to
Theorem 6.2, in the direction p = x; + --- + x;. Then, after applying L, we
subdivide in the direction

L(p) = L(x1) +--- + L(x).

6.3 Lemma. Let 0 := pos{x),...,x;}, k > 1, be a regular cone, let o be
a face of the regular n-dimensional cone 6 = pos{Xxi, ..., Xk, Xkx1s -+ +» Xn}
and let p:= x1 + - -+ + xi. Then, for 0; := pos{xy, ..., Xi—1, Py Xit1> - - - » Xk»
o xph i€ {1, ...k}, we can set G = pos{¥Vi, .. Vi, --.» Yu} and &; =
POS{Y1s -+ s Yi_y» Yis Yigtr -+ -2 Yoo Yik1s - - - » Yn} SUch that

#3) =¥ +¥i =Y} j=1,...,i—-1i+1,...,k

ProoF. Since (2) remains valid if a unimodular transformation is applied, we
can assume x; = ¢, i = 1,...,n. Then, &; has as generators y; = ¢ —
ei,-~w)’,{_1 = €-1 — €, )Y = ¢€, y{+1 = iyl — €y, ;'c = € — €,
Ve+1 = €k+1» - --» Yn = €. (See Figure 23b forthe case n = 3,k = 2,i = 1).
This proves the lemma. O

6.4 Lemma (Farey’s lemma). Let o = pos{x;, x2} be a two-dimensional cone of
a regular fan T in R?, x1, x, simple, and let

a = ayx; + apxy € (into) N 72

be simple. Then, by applying finitely many regular stellar subdivisions, X can be
turned into a fan which contains R>o a as a one-dimensional cone.

Proor. Up to a unimodular transformation, we may assume x; = e, X, = e;.
If oy = ap = 1, the lemma is proved after applying one subdivision. If «; >
o, we apply s(R>o(e; + e2); o). Let L be the shear for which L(e;) = ey,
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L(a)
. -t —————o———»a
e2 g — —o 3 . . [}
€1
FIGURE 24.

L(e; + e2) = e2. Wemap a = (ay, az) onto L(a) = (a1 — a2, @2) =: (@], ;)
(Figure 24).

If @, > a; we interchange the parts of ey, e;. So either o] < @ or ) < ay.
We divide a], o) by their greatest common divisor, and repeat the same procedure.
After a finite number of steps, a will be transformed into (1, 1) so that only one
more subdivision is needed. 0O

Lemma 6.4 can be generalized to higher dimensions (see Exercise 4 below).
However, there are no known analogs, for n > 2, to the following two strong
theorems.

6.5 Theorem. Let X, X' be regular and complete fans in R?. Then, there exist
regular stellar subdivisions sy, ..., 5p, 51, ..., s(’) such that

’ R STANR V]
spo-os B =5 0--05T = ¥,

or, in other symbols,

’ s

s Sp Sq |
LN YDA SLE 2t

)
ProoOF. By applyingFarey’s lemma several times, we can arrange for each 1-cone
of ¥ to be a 1-cone of ¥’ as well. So, let o = pos{x;, x;} be a 2-cone of X such
that a 1-cone p’ € ¥’ \ X is contained in ¢. Up to a unimodular transformation,
we may assume x; = ey, X2 = 3. Let p’ = Rxo0a’ = Rso(e], @), @’ a simple
vector.

If there is no other 1-cone of X’ \ X contained in o', we find o; = det(e;, a’) =
1 = det(a’, e2) = o, so that, by applying s(R>o(e; + e2); o) we obtain o’ as a
cone of ¥ (after subdivision).

Suppose a second 1-cone p := Rx>p d = Rx>o(@;, &), withsimplea,in X'\ ¥
exists. If p or p equals p := Rxo(e; + €2), again we apply s(R>o(e; + €2); 0). If,
however, no cone of £’ \ ¥ equals p, first, assume that p C p' + p =: ¢’ € ¥/,
deto’ = 1. Wecanletp C p + Rsoez. Then, o} > o) > 1, > @ > 1. We
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obtain
1= Ctll&z - (X’z&] > (x;(&z -0 > 1,
a contradiction.
Ifp ¢ p'+ p,wecan assume that p C p+ Rxoe; € X'. Then, @; > @ > 1
and 1 = a; - 1 — @, - 0, a contradiction. 0

Given regular, complete fans ¥, X’ in R?, does there always exist a fan T
which, conversely to Theorem 6.5, can by successive regular stellar subdivisions,
be transformed into ¥ as well as into X'? The answer is no, as can be seen from
the fans of Figure 25.

However, any regular, complete fan can be obtained by a chain of regular stellar
subdivisions from one or the other fan of Figure 25.

6.6 Theorem. Let X be the fan spanned by ey, ey, —e; — e, in R?, and X
the fan spanned by ey, e;, —e1, —e; + key, k € Z\{1, —1} (according to Figure
25). Given any regular and complete fan T in R?, we can find regular stellar
subdivisions sy, . .., sp or Sloeens s; such that

spo---0onTg=2 or s,o0---08ZTy = I.

In other symbols,

’ ’

51 Sp 5 A
2o -— X or 2y — -+ — X
PRrOOF. Suppose in X there exists a convex quadrangle A := conv{0, a;,

as, az} whose vertices are 0, a;, az, as, such that the generator a, is adjacent
to the generators a;, a3. We call A a reducible quadrangle. Up to a unimodular
transformation, we may assume a; = e, a; = e; + e;. Then, det(e; + €3, a3) =
a3 — 31 = 1, where as = (@31, @32). Since ey + e; is a vertex of A, a3; < 1.
Similarly, since a3 is a vertex of A, a3; > 0. This readily implies a; = (0, 1).
Now, we apply st (R>o0 a2, pos{ai, az}) and eliminate, in this way, a generator.

Doing this as often as possible, we obtain a fan ¥’ without a reducible
quadrangle. So, conv{0, a;, a3, as} is always a triangle A’.

.1

(-1,0) (1,0

(k-1)

FIGURE 25.
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In such a triangle A’, we can assume a; = ey, a; = e;. Suppose, among the
generators as, dq, . . ., following a, counterclockwise, there is at least one on or
“above” the line g through a;, a;. Among these generators, let a; = (a;1, ¢;2)
be one with maximal o;». Then, a;+; = (@;+1,1, ®;i+1,2) must lie “below” the line
{ta; | t € R} (since X is complete). In the case ;1 ; > 0, either a; 1, is adjacent
to a; and conv{0, a; 1, a, a3} is reducible, or the same contradiction is obtained
for the generator b # a; adjacent to a;.

In the case ;41,1 < 0, conv{0, a;_1, a;, a;+1} is reducible. Therefore, o; 111 =

0 and, hence, ;1 = —ay. Now i = 3, since, otherwise, conv{0, a;_1, a;, a; 41}
would again be reducible, and a4 = —e; is readily seen to be adjacent to a;. Now
1 = det(az, a3) = —a3z = 1, hence, a3; = —1, and @3, > 2. This proves X to

be of type ).

However, ifas = (31, 32) lies “below” g and “above” h := {te; | t € R}, we
again obtain a contradiction to A’ being a triangle. In the case a3 = —ey, “below”
h there can be only one more generator a4. Hence, X is of type X).

So let a3 lie “below” h. Clearly a3; < 0 (since X is complete). Suppose, for
as = (41, ta), a41 > 0, a4 < 0. Then, conv{0, a4, a1, a;} would be reducible.
Therefore, either a4y = 0 and a4 = a, or a4; < 0. In the former case, we find

a3 = a3y = —1, hence X is of type Xy. In the latter case, ay; = 0, since,
otherwise, 0, 3, a3, a4 would be vertices of a convex quadrangle. So a; = —e,,
and ¥ is again of type Y. O

If we consider Theorems 6.5 and 6.6 and attempt to apply the case n > 2, there
is no reasonable conjecture for n > 2 analogous to Theorem 6.6.

Oda’s conjecture (strong version). . Theorem 6.5 is also true for three-
dimensional fans.

As an example, we illustrate combinatorially how the fan of Example 1 in 4 and
the fan with generators e, e, e3, —e; — e; — e3 can be succesively subdivided
into a common regular fan. All stellar subdivisions can be chosen to be regular
(Figure 26).

We remark that a “weak version” of Oda’s conjecture meanwhile has been
shown:

Any two, complete, regular, three-dimensional fans can be transformed into
each other by a chain of finitely many operations which are either regular stellar
subdivisions or inverses of such.

Regular stellar subdivisions can also be characterized by dual operations. As
we have seen in III, 2, the dual combinatorial operations are “cutting off faces”.
How does regularity come in? Theorem 6.10 below will give an answer. First, we
characterize regularity of a strongly polytopal fan £ = X(— P) with associated
polytope P by properties of P.

6.7 Lemma. A strongly polytopal fan ¥ = X (— P) (compare Definition 4.3 and
I, Definition 4.14) is regular if and only if P possesses the following properties
(a) P is simple.
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haat®

FIGURE 26.
(b) For any vertex xo of P and the lattice points xy, . . ., x, adjacent to xy on
edges of P, the vectors x|y — Xg, ..., X, — Xo span 7" integrally.

PROOF. Thisis clear from Lemma 1.11, Theorem 4.4, and Theorem 2.10(b). O

6.8 Definition. We call a lattice polytope lattice regular if it satisfies conditions
(a), (b) in Lemma 6.7.

Remark. The term “regular polytope” is defined by congruent edges and the
existence of enough symmetries. To avoid confusion we use the words “lattice
regular”.

6.9 Lemma. Let F be a proper face of a lattice regular polytope P. Then, the set
H of all lattice points on edges of P, not on F but adjacent to vertices of F, lie in
a hyperplane H := aff H.

PROOF. Leta € vert F,andleta + by, ..., a + b, be the adjacent lattice points
of a on edges of P, where
a+by,...,a+b,€F,
a+byy,...,a+b, ¢ F, k = dim F.
Up to a translation, we can set a = 0. Since det(by, ..., b,) = +1, we can, by
a unimodular transformation, arrange b; = ey, ..., b, = e,. Then, all points

b; =e,i =k+1,...,n,lie in the hyperplane
H={x=¢,....8) | &+ -+ & =1}

H remains invariant if we translate P, such that another vertex of F moves to 0,
and then apply a unimodular transformation which leaves H (as a whole) fixed
and maps the lattice points adjacent to O on edges onto ey, . . ., ¢,. So, the lemma
follows. 0
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FIGURE 27.

6.10 Theorem. To a regular stellar subdivision s(p; o) of a strongly polytopal
regular fan ¥ = X(—P) there corresponds the following operation on P or a
lattice polytope strictly combinatorially isomorphic to P.

Let p = Rxou, u simple, and let H be the supporting hyperplane of P with
outer normal u. If the edges emanating from the face F := P N H, but notin F,
do not all have at least three lattice points, we replace P by 2P. Then, we cut off
F from P by a hyperplane parallel to H that passes through the lattice points of
P closest to those on F but not in F (Figure 27).

PROOF. This follows readily from Theorem 6.2 and Lemma 6.9. d

We remark that the spanning polytope P* of X is not uniquely determined, but
can be varied by moving the vertices on the 1-cones of . Dually, the hyperplanes

which carry facets of P can be translated, provided the combinatorial structure of
P is not changed.

Exercises

1. Let the fan ¥ =: X, in R? have 3-cones o7 = pos{ei, €2, e3}, 0y :=
pos{er, —ey —ey, €3}, 03 := pos{ez, —e; — ey, €3},04 := pos{ey, e, p}, 05 1=
pos{e;, —e1 — e, p}, 06 := pos{e;, —e; — ez, p} where p = —e3 +re; +se;,

r,s € Z. Find a sequence of regular stellar subdivisions and inverse regular
stellar subdivisions which transforms X, into X_,,.
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2. Let ¥ be the fan spanned by the simplex A with vertices ey, ..., e,,
—e; — -+ - — e, and let X’ be the fan into which R” is split by the coordi-
nate subspaces (spanned by the crosspolytope C). Find sequences sy, ..., s,
and s, ..., s; of regular stellar subdivisions such that

o R Y
SPO---OSIE—-SqO---OSIE.

3. Forn = 3, find polar polytopes P, P’ (up to strict combinatorial isomorphism)
of P* := A, P™* := C in Exercise 2 such that the construction of Theorem 6.10
can be carrried out explicitly for the dual operations of sy, ..., sp, 57, . ..
respectively.

4. Extend Farey’s lemma to arbitrary dimension n > 2, and prove it.

/
' Vg

7. Classification problems

We wish to classify fans under reasonable restrictions. From the point of view of
applications in algebraic geometry, the main emphasis is placed on regular fans.
For the sake of simplicity, we restrict ourselves to complete fans. Regularity is not
an invariant under combinatorial isomorphisms of fans, not even invariant under
all linear transformations. The appropriate equivalence relationship is given by
unimodular transformations.

7.1 Definition. We call two fans X, X’ unimodular equivalent if there exists a
unimodular transformation L : R* — R" which preserves Z", such that L maps
the cones of X bijectively onto the cones of ¥'.

So, on the one hand, by considering regular complete fans, we restrict the large
variety of possible fans. On the other, combinatorially equivalent fans need not be
unimodularly equivalent, which again enlarges the number of possible types. In
fact, classification problems are solved only under strong limitations.

Complete fans are combinatorially isomorphic to polyhedral spheres. We note,
first, that not all polyhedral spheres represent, conversely, complete fans (an ex-
ample is given in III, Theorem 5.5). Already this requires sorting out polyhedral
spheres if we want to have complete fans.

We now list several properties of fans and their logical dependencies.

7.2 Definition. We call a complete fan X rational, if all its cones are rational, and
polyhedral if it is spanned by a (not necessarily convex) polyhedral sphere, that
is, any o € X has a representation 0 = pos F,, where dimo = 1 + dim F and
{F, | o € Y} is a polyhedral sphere (see III, Definition 1.9).

The list below refers to properties of ¥ which are not invariant under
combinatorial isomorphisms (compare III, 5).
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complete

/ N
rational complete polyhedral
0 /
rational simplicial 0
complete
(6]
regular complete strongly polytopal

regular strongly polytopal
7.3 Lemma. In the list above, no implication can be reversed.

PrOOF. ag : We choose a complete fan in R?, which contains pos{e; +
V2e,} as a 1-cone.

» : See, for example, any nonsimplicial complete fan.

7¢>: Choose, for example, the complete fan in R? with generators
ey, ex, —2e; — €.

-+ : See 5, Example 4 (Figure 20).

g : Any nonsimplicial polytope provides a counterexample.

s @: The Barnette sphere (see III, 5) can be realized in R*  such that its
cells span a fan X. Since the Barnette sphere is not polytopal, ¥ is not polytopal,
and, hence, not strongly polytopal. But, also, polytopal fans need not be strongly
polytopal, see the Examples 1 and 2 in section 4.

-+ : Consider the fan ¥ illustrated in Figure 8 of 4. We choose x; = ey,
X, = €3,X3 = €3,X4 = —e3 — €3, X5 = —e; — €3,Xg = —e — e. We split the
cone pos{x4, Xs, X¢} by introducing the additional generator x7 = —e; — € — e3.
We leave the other cones unchanged. In this way, we obtain a regular complete fan
which is not strongly polytopal.

@ g : Consider the fan of Figure 13 in section 4. a

7.4 Definition. A regular complete fan is called minimal if it cannot be obtained
from another regular complete fan by a regular stellar subdivision.

Theorem 6.6 can be looked at as a classification theorem:

7.5 Theorem. Any two-dimensional minimal regular complete fan is unimodular
equivalent to Xo or Loy, k € Z \{1, —1} (see Figure 25).
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As we mentioned in section 6, no analog of Theorem 7.5 is known for dimension
n > 2.Results have only been found for small numbers g of generators. We restrict
ourselveston = 3andto g < 6.

7.6 Lemma. Let ¥ be a regular complete fan in R®, and suppose aq, ai, a, as
are generators such that st(R>o ag, X) consists of o1 := pos{ag, a1, @}, 02 :=
pos{ay, az, as}, o3 := pos{ay, as, a1} and their faces. If 0, ay, a,, a,, a3 are the
vertices of a polytope, either 2ay = a; + a; + a3 or ay can be eliminated by the
inverse regular stellar subdivision s~ (Rxo0 ao, posiai, az, as}).

Proor. Up to a unimodular transformation, we can let a; = e, a; = ey,
ap = e3. Fora; = (@, B, y) we obtain from the regularity of

det(e;, e3,a3) = - =1, det(es, 2, a3) = —a = 1.

as is “above” lin{e, e;} and “below” aff{ey, e;, €3}, hence, we obtain, from o =
B = —1,thaty = 1 or y = 2. This implies 2ay = a; +a; + a3z oray =
a) + a; + as. In the latter case, we can apply Theorem 6.2. 0

7.7 Theorem. Any three-dimensional minimal regular complete fan with g < 6
generators is unimodular equivalent to one of the fans shown in Figure 28 where,
inb,r #1,=1,inb,r > s,r >0, (r, 5) is different from (0, 0), (1, 0), and, in
¢, (r, s) is different from (1, 0), (0, 1), (—1, 0), and (¢, —1).

€3 -1-62+r€3 es
e2 €2
(=2 €1
-e1-€2-€3 -€3
e3 e3
es -€4 €2
-Q4 A
€2 € te1-e2 €4
-€3+re1+Ses -€3+re+Sez

FIGURE 28.
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A A A A

FiGURE 29a,b,c.d.

Proor. First we find all polyhedral simplicial 2-spheres with at most six vertices.
If there are only four vertices, we obtain Figure 29a, which is a Schlegel diagram.

Also for five vertices, there is, combinatorially only one type (Figure 29b). If
there are six vertices, we know from II, Theorem 6.7 that the polytopal types are
those illustrated in Figure 29¢, d. By II, Theorem 6.7, any simplicial sphere with
six vertices is isomorphic to one of them.

Now we look at the regular realizations. If we extend the arguments of Lemma
7.6, we see that, up to a unimodular transformation, only the upper left fan in
Figure 28 is a regular realization in the case of four one-dimensional cones.

Let the given fan have five generators. Up to a unimodular transformation we
assume ej, e;, e3 to be three of them. Leta = (o, ap, @3) and b = (B4, B2, B3)
be the remaining ones such that the following determinants of three-dimensional
cones are to be considered:

det(ey, a, e3) = —a; = 1
det(a, e), e3) = —ay = 1
det(ez, a, b) = —a183 + a3p = —1
det(a, 1, b) = —ayf3 + 36, = —1

det(e;, ez, b) = B3 = —~1

We obtain a = (—1, —1,a3) and b = (B, B2, —1) with a3(B; — B2) = 0. If
a3 = 0, wesetr := By, s := B, and obtain the cases illustrated in the lower
left fan of Figure 28 where, for reasons of symmetry, »r > s and r > 0 may be
assumed. (r, s) = (0, 0) has already been considered in case b. (r, s) = (1,0)
yields e; = b + e3. If w3 # 0, hence, B; = B,, we obtain from det(a, e;, b) =
—1+ a38, = —1that By = B, = 0. For r := a3, we find the cases illustrated in
the upper right of Figure 28, where r # 1, —1 because of Lemma 7.6.

So, let the fan have six generators. Again, we can assume that e, e;, e3 span a
three-dimensional cone of the fan.

Claim The given fan does not have the combinatorial structure illustrated in
Figure 29c.
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PROOF. Leta := (a1, @3, 03), b := (B, B2, B3), ¢ = (1, v2, v3) be the
remaining generators such that the determinant equations for the 3-cones are
(1) det(e;, e3,a) = —ay =1,
(2) det(ez, e3,a) = a1 = —1,
(3) det(er, e2,b) = B3 = —1,
(4) det(er,a,c) = mys — a3y = ~y3 —a3ys = 1,
(5) det(ez, a,0) = a3y + 3 = —1,
(6) det(ey, b, c) = Bays — B3y2 = —1,and
(7) det(ez, b,c) = —pys —n = L.
The equations (4) and (5) imply

) a3(y1 — ) = 0.

From Lemma 7.6, we deduce that one of the following three cases must hold:
) a3=0, ©) a3 <0 or (9" a3 >2.

Case (9)

From (4), we find y3 = —1. Also, since 3 = —1, we see that 0, e;, e;, b, c are
vertices of a polytope, hence, by Lemma 7.6, e; + e; + ¢ = 2b and, therefore,
y3 = —1 = 283 = —2, a contradiction.

Case (9)

From (8) we have y; = y, =: y.From (6) and (7), we find that (8; — B2)ys = 0.
Since a3 < O implies 3 < 0, we obtain §; = B, =: B. From (5) and (7), we
obtain

(10) a3(1 + By3) =1+ ys.

Since y;3 < 0, we have a3(1 + Bys) < 0. Using (9') this implies 1 + By > 0,
and, hence,

9A) B<O0, or (B) B=1landy; = —1
Case (YA)

B = Oimpliesy = —1,and, hence,by(5),ys = az—1,sothata = (-1, -1, a3),
b= (0,0,-1),andc = (-1, -1, a3 ~ 1). Nowa + b = c, contrary to the
minimality of the fan. So, let 8 < 0. We set oy := —a3, ' := —B,y; = —ps,
sothatay > 0, 8’ > 0, y; > 0. Rewriting (10), we see that

(11) 1+a) =y(1 - Baj)

with only positive parameters. The left side of (11) is positive, the right side
nonpositive, a contradiction.
Case (9B)

By (5),y = 0O,sothath = (1, 1, —1),¢ = (0, 0, —1),and, hence,b = e;+e3+c,
contrary to the minimality of the fan.



Exercises 191

Case (9")

Geometrically, this means that the point e; lies “below or on” the affine plane H
spanned by the points e;, €3, a. If b lies “above” the plane H' spanned by ey, e;,
¢, we interchange the roles of e; and b, so that (9) or (9’) occurs again.

Suppose, therefore, b lies below or on H'. Clearly, b and c also lie “below” H
(otherwise the fan were not complete). Since 83 = —1and 8 := By = B, wefind
B < 0.Furthermore,y3 < Oandy := y; = y» < 0.By(4),1 = —y3—03y > 3,
a contradiction.

This proves our claim.

In the octahedral case Figure 29d, we assume e, e, €3 to be generators and
to span a cone of the fan. We set a = (1, a2, @3), b = (B1, B2, B3), and ¢ =
(71, 2, v3), where a is adjacent to e;, e3 and b is adjacent to e, e3. By calculating
all determinants which involve a, b, or ¢, we obtain the following equations:

® a; = -1, B = —1, v = —1.
azﬂl = 0, a3y = 0, ﬂ3y2 = 0(11)
(iii) iy + aspiy. = 0.

Up to change of notation, we can interchange e, e; and a, b simultaneously, also
1, ez and a, ¢ or e;, e3 and b, c. Therefore, there is no loss of generality if we
let @y = O to satisfy the first equation of (ii). For the second and third equations
of (ii), we have solutions @3 = B3 = Qoraz = y» = Qory; = 3 = Oor
y1 = y2 = 0.Incase y; = B3 = 0, it follows from (iii) that 3 = Oor g; = 0
or y, = 0. In all cases, one of the vectors a, b, ¢ has only one nonzero coordinate
and another one only two nonzero coordinates. We may assume o, = o3 = 0 and
B3 = 0 so that

a = —ey, b= pBieg —e, and c = ye; + e —es.

Wesett := By,r := y1,s := ¥, and obtain the cases of the lower right of Figure
28 where (r,s) # (1,0), (0, 1), (-1, 0), (¢, —1), since in these cases ¢ + e3
equals e, e;, —e;, b, respectively, so that the fan were not minimal. O

Remark. Instead of working directly with determinants, as in the last part of the
proof of Theorem 7.7 one can use Oda’s criterion (Theorem 4.12)

x1 + x] + uxz + vx; =0, u,v ez,

where x;, x{, xp, x3 are generators such that pos{x, x, x3} and pos{x],
X2, X3} are cones of the fan. u, v are then called weights (of the edge [x2, x3]).
The classification proceeds by characterizing weighted edge graphs of simplicial
spheres which belong to minimal complete regular fans.
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Exercises

1. Any complete fan in R? is combinatorially isomorphic to a regular complete
fan.

2. The fanin R, spanned by the faces of an icosahedron, is isomorphic to a regular
complete fan.

3. Find out for which pairs of integral vectors (t, r, s) the fans in the lower right
of Figure 28 are the same up to a unimodular transformation. [Hint: (1, , s),
(1, —r, r + s) is such a pair.]

4. Find (up to unimodular transformations) all minimal regular complete fans in
R* with g < 6 generators.

8. Fano polytopes

We consider a special class of fans; their cells are spanned by the faces of polytopes
which are defined as follows.

8.1 Definition. Let xy, ..., x, be simple lattice vectors which are the vertices of
a polytope P with 0 € int P. Then, P is called a Fano polytope provided the
complete fan it spans is regular.

8.2 Theorem. In R?, up to unimodular transformations, there exist five Fano
polytopes, as illustrated in Figure 30.

PROOF. We may suppose e, e; to be adjacent vertices of P. Leta = (a1, a3) #

e, be adjacent to e;. Then o = det(e), a) = —1, and, since e¢ye; = {(&1, &) |
& + & = 1} is a supporting line of P, oy < 1.
Similarly, for the vertex b = (81, B2) # e; adjacentto ez, 1 = —1, 8, < 1.

We denote the vertices adjacent to a, b and different from ey, e; by a’ = (@, @),
b’ = (B1, B,). respectively.

First, suppose @; = B, = 1. Then, o + o) = det(a, a’) = —1,and B} + B} =
det(d’, b) = —1, and, hence, a’ € {—e;, —e3}, b’ € {—e;, —e3}. It follows that
eithera’ # b anda’ = —ep, b’ = —e; ora’ = b’ equal to —e; or —e;. In both
cases, no further vertex exists, and we obtain polytopes of type F4 or Fs.

If; = 1and B; < O, then, again, o] + «; = —1. Furthermore, a; > —1.
This implies 85 > —1, hence, 8, = 0, and we obtain a polytope of type F3 or F;.

N AN AN
N

FIGURE 30. .7:1, .7:2, .7‘-3, .7'-4, and .7'-5
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The same conclusion is drawn for 8, = land oy < 0. Solet ¢; < 0 and
B2 < 0. Then, a, b belong to {—e;, —e3, ~e; — €3}, and we readily obtain one of
the types .7:1, .7:2, f3, Fa. O

Remark. Types F3, F4, F5 are not minimal in the sense of the preceding section.
By inverse regular stellar subdivisions 3 can be reduced to F,, and F4, F5 just
as well to F; as to F;.

The direct analogs of F; and 7, in R? are the simplex T = conv{e;, e,, €3,
—e; — ey — e3) and the octahedron conv{e;, —e;, €2, —e2, €3, —e3}. We present
a further example (Figure 31).

Remark. In dimensions three and four, all Fano polytopes (up to unimodular
transformations) have been classified by Batyrev (there are 18 and 121 types,
respectively). For higher dimensions, partial results are known. We prove one of
them.

First, we remind ourselves of the split of polytopes (IV, 1). If Py, P, are polytopes
in complementary linear subspaces of R", 0 € relint P;,0 € relint P,, then, P; o
P, := conv(P; U P,) is said to split into Py, P,. Dually, P} @ P} = (P; o Py)*.

Furthermore, we define the following polytopes that generalize Fs:

8.3 Definition. A polytope Py := conv{e;, —e;,..., e, —€x, €3 + - +
ex, —e1 . ..— e}, k even, or aunimodular copy of it, is called a del Pezzo polytope.

8.4 Theorem. Any n-dimensional, centrally symmetric, Fano polytope P splits
into line segments and del Pezzo polytopes,
P=Lo---ol,0oPyyo---0Py,, r+ki+---+k =n.

ProOOF. The proof proceeds in several steps. First, we claim that

(1) Let F := conv{ey, ..., e,}, and —F be facets of P. Then any further vertex
a = (ay,...,a,) of P satisfies
-1<a; <1, j=1...,n

FIGURE 31.
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Proof: We consider the unimodular transformation (for row vectors)

1 1 0
L=1. . . .

Then, L(F) = conv{e;,e; + e2,...,e1 + ey}, L(—F) = conv{—e;, —e; —
€, ..., —e1—ey}.LetF; := convie;, e;+ey, ..., e1+ej_1, e1+ejpr, ..., e+
e,} be a facet of L(F), and let F, := conv({a} U F;) be a facet of L(P) adjacent
to L(F). Since H, := {& = 1} and —H, are supporting hyperplanes of L(P),
we see that eithera = —e) — e; or o) = 0. In the latter case,

a; =det(e;, ey +ey,...,e1+ej_y,a,e;+¢ejq1,...,e1 +¢) =—1,

since F, spans a regular cone pos F,.
The hyperplane aff F, has (fora # —e; — ¢;) an equation

§ —&=-1

Its intersection with Hy := {§; = 0} supports the polytope L(P) N Hy in Hy, and
hence H; := {§; = —1} supports

L(P) =conv(L(F)VU L(-F)UI[L(P)N HyD, j=2,...,n

For reasons of symmetry, —H also supports L(P), j =2, ..., n.

Weobtain L(P) C H N---NH N(-H;)N---N(-H,. ), whichis also true
fora = —e; — e;. Hence, (1) holds for L(P) instead of P. Since L' preserves
&2, ..., &, (1) also follows for Pinthecase j = 2,..., n.

To verify (1) for j = 1, we consider the facet F, = conv{b,e; + e3, ...,
e; + ey}, b#e,of L(P).Forb = (By,..., B,),eitherb = —e; or B; = 0.In
the latter case,

—Br—---— B, =detb,e; +e,...,e; +e,) = —1.
The supporting hyperplane aff F;, of L(P) has an equation
BttE =1
which remains invariant under L. Therefore,

I<bhto b <]

for all points of P. Since L™1(0, &, ..., &) = (=& — - — &y, &2, ..., &), We

obtain |&;] < 1, and, hence, (1) for j = 1.

(2) Leta = (ay, ..., a,),a" = (@], ..., «) be vertices of P, both not contained
in FU (—F). Then,for j = 1,..., nneithera; = a} = lnora; = a} =
—1 is true.

Proof: Again, consider L(P) so that, as we have seen above,

oy =a; =0.
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Suppose, fora j > 1,a; = Ot; = —1. Then, a, a’, F; would be contained in
the supporting hyperplane {§, — §; = 1}, and, hence, P would not be simplicial
contradicting regularity. By symmetry, it follows thator; = Ol; = lisnotpossible,
either. Since a;, a;. remain invariant under L~ for j = 2, ..., n, (2) follows for
j =2,...,n.Wemayassumen > 1 (forn = 1, (2) is trivial). By interchanging
the roles of o; and some «; # ay, (2) also follows for j = 1.

(3) Any vertex of P notin F or —F can, up to renumbering of coordinates, be
written as

a=1(1,-1,...,1,-1,0,...,0)

(there may be no zeros).
Proof: Since all vertices not in L(F) U L(—F) of L(P) lie in {§; = 0}, those
of P which are notin F or —F lie in

i+ --+& =0

So, the claim follows from (1).

PROOF OF THE THEOREM. According to (3), leta = (1,-1,...,1, -1,
0,...,0) be a vertex of P not in F or —F. Since P is centrally symmetric,
—a =(-1,1,...,-1,1,0,...,0) is also a vertex. We write all vertices of P

(except those in F and — F) as rows of a matrix:

1 -1 1 =110 0
-1 1 -1 110 0
0 0 0 0

0 0 0 0 )

2%,

Because of (2), the lower left part of this matrix consists of zeros. The split of
the matrix represents a split of the polytope into P = Py, o Py, where dim Py =
n— k] .

We repeat the procedure until there is no further vertex a ¢ F U (—F) and
obtain a split

P = Pgy o Py oo Py,.

P contains only vertices ¢;, —e;,i = 1,...,r =n~k; — ...~k and, hence,
splits into r intervals. O
Exercises

1. Find three Fano polytopes with eight vertices in R? each two of which are not
related by a unimodular transformation.
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2. Find (up to unimodular transformations) all Fano polytopes in R? with at most
six vertices.

3. Prove the converse of Theorem 8.4: All split polytopes presented there are Fano
polytopes.

4. Prove that a Fano polytope in R" with two facets F, —F (symmetric with
respect to 0) has, at most, 2n + 2 vertices.



Part 2

Algebraic Geometry



VI

Toric Varieties

1. Ideals and affine algebraic sets

From its beginning, algebraic geometry is concerned with sets of zeros of finitely
many polynomials. These affine algebraic sets form a basic part of the theory, usu-
ally as “charts” of which more general varieties are built up (by “gluing together”).
The underlying field of coefficients may be general or restricted to one of the fields
Q, R, C, of rational, real, or complex numbers, depending on the topic discussed
and the methods used.

We shall set up a framework which, on one side, fits the special type of varieties
to be considered, and, on the other side, is general enough to include quite a num-
ber of basic algebraic geometric concepts. Though we stick to rather “classical”
geometric objects, in many cases, we need modern terminology to formulate the
equivalents of combinatorial geometric facts in algebraic geometry.

As a coordinate field, we choose the field C of complex numbers throughout.
Many results could be extended to the cases of other fields, but we do not stress this
possibility. There might be a question about “real” geometry which requires real
coordinates. For our purposes, it is enough to give real illustrations by choosing
polynomials “as real as possible” (for example, &'12 + 522 — 1 representing a circle,
rather than 512 + 3;‘22 + 1, which has no real zeros). We can do this because most
facts considered do not depend on specific values of the coefficients of polynomials,
avoiding exceptional cases. For the general setting, the coordinate field C is, in a
way, more convenient, since any nonconstant polynomial has a zero in C.

Polynomials are considered to be C-valued functions of a complex vector space
V.If & := (&, ..., &,) is a coordinate vector of V with respect to some basis, a
polynomial f is given as a linear combination of monomials

FE =) nE g =Y MEL forii= (..., i),

where A; € C,i; € Zso, and only finitely many A; are nonzero. The ring of all
such polynomials (under ordinary addition and multiplication) is denoted by

Cl&. ..., &l =: CIE]

199
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Any (finite) set of polynomials determines a geometrical object in V, namely,
the set of its common zeros. The sets thus obtained are called affine algebraic sets
(see Definition 1.1); for a single nonconstant polynomial, they are called (affine
algebraic) curves, if dim V = 2, surfaces, if dim V = 3, and hypersurfaces in
general. On the other hand, for a given subset M of V, we consider the collection
of all polynomials vanishing on M; it has the structure of an ideal in the ring of
all polynomials. The relation between polynomial ideals and affine algebraic sets
is our first object of study.

1.1 Definition. Let F be a subset of C[£] := Cl[&i, ..., &,]. The set

VIF) :={§:=¢1,....8x) | f(§) =0,  forall f € F},
is called the (complex) affine algebraic set V(F) < C™ definedby F.If F' C F,
we say V(F) is an (affine) algebraic subset of V(F'). We set V(f) := V{fD.

Evidently such an affine algebraic set is a closed subset of C™ (with respect to
the usual topology).

First, we recall the definition and some elementary properties of ideals in a ring
R (which is always assumed to be commutative with unit element 1).

1.2 Definition. An additive subgroup a of R is called an ideal in R if
r-a € a holds for arbitary a € aandr € R,
or briefly

R-aCa

In other words, a is closed with respect to multiplication by arbitrary ring elements.
If a # R, we call a proper. If F is a subset of R, then, the set of all finite R-linear
combinations

R-F::{rl-al+~-+rk-akIrjeR, ajEF,kEZEO}

is an ideal, called the ideal generated by F. In particular, for F = {a}, the ideal
R-a := R-{a} =: (a) is called the principal ideal generated by a. As examples,
we have the “zero ideal”’ 0 := R - (0) = (0) and theideal R = R - 1 = (1).

If F is a subset of C[£] and if a is the ideal generated by F, then, clearly, every
polynomial in a vanishes on V (F), and we even have the following lemma:

1.3Lemma. IfF isasubsetof Cl§]and athe ideal generatedby F,then V(F) =
V(a).

Thus, we see that every affine algebraic set can be defined by an ideal. On the
other hand, given an arbitrary subset of C”", we associate with it an ideal as follows:
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1.4 Definition. For a subset Z of C™, the set

iz :={f € CI¢]| flz =0}

is an ideal, called the (vanishing) ideal of Z.
If V is an affine algebraic set V (a) in C™, then we also write ay instead of iy ().

Note that the inclusion @ C ay in general is proper. Evidently, we have the
following relationships:

1.5 Lemma.
(@) IfF C F', then, V(F) D V(F').
) IfZ C Z', theniz D iz.

To study the relationship between ideals and affine algebraic sets more closely,
we, first define the sum and the product of two ideals (respectively cosets) of
R so that they are again ideals (respectively, cosets). More generally, we set the
following definition:

1.6 Definition. For an ideal a of R and subsets S, S; of R, define
s =1{Y 5|5 €85,
finite
S-a:={Y7 5 |m€Zs,s €S,a €a,l,
(f+a)(g+a):=fg+a forf,geR.

Clearly, S - ais an ideal of R, included in a.

1.7 Lemma. For ideals a and o' in C[£], the sets a + o’ and a - a are also ideals,
and

@ V@@-a)=V@na) = V(@) UV(),
b) Va+da) = V(@@ NV(),and
(¢) V(CIED) = 0,and V(o) = C™.

PROOF.

(a) The equation f(a)f'(a) = 0 implies f(a) = O or f’(a) = 0, since C has
no zero divisors. Using Lemma 1.5, we obtain the equalities.

(b) Fora € V(a)NV(a'), f € a,and f' € o/, weobtain (f + f")(a) = 0, and,
hence, a € V(a + '), which implies “D>”. The opposite inclusion follows
from 15.

(c) is obvious, since 1 € C[E].

0

Remark. The properties above show that the collection of all affine algebraic
subsets of C™ is the family of all closed sets of a topology on C", which we
shall call the Zariski topology (see Definitions 123 and 124). As we have seen
above, affine algebraic sets are closed subsets of C™; hence, the Zariski topology
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is coarser than the usual topology on C”. It can be defined for affine algebraic
varieties over an arbitrary field of coefficients. For x = (x,...,x,) € C",
{x} = V(& — x1,...,&x — xn); hence, every one-point subset of C" is affine
algebraic and, thus, closed in the Zariski topology. We denote by

my, = CEI¢& —x) + - - + CIE1En — x)
the ideal i{x}.

Now, we consider some examples of ideals and affine algebraic sets:
Example 1. a:= R - (§} + &2 — 1) isanideal in R := CI&, &].
Example 2. a:= R- (§; — 1)(& — 1)(&3 — 1) isanideal in R = Cl&, &, &].
Example3. a:= R- ({-‘12 +§22 —~ 1)+ R-(§ —&)isanideal in R = C[£1, &].

Example4. a: =R - (51~ &)+ R- (51 +&) = R-& + R- & isanideal in
R :C[SMSZJ-

On the geometric side, V (a) is a (complex) circle in Example 1, the union of
three planes in C3 in Example 2, the two intersection points of a complex line and
a complex circle in Example 3, and one point in Example 4.

We are now going to introduce the notion of the (reduced) coordinate ring of
an affine algebraic set V (a) in C”. Hilbert’s famous “Nullstellensatz” shows that
V (a), endowed with the Zariski topology, is entirely determined by its coordinate
ring. First we recall the notion of a residue class ring of R: If a is an ideal in R,
then the set

R/a:={f +a]| f € R}

of all cosets, with sum and product of cosets defined as in 1.6 forms a ring.

1.8 Definition. If ais anideal in R = C[x] and ay is the ideal of all polyno_mials
vanishing on V(a), we call R/ay =: Ry, sometimes also denoted by R, the
coordinate ring or the ring of regular functions of the affine algebraic set V (a).

Let f € Ry. Any two polynomials g € f + ay and g’ € f + ay define the
samemap gly : V — C.

We remark that Ry has no nilpotent elements, that is, nonzero elements a power
of which is zero. Note that the elements of R, can be interpreted as the restrictions
of polynomial functions to the affine algebraic set V from the ambient space C™
and conversely. In particular, the generators £ i := &j+ay of Ry are the restrictions
of the coordinate functions, which explains the name ‘“coordinate ring”.

1.9 Lemma. For every sequence Yy D Y, D --- of algebraic sets, there is an
integerr suchthatY, = Y, ;) = -+
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ProoF. Let iy, C iy, C --- be the corresponding chain of ideals in R :=
Cl&1, ..., &), andleti = U?; iy,. By Hilbert’s Basissatz (compare, for example,
van der Waerden [1967]) the ideal i is finitely generated, thatis,i = R-n +---+
R - n where n; € R.Since n; € i = Jro, iv,, nj € iy, forsome i; € Z.o.
Letm := max{i; | j =1,...,k}. Then, n; € iy, for j =11,...,k,andweget
iy, =iy,,, = - whichequalsi. O

1.10 Definition. A proper ideal p of R is called a prime ideal if rs € p implies
r € pors € p. A proper ideal m of R is called a maximal ideal if m C m' for an
arbitrary proper ideal m’ implies m’ = m.

We note the following elementary result:

1.11 Lemma. Anideal a of R is
(a) prime if and only if R/a is an integral domain,
(b) maximal if and only if R/a is a field.

As fields have no zero divisors, we evidently have
1.12 Corollary. Every maximal ideal is prime.
Affine algebraic sets whose vanishing ideal is prime play a special role:

1.13 Definition. An affine algebraic set V C C™ is called irreducible or an
affine algebraic variety if it is not the union of two proper algebraic subsets. If
Vi € Vo, C C" are two affine algebraic varieties, we say that V; is a subvariety
of V,. It determines an ideal denoted by iy, v, :== {f € Ry, | fly, = 0} =
iv, /iy, C Cl&1, ..., Enl/iv, = Ry,.

1.14 Lemma and Definition. Each algebraic set X is a finite union of irreducible
algebraic sets X;. If we assume X; ¢ X; fori # j, then, the X; are determined
uniquely and are called the irreducible components of X.

PRrROOF. Suppose X is not a finite union of irreducible algebraic sets. Then, in
particular, X is not irreducible, sothat X = YUY where Y S X and Y’ S X. If Y
and Y’ are both finite unions of irreducible sets, then, so is X . Therefore, at least one
of them, Y say, is not aunion of irreducible components. By repeating this reasoning
and using induction, we can find an infinite sequence X 2 Y =: ¥, 2 Y, 936 --+such
that none of the Y; is a finite union of irreducible algebraic sets. So, the sequence
does not get stationary, contrary to Lemma 1.9.

Therefore X = X, U- - -U X, is aunion of finitely many irreducible components.
We may assume X; ¢ X, fori # j (otherwise we leave out X;).

Suppose X = X| U --- U X, is another such representation. For each j €
{1L,... kL, X; = X;NX = X;NXP)U---UX; NX,). Since X; is
irreducible we find that X; N X] = X, for some i, hence, X; C X]. But, also,



204 VI Toric Varieties

X; C X, forsome g, hence, X; C X; C X,, and, therefore, X; = X; = X,. So,
each X; is an X}, and, analogously, each X] is an . Therefore, the X; are uniquely
determined. a

1.15 Lemma. An affine algebraic set X is irreducible if and only if Yiy is prime.

PROOF. Assume X is irreducible, and let f - g € ix.Then, V(f-g) = V(f)U
V(g) O X.Since X isirreducible, V(f) D X or V(g) O X whichmeans f € iy
or g € iy. Hence, iy is prime.

If X is not irreducible, then, X = X' U X", X’ ; X, X" ; X, hence, ixgixr,
iy ;ixu. We may assume f € iy \ ix», g € ix» \ ix. Then, f - g € ixyx~, SO
that iy is not prime. O

The “Nullstellensatz” is the higher dimensional analog of the “Fundamental
Theorem of Algebra”.

1.16 Theorem (Hilbert’s Nullstellensatz). Let a C C[£] be an ideal, and let
f € CIE] Then, f € iy if and only if there exists a natural number k such that
f*ea.

1.17 Corollary (Weak version of Hilbert’s Nulistellensatz). Every maximal ideal
of C[€] is of the form

M my, = CIE)§1 — x1) + - - - + CIE1Em — xm)

Jfor aunique pointx = (x1, ..., Xn), and, conversely, every such ideal is maximal.
In particular, the maximal ideals of C[£] are finitely generated.

ProOF OF THEOREM 1.16. We need only show the “only if part” of the
theorem. So, let f* ¢ a for every k, and let m D a be the maximal ideal of
R := C[£&] for which, also, f* ¢ m for every k. First, we claim that, for each
i € {1,..., m}, there exists an o; such that §; — o; € m. We may assume i = 1.
If& — B ¢ mforeach B € C, then, f* € m + R(§, — B) for some natural
number kg, so there are polynomials ps € m and gg € R such that

@ ps +as6 — B) = f*.

Since C is uncountable, we find nonnegative integers d and k such that {8 € C |
degree of gg = d and kg = k} is an infinite set. The polynomials f € R of degree
< d cleatly form a vector space of finite dimension over C. Therefore we can find
distinct numbers B, ..., B, € C and numbers A4, ..., A, € C \{0} such that

(3) A.1q,3, +-.-+ Arqﬁ, =0.
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Forg := Y _ A& —B1) - G — Bi—D)E1 = Biw)) - - (&1 — B,) € Cl&1], we
obtain, using (2) and (3),

fq =Z)»i[Pﬂ.» + g5,(51 — B)]
i=1
X (& =B &1 — Bi-0E — Biv) - E1 — B)
=Y Aps G —B) -G — B — Bi) - €1 — B) €m.
i=1

On the other hand, we see, from ¢ € C[%;] and from By, ..., B, being dis-
tinct, that g(B;) # 0, so that g is not the zero polynomial. We write g(§;) =
y(& — n1) - - - (61 — Yr-1) (using the Fundamental Theorem of Algebra), where
Y, Y1, -+ ¥r—1 € Cand y # 0. Using (2), we obtain

FART Y PRETY VINED 2 WY VA (TR ) RERY NEN (SR 738)
=y ' =) (o = py ) em.
Hence f**hn++kv-1 ¢ m, a contradiction.
Proceeding in the same way for &, . .., &,, we find «y, . . ., o, such that
4 my = RE —a) + -+ + R(Ep — o) Cm.
Let A € m be arbitrary. Then, we can write
h, .. &) =h(E1 —a)) tar, ..o, —am) tam) =g +c¢

forsome g = Y (& — ;)gi(§) € mandc € C.Fromec = h —g e m
we conclude ¢ = 0. Therefore m = {h € C[€] | h(cy, ..., 0pn) = 0} = m,.
Since m D a we have (¢4, ..., @) € V(a). On the other hand, f ¢ m, hence
floy, ..., @) # 0sothat f ¢ iv(a). |

Proor oF COROLLARY 1.17. Choose f = 1. Since it is shown thatm = m,
in the proof of Theorem 1.16, the corollary follows from (4). 0

We now list some useful consequences of Hilbert’s Nullstellensatz. The first is
essentially a restatement, where Homg _ag(C[-1, C) denotes the set of C-algebra
homomorphisms (which, by definition, send 1 to 1):

1.18 Corollary. There is a one-to-one correspondence between the points x of
C™, the maximal ideals wm, of C[&1, . .., Ex], and the evaluation homomorphisms

CEl—=C f— fO):
C" «— {m C C[&] | m is a maximal ideal} <— Homg _u4(CI[£], C).
The proof of the last equivalence stems from the fact that those algebra homo-

morphisms are uniquely determined by their kernels, which are maximal ideals,
(see Lemma 1.20).
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The next result characterizes the points of an affine algebraic set in ideal-
theoretic terms:

1.19 Corollary. Ifais an ideal in C[£], then
Vi={xeC"|lacm}
in particular,

v =1{f €CIE]| ff ea), and V(a) = V(i)

PROOF. We only show the last part. By Theorem 1.16, V(a) = V({f | f* €
a for some k € Zso}) = V(iv)- =

By the following obvious lemma, the points of an affine algebraic set V = V (a)
correspond precisely to the maximal ideals of the coordinate ring Ry (or of the
residue class ring R/a):

1.20 Lemma. Let a be an ideal of a ring R. Then, the maximal ideals of the ring
R := R/a are precisely those of the form m := m/a with m maximal in R and
aCm

That yields a generalization of Corollary 1.18:

1.21 Corollary. If V is an affine algebraic set with coordinate ring Ry, then,
there is a one-to-one correspondence between the sets

V <— {m C Ry maximal ideal} «<— Homg¢ _,(Ry, C).

For the set of maximal ideals, there is the following standard notion in
commutative ring theory:

1.22 Definition. The set of all maximal ideals of a ring R is called the (maximal)
spectrum of R and is denoted by spec R.

Now, we introduce topological considerations into the investigation of affine
algebraic sets. We recall that a topology on a set X is a collection of subsets of
X, called open sets, such that arbitrary unions and finite intersections of open
sets are open, and also @, X are open. X is then called a topological space. Bi-
jective maps between topological spaces which preserve open sets, are said to be
homeomorphisms.

On many occasions, we shall use “ordinary” topology which is induced in C" by
the ordinary open sets of R?". But, for many purposes, another (“non-Hausdorff”)
topology, which we introduce now, is helpful.

1.23 Definition. A subset of an affine algebraic set X is called Zariski open if it is
the complement of an algebraic subset which, in turn, is said to be Zariski closed.
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1.24 Lemma and Definition. Let {X;};c; be a family of Zariski closed (open)
subsets of an affine algebraic set X. Then, there exists a finite subset Iy C I such
that (Nie; Xi = Mieg, Xi (Uier Xi = Uley, Xi)- In particular, the Zariski open
sets define a topology on X, called the Zariski topology.

Proor. For finite intersections, there is nothing to prove. Suppose it is false for
infinite intersections. Then, for any finite subset Iy C I, ;¢; X; ; Mies, Xi- By
increasing Iy succesively, we find a decreasing chain of algebraic sets which does
not become stationary, contrary to Lemma 1.9.

Passing over to complements, we obtain the corresponding statement for
unions. O

Remark. The finiteness properties of Zariski topology expressed in Lemma
1.24 have no analog in ordinary topology and make Zariski topology a powerful
instrument.

Remark. If we associate with each ideal a of R the subset V(a) = {m € spec R |
a C m}, then, obviously, the collection of all these sets V (a) is the family of closed
sets of a topology on spec R, which is also called Zariski topology. It is, then, a
consequence of Corollary 1.21 that an affine algebraic set V, endowed with the
Zariski topology, is homeomorphic to spec Ry of its coordinate ring Ry.

Remark. For an ideal a of the polynomial ring C[£], the residue class ring R :=
CI&1/a s generated as a C-algebra by the classes &; := Eitaforj=1,...,m.
Conversely, a finitely generated C-algebra R can be written as a residue class ring
Clé:. ..., &n]/aforsome m and a suitably chosen ideal a. Such a presentation and,
hence, the affine algebraic set V (a) in C™ defined by these data, is not unique. The
preceding Remark shows, however, that any two such “models” are homeomorphic.
Thus, we can associate with such a finitely generated C-algebra R a well-defined
“abstract affine algebraic set,” namely, its spectrum spec R, endowed with the
Zariski topology. Moreover, if R is an integral domain, that is, without zero divisors,
then every such ideal a is prime, and we may consider spec R as an abstract affine
algebraic variety.

Remark. In commutative ring theory, there is the more general notion of the
prime spectrum spec R of a commutative ring R, that is the collection of all prime
ideals p of R. That notion is very useful in abstract algebraic geometry. If R = Ry
is the coordinate ring of an affine algebraic set, the elements of spec R are in one-
to-one correspondence with the (irreducible) subvarieties of V. For our purposes,
the more restricted notion of a maximal spectrum is sufficient.

From polynomials, we now proceed to rational and regular functions, thus,
providing tools for the study of divisors in chapter VII.

Let Y be an affine algebraic variety, and let Ry be its coordinate ring. Since Ry
is an integral domain, we can consider its quotient field Ky:
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1.25 Definition. By a rational function, we mean any element of a quotient field
Ky. We say that a rational function f € Ky is regular at p € Y if in an open set
U which contains p, we can express f as f = f forg,h € Ry,h(p) #0.1f f
is regular at each point of U, it is called regular on U. A rational function regular
on Y is simply said to be a regular function.

1.26 Lemma. A rational function f € Ky is regular ifand only if f € Ry.

ProoOF. If f € Ry, it is clearly regular. So, let f € Ky be regular. For any p
let f = 52 where g,,h, € Ry and hp(p) # 0. Weset U,y := {x € ¥ |
hp(x) # Oi. By definition, p € U, r, and so, {U), f},ey is an open covering of
Y. By Lemma 1.24 we can choose a finite subcovering {U), r},,ey for appropriate
preY i=1,...k Wesetg := g,,h; = h,. Consider the ideal i :=
Ry -hy+---+ Ry - by C Ry, and suppose i # Ry.Let m be a maximal ideal
which contains i. By Hilbert’s Nullstellensatz, m = m, = {v € Ry | v(x) = 0}

for some x € Y. In particular, h;(x) = Ofori = 1,...,k. Butx € U, ; for
some i, so that &;(x) # 0, a contradiction. Thereforei = Ry,andi> 1 = )_ fig;
for appropriate f; € Ry, hence, f = Y fifgi = Y. fihi € Ry. a

1.27 Lemma. Let Uy be the set of all points of Y at which a given rational function
f is regular. Then Uy is a nonempty Zariski open set.

Proor. Using the notation as in the proof of Lemma 1.26, we may, write Uy =
U peU; U, s. Therefore, Uy is a union of Zariski open sets, and, hence, Zariski is
open. g

Remark. Note that f € Ky definesamap f : Uf — C, p > f(p) = f’;EZ;.

We extend the notions of Definition 1.8 and Definition 1.13 as follows.

1.28 Definition. A Zariski open subset U of an affine variety Y is called a quasi-
affine variety. We define on it the ring of regular functions

Ry = {f € Ky | f isregular on U}.
Let F be a subset of Ry. By an algebraic subset of U we mean the set
V=VF,U):={xeU] f(x)y=0forall f € F}

(compare Definition 1.1). For F = {f}, weset V(f, U) := V({f}, U). We say
that an algebraic subset V of U is irreducible or a subvariety of U if it is not the
union of two algebraic subsets of U, both different from V. As in the case of an
affine variety each algebraic subset of U is a finite union of uniquely determined
irreducible components. Each subvariety V of U determines an ideal

vy :={feRy| flv =0}

Remark. Let U, C Y, U, C Y be two quasi-affine varieties. Then, Ry, = Ry,
does not imply U; = U,. Example: Rc» = Rgn\(p} forn > 2 and some p € C".
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1.29 Lemma. Let U be a quasi-affine variety in Y. Then, the following is true.
(@) If D C Y isirreducible,sois DN U.IfD NU # @, then, D N U is (in the
Zariski topology) an open and dense subset of D.
(b) If D C U is an irreducible algebraic subset of U, then, the Zariski closure D
of D is irreducible in Y and satisfies DN UiD. Moreover, ipy = ip,u NRy.
(c) The Zariski topology induces a topology on U (also called Zariski topology)
whose closed sets are the algebraic subsets of U.

PROOF.

(a) Let D C Y beirreducible, DNU # @, and suppose DN U is not irreducible.
Then, D N U = D; U D, for Dy, D, Zariski closed in D, and we can find
fi, f» € Ry suchthat fi € ip, u\ip,vu. f2 € ip.u\ipu. Clearly,f1 fie
ip,up,.u. Choose a py € Dy suchthat fi(p1) # 0. We have f; = ”' where
8pi» hp, € Ry and hp](pl) 75 0. Then 8p € (1[)2 U \ ip,, U) n Ry In an
analogous way, we find g,,, € (ip,,u \ ip,.y) N Ry. Since gp, - &p, € ipnu.U>
we obtain

D D (DNV(gp, - &p,, YHUDN(Y\U)) D (DNUHUDN(XY\U)) =D

Since D is irreducible and DNU # @, thisimplies D = DNV (gp, - gp,, ¥),
hence, 8p " 8p, € ipy.But 8p ¢ ipy, 8p ¢ ip y, contrary to ip y being
prime (Lemma 1.15). Since DNU = D\[(Y\U)N D]andsince (Y \U)ND
is a closed subset of the variety D we conclude that D N U is a Zariski open
and therefore dense subset of D.

(b) Let D C U be irreducible. Then, ip y C Ry is prime (Lemma 1.15). Also,
ip.u N Ry is obviously prime and defines the subvariety D C Y. By definition,
ipy = ip,u N Ry is the largest ideal in Ry which is contained in ip y, so it
corresponds to the smallest algebraic subset of Y containing D, and, hence,
to D.Notethat DNU D DNU = D.

Let f € ipy C Ry.Forp e D, f = %2 forg,, hp, € Ry, hp(p) # 0.
In particular, g, = f - hp, € ipy. Smce 8p € ipy, we obtain g, =
f-hp € ipny y.and, since ipny ; is prime, we see that f € ipny - Finally,
ipu CanUUandD DDNU D D,hence, D =DNU.

© By Lemma 1.24, D = U, . D; where the D; are irreducible. Then, D =

UllD
By (b), D; = D; NU,hence, DNU = !, (D;nU) =U',, Di=D. O

1.30 Lemma. LetU; C U, C Y be two quasi-affine varieties in the affine variety
Y, and let D C U, be an irreducible subvariety of U, such that ip y, C Ry, is
generated by one element gp € Ry, thatis, ip y, = gp - Ry,. Then, ipny, v, =
gp - Ry,.

PROOF. Let f € ipny,u,- For p € D N Uy, we may write f = i—z where
gp hp € Ry, hp(p) # 0. g, is regular on U, and g,|pny, = 0. Since D is
irreducible, we see that g,|p = 0 which implies g, € ip y, and hence g, =
gp - wp where w, € Ry,. Therefore f = gp - 72 and gfg = 3 follow which
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means that Ef; is regular in all points of D N U;. Since gp(x) # 0in Uy \ D,
regularity of g—’;} holds everywhere in U;, and f € Ry, - gp follows. O

1.31 Definition. Let X, Y be quasi-affine varieties, and let ¢ : X — Y be amap
such that, for every f € Ry, f o ¢ € Ry. Then, we call ¢ a morphism.

Any morphism ¢ defines a ring homomorphism ¢* : Ry — Ry by f
*(f) = foo.

Example 5. Let U C Y be Zariski open in Y. Then the inclusion U — Y
determines a morphism of quasi-affine varieties. ¢* : Ry — Ry is the restriction
of aregular function on Y to the subset U. We may, then, interpret ¢* : Ry — Ry
as the inclusion Ry C Ry.

Example 6. Let U be an affine variety and Z C U be a subvariety of U. Then,
the inclusion Z < U determines a morphism ¢ : Z — U. One easily proves
that ¢* : Ry — R is a surjection and ker ¢* = iz y. In particular, we get that
Rz = Ry/izy.

The following lemma is evident.

1.32 Lemma. Lety : Z — U be amorphism of affine varieties. Then, forx € Z,

-1
Myxy = (P* (my).

1.33 Definition. A morphism ¢ is said to be an isomorphism if it is bijective and
if ¢* is an isomorphism. By an open inclusion, we mean an isomorphism onto
some Zariski open set. By a closed embedding, we mean an isomorphism onto a
Zariski closed subset.

1.34 Lemma. Let ¢ : X — Y be a morphism of affine varieties, and let ¢* :
Ry — Ry be the corresponding morphism of rings. Then,

(a) ¢* is an isomorphism if and only if ¢ is an isomorphism, and

(b) ¢* is surjective if and only if ¢ is a closed embedding.

PROOF.

(a) We need only show the “only if” part. Let ¢* be an isomorphism and, hence,
define a bijection between maximal ideals of Ry and (p*“l(R x). Then, by
Lemma 1.32, ¢ is a bijection.

(b) If ¢ is a closed embedding, it splits into an isomorphism ¢y : X — ¢(X)
and the inclusion ¢(X) C Y where ¢(X) is closed in Y. Then, ¢* splits into
a surjection Ry — Ry/iyx).y = Ry(x) and an isomorphism ¢g : Ryx) —>
Ry, so ¢* is a surjection.

Conversely, if ¢* is a surjection, then, its kernel is a prime ideal determining a
subvariety Z of Y. The points of Z are in one-to-one correspondence with maximal
ideals of Ry which contain iy and, hence, with ideals of the form go*_l (m), where
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m is maximal in Ry. Therefore, by Lemma 1.32, Z = ¢(X). By (a), we see that
¢ . X > @(X) is an isomorphism. O

1.35 Definition. Let U be a quasi-affine variety. We say that U is an affine variety
if and only if U is isomorphic to some affine variety V. C C™.

Example7. C\{0} — Y = {(x,y) € Cc? | xy=1}Lx —> (x,x7D.

1.36 Definition. Let X be an affine algebraic variety. By the dimension dim X
of X, we mean the supremum of all integers n such that there exists a chain
B+ XoC Xy C---C X, = X of distinct irreducible sets.

Example8. The dimension of C! is 1, since the only irreducible sets are the whole
space and a single point.

1.37 Definition. Given a ring R, the height of a prime ideal p is defined as the
supremum of all integers such that there exists a chainpy C --- C p, = p of
distinct prime ideals. The supremum of heights of all prime ideals of R is called
the (Krull) dimension of R.

1.38 Lemma. IfY is an affine algebraic variety, then, the dimension of Y is equal
to the dimension of its coordinate ring Ry.

ProOF. The irreducible affine algebraic sets contained in Y C C” correspond
to those prime ideals in R := CI[§), . . ., §,] which contain iy. These ideals are in
one-to-one correspondence ¢ to prime ideals in Ry = Cl[&, . . ., &1/iy:

¢: R — Ry =RJiy
p @(p).
So, the above definitions imply the lemma. O

We recall some elementary facts on rings and fields. Let Ry D R; be two rings.
We say that a € R, is integral over R, if there exists a polynomial w(x) =
x" + apo1x" ! 4 - + ap in Ry[x] such that w(a) = 0. The elements of R,
which are integral over R;, provide a ring R, D Ry, and we have R, D R,.

If all elements of R} D R, are integral over R,, we call R, integral over R,. If
R3 D R, D R, arerings such that R; is integral over R, and R is integral over R;
then, Rj is integral over R;.Let Ry O R; where R; is a domain with quotient field
K.Forana € R, which s integral over Ry, let w(x) = x* +-a,_1x* 1 4. .. +ay,
a;, € Kfori = 0,...,k — 1 be a polynomial of minimal degree such that
w(a) = 0. Then, it follows that ag, ..., ar_1 € R».

Let Ky D K; be fields. We call elements ay, . .., a; € K algebraically depen-
dent over K if there exists a polynomial w(xy, ..., x;) € Ka[xq,..., x] such
that w(a,, . .., a;) = 0, otherwise, algebraically independent. A maximal set of
algebraically independent elements is called a transcendency basis. Its cardinality
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does not depend on the transcendency basis and is called the transcendency degree
tr deg K of K, over K.

A transcendency basis can be chosen from any set of generators of K over K.
If{a,, ..., a/} is atranscendency basis, then, each element a of K is algebraically
dependent over the field K,(a;, . . ., a;) which means that there exists a polyno-
mial w € Kj(ay, ..., ar)[x] such that w(a) = O or, equivalently, there exists a
polynomial W € Kj[xi, ..., x;, x;+1] such that W(ay, ..., a;, @) = 0. (For more
about transcendency degree compare, for example, Winter [1974], p. 41).

1.39 Lemma. Let X ;Cé Y be affine algebraic varieties in C". Then, tr deg Ky >
tr deg K.

PRrROOF. We may choose the coordinate functions &, ..., & (up to a permu-
tation) as a transcendency basis of Ky, k = tr deg Ky. So, we have iy ;ix C
Cl&, ..., &)1 If f €ix \ iy, then, f is algebraically dependent on the quotient
field C(1, ..., &) C Ky. Thus, we find f™ +ap_y - f* ' 4+---4ay =0
fora; € C(,..., &), thatis, a; = g,'/h,', & h; € C[él, ey Ek] This im-
plies Wy - f™ + Wy - "4 -+ wp = O where w; = g - ho---hi_y -
h,'+1 "'hm—l (S C[El,...,fk],i =0,....,m— 1, w, = hO"'hm—l- Since
f € ix, we obtain wy € ix. But wy is not zero on Y, since, otherwise, we

could divide by f. Thus, wo = wo(i, ..., &) is a nonzero polynomial de-
termining the algebraic dependence of &, ..., & on X. So we conclude that
tr deg Ky < trdeg Ky. 0

1.40 Lemma. Let X C Y be affine varietiesin C". Iftr deg Ky > trdeg Kx +2
then there is an affine variety X' such that X ; X’ ;Cé Y.

Proor. Let dimY = k. Since Y C C” is an affine variety, the functions

&1, ..., &, generate the ring Ry = Cl&, ..., & ]1/iy. We consider an element
w € iy which is a nonzero polynomial represented as asum w = wg + - - - + Wy,
of homogeneous polynomials w; of degree i, where i = O, ..., m. We may as-

sume that w, # 0. Substituting new coordinates §, = &,, & = & — a;§, or

& =& +aiéy,a, € C,i =1,...,n— 1, weobtain

w(};:]l’ crey Ey’,) = wm(al’ LR | an—ly 1) . (5}’1)”’
+ terms in which &, is of degree < m.

Since w,, is a nonzero homogeneous polynomial, we find ay, ..., a,—; € C such
that w, (a;, ..., a,—1, 1) # 0.

Then, we see that £, is integral over C[§;,...,& _1/Gy N CI&, ...,
£§,_,1) C Ry. We write again ; instead of §/,i = 1,..., n. By repeating the
same procedure, we find &, ..., &, &1, ..., &, such that &, ..., & provide a
transcendency basis of Ky, and &1, ..., §, are integral over &, ..., & which
means that Ry is integral over C[&;, ..., &] C Ry.

Let &, ..., & form a transcendency basis of Ry. Then, ixy N C[&i, ...,
&1 = 0. In particular, tr deg Ky = [. By assumption,/ < k — 2. Letp C Ry
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be a maximal ideal for which p N (C[§1, - - ., &+1] - (Ry \ ix,y)) = 0. By def-
inition, p C ixy.If f, g ¢ p, then, by the maximality of the ideal p, we find
a-f=p+w,...,6) c wherea € Ry, py € p,c1 ¢ ixy, and
b-g=pr+ w1, .... &) c2, where b € Ry, p; € p,c; ¢ ixy. Hence,
a-b-f-g=p+wi&,....&1) w2br,..., &) c1-cywithp € pand
c1-c2 ¢ixy,sothat f - g ¢ p, and we conclude that p is prime.

By definition, p ;Cé ix,y C Ry.Hence, p defines a variety X’ such that X’ ; X.1t
remains to show that Y ?é X' or, equivalently, that p # 0 in Ry.

In fact, suppose p = 0 in Ry. Then, by the definition of p, for any nonzero
ideali D p = 0,i N (CL&,...,8+1] - (Ry \ixy)) # 0.Sincel < k-2
and &, ..., & form a transcendency basis of Ry = Ry/ixy, we can find an
irreducible polynomial v € C[&1, ..., &, &.42] \ Cl&1, . .., &]in iy y. Then, the
ideal i := Ry - v satisfies i N (Cl&1, ..., &+1] - (Ry \ ixy)) Z 0.

Now, f-v=g-hforsome f € Ry,g € Cl&,...,&+1],and h ¢ ixy.In
particular, g and v are relatively prime polynomials in &, . . ., &.

Letw(x) == x" +a,_1x’ ' 4+---4+ag,a;, € ClE1, ..., &LIi=0,...,r—1,
be a polynomial of minimal degree such that w(k) = 0. Then, (%)’w(§ -f)=0
and

r

v
w'(x) := (g)’w(—x) =x"+a_ Eyrtqi 4 ao—gr—
v g v v
is a polynomial of minimal degree such that w'(f) = 0. Hence, a; ﬁr—: €
Cl&:, ..., &lfori =0, ..., r—1.Inparticular, v dividesa; fori =0, ...,r—1.

Hence, a; € ixy sothat h” € iy y, a contradiction. This proves thatp # 0. O

From Lemmas 1.39 and 1.40, we conclude that each chain of varieties can be
completed to a maximal chain, that is, Xo C X; C --- C X; = X such that
Xoisapointand trdeg Kx, = trdegKyx,_, + 1 = (i — 1) + 1 = i. The other
assertions being evident, we obtain the following theorem:

1.41 Theorem.
(a) IfY is an affine variety, thendim Y = dim Ry = tr deg Ky.
(b) Each chain of irreducible varieties can be completed to a chain of maximal
length.
(©) If X isavarietyinY, then, dim X equals dim Y minus the height of iy in Ry.

Corollary. Let U C X be a quasi-affine variety in an affine variety X. Then,
dimU = dim X = trdeg Ky = trdeg Ky.

PROOF. Let Yo C Yy C --- C Y = U be a maximal chain in U. Then,
Yo C -+ C ¥, = X is a maximal chain in X. Otherwise, by Lemma 1.29 and
Theorem 1.40 we could complete it and intersect again with U obtaining a longer
chain. O

Example 9. dim C" = n.



214 V1 Toric Varieties
Exercises

1. For each of the following algebraic sets A, find the ideal a in C[£y, ..., &)
satisfying A = V(a):

. A is a finite set of points.

. A is the union of all coordinate hyperplanes of C".

. A is an m-dimensional linear subspace of C*,0 < m < n.
. A is the union of a hyperplane H and a point not on H.

Qo o e

2. Prove that linear manifolds of C" (translated linear subspaces) are algebraic
varieties.
. Find a subalgebra of C[&,, &;] which is not finitely generated.
4. Any morphism of quasiaffine varieties is continuous with respect to Zariski
topology as well as with respect to ordinary topology.

W

2. Affine toric varieties

Let R := Cl&i, ..., &,] be the polynomial ring in 2n variables, n > 1. Then,
a:=RE &1 — D)+ + REE0m — 1)

is an ideal in R. For z; := & +aeR/a,i=1,...,2n,we, thus, have (writing
simply 1 instead of 1 € R/a)

Zjzptj = 1,
and, hence ijl =zupyjforj=1...,n
2.1 Definition. The elements of
Clz,z:=Clzt, .- -r 2002y o0, 2,11 = Clén, ., &l/a
are called Laurent polynomials, whereas terms
Aoz = Ayt fora = (o,...,a0) €2, A€C
are said to be Laurent monomials. .
The monic (i.e., A = 1) Laurent monomials form a (multiplicative) group. The
key for the construction of toric varieties is the fact that the mapping
(1) #:2" > Clz,z7 '], a> &
provides an isomorphism (again denoted by ) between the (additive) group Z"
and the (multiplicative) group of monic Laurent monomials.
2.2 Definition. The support of a Laurent polynomial f = ) ¢ . A,z%, is defined

as

supp(f) :={a € Z" | A, # 0O}
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We, obviously, have

supp(f % g) C supp(f) Usupp(g) and supp(fg) C supp(f) + supp(g)

for f, g € Clz, z'],and supp(1) = {0}. Hence, if aring R of Laurent polynomials
is “monomial” in the following sense, then the set | fer SUPP f is a submonoid
of Z:

2.3 Definition. A ring R of Laurent polynomials is called a monomial algebra if
it is a C-algebra generated by Laurent monomials.

The set of all Laurent polynomials, with support in a given submonoid of 7",
clearly is a monomial algebra. For a lattice cone o, we know that the set o N Z"
is a submonoid, which, by Gordan’s lemma, is even finitely generated. Thus, we
have the following lemma

2.4 Lemma and Definition. For a lattice cone o, the ring
R, := {f € Clz,z"'] | supp f C o}

is a finitely generated, monomial algebra.

We note that R,, being a subring of C[z, z~!], has no zero divisors. Moreover,
we recall that every finitely generated C-algebra without zero divisors defines
an abstract affine algebraic variety, namely, its maximal spectrum. The varieties
defined by the rings R, are basic for the algebro-geometric objects to be considered
in the sequel:

2.5 Definition. For a lattice cone o, the maximal spectrum X, := spec R, is
called an (abstract) affine toric variety (or torus embedding).

As we always may consider such a cone o as a lattice cone in the subspace lin o
with respect to the lattice lin o N Z", we tacitly shall assume, in general, that o is
n-dimensional. In particular, that holds for the cones we have to consider in later
sections, namely, those which are duals of strictly convex lattice cones in R”.

The reason to call the variety X, “toric” will be explained in 2.8 below.

Now, we now want to study the subvarieties that realize such an abstract variety
X, in suitable affine spaces C*. We recall that these geometric realizations are
obtained by introducing coordinates, which corresponds to a choice of generators
of the monoid o N Z". In particular, we have to discuss transformations between
different coordinate systems.

Example 1. The largest possible n-dimensional cone is o := R". Then, viewed
as a monoid, o N Z" = Z" has generators e, ..., e,, —€1,..., —€y, SO the
associated algebrais R, = Clzi, ..., zu, zl"l, ..., z;']. The corresponding toric
variety X, can be described in C?* with coordinates £, . . ., &, as solution set of
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the equations

E&nu=1,i=1,...,n

Hence, X; = V(&18,41 — 1,..., §:&, — 1). Forn = 1, we obtain a (complex)
hyperbolawith {§; = 0} and {§; = 0} as asymptotes (Figure 1); compare section 1,
Example 7.

We may also realize X, as the set of points

T:={Gz,....,z0) €eC" |z #0,i =1,...,n} = (C\{0})",

which is isomorphic to V (&1&,41 — 1, . . ., £,62, — 1) under the projection C2" —
C”". The inverse of the restricted projection V(z1z,41 — 1, ..., Z422s, = 1) => T
is given by

(219"')Zn) = (217'--7ZM9ZI—11-'-1Z;1)'

2.6 Definition. The set T := (C \{0})" =: (C*)" is called a (complex algebraic
n-)torus.

We note that T includes the real n-torus (S')"; in fact, T can be identified with
(SH” x (R-o)" (see section 3). The name “algebraic torus” certainly reflects that
relationship, a deeper relationship comes from the theory of algebraic groups. We
remark that the notion of an algebraic torus should not be confused with that of a
compact complex torus, which will, however, not be used in our text.

Remark. The realization of the torus T in C?* provides a closed subset of C",
whereas, as a subspace of C”, the torus T is not closed.

We mention that the choice of monomial generatorsey, ..., e,, —(e;+...+e,)
corresponds to another realization of the n-torus, this time as an affine algebraic
subvariety in C"*!. In the coordinates z1, . . ., z,, Zn+1, the variety is defined by
the single equation z; - - - z,, - z,4+1 = 1 (see Exercise 4).

I
Vb ¥

T —

XK
|

—_——— — ]

FIGURE 1.
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As in the special case of the torus T', we are going to look for suitable coordinates
in some affine space C* in which an abstract affine toric variety X, can be realized
as an affine algebraic variety given by a finite set of algebraic equations.

Let A = (ay, ..., a;) be a system of generators of the monoid ¢ N Z" (which
exist by Gordan’s lemma). If we set

ui=z7%eClzg,z7"), fori=1,..., k,

then, Ry, = Cluy, .. ., u;]. With the indeterminates &, . . ., &, there is an algebra
homomorphism

0a :ClEr, ..., &) = Clur, ..., ux), &> uifori=1,... k.

Our aim is to determine the ideal a := a4 := ker ¢4 (Which depends on the choice
of A), so that

Clé1, ..., &]/aa = Cluy, ..., u] = Ro.

The definition of a, can be rephrased as follows. For every f € CI£], f € ay if
and only if 4 (f) = 0, which, in turn, is equivalent to f(x) = 0 in C[u].

We consider integral positive linear relations (v, 1) (see V 39) for the system
A, i.e., equations of the form

(2) v:-A= u - A, where n,v e Zkzo,

andv - A := Z];:l v;a;. Such a relationship provides a monomial equation

Zv.A — (Zax)vn . (Zak)vk — (Zal)ltl . (Zﬂk)ltk — ZH'A’
or, in terms of the generators u; = z% of R,, a binomial relationship
v v u [
3) uy' coeuwt =y ut =0,

Thus, it is clear that for such a relationship (v, u) the corresponding binomial
&Y — &* is an element of the ideal a4. In fact, we want to show that a4 is generated
by those binomials:

2.7 Theorem. For every lattice cone o, the corresponding affine toric variety X,
is realized by the affine algebraic variety V(a,) in CX, where A = (ay, ..., ax)
is a system of generators of the monoid c N 7" and the ideal a, of C[&y, . .., &]
is generated by finitely many binomials of the form £ — EH.

Proor. By Lemma V 3.10, the monoid of all integral, positive, linear relation-
ships (2) is finitely generated. Hence, it suffices to show that every element of a, is
a sum of binomials as above. For a polynomial f = ) 4,8, f(u) = ) Au’ =
Y Az"A, soforeverya € o NZ", the coefficient ¢, of z° is Dovivdma M- f € 0a
if and only if all these c,’s vanish. Hence, in that case, if A, # 0 for some multi—
index v € Z’;O, there is another one, say i # v, which satisfiesv- A = u - A and
A, # 0. The corresponding binomial A, (§" — &*) is in a,4; subtracting it from
f yields a polynomial in a, with strictly fewer terms than f. The proof is thus
obtained by an obvious induction. O
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We have seen in Corollary 1.17 that the points of V := V(a,4) correspond
bijectively to the maximal ideals m of the polynomial ring C[£], which contain
a4, and also to the ideals m := m/a, of the ring R,, which is just the coordinate
ring Ry. Hence, the generators u;, . .., u; of R, are the coordinate functions on
X, that realize X, in C*. A point with coordinate vector x = (x1, ..., x) € C*
represents a point of X, if and only if the relationships x” = x* hold for all (v, w)
that satisfy (2).

In 2.7, the description of the affine variety V (a,4) in C* representing an abstract
affine toric variety X, allows some immediate conclusions which will be used in
the sequel:

2.8 Theorem. Fixasystem A = (ay, ..., a) of generators for the monoid o NZ"
and setV := V(ay).
(@) Themappingy : T — V givenbyt := (t1,...,t,) —> (", ..., t%) sends
T bijectively onto the open subset V. N C* of V.
(b) For arbitrarily chosenx € V andt € T, the point (t"'x,, ..., t%x;) also

belongs to V.

PROOF.

(a) It is clear that each y(¢) satisfies the defining binomial relationship from
above and that all points in y (T") have nonzero coordinates. Choose a lattice
pointa in ¢ such that all translated points a +-¢; alsoliein o, where ey, . . ., e,
denotes the canonical basis of R”. The Laurent monomials z* =: fy(u) and
7%t% =: fi(u) all belong to the coordinate ring R, = Clu] C Clz,z7'1.
For a point y(¢), fi(y(t)) = ;1 = ¢ fo(y(t)), hence we recover f; =
fily @)/ fo(y (2)); in particular, y is injective. On the other hand, each point
x of V N C* lies in im(y): As the monomials f; take nonzero values on x,

x =y(h&)/fo&x), ..., fn(x)/folx)).
(b) is readily verified.
O

Thus, we have seen that each n-dimensional, affine toric variety includes the
n-torus as an open subset. Moreover, (b) says that the torus 7', looked at as an
abelian group, operates in a natural way on such a variety (see section 5 for more
details on the torus action).

Example 2. For o := pos({e;, €2}), the monoid ¢ N 72 has linearly independent
generators ej, e;. Therefore, a = o, the zero ideal, and
X, =C*.
The same is true for each cone
o = pos({e; + vey, ex}), forveZ.

More generally, if o = pos({ay, ..., a,}) is a regular lattice cone in R", then,
again, a = o; hence, X, can by identified with the affine space C".
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Example 3. For o := pos({e, e; + 2e,}), the monoid o N 72 is generated by
a) = e},a; = e; + 2e3,a3 = e; + ep. There is a linear relationship

a; + a; = 2as,
and, hence, a monomial equation
uyuy; = u%.

X, is a quadratic cone with “singularity” in (0, 0, 0) (Figure 2) (more on
singularities in section 8).

We are going to discuss in more detail the transition from one such system of
coordinate functions on X, to another one. There are two cases. Here, we can
profit from the decomposition o = gy + cospan o of Lemma V 1.6. By Theorem
2.12 below, we essentially have to consider the following cases:

(1) The cone o has an apex.

Then, by V, Lemma 3.5, the monoid ¢ N Z" has a minimal system A =
(aj, ..., ax) of generators, which is unique up to renumbering. Therefore, we
have distinguished minimal systems of coordinates u; = z%, ..., u; = z%.
We may, however, introduce additional generators and, thus, additional coordi-
nates. As an example, consider the an affine plane C? as affine toric variety X,
for o := pos({e, e2})) C R? (see Example 2 above). Choosing the additional
generator as := e; + e, for the monoid o N Z?, we obtain the representation
Cl&1, &2, &1/(5:1&2 — &3) = Clui, uz, u3] for the abstract coordinate ring R,,. The
corresponding model for X, is the quadric surface in C given by the equation

Uz = uy - Uy,
which is identified with C? through the parametrization
(w1, u2) = (uy, uz, uy - uz),
with the inverse given by the projection

(uy, uz, uz) = (uy, uz).

FIGURE 2.
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This can be easily generalized to the case of an arbitrary cone o with an apex. The
additional generators a; for j = k + 1, ..., k' are positive integral combinations

& . . . Vi Vjk
aj = ) ;_, vjia;, so we have the corresponding relationships u; = u,”" - - - u,”.
The model V C C* for X, that corresponds to the minimal system of generators,
with coordinates (u;, . . ., ux), is mapped to the model V' C C¥ via

@1, oo ug) B> (U, e, Uy Ukl oo U)

where the extra coordinates u; are given by the relations from above. The inverse
map is again given by the projection onto the first k coordinates (u, . .., ug).
(2) cospano # {0}.

Here, in any case (except 0 = R), there exist different minimal systems of
generators of o N 7. We consider the following:

Example 4. For the half-plane o = pos({e;, —e, e;}) and fixed v € Z¢ the
monoid ¢ NZ2 has e;, —e;, b = ve, + ¢; as generators, (see Figure 3 for v = 2).
In particular, u; := z% = zj,up 1= 779 = zl’l, uz = 72 = zo and vy ;= uy,
vy 1= Uy, v3 1= 7"T = 7}z, are two coordinate systems, and

v = U up =
Uy = Uy U =1z
vs = ujus3, and Uz = VU3

are transformation formulae for the coordinates.

We now intend to introduce a notion of isomorphy under which X, and C* x C
are isomorphic:

2.9 Definition. Let & : C — C™ be a monomial mapping (i.e. every nonzero
component of ® is a monomial in the coordinates of C¥), and let X, < C¥
and X, < C™ be (realizations of) affine toric varieties. If ®(X,) C X, then
@ = @[y, is a morphism called an (affine) toric morphism from X,, to X,. If ¢
is bijective and the inverse mapping ¢! : X,» — X, is again a toric morphism,
then, we call ¢ a (toric) isomorphism, we say that X, and X,,- are isomorphic, and
write X, =X, or, briefly, X, = X,.

toric

FIGURE 3.
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Moreover, if o = o', then, we call ¢ a coordinate transformation.

Because of Lemma 2.10 below, we do not have to really distinguish between
the abstract affine toric varieties and their geometric realization. We also want to
justify this for toric morphisms. Such morphisms X, — X, are closely related
to monomial homomorphisms ¢ : R, — R, of the coordinate algebras, where
the algebra homomorphism ¢ is called monomial if it is given by monomials in
the monomial generators:

Remark. Every toric morphism¢ : X, — X,-,uniquely determines a monomial
homomorphism ¢* : R,y — R, and vice versa.

PRrOOF. Let ¢ be given. Then, by definition, there is a commutative diagram
X, = V(@ < ¢
L A
Xy = V(@) —> C"
where & is monomial, i.e., of the form ®(x) = (A x%,..., A,x). The
corresponding algebra homomorphism
& :Clyt,-.os¥m] — Clxt, -, %], grH>go®
maps y; to A;x“ and, thus, is monomial. It is readily seen that
4 ®(V(a)) C V(a') ifandonlyif ®*(a’) C a.
Hence, ®* induces a monomial homomorphism
¢*: Ry = Clyl/d — Clxl/a= R,
I I
Clvl —  Clu]

Conversely, a monomial homomorphism # : R, — R, can be lifted to a mono-

mial homomorphism © : C[y] — C[x] with ®(a’) C a. That corresponds to a
monomial morphism

o:cf—C", x> ©O01),--->,00m)

with ®* = ©. We have ©(a’) C a, hence, ®(V(a)) C V(a’) by (4), so ® induces
a toric morphism ¢ : X, — X, O

We note that toric morphisms are continuous with respect to the induced metric
topology, since they are given by polynomials. In particular, if two affine toric
varieties X, and X, are isomorphic, then, they are homeomorphic. Hence, on an
abstract toric variety, there is a well-defined “complex” topology, which is finer
than the Zariski topology.

Remark. For the “gluing maps” in section 3, we need, in particular, the toric
morphisms that come from an inclusion o' C o of n-dimensional cones. For
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systems of monoid generators A of 0 N Z" and A’ of ¢’ N Z", there are positive
integral linear combinations a; = v¥ - A, which yield monomial identities z% =
z”""", ie., v, = u”" . Tt is clear that the corresponding toric morphism induces
an isomorphism between the copies of T which are included in the affine toric

varieties X, and X,-.

Up to a toric isomorphism, the geometric realization of an abstract toric variety
does not depend on the choice of coordinates:

2.10 Lemma. If R, = Cluy,...,ur] =Cié}/aand R, = Clv,..., 0] =
Clnl/a" are two representations of R, by coordinate rings, then, there exists a
coordinate transformation between (uy, . .., u;) and (vy, . .., Up).

PrOOF. LetA = (aj,...,ax)and B = (by, ..., by,) be systems of generators
of the monoid o N Z", and let u; := z% and v; := z% be the corresponding
coordinates. We can represent each b; as a positive integral linear combination of
the a;’s, and conversely. This provides the coordinate transformation. O

With an appropriate notion of isomorphisms, on each of the levels
lattice cones — coordinate algebras — affine toric varieties

one object determines the other two. So, for lattice cones, we seta C R” = lino
and o’ C R™ = lino’, we call o and o’ isomorphic and write o = ¢’,ifm = n
and there is a unimodular transformation L : R" — R” with L(c) = o’. Then,
the monoids o N Z" and ¢’ N Z" are isomorphic as well.

We call the coordinate algebras R, and R, monomially isomorphic, and we

write R, =R, or, briefly, R, = R, if there exist mutually inverse monomial
mon

homomorphisms R, < R,.
Then, we obtain the following theorem:

2.11 Theorem. For lattice coneso C R" = lino and o’ C R™ = ling’, the
Jollowing conditions are equivalent:
(a)o =o' (b) R, =R, (c) Xy ;.Xa’-
mon toric

ProoF. The implications “a) => b) = c¢)” are clear, so we are left with “c) =
a)”. We have seen in the Remark above that every toric morphism ¢ : X, — X,
induces a (monomial) homomorphism of monomial C-algebras ¢* : R,s — R,.
First, we show that ¢* extends uniquely to a monomial homomorphism

. -1 -1 -1 -1
®~C[w17w1 ,---,wm,wn,]'—)C[Zl,Zl ,-~-,Zn,Z,, ]

of the Laurent polynomial algebras with R,» C C[w, w™']and R, C Clz, z7']:
Choose a lattice point b € ¢’ such that all lattice points b +¢e; for j = 1,...,m
also belong to o’ (this is possible since o is of full dimension). With go := w® and
g = wht = w;go we set O(w;) := ¢*(g;)/9*(go), which is a well-defined
Laurent monomial of C[z, z~!] since ¢*(go) and ¢*(g ;) are Laurent monomials.
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Thus, we have ©(w;) = X;z% withA; € C*andc; = (cj1,...,cjs) € Z" for
j=1,...,m.

As ¢ : X; = X, is a toric isomorphism by assumption, we immediately find

that ® is a Laurent monomial C-algebra isomorphism, so its inverse maps z; to

wiw® with u; € C*andd; = (di1, ..., dim) € Z" fori = 1, ..., n. Thus, we
have

w; =070z =4 - [[@7'@)

i=1
n
=kj-l—[uf"wcfid‘ forj=1,...,m,
i=1
so we obtain (using an analogous calculation for z; = ®(u;w%)) the equations

n
chidik =6k, Aj l—[ﬂfﬁ =1, Zdijcjk = biks
i=1

and

m
d;j
M 1_[ A jJ =1.
Consequently, the integral matrices

(ci)j=t,..mi=t...n. A  (dij)i=1.. n;j=1...m

are inverse to each other; in particular, m = n.

By the construction of ©, ©(R;) C R,.Let A = (a,...,a;) and B =
(b1, ..., by) denote systems of generators of the monoids ¢ N 7" and ¢’ N Z",
respectively. Then, ® maps each generator v, = w? of R, to amonomial k,u? =
ks2?P in the generators u; = z% of R,, where k; € C* and p; € Zk>o for
s = 1,...,1. On the other hand, @(w") = [Tj_,(A;z)", 50 Y_}_, c;b; =
Zle a; psi is a positive integral linear combination of the a;’s. Together with the

analogous statement for ®~!, this implies that o and o’ are isomorphic lattice
cones. O

Let us discuss the case of a lattice cone o with nontrivial U := cospan o. Via
the decomposition ¢ = oy + U of Lemma V 1.6, it can be reduced to the case of
cones with apex 0:

2.12 Theorem. For an n-dimensional lattice cone o inR", setd := n — dim oy.
Then, the affine toric variety X, has the structure of a Cartesian product

X, = X, x C*.
In particular, if the cone o is regular, then,

X, = ¢4 xc™,
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PRrROOF. We choose sets of generators ay, ..., ay forogNZ" and by, . . ., by~ for
UNZ",respectively. Their union generates the monoid o NZ". Every linear relation
of the form ) via; = )_ u;b; is trivial, so any linear relation involving both sets

of generators splits uniquely as the sum of a relationship involving only ay, . . ., ap
and another one involving the only by, ..., byr. Letuy, ..., up and vy, ..., %
be the corresponding coordinate functions for representations V' of X,, in C¥
and V" of Xy = C* in CV', respectively. Then, uy, ..., ux, vi, ..., Ve are

the coordinates for the affine subvariety V of C¥+*" representing X, . There is no
algebraic relationship of the form f(#) = g(v) with nonconstant polynomials f
and g, so a point (x, y) € C¥ x C¥" lies in V if and only if x lies in V' and y in
V" = c*,ie., V = V' x V", which proves the claim. O

Exercises

1. Fork € Z.¢, find coordinates and equations for X, where o := pos({e;, e; +
kez}).
2. Find coordinates and an equation for X, where o := pos({e;, e, e; + e; +
2e3}).
. Determine X, foro = R".
4. The n-torus T has the two representations by the points assigned to

w

-1 1y ~ -1
spec Clut, ..., up, uy ..., u, ] = specCluq, ..., up, (uy---up)”'].

Find the change of coordinate functions.

3. Toric varieties

We are now going to construct general toric varieties by “gluing” affine ones. The
gluing information is encoded in a fan X in R", but not in the most straightforward
way: For the present purpose, it turns out to be essential to pass to the duals & (see I,
49 and V, 2) of the cones o € X and to consider the associated affine toric varieties
X ;. The condition that the cones of X have 0 as apex guarantees that their duals are
all of the same dimension . If 7 is a face of a cone o, then, we have an inclusion
g C t. By the Remark preceding Lemma 2.10, the induced toric morphism
Yo : X; = X; is an isomorphism given by a coordinate transformation on the
copies of the complex algebraic n-torus T included in both varieties as an open
subset. We want to show that ¢, , is an open inclusion. That will allow glueing
any two such affine toric varieties X, X along the open subsets corresponding
to the common face T := o N o',

To prove that claim, we choose a simple lattice vector m € relint(z* N &). Its
existence follows from the proof of V, Lemma 2.3, and it satisfies

T=0¢+ Rxo(—m)
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and, hence,
TNZ" = (0 NZ") + Zso(—m).

The monoid ¥ N Z" is, thus, obtained from ¢ N Z" by introducing the additional
generator —m that lies in cospan 7. We may assume that a, := m occurs as the last
member in a system of generatorsay, . . ., a; of & NZ". The monoid ¥ NZ" is, thus,
generated by ay, . .., ak, ax+1 1= —m. It is now readily seen that all nontrivial
relationships between these generators are sums of relationships involving only
ai, . .., ag,and the obviousrelationship a; +-ax4; = 0.Infact, given arelationship
Zf‘:ll via; = le‘:} wjaj with vi, uj € Zso and vep1 > gy, SAy, We may
subtract ;410,41 on both sides and, thus, reduce it to py4+; = 0. Adding vy,1a
on both sides and using a; +ai+1 = 0, then, leaves us with a relationship involving
onlyay, ..., a.

On the side of the monomial algebras R; and R; with the corresponding gen-
erators u; := z%, the additive relationship ax + ay+1 = 0 corresponds to the
multiplicative relationship uzur4; = 1in R;. As that is the only “new” defining
relationship when passing from R; to Ry, and as the generators u; are just the
coordinate functions on the toric varieties X5 and X;, we, thus, see that the pro-
jection (xy, . .., Xk, Xg+1) > (x1, ..., Xx) identifies X; with the open subset of
X given by (xx # 0) (called a “principal” Zariski open subset). We have, thus,
proved the following result:

3.1 Lemma. With the above notation, we have a natural identification

X: = X5 \ {ux = 0}.

Remark. In general, the “hyperplane section” X; N {u; = O} is not a linear
subspace, as is seen in the following example. For o := pos{e;, e;, e3} C R®
and the face t := pos{e;}, we may choose m := a4 := e, + es. Then, X; is
the affine 3-space C3, embedded in C* by the coordinates u; := z; fori < 3 and
us4 = z223. Therefore, the “hyperplane section” Xs N (44 = 0) in C* consists of
the two coordinate planes (4, = u4 = 0) and (3 = u4 = 0) that meet in a line,
namely, the u,-axis.

For two cones 0,0’ € X,let 7 := g N o’ be the common face. Choosing an
appropriate coordinate system vy, . . ., v; for X3, according to the lemma above,
we have isomorphisms

Xs \ {ur =0} = Xz = Xoo \ {u = O}
Their composition yields a toric isomorphism (see 2.9)
Yoo : Xs \ {ur =0} = Xz \ {v; =0}
corresponding to the coordinate transformation

W1, ooy Ugy Ugg ) B> (U1, 0, UL, V1)

of X;.



226 VI Toric Varieties

3.2 Definition. The above isomorphism v, ,- is called the gluing map that glues
together Xz and X along X;.

Using these gluing data, we can now construct a general toric variety as follows:

3.3 Definition. Let X be a fan in R". In the disjoint union | J, .5 X5, we identify
two points x € Xz and x’ € X, that are mapped to each other by the gluing
map ¥, .. The set of points, thus, obtained is called the foric variety (or torus
embedding) X5 determined by X.

We still have to check some properties in order to justify the notation toric
variety for Xy,. For our purpose, it suffices to see that X5 is a topological space
endowed with an open covering by affine complex varieties that intersect (Zariski)
open subvarieties. Such a covering is given by the (copies of the) affine toric
varieties X3, for 0 € X, that are naturally included in Xy, thus, defining the
topology. So, these data are provided by construction. In fact, we consider two
different topologies on X5, corresponding to the two topologies on affine toric
varieties, namely, the “ordinary” or “complex” topology and the Zariski topology
(Definition 1.24). Next, we note the following result, essentially already stated in
2.8:

3.4 Lemma. Each affine toric variety X contains the torus T as a Zariski open,
dense subset.

PrOOF. The zero cone 0 := {0} is a face of every cone ¢ € X, and its dual
0=R"yields X; = T. 0

Moreover, all these embedded tori ¥, , (T') are identified under the gluing maps
(see also the Remark preceding 2.10), thus, proving the following lemma:

3.5 Lemma. There is a natural, open, dense embedding of the torus T into Xx.
Finally, we note the following result:

3.6 Lemma. With respect to the “ordinary” topology defined by the ordinary
topologies on the affine toric varieties X, the space Xy is Hausdorff.

Proor. If two different points x, x’ lie in the same affine open subvariety X,
they have disjoint, open neighborhoods. Assume that we have x € X; \ X;
and x’ € Xy \ X; for different cones o, 0’ € X. As these cones intersect in a
common face t, we find a lattice point m € t+ satisfying m € relint(r* N &) and
—m € relint(tt N &'). Then, u; = z" and v; := z~™ are coordinate functions
on X; and X/, respectively. It follows from 31 that they satisfy u;(x) = 0 and
v;(x") = 0 and that we have u,v; = 1 on the intersection X; = Xs N X Itis,
thus, clear that the sets {|u;] < 1} C X5 and {|v;] < 1} C X; have the desired
property. (I
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We remark that only a weaker “separation property” holds for the Zariski
topology.

We can also express the gluing construction on the abstract level (see 2.5),
without the explicit use of coordinates. The natural inclusion of a face in a cone
of ¥ induces natural inclusion maps (denoted “— " and “<=", respectively):

T <« G,
R: « Rs,
and
X; = spec R -~ spec Ry = X;,
thus, providing the gluing maps.

For the following examples, we recall the definition of the complex projective
n-space P as the space of lines (i.e., one-dimensional complex linear subspaces)
in C"*'. Any nonzero vector v := (1o, 11, - . . , N,) defines a line C -v, and two
suchvectors v, v € C"*! \{0} define the same line if and only if one is a (nonzero)
scalar multiple of the other. We may, thus, associate with any element C -v of P*
its homogeneous coordinates [no, 01, . . . , 1,] Where at least one component 7; is
nonzero, and all components are determined only up to a common (nonzero) scalar
factor. The subset U; := {[no, n1, ..., n:] € P" | n; # 0} can be identified with
the affine n-space C" by means of the bijective mapping

U] —_— (CH

(o, my-.coml — +— (o/njs s mj=1/njs Mjet/Njs ooy /M)y
that defines the jth system of inhomogeneous coordinates (also called affine co-
ordinates) (¢ )i=1,..» on [P". The projective n-space is, thus, endowed with a
covering by n + 1 copies of the affine n-space. For 0 < j < k < n, the transition
from the coordinates ({; ;) to (¢x.;) that provides the gluing of U; and Uy is readily
seen to be given by a monomial transformation. To see that " is a toric variety,
we note that the intersection ();_, U; is immediately identified with C*", that is,
the torus T is embedded in P"". Moreover, the natural torus action (see section 5)
on C" = Up by componentwise multiplication extends to P* in the obvious way

((tl'r L tn), [7]07 Mseers 'In]) > [770’ nny, ..., tn’]n]-

In Example 1, we show that the complex projective plane [P? is a toric variety; the
general case of P” is discussed in Example 5.

Example 1. Let the projective plane P> = {[no, 71, 12] | 7 € C, notall y; =
0} be given, the homogeneous coordinates 1y, 1;, 172 being determined only up to
a common multiple.

It is covered by three affine planes Ag := {(1, nlngl, 7727)51) | no # 0},

Ay = {om ", Lmany ) | m # Oyand A := {(pon; s mn;", 1) | ma # O

Setting z; := mngl, 72 = nzngl, we obtain

Ao = {1, 22}, A1 = {(@] 2227 D} and Ay = {25, 2125 )}

We find isomorphic coordinate rings, each representing an affine plane (compare
Figure 4):
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FIGURE 4.
00 :=Rs0 €1 + Rxo €2, o1 :=Rs0 e + Rxo(—e1 — €2),
Rs, =Clz1, 22), Ry, =Clz7', 7720,
X&o =A09 X&; =AI’

07 :=Rs0 €1 + Rso(—e1 — €2)
Rs;, =Cluiz; ', 251,
X5, =Aj.

Example 2. Given P! x P' = {([no, m1, [{o, &) | (o, m) # (0,0),

(%0, $1) # (0, 0)}.
We may cover P! x P! by four “charts”, that is, affine planes. We set

21 =mng ", 22 = bigy
Ao = {21, 22)} = Xop A1 = {@T 22} = X5, A2 = {(21,55)) = X,
Az = {(zl“’, 22-1)} = Xg,, where oy, . . ., 03 are given as is seen from Figure 5a.

Figure 5b illustrates the restriction of P! x P' to its real points.

Example 3 Hirzebruch surfaces H;. We consider a hypersurface in P! x P? =

{(lno, m1, (%o, &15 82D | (Mo, m) # (0, 0), (%o, &1, &2) # (0,0, 0)} given by an
equation

o =n‘c,  keZ.

It is called a Hirzebruch surface H,;. By a modification of the arguments in
Example 2, we find four affine planes as charts whose gluing together depends on
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FIGURE 5a,b.

k. They are given by the spectra of the following rings (compare Figure 6):

Rs, = Clz", z%] = Clz1, 22),

Rs, = Clz™2, 2] = Clz; ', 2:28),

Rs;, = Clz™, 2] = Clz; ", 22),

Rs, = Clz@7*, 7] = Clz'5.%, 25"
We return to these examples later on. We now discuss a method to get a simplified
“real” picture of what a toric variety looks like. We write the complex parameter
z € C* using polar coordinates (r, #): z = re'” = r(cos® + i sin¥) with

r:=|z] > 0and 0 < ¢ := arg(z) < 27 (Figure 7).
The absolute value map

C* — Rs0, 2+ [z

is continuous (with respect to the usual metric topology) surjective, a group ho-
momorphism; for every r > 0, the “fiber” {z € C* | |z| = r} is a circle of
radius r.

O1 Go c 1[

o3 02

(k,-1)

FIGURE 6.
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FIGURE 7.

Applying the absolute value to each component of (21, .. ., z,) € T, we obtain
the map

V.7 = ((C*)n — (R>0)na (217 sy Zn) —> ('Zliv sy lznl)

that is again a continuous surjective homomorphism. Each fibre
Wl(ry, ..., r,) is the cartesian product of n circles, so it is a compact real torus
of real dimension n. We note that ¥ admits an obvious continuous surjective
extension to a map [ oS R>0)".

On the other hand, applying the “argument” mapping

9:C*—Si={zeC' |z =1}, z+> z/lz|
to each component of (zi, ..., z,) € T, we obtain the map

O:T=@CH — S, @....z2) — @/lzl, s 20/ 12a))

That is again a continuous surjective homomorphism. On the compact real n-torus
(S")" embedded in T, that map is the identity; in topology, such a map is called
a “retraction”. Each fibre ®~!(x), for some point x € (S')", is isomorphic to
(R-o)". It is obvious to see that the product mapping

w,e): T -—> (R>0)" x (Sl)nv
ooz = Wal -zl @/l - ze/1zaD)

actually is a homeomorphism (with respect to the product topology) and a group
isomorphism, thus, exhibiting 7 as a product of two factors:

3.7 Definition. We call the subgroup (S§')" C (C*)" the compact factor Tep, and
(R-0)" C (C*)" the radial factor Ty of the torus T = (C*)".

For an affine toric variety V = X thatisrealized in C* by the choice of a system
of generators (ay, . . . , a;) of the monoid & N Z", the embedded torus inherits this
product structure. Moreover, if two affine toric varieties X5 and X+ are glued, it



3. Toric varieties 231

is immediately clear from the description that the gluing map ¥, . respects this
product structure and, thus, identifies the compact factors and the radial factors of
the embedded tori, respectively.

We have already noted that the projection W : T — Ty,q onto the radial
factor can be extended to a map W of the toric variety C" onto (R>0)", i.e., onto
the closure of the radial factor. This fact can be generalized to any affine toric
variety X;: For any geometric realization V = V(a,) in some C* given by a
choice of generators as mentioned above, the equality Y(V)y=vn (Rzo)k holds.
That follows easily from the structure of the binomial relationship (3) preceding
Theorem 2.7. Moreover, it is clear that this set is just the closure (in the “ordinary”
topology) of the radial factor of the embedded torus in V. We denote with X (r;ad the
corresponding subset of X ;.

3.8 Definition. The subset | J, .y X2 of a toric variety X5 is called the manifold
with corners Mc(Xg) associated to Xs.

Figure 8 shows Mc(X ) for Examples 1 to 3.

Remark. As the binomial relationships and the gluing maps for affine toric va-
rieties are given by normalized monomial functions (that is with coefficient 1),
toric varieties can be defined over any field. In particular, using the field R of real
numbers instead of C, we, thus, obtain the “real part” of a (complex) toric variety
X 5. Then, the manifold with corners associated with X5 is also contained in the
real part (see Figure 8a where Mc(Xx) is the dotted area). However, the theory
of toric varieties does not wholly work for R instead of C since, often, Hilbert’s
Nullstellensatz is used, which is no longer true if we replace C by R.

Example 4. We obtain the toric variety P? x P! by the fan of Figure 9a (spanned,
for example, by the bitetrahedron conv{e;, e;, —e; — e, e3, —e3}). Figure 9b
shows Mc(P? x P'); Figure 9c illustrates P> x P! and a homeomorphic image

FIGURE 8a,b,c.
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FIGURE 9a,b,c.

of Mc(P? x P') (using a circular disc with diametrically opposed points on the
boundary, identified as a model for the real part of P?, a line segment with end
points identified for the real part of P').

Remark. Inour Examples 1 to 4, the defining fan X is always spanned by a convex
polytope P. In all these cases, the associated manifold, with corners Mc(Xx), is
seen to be (isomorphic to) the polar polytope P* (see I, 6) of P.

Example 5. The n-dimensional complex projective space P": Generalizing Ex-
ample 1, we see that P" is the toric variety determined by the fan ¥ with the
n-dimensional cones

op = pos{er, ..., e,) and
o; :=pos(er, ..., €_1,€41,--.,6€y, —(€1+ - +e,)) fori=1,...,n.
The n + 1 toric varieties X, fori = 0, ..., n, covering Xy, are just the copies

U; = C" of the affine n-space that correspond to the system of inhomogeneous
coordinates.

Example 6. So far, all fans have been complete, that is, they have covered R”.
We shall give a characteristic property for toric varieties Xs with complete X
(compactness) in section 9. As an example, for a noncomplete fan, let X consist
of the four one-dimensional cones in Example 2 together with {O}. Then, X is
obtained from P! x P' by deleting four points, namely, the origins of the four
charts Ag, ..., Az in Example 2.

3.9 Definition. An affine toric variety X, is said to be regular or smooth or
nonsingular if o is regular (see V, section 1), quasi-smooth or Q-factorial if o is
a simplex cone. A toric variety X is called regular or smooth or nonsingular if,
forany o € X, X;; is regular. We say X is quasi-smooth if, forany o € X, X;
is quasi-smooth.

Examples 1 to 5 are regular toric varieties. Example 7 is nonregular.
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FIGURE 10a,b.

Remark. For our purposes, we do not need to discuss more refined notions like
tangent spaces and differentials. Of course, these concepts are very important in the
general theory of complex varieties; thus, one has to use them for a more thorough
study of toric varieties.

Example 7. The projective quadratic cone: For the complete fan X in R?, defined
by ey, 1 + 2e,, and —e; — e (Figure 10a), we know from section 2, Example 3,
that X, is the affine quadratic cone, whereas X, and X, are affine planes as they
are defined by regular cones. We illustrate the real part of Xy in Figure 10b: the
affine quadratic cone X, is completed by the “circle at infinity” that represents a
complex projective line /. That line /, in turn, is the union of a coordinate axis of
X5, and another one of X;,. The real picture is that of a “pinched (real) torus”—the
inner tube of a tire with a “meridian” squeezed to a point.

Example. Letay, ..., a, be simple lattice vectors which span R" nonnegatively
and, hence, define a (uniquely determined) complete fan 3. We call X5, a weighted
projective space.

Exercises

1. Let ¥ be the fan obtained from the regular octahedron conv{ey, ¢;, e3,
—ey, —ey, —e3} by projecting its faces from 0. Show that Xy = P! x P! x P'.

2. In R?, let T be obtained by projecting from 0 the faces of the square Q :=
conv{e; + ez, e1 — ey, —e1 + ez, —e; — €3} and adding {0}. Find the affine
toric varieties which define X5.

3. Let Z := {R>0 €1 + R0 €2, R>0 €3 + R>0(—e; — 2 — e3), Faces}. Describe
Xs.

4. Find analogs of the Hirzebruch surfaces in dimension three which are
hypersurfaces in P' x 3. Find their fans and their defining affine toric varieties.
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4. Invariant toric subvarieties

In the present section, we want to associate with each cone o in a fan ¥ a toric
variety Xy, that is embedded into X5 as a closed subvariety. In the systematic
discussion of the torus action on a toric variety, we shall see that Xy, is an orbit
closure.

To begin with, let o be a cone with apex 0 in R”, and let 7 be a proper face of
the dual cone o. We note that, for dimensional reasons, t is never the dual of a
cone with apex 0 in R”, (see V, Lemma 2.2(c)).

Letay, ..., a; be asystem of generators of the monoid 7 N Z". We extend it to a
systemaj, ..., ax, Gk+1, - - - , ag Of generators of ¢ N Z". These systems provide
coordinates

(uli"'7uk)’ (u],...,uk,uk+1,...,uq)

(withu; := z% fori = 1, ..., q as in section 2) for the affine toric varieties X,
and X;. We may assume that a1, ..., a, ¢ T N7Z". Inthatcase, it is easy to see
that none of the coordinate functions u 1, . . ., u, is invertible on X, so there is
a natural mapping

¢ X — X5
Wy, ..., up) — Uy, ..., u,0,...,0).
In fact, in all monomial relationships [T/, ui" = [Ti_, ufj , as in section 2,

formula (3) (following 2.6), with; > O forsomei > k, 8; > Oforsome j > k.
In the special case T = {0}, the cone & has an apex, so the origin 0 € C7 is a
point of X, and we obtain p(X;) = {0} C X;.
Since every linear relationship between ay, ..., a; in & also holds in t (and
vice versa), the equations that characterize X, according to Theorem 2.7, remain
unchanged under ¢. Therefore,

4.1 Lemma. ¢ is an injective affine toric morphism.

We may, thus, identify X, and the closed subvariety ¢(X;) = X5 N (Up41 =
= Uy = O) OfX(;.

4.2 Definition. A closed subvariety of the affine toric variety X; is called an
invariant affine (closed) toric subvariety if itis of the form ¢(X;) = X5 N (U4 =
-+ = uy = 0) as above.

We note that, in general, if a closed subvariety Y of an affine toric variety X is
an affine toric variety itself, it is not invariant under the torus action introduced in
the next section. As an example, consider the affine quadratic cone ¥ <> C3 or
the affine plane C? realized in C3 by the coordinates (#;, us, u; + u3). For that
reason, we call subvarieties, satisfying the conditions of the definition, “invariant”.
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Example 1. Ifo = 6 = pos(e, ) is the first quadrant in R?, and T = pos(e;),
then p(X-) is the £ axis of the affine plane X; = C2.

Example 2. In R?, we consider the cone 6 = pos(e;, e; + 2e,), its dual ¢ =
pos(2e; — ey, e2), and the face t = pos(2e; — ez) of . With respect to the
generators a; = 2e; — e, a; = e1,a3 = e of the monoid & N 72, we have three
coordinates u; = z% for X, satisfying the equation ujus = u%. With respect to
these coordinates, X; = X5 N (w2 = uz = 0), i.e., the &;-axis. For 1’ = pos(as),
we get X = X5 N (u; = up = 0), i.e., the &3-axis.

Remark. We can also give an alternative description of the invariant affine toric
subvarieties without using coordinates: A linear endomorphism of R” that maps
the monoid & N Z" surjectively onto T N Z” induces a surjective homomorphism

R; —> R;, hence an injective map
X, = spec R, — spec Rz = X;

(maximal ideals of R, are lifted to maximal ideals of Rs).

Now let a fan X and a fixed cone o € ¥ be given. We consider the star st(o, X)
of o in I, i.e., the set of all cones ¢’ € X that contain o as a face (see III, 1).
Using the orthogonal projection 7 : R" — o onto the linear subspace o+ of
R", we obtain the collection of cones (Figure 11)

Y/o = {n(co') | ¢’ € st(o, X)}

that is easily seen to be a fan in o1, called a quotient fan of ¥ (compare III,
Definition 3.3).

FiGure 11.
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Obviously, the elements w(c’) € X /o are lattice cones with respect to the
lattice 7 (Z"). We now consider the dual (X /o) of the fan in o'+,

4.3 Lemma,
(a) We have the equality

(/o) = {6’ Not | o’ €st(o, X)),

and each cone T = &' N ot € (T/o) is a face of the corresponding cone
X!

o
(b) Thefollowing diagram is commutative (st (-, -) denoting the set of dual cones)

o'+’

st (0, ) — st(a, T)
4 ) Not
e T2 (/o)
ProoOF. This follows easily from the definition of dual cones. O

We now show that we can embed the toric variety X ,, given by the fan X /o
inol,into Xx.

4.4 Lemma.

(a) To each cone Tt = &' N ot in (X /o) there corresponds an invariant toric
embedding X, — X;.

(b) Each such embedding X, < Xy is compatible with the gluing of the affine
toric varieties in X5, and in X5, respectively. As a consequence, the choice
of o determines an embedding of X, into Xs as an invariant closed toric
subvariety.

Proor.
(a) 7 is anelement of (/o) and a face of 5. So, we can apply Lemma 4.1.
(b) is a consequence of (a).
0

Note that, under 7, the lattice Z" need not be projected onto ot N Z".
Furthermore, ¥ need not be simplicial.

Example 3. In the fan T defining the projective plane P? (see section 3, Example
1), we choose o := pos(e;). Then,
st(o, £) ={00, 01,0}, st(o, £) = {3, 1, Re; + R0 ez} and
O'J_ =R €],
T /o ={pos(e;), pos(—e1), {0}}, (/o) = {pos(er), pos(—e1), R e;}.

Thus, we see that Xz, is a projective line, namely, a coordinate line of P2.
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Example 4. For P! x P! (see section 3, Example 2), we obtain the following
invariant toric subvarieties: the four projective lines

P! x{0}, P’ x{oo}, {0} x P!, and {00} x P!

(their real points form the four circles in Figure 5b), and the four points in which
these lines intersect. The defining cones for these invariant toric subvarieties can
readily be found.

Example 5. For the Hirzebruch surface H; (see section 3, Example 3), general-
izing the previous example, which is just the special case k = 0, we obtain four
projective lines and their four points of intersection as proper toric subvarieties.
An illustration of H; will be given in section 6, Example 3.

Example 6. For P?* x P! (see section 3, Example 4), the fan ¥ is spanned by
the bitetrahedron conv{e(, e, —e; — e3, e3, —e3} in R3? (see Figure 9a in sec-
tion 3). It contains five one-dimensional cones (spanned by the vertices), nine
two-dimensional cones (spanned by the edges), and six three-dimensional cones
(spanned by the facets). Correspondingly, there are five two-dimensional, nine
one-dimensional, and six zero-dimensional, invariant, (affine) toric subvarieties.
In the illustration of the real part of Xy given in Figure 9c, the two-dimensional
toric subvarieties are represented by the horizontal plane in the middle (P? x {0})
and the horizontal planes on top and at the bottom that have to be identified (both
represent P? x {0o}), the two vertical planes through the center, and the cylindrical
boundary (each of them represents a product /; x P!, where ; is a coordinate line
of P?). The one-dimensional toric subvarieties are projective lines. Two of them
are represented by the two diametrically arranged pairs of parallel lines on the
cylindrical boundary and another two by similar pairs on the top and the bottom
plane; these pairs are to be identified. One is given by the pair consisting of the
“upper” and the “lower” boundary circle, which are to be identified, and the iden-
tifying diametrically opposite points. Another one is represented by the middle
circle with the same identification. The remaining three are given by inner line
segments. The nonnegative part of each projective line is contained in the hatched
part of Figure 9c or is represented by an edge of the prism of Figure 9b.

Exercises

1. Find all invariant toric subvarieties of P* (considered as a toric variety; see
Example 5 in section 3).

2. Find all invariant toric subvarieties of X5 in Exercise 1 of section 3.

3. Any invariant toric subvariety of a toric variety X5 determined by an (n —
1)-face o of X, is either a torus, an affine line, or a projective line.

4. Any invariant toric subvariety of a regular toric variety is again regular.



238 VI Toric Varieties
5. The torus action

Let T := (C*)" be the n-dimensional algebraic torus. It is clear that T is a group
with respect to coordinatewise multiplication. As such, it “operates” on itself. In
this section, we discuss the extension of that operation to a natural torus action on
a toric variety.

We recall that an action (or operation) of a group G (with the composition
written multiplicatively) on a set X is a mapping G x X — X, (g, x) — gx, that
satisfies the two conditions g(hx) = (gh)x and ex = x for arbitrary g, h € G
and x € X, where e € G denotes the neutral element of the group. In particular,
we always have g1 (gx) = x, soforfixed g € G, the mapping X — X,x > gx
is a bijection. We also say that G is a transformation group acting (or operating)
on X. For a fixed element x € X, the subset Gx := {gx | g € G} of X is called
the orbit of (or through) x. It is clear that each point of X lies on a unique orbit.
If there is only one orbit, the action is called transitive. In particular, a group acts
on itself transitively by multiplication. If H is a subgroup of G, then, an action of
G on X obviously induces an action of H on X.

Now let o be a cone in R” with apex 0, and let A = (a,, .. ., a;) be a system
of generators of the monoid ¢ N Z". As we know from Theorem 2.7, the choice
of A determines a geometric realization of the affine toric variety X; as an affine
algebraic subvariety V of C*. Moreover, we know from Theorem 2.8(a) that the
mapping T — C given by t — (t®,...,t%) maps T bijectively onto the
open dense subset V N (C*)* of V, the embedded torus (cf. Lemma 3.4). Next,
we recall from 2.8(b) that, for x = (x;,...,x) € Vandt € T, we have
t"xq,...,t%x) € V.The mapping T x V — V, thus defined, is a torus action
on V that extends the natural action of the torus on itself. The embedded torus is
an orbit of that action, called the “big” orbit.

To see that the action is independent of the choice of A, we recall from 2.10
that, for every two systems of coordinates (¥, ..., ux) and (vq, ..., Uy) ON an
abstract affine toric variety Xz, corresponding to different choices A and A’ of
monoid generators and thus to different geometric realizations V = V(a) in C*
and V' = V(a') in C™, there is a coordinate transformation ¢ : V — V'.In
the remark preceding 210, we have already noted that ¢ induces a bijection—in
fact, a coordinate transformation—between the embedded copies of the torus in
V and V’, respectively. Then, it is easy to see that, for every given point x =
(x1,...,x) € V,its image ¢(x) = (y1,...,Ym) € V',and foreveryt € T,
T xy, ..., 1% xy) = (1% Vi oens £ ¥m)- The identification of the abstract affine
toric variety X with its geometric realization V C C* is, thus, compatible with
the torus action on V, so,

5.1 Theorem. With the above notation, the map

TxXs— Xs, (t,x)—tx:=(0"x,...,1%x)
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is an action of the torus on the affine toric variety Xz, called the natural torus
action. It extends the natural action of the torus on itself. The embedded torus is
an orbit of the action, called the “big” orbit.

Now, let X be a fan in R". For a cone o € X and a face 7 of o, it is obvious
that the identification X; = X; \ (ux = 0) of Lemma 3.1 is compatible with
the natural torus action on these affine toric varieties. This immediately implies
that all gluing maps v, , respect the torus action, too. That proves the following
result:

5.2 Theorem. For a fan X in R", the natural torus actions on the affine toric
varieties X, for ¢ € I, are compatible with the gluing maps and, thus, yield a
natural torus action on the toric variety Xs.. The statements of Theorem 5.1 carry
over to this more general case.

As the torus action on an affine toric variety X; is given by monomials, the
following result is immediately clear:

5.3 Theorem. With respect to the “complex” and the Zariski topology, the torus
action T x Xy — Xy is given by a continuous map. The big orbit is an open,
dense subset, so every other orbit is contained in its closure.

Thus, the torus acts on X = Xy as a group of continuous transformations;
in particular, for each element t € T,the map X — X, x +— txisa
homeomorphism.

Without entering further into the discussion, we mention that toric varieties
are algebraic varieties, the torus is an algebraic group, and it acts as an algebraic
transformation group.

Now, we want to discuss the behavior of invariant toric subvarieties with respect
to the torus action. As at the beginning of the previous section, we first consider
the affine case. Using the same notation, we, thus, look at a cone ¢ with apex 0 in
R" and a face 7 of the dual cone &. With respect to a suitable “toric” coordinate
system uy, ..., Ug, Ugty, .., Ug 0N Xz, Xo = X5 N (Upyy) = - -+ = uy = 0).
From the description of the natural torus action on X; given in Theorem 5.1, we
get the following justification of the name “invariant, affine, toric subvariety™:

5.4 Lemma. Each invariant, affine, toric subvariety X of an affine toric variety
X is invariant under the natural torus action on X.

The smallest invariant, affine, toric subvariety of X s which can be thus obtained,
corresponds to the smallest face of &, namely, to cospan ¢. We want to show that
cospan ¢ it is a distinguished orbit of the torus action on X;.

5.5 Lemma. The invariant, affine, toric subvariety of X; corresponding to
cospan & is an embedded torus of dimension dim cospand = n — dim o. The
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subvariety is the only closed orbit of the natural torus action on X3, and it lies in
the closure of every other such orbit.

Proor. To simplify the notation, we write ¥ := cospang. We can choose
a system of generators aj, ..., a; of the monoid & N Z" with the follow-
ing properties: The elements ay, ..., a,,ap11 = —(a1 + --- + ap) with

0 < p := dim y are a minimal system of generators for the monoid y N 7",
anda; ¢ y fori = p+2,...,k Without loss of generality, we may as-
sume that a; = ¢ fori = 1,..., p holds. The corresponding coordinates
UlyoonyUp, Upyy = (U ---u,,)‘1 are invertible functions on X;, whereas
Up+2, - - - Uy are not invertible. To see that the torus acts transitively on X, we
choose an arbitrary point x = (x1, ..., Xp, Xp41,0,...,0) € X, (withx; # 0
andx; -+ xp - Xpy1 = 1). Then, t = (xl_l,...,x;l, 1, ..., 1) lies in the torus
T, and satisfies tx = (1,...,1,1,0,...,0). This proves that the torus T acts
transitively on X,, so X, is an orbit. Moreover, we can immediately identify X,
with the subtorus T’ := {t € T | t,41 = --- = t, = 1} of dimension p and
identify the induced action of T’ on X,, with the natural action of 7’ on itself.

Next, we want to prove that X, is the only closed T -orbit in X ;. For every point
x € Xz, we know that the first p + 1 coordinates are always nonzero. Hence, for a
point x ¢ X, there is at least one nonzero coordinate x; withi > p + 2, and it is
clear that this coordinate is nonzero for all points on the orbit Tx. We observe that,
by suitably choosing the basis elements e,.1, ..., e, of Z", we may assume, for
every generator a; withi > p + 2, the last n — p components to be nonnegative,
and at least one of them to be strictly positive.

This is a consequence of the general fact that each cone o with apex 0 is contained
in a regular cone, which we prove as follows. Let H be a hyperplane for which
H N o = {0} (compare V, 1). Up to a unimodular transformation, we may assume
H = pos{e;, ..., e,—1},andoc C H+Rxp e,,butnotc C H.Foran appropriate
natural number r, the hyperplane H + re, intersects o in a lattice polytope P.
Any translation of P by a translation vector c € H N Z" parallel to H may be
extended to a unimodular shear of R” with axis H. We can choose ¢ such that the

shear maps P and, hence, ¢ into pos{e;, ..., €,}.

Now consider the subtorus 7”7 := {t € T | t; = --- = t, = 1} that is com-
plementary to 7”. For every A € C*, the element ¢”"(A) := (1,...,1,A,..., )
liesin T”, and t"(A) x = (x1, ..., Xp, Xp41, Aﬁp+2x,,+2, ..., APy with all ex-
ponents B2, . .., Bx positive. All these points t”(A) x are in the orbit T'x. On the
other hand, the limit pointlim; o t"(A) x = (x1, ..., Xp, Xp41, 0, ..., 0) clearly
lies in X, so the orbit T'x is not closed. As X, is an orbit itself, it lies in the closure
of Tx, as follows easily from the continuity of the action. 0

5.6 Lemma. Every invariant, affine, toric subvariety X, of Xs contains a unique
orbit O, that is relatively open and dense in X, that is, X, is an orbit closure.
Conversely, every orbit closure in X is such an invariant toric subvariety X, for
a unique face T of 6. a
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Proor. Using Theorem 5.3, the first part follows easily from the next result.
For the second, we use a decomposition of the cone ¢ as given in V, Lemma
1.6. We can find a basis {ei, ..., ep, epy1, ..., e,} of the lattice Z" such that
{e1,..., ey} is a basis for y N Z" (with y := cospanc as before).Consider
the linear subspace U’ := lin{e,, ..., e,}. Then, v := ¢ N U’ is a (lattice)
cone with apex 0 satisfying & = y + v and dim ¥ + dim v = n. By suitably
modifying the basis {ep41, . .., e,} of U’ N Z" if necessary, we may assume that
v C pos{epy1, .. ., e,} holds. Every face of & can be uniquely written in the form
T =y + 10, where 19 = T Nvisaface of v. Let A(v) := {ap42, ..., ax} be the
unique minimal set of generators of the monoid v N Z" (see V, Lemma 3.5 applied
to lin(v)). Then, A(1p) := A(v) N 19 is the minimal set of generators of 7o N Z".

Now consider a point x € X, that is not in the closed orbit. Hence, with

respect to the coordinate system (uy, ..., Up, Upyi1, Upya, . . ., Ug) COrrespond-
ing to the minimal set of generators A := A(G) := {ai,...,adp, apt1,
Gpt2, ..., a) witha; := e; fori < panda, = —(a1 + ... + a,) (see

the proof of Lemma 5.5), there are coordinates x; # 0 for somei > p + 2, so
Ax):={a; € A|x; #0, i > p + 2} is not empty. Then, 1y := v N lin A(x)
obviously is the smallest face of v containing A(x). From the structure of the
relationships defining X, it is not difficult to check that A(x) = A(w) holds.
Then, 7 := U’ + 10 has the property that the point x lies in the open, dense orbit
of X;, so X is the closure of the orbit T'x. d

5.7 Theorem. The natural torus action on an invariant toric subvariety X, of X ;
is given by the induced action of a subtorus T' of T.

PROOF. We can choose a basis (e, ..., e,) of the lattice 7Z" such that
(er,...,e) is a basis of lint, and T C cospan& + pos{e;, ..., e }. Ac-
cordingly, we have a system of monoid generators ai, ..., Gy, Gut1s - - - 5 Gk
for 6 N Z" with t = pos{as,...,an},and a; ¢ 7 fori > m + 1. Let
Uy, ..., Umand uy, ..., Uy, Upyil, - . ., Uy be the corresponding coordinates on
X, and X;, respectively. Then, the natural torus action of (C*)" on X is given
by s(x1, ..., xn) = ("xy,...,8%x,) fors = (s1,...,8) € (C). It
is immediately clear that this is compatible with the induced action of 7' :=
ft € T | t,47 = --- = t, = 1} on the invariant affine toric subvariety
X: = X5 0 (Upmyy = --- = uxy = 0). We remark that the complementary
torusT’ :={teT |t =--- =t = 1} acts trivially on X.. O

For a fixed cone ¢ in the fan X, we now consider the invariant toric subvariety
Xz /o of Xs. It is endowed with its own natural torus action. By Lemma 5.6, we
know that, in the affine case, an invariant toric subvariety is an orbit closure and
the natural torus action is induced from the natural torus action on the ambient
variety by restricting it to a suitable subtorus. It is now easy to see that this holds
in the general case, too.
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5.8 Theorem.
(a) Any orbit is the embedding Ty of a torus of some dimension k between 0 and
n.
(b) X is the disjoint union of all its orbits; their number is finite.

PRroor.

(a) follows from Lemma 5.6.

The first part of (b) is a consequence of the definition of an orbit. The second
part follows inductively, since any toric subvariety X5/, contains a torus 7j of
dimension k as a dense subset and Xy, \ T is covered by lower dimensional
tori whose closures are again toric subvarieties associated with the proper faces of
Y/o. O

5.9 Definition. We call each T; an embedded torus. T, = T is said to be the big
torus in Xy (compare Lemma 3.5).

Example 1. P! is covered by the one-dimensional torus C* and two zero-
dimensional tori, one consisting of 0 € C, the other of co (on the Riemann
sphere of complex numbers).

Example 2. P! x P! (see Example 2in 3). T = C*? is the two-dimensional orbit.
There are four one-dimensional orbits and four zero-dimensional ones.

Remark. Torus actions can be used to characterize toric varieties. In fact, the
original definition and the name of toric varieties stem from the theory of algebraic
groups (Demazure 1970, Mumford et al. 1973, T. Oda 1973).

Exercises

1. Find all orbits on a Hirzebruch surface (see Example 5 in section 4).

2. Find all orbits of X5 = P' x P! x P! as introduced in Exercise 1 of section 3.

3. Prove that any torus action on P" (Example 4 in section 3) is a projective linear
transformation of [P”.

4. Consider the subgroup 7y of 7 consisting of all matrices C with |¢;] = - - - =
lc,| = 1. Find all orbits of 7; for P! x P! (see Example 2 above).

6. Toric morphisms and fibrations

In section 2 we introduced toric morphisms for affine toric varieties. We will
extend them, now, to general toric varieties and characterize the extensions
combinatorially.
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6.1 Theorem. Let Ly : R" — R, Lo(Z") C Z be a linear map which induces
a map of fans

L:T — Y
(see V. 4.1). Then, L gives rise, in a natural way, to a map
v Xy —> Xzf

whose restriction ¥, = W|x, to any affine piece X; of X5 is an affine toric
morphism

Y, : X —>  Xs.

In particular, this map is continuous with respect to the complex and to the Zariski
topology on Xs and Xs..

6.2 Definition. We call ¥ =: L a toric morphism.

ProOOF OF THEOREM 6.1. Leto € X.ByV, Corollary 2.11, the dual map L*
yields L*(¢") C ¢ if L(¢0) C o’. Furthermore, 6, ', L*(6’) are lattice cones.

Letay, ..., a; be generators of ¢ N Z" and by, . . ., by, be generators of &' N 7.
We write
" L*(bi) ==anar + - - - + auay,
Qj €EZso, i=1,....,m, j=1,... k.
Because
) FNg —L* Nz

is a homomorphism of monoids, we obtain a ring homomorphism
Ry — R;
and the induced morphism
spec Ry =: X — L X = spec Ry

of the affine varieties defined by R; and R;. In the coordinates u; :=

2%, ..., u, = z% of Xz corresponding to ay, ..., a; and the coordinates
(wy, ..., wy) of Xy corresponding to by, . .., by,
3

@, .o u) @t u ™) = (W W)y
so that we obtain an affine toric morphism.

If (uy,...,u;) is represented in another affine chart X;, 1 € X, by
(v1, ..., vq), the change of coordinates is obtained by a linear transformation

of the lattice vectors which define the coordinates (see proof of Lemma 2.10 and
the definition of gluing map in section 3). Since L is the same linear map for all
generators, L is readily seen to be compatible with the gluing maps. As affine
toric morphisms are continuous with respect to both topologies (see the discussion
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following Definition 2.9), it is clear that the maps obtained by gluing are again
continuous. O

6.3 Definition. Let Xy, X5/ be toric varieties with embedded tori T C Xy,
T c X5
LetW : Xy —> Xy beamap,anda : T —> T’ a homomorphism such that

1) Y(c-x)=al)- ¥Ykx) forallc e T.

Then, we call ¥ equivariant (with respect to «).

6.4 Theorem. Every toric morphism WV is equivariant with respect to a suitable
homomorphism of the embedded tori.

ProoOF. Since T is dense in Xy, it suffices to prove (1) forallx € T. Let W[y
be given by

o
vl = u‘lx“ PR uqlq,
= aPl ... apq

vp = U, ug”.

Then, forc = (ci1, ..., ), ai := (@1, . - - ig),
. : ; o;, i o, :
(C]M])a” e (Cquq)a“l = C(l:m .. .quu?” e uqq = ca’vi

so that a(c) := (c*, ..., c%) defines a homomorphism T —»> T’ with respect
to which W is equivariant. O

Example 1. Let o := pos{e;, e; + 2e;}, 0’ := pos{e;, e; + de}, and let Ly
be defined by Lo(e;) = e, Lole; + 2e3) = ey + 4de;, so Lo(o) C o’ holds.
Then, L can be represented by the symmetric matrix A := (, J),and L} by the
transposed matrix A" = A.

The vectors a; = 2e; — ez, a; = e; and a3 = e; generate & N Z2, and
by, = 4e; — ey, by = e; and b = ¢, generate &' N 72 (Figure 12). Then,

Lg(by) = 2ay, Lg(by) = 2ay, Ly(b3) = a3,

so that in the corresponding affine coordinates u; = z% of X and v; = z% of
Xsi, fori = 1,2, 3 (withuju, = u% and vjv; = v%‘),

2
(ur, uz, uz) > (U}, u3, us).

The map is surjective but not injective.

Example 2. Let X be the complete fan in R? with generators e, €3, —2¢, — e3,
—e; — 3, and let X7 be the fan of P2 with generators e, 2, —e; — e2. We consider
Ly =id = L§,.

The toric variety X5 is covered by three affine planes C2, together with X,
defined by the nonregular cone o := pos{ez, —2¢; — e;} (Figure 13). We note
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* ew+der
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FIGURE 12.

that X is the affine quadratic cone, see Example 3 of section 2. We study the

restriction of ¥ = L onto X;. In addition to a; = —e; + 2e;, ap = —ey, We
need a third generator a; = —e; + e, for & N 72, whereas by = —e; + e, and
b, = —e; generate ¢’ N 72.Now, b; = a3 and b, = a; so that, for u; = z%,

i = 1,2, 3, the affine toric morphism ¥, := W|, is given by
(w1, uz, u3) +——  (u3, uz)

and is a toric morphism of the quadratic cone X defined by uu, = u% into the
affine coordinate plane Xz = C? of P?. The line {(u;, 0, 0)} is mapped onto
one point (0, 0), and the points (u3, 0) for which u3 # 0 have no inverse image.
Therefore, W, is neither injective nor surjective. (¥, however, is surjective.)

6.5 Definition. Let ¥ = X’ - " be the join of two fans X', " (see I1I, 1.12 to
1.14) such that

(a) X’ 1is contained in a k-dimensional subspace U of R?,0 < k < n,

-2e1-€2 -81-€2

FIGURE 13.
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(b) X" can be projected bijectively onto a fan X, lying in the orthogonal
complement U+ of U.
Then, we call X a projection fan of ¥ perpendicular to ¥’, and say that T has
a projection fan (with respect to X', ).

Remark. The following example shows that ¥ = X’ . X" need not have a
projection fan with respect to a given decomposition.

Let ' := {Rxoe1, R0 €2, {0}}, " := {R>0 €3, Ryo(—e1 — €3 + €3), {0}}.
Then, the join ¥ = X’ - ¥” exists, but the projection of £” onto R e; is not
injective. However,

6.6 Lemma. IfX = X' .- X" and X' is complete (relative to U = lin |T'|), then,
X has a projection fan ¢ (in U*).

PROOF. Let 7 be the perpendicular projection onto U+. Suppose, for o”, T €
T, 6" N 1" = {0}, we have m(6”) N7(t") 5 a # 0.Letb € 7' (@) No”
and ¢ € w~'(a) N t”. Then, the line g through b, c is parallel to U, and the linear
hull of g is a plane, which intersects U in a line g’. If 0,, 0, are the two rays of
¢’ emanating from 0, 91 + R>0b C ¢’ - 6", 01 + R>oc C o’ - t” for some
o' € ¥and g2 + Rob C 7' - 0”,02 + Rsoc C 7’ - " for some v’ € ¥’
(o’ T’ exist because of the completeness of X'). Since g1 + Rx0 b, 01 + Rxo ¢,
02 + Rx>0 b, 02 + Rxo c all lie in a half-plane, one of the first two sets intersects
one of the second two outside U, so that [(¢” - a”) N (t' - t)I\ U # @ or
[(6"-t")N(z'-6")1\ U # B, contrary to the definition of “join”. d

6.7 Theorem. Let X, X/, £” be regular fans in R" suchthat T = ¥’ - £”, and
let Ty be the projection fan of X perpendicular to lin |X'|. Then, the projection
7w : ¥ —> Xy induces a map of fans such that, for any oy € Xy, we have an
isomorphism

(5) 7N (Xs,) = Xy x Xs,.

(Here &g is the dual cone of oy relative to lin 0g, and 7 is defined according to
Theorem 6.1 and Definition 6.2). If o = X" (up to a unimodular transformation)
we obtain, in particular, an isomorphism

Xz = le X Xz".

6.8 Definition. We call & a fibration of X5 with base space Xz, and fibers
77 po) = {p} x Xsv = Xy forany po € X5, and a p € 7(po). Then,
X5 is said to be the typical fiber of the fibration. In short, we say that Xy is an
Xy:-fiber bundle over Xx,. In the case Xz = Xy x Xyx», we call the fibration
trivial.

PROOF OF THEOREM 6.7. By Definition 6.5, each ¢” € X” is injectively
mapped by 7 onto a 6y € Xy, whereas w(o’) = {0} for every o’ € X’. So we
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FIGURE 14.

find 7 (¢’ - 6") = oy. Since 7(Z") C Z" the linear map 7 induces a map of fans
which we denote also by 7:

T:X — X

We consider the induced toric morphism

T XE —> X):O.
From X(r.onyv = X5 x X and X5 = X, (dual cones 67, 6", dy, relative to
appropriate lower dimensional spaces), we find that

ﬁlx(a’-a”)\/ . X(O’ﬂ”)v —_ X&o
For a fixed o”, this is true for each ¢’ € X', so that
ﬁCI(Xf}o) = Xy x Xg,.

This readily implies the theorem. a

Example 3. Let X be the fan of a Hirzebruch surface H; (Example 3 in section
3). Then, ¥ = ¥’ - X", where X’ covers a line, so that Xy is a projective line.
Therefore all fibers are projective lines, “twisted” in Xy, and H; is a P'-fiber
bundle over P!.

We illustrate the real points of 7, as a closed Mobius strip (Figure 14).

We denote the real projective plane by ]P’ represent it as a circular disc with
diametrically opposrte pomts identified, and 1dent1fy ]P , (real projective line) with
a circle so that IP(r) X ]P(r) is represented by a full torus in R?. By the equation

nodo = M1,

atwisted band in ]P(r) X IP%r) is given which is a (projective) Mobius strip. The fibers
are the lines (represented by line segments) of which the Mobius strip is composed.
The real part of X5 x X~ is obtained from the Mdbius strip by leaving out one of
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the fibers, that is, “cutting the Mobius strip” so that it becomes an ordinary strip,
the cartesian product of an affine line and a projective line.

Exercises

1. Let X = {pos{e;, ey + 3ex},posfer + 3ey, ez}, pos{es, —e1},
pos{—e1, —ez}, pos{—ez, e}, faces} and let L be the perpendicular projection
onto R e,. Find L explicitly.

2. Given [P" as toric variety and L = 2 - I, I the identity map, describe L in
projective coordinates.

3. If a point p is deleted from a projective plane P?, a fibration of P? \{p}, with
a projective line as base space exists. Find a fan for P? \{p} and describe the
fibration according to Theorem 6.11.

4. Find the three-dimensional analog of Example 3 (X’ two-dimensional).

7. Blowups and blowdowns

We are now going to study a special case of a toric morphism and its inverse
operation.

7.1 Definition. Let ¥ be a regular fan, and let s(p; o) be a regular stellar
subdivision of X (V, Definition 6.1). Then, the toric morphism

Y, Xypys —> X

induced by the identity map I, ¥, = I (see Theorem 6.1), is called an equivariant
blowdown or in short a blowdown of X(p.ox. The inverse operation W' is said
to be an (equivariant) blowup of Xx.

Example 1. Leto := pos{e; — e;, e;} be a cone of some regular fan ¥ in R?. By
s(eq; o), we decompose o into o1 = pos{e; — e, e1} and 0, = pos{e, e;}. Then,
o = pos{e;, e; + €2}, 01 = pos{e; + ez, —ez}, and &, = pos{e;, e,} (Figure 15).
We set uy = z% = 7y, up = 2912 = 1,4 1= 772 = zz'l, uy =
297 = z125(= wp), uf 1= 2% = z1(= wy), Uy 1= = 2.
The two affine planes X;, = {(u], u3)}, X5, = {(u}, u3)} are mapped under
the blowdown W into the affine plane X; = {(u;, u3)}:

X5, — X5 X;, — X5
Wy, uy)  —>  (ujuy, uy) @], uy) +— @, ujuy).
The projective line with charts {(u], 0)} = {(22'1, 0}, {©, uy)} = {(0, z2)} is
mapped onto the point (0, 0). For (u;, uz) # (0, 0), the blowdown is bijective.
We illustrate the blowdown for X ;, in Figure 16. The line ), = 0 which s projected
onto (0, 0) lies on a hyperbolic paraboloid.
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7.2 Theorem. Let X, be a regular toric variety, and let X 5, be an invariant toric
subvariety defined by the star st(o; L) = Ygofo inX; 1 < k :=dimo < n.
(a) Under the blowup V!, any point x of Xx, is replaced by a (k — 1)-
dimensional projective space.
(b) The blowdown U, is a toric morphism which is bijective outside ¥ '(Xg,)

PROOF. Leto = pos{a;,...,a}),andlet p := a; + - - - + ax. First, we assume
that dim & =n for a ¢ € st(o; X), 0 = pos{a,,

«eyQky k41, - - - , Ay ). Then, by
the regular stellar subdivision in direction p, ¢ is split into n-dimensional cones
o; = pos{ai, ..., i1, P, Gigx1s -5 ks ... an}, i = 1,..., k. By V, Lemma

u3

FIGURE 16.
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6.3, we can set
o =posibi, ... by, ..., by},
and

0; = pos{by — b, ..., bi—1 — bi, bi, bix1 — bi, ..., by — bi, by, ..., by},

where i =1, ..., k. Therefore, X; has coordinates (u, ..., u,) = (..., ")
and X; has coordinates (v, ..., v,) = (274, ..., 2017 b ghmhi
b g gy W, x, is given by the equations
Uy =NV, ..., Uiy = Vi1V, U = V5,
Uit] =Vig1Vis o ooy g = UgVs, Up41 = VUkly o oo Uy = Up.
Its inverse is defined for v; # 0. If v; = 0, the images of all points
o o o o
(1)1, ey vi_lc’; 0, vHB]’ ey vk,ovk+], ey Un) are (O, P 0, Vit - e U,,), for
any fixed set v := {vg41, - - . , U} Of coordinates, that is, the fiber X(()’) of ¥s|x,
] o . : .
above (0, ..., 0, Vi1, . . ., Uy) is an affine (k — 1)-space X', Any two such X’
v v
are isomorphic to each other and to X(()’). But the Xg) ,i =1,...,k, can be con-

sidered as the affine charts of the projective (k — 1)-space defined by generators
by —by, by — b, ..., bi_y — by, by — by they all lie in (pos{p})* and have sum 0.

If the maximal dimension of a cone ¢ € st(o; X) is less than n, say r =
dimé < n,0 hasa cospan # {0}. We define the o; as above, replacing n by r,
i=1,...,k Then,

cospan g = cospan & = - - - = cospan &y,
so that Xz, X5, ..., X5 have the same coordinates u; for j > k. Hence, all
arguments above can be applied. O

In Example 1,n = k = 2, hence, & = o, and the o; are those introduced there.

Example 2. Suppose ¢ = & = pos{ej, e2, e3} in R3? (see V, 6, Figure 23a).
Independent of a fan to which o belongs, we obtain a blowup in (0, 0, 0) of X =
€3 in which (0, 0, 0) is replaced by a projective plane. The fan of the projective
plane has generators e; — €3, e, — €3, €3 — e;. The affine charts of the projective
plane have coordinates (212, 7223 '), (2223, 2327 1), and (2327 ', 7123 ).

Example 3. Let o := pos{e;, es} in R? (see V, 6, Figure 23b). If for some
fan X, 6 = pos{e;, es, e2} € §t(a, %), we set 07 = pos{e; + e3, €3, €2},
0y := pos{e;, e; + e3, €;}. Then & = pos{ey, e3, ;}, 01 = posfer, e3 — ey, ez},
oy = pos{e; — es, e3, e2}. As coordinates for X; , we obtain (vy, vz, v3) =
(z°, 279, z2), and, for X;,, (v}, v5, v3) = (27, 2%, ). If (uy, uz, u3) =
(z°', z, z?) are the coordinates of X, the blowdown W, induces in X the
map (vy, vz, v3) — (vy, V1V, v3), which is bijective for v; # 0 and maps
{(0, vz, v3)} onto {(0, 0, v3)}. Similarly, ¥, induces in X, the map (v}, v}, v3) —
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(v}v}, vy, v3), which again is bijective for v; # 0 and maps {(v{, 0, v3)} onto
(0, 0, v3)}. Since v, = v;‘l and v3 = vj for any fixed v3 = v; = p, the sets
{(0, v, p)} and {(v}, 0, p)} can be considered charts of a projective line which is
mapped under ¥, onto (0, 0, p).

In the above arguments, if e, is replaced by —e,, we see that, for p~! instead
of p, the inverse image of (0, 0, p~') is also a projective line. Since {(0, 0, p)},
{(0, 0, p~1)} are affine charts of the projective line X £, We obtain an illustration
of case (b) of Theorem 7.2.

If o bounds a second 3-cone & = pos{e;, e3, b}, then, clearly, (b, e;) < 0,
so that, in the above arguments, e, is replaced by —e,. As a result, we find that,
under the blowup W !, any point of the projective line with charts {(0, 0, v3)},
{(0,0, vy 1} is replaced by a projective line.

Now, we will translate the results on fans, which we collected in V, 6, into the
language of toric varieties.

7.3 Definition. We call X5 complete if ¥ is complete, that is, covers all of R”.

Remark. In section 9, we shall see that “complete” is equivalent to “compact”.

From V, Theorem 6.5,

7.4 Theorem. Let X5, X5 be regular, complete, two-dimensional toric varieties.
Then there exist equivariant blowups \IJ_I, e, ‘11;1, \Il{“l, e \I/;—l, such that
XZ —_— e ___—l) X):,, «— e — X}:,

-1 - 1—1 —1

v, v, v v

where X is again a regular, complete, two-dimensional toric variety.

V, Theorem 6.6 implies

7.5 Theorem. Anyregular,complete, two-dimensional toric variety can be succes-
sively blowndown into either a Hirzebruch surface Hy, k # %1, or into P*. Hence,

there exist equivariant blowdowns V1, ..., V., V|, ..., V] such that either
Xy — - —> H, k# =1, or Xy — --- — P,
v, v, v v

Remark. Inthe case k = %1, H, can be further blowndown to P?.

Qda’s conjecture (strong version). Theorem 7.4 is also true for regular, complete,
three-dimenstonal toric varieties.

Remark. A weak version of Oda’s conjecture has been shown for arbitrary di-
mension. Given any two regular, complete, n-dimensional toric varieties Xy, X5/,
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there exists a sequence of operations, that are either blowups or blowdowns and
transform Xy into Xy (see Appendix to this section).

Exercises

1. Transform any Hirzebruch surface into P? by an alternating sequence of
equivariant blowups and blowdowns.

2. Translate the stellar subdivisions, in the example illustrated in Figure 26 of V,
6, into equivariant blowups, where the left upper fan is given by V, 4, Example
2, and the right upper fan is one of a projective 3-space. Present equations for
all blowdowns.

3. Let X consist of one regular n-cone o and the faces of 0. Any equivariant
blowup W~! gives rise to a fibration ¥ ~!(Xz,) —> Xy, where Xz, is a toric
subvariety of Xx.

4. By using Farey’s lemma generalized to higher dimensions (V, 6, Exercise 4),
prove De Concini—Procesi’s Theorem: Given regular fans X, X’ which have
the same point sets || = |Z’|, there exists a fan £” obtained from X by
a finite sequence of regular stellar subdivisions such that each cone of X” is
contained in a cone of X'. In terms of toric varieties, there exist equivariant

blowups W', ..., W and a toric morphism ¢ such that
XE —_ e —_ XE” < le.
v v, ! ¢

8. Resolution of singularities

If an n-dimensional toric variety Xy is regular, it is composed of pieces
C* x C*"~*, and hence, in whichever sense of the word, nonsingular. In the case
n = 1, Xy is either an affine line or a projective line or C*. Therefore,

8.1 Lemma. Any one-dimensional toric variety is regular.

If n = 2, the simplest case of a “singularity” is that of the apex of a quadratic
conical surface (equation u u; = u%; see section 2). In its fan, a cone o =
pos{e1, e; + 2e3} occurs which has determinant equal neither to 1 nor to —1.
The size of | det o] is, in a way, a measure of how bad a singularity is. In higher
dimensions, a similar observation can be made for n-dimensional simplex cones
o (which may have arbitrarily large | det o).

We are interested in resolving singularities. Before this we will give a pragmatic
definition of singularity.

8.2 Definition. A point x € Xy is called singular or a singularity of Xy if
some affine chart Xz, o € X, to which it belongs, is not of the type ck x ¢k
according to Theorem 2.12.
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8.3 Lemma. [f a singularity x of X5 lies in an orbit T of X5, according to
Theorem 5.8, then, all points of the orbit Ty are singularities. The big torus does
not contain singularities.

ProoF. If one point of 7} lies in X;, so do all points. Therefore, the lemma is
true by the definition of a singularity. Since T = C*", there is no singularity in
T. O

8.4 Definition. Let Xy be a toric variety which has singularities, and let Xy be
aregular toric variety for which |X| = |X’|, and a toric morphism

v X bl —> Xs
exists isomorphic on the tori. Then, we call ¥ a resolution of (the singularities of)

Xs.

8.5 Theorem. Any toric variety Xs with singularities possesses a resolution V.

We may choose ¥ as composed of morphisms Wy, . . ., ¥, which stem from stellar
subdivisions sy, ..., 54!
T oe—, o —y X
T
) :
XEI —_ \Vq ... _ W, Xz .

PRrooOF. First, by stellar subdivisions, we turn X into a simplicial fan £’ (compare
V, Theorem 4.2). Let 0 € ¥’ be a nonregular maximal cone, dimo = k. We
apply induction on & and assume that a (k — 1)-face oy of o has been made
regular by stellar subdivisions of X. Thus, o is split into k-simplices. Let 7 be
one of them, 7 = 79 + ©, where 1y C oy and 1y is regular. Up to a unimodular

transformation, we can assume 7o = pos{e;, ..., e—_1}. Then, o0 = Rx0a, a
simple,a = aje1+- - -+ oy 161 + ey (in R spanned by 1), @y, ..., -1, @ €
Z>0-

Ifae = 1, tisregular. If @ > 1, there exists a lattice point b = Bie; + --- +
Birer-1 + 1a,0 < B <1,i =1,...,k - 1. We obtain

o = |det(er,...,ei-1, b, ei41,...,e-1,0)] < a = det(eq, ..., e_1,a).

We apply to ¥ the stellar subdivision s(b; X) in direction b. All k-dimensional
cones affected by s(b; ) split into cones with smaller determinant of generators.
Hence, after a finite number of steps, we end up with only regular cones. O

Example 1. Leto := pos{e;, e; + 2¢,} belong to any fan ¥; & = pos{e;, 2¢; —
e2}. The coordinates of Xy are (uy, up, us) = (z%, 274, z%), so that uyu; = u?
is the equation of the conical surface. We subdivide o in direction R>o(e; + €3).

Let o1 := pos{e;, e; + €2}, 01 1= pos{ey, e; — ey}. Then, we may set X;, =
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{(v1, v2)} = {(z%, z27*)}, and ¥, is given by
(1, uz, u3) = (v, V1v3, V1)

So, first, we map each point (v, v2) onto the point (vy, vz, v1v2) of a regular
quadratic surface, and then project onto the conical surface {(v, vlvg, )}
Hereby, the line {(0, v,)} is mapped, first, onto the line {(0, v,, 0)} and then onto
the point (0, 0, 0), whereas the lines {(c, v;)} for ¢ # 0 are mapped onto the lines
{(c, vy, cvy)} and, then, onto the parabolas {(c, cv%, cvy)} (Figure 17).

The mapping W¥; in Example 1 is based on a stellar subdivision and looks much
like a blowdown (which it is not, since X is not regular). In fact, we can look at
W, as induced by a blowdown, if we consider the affine space C, in which X is
embedded, as an affine toric variety X;, T = T = pos{ey, e;, e3}. By the regular
stellar subdivision in direction e; + e;, we define a blowup W' of X;. One of
the charts of ¥~!(X;) is given by X5, where o9 = posfe;, e; + ez, e3}, and,
hence, 6y = pos{e,, e; — 3, e3}. The coordinates of X, are, then, (v;, vz, v3) =
(z%2, 2572, z%), so that (uj, uz, u3) = (vy, vlv%, v3). Now, v3 = v, again
represents the above surface, this time obtained from the quadratic cone by blowing
up C3 along {(0, u3, 0)}.

What we have seen in Example 1 refers to a general idea of how to resolve sin-
gularities. In the example, the conical surface, we started with, and the embedding
space were both toric varieties. This need not be so. In many cases, it is useful to
choose the embedding space as a toric variety and embed singular nontoric vari-
eties in it. We do not develop the general theory but illustrate it only in a further
example.

Example 2. Let P? be given as a toric variety (see section 3, Example 1) by the
fan with 1-cones generated by e}, e, —e; — e;. The homogeneous coordinates are

FIGURE 17.
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FIGURE 18.

[&1 : & : &] (related to the coordinates of the affine toric charts as explained in
section 3). We consider a curve given by the equation

) 267 — E2E2 + 262 = 0.

It has singularities in C(1, 0, 0), C(0, 1, 0), and C(0, 0, 1), that is, in the zeros
of the three affine charts of P? (Figure 18 provides a qualitative picture). Here
“singularity” can be understood as in the above definition although the curve is
not a toric variety (by Lemma 8.1).

As in Example 1 of section 3, we write the affine charts as Ag = {(z%, z2)} =
{1, 22}, A1 = (@, 79%)) = {7, 7' ) A2 = {272, 27)} =
{ziz3" )

We blow up 0 in each of the affine planes A;, A,, As, replacing 0 by a projective
line P'. The resolution of singularities can be geometrically understood as follows.

L

71

FIGURE 19.



256 V1 Toric Varieties

o 7’4 \
| L

v/
oy %— ‘% \
- -

FIGURE 20.

As Figure 19 illustrates, each line of A; passing through 0 of A; is “lifted” under
the blowup to a line of the ruled surface. So, the two tangents of the curve in 0
“take along” the point of tangency to different points of P! (Figure 19). Doing
this for all three charts, we obtain, from (1) a curve without self-intersection. It is
contained in the surface obtained from P? by the three blowups, called a del Pezzo
surface.

In the present example, we may even go a step further and transform the new
curve back into [P? without creating new singularities. We choose a different system
of charts of P2, those obtained from the generators —ej, —ey, e; + e2. We apply
blowdowns given by the inverse stellar subdivisions s; ', s, s; ', as illustrated in
Figure 20 (51, 52, 53 the stellar subdivisions giving rise to the above blowups). It is
readily checked that the curve obtained has (in coordinates wy; = z7°', wy = z7%)

an equation
1 —w}+w) =0,

so that its extension in P? is a projective ellipse.

Exercises

1. Consider an arbitrary complete (rational) fan ¥ in R? with 3 generators. Find
a resolution of X5.

2. Given the fan X as in Figure 13 of V, 4. Resolve the singularities of X.

3. In Example 2 we have described the resulting curve after the blowups and
blowdowns in w;, w,-coordinates. Find the equations of the curve in coordinates
given by the other two charts of the projective plane.
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4. Consider the real part of the curve (1) in A; after choosing &3 = +/—1. Show
explicitly that the curve consists of two graphs of functions &, = f(&), & =
g(&1). Find the tangents in (0,0).

9. Completeness and compactness

A fan X is called complete if its cones cover R". We have also called a toric
variety Xy complete if X is complete (section 7). We now wish to characterize the
completeness of X5 by topological means.

9.1 Theorem. A toric variety Xy is compact if and only if X is complete.

PrOOF.

1. Let X» be compact. By induction, we show that X is complete. Forn = 1,
the projective line is the only compact toric variety; its fan is complete. Forn > 1,
suppose I is not complete. Then there is a one-dimensional cone p € X on the
boundary of |X}; so £y := m(st(p; X)) is also not complete. But the subvariety
X5, is closed in Xz and, hence, also compact. Therefore, by induction, 2y would
have to be complete, a contradiction.

I1. If a sequence of points has no accumulation point, either it has a subsequence
in a subvariety which also has no accumulation point or we find a subsequence
(xi)iez., in the big torus such that, for each m € Z7,, either (2" (x:))iez., OF
(7™ (xiiez,, is bounded. In the former case, we assume the assertion to be true
by induction. In the latter case, welet M := {m | (2" (xi));ez., is bounded }. Then,
pos M is a cone for which M = (pos M) N Z" and pos M U pos(—M) = R".
Hence, pos M contains a half-space, and we findao € X suchthatd C pos M.In

X3, all coordinates u’i, e, u}'( are bounded, hence, (x;);cz., has an accumulation
point, a contradiction. O

Since the embedded torus T is dense in X5, from Theorem 9.1,

9.2 Theorem. If ¥ is complete, X5 is a compactification of the torus T .

9.3 Theorem.
(a) Each toric variety X5 possesses a toric compactification X5/ (X C L' and
Xy compact).
(b) If X5 is smooth, X5 can also be chosen smooth.

Proor.

(a) follows from III, Theorem 2.8.

(b) We apply Theorem 8.5 to X5. From the construction of X’ in the proof of
11, Theorem 2.8, it is readily seen that all cones of ¥ can be left unchanged
when X’ is made regular.

|
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Example. Given X = {R> €1, R>0 €2, R>0(—e; — ¢;), {0}} we obtain as X5 a
noncompact variety P? \{p, g, r} where p, g, r are noncollinear points. Filling in
the three 2-cones, we compactify by adding p, ¢, and r.

Exercises

1. Given ¥ = ({Ryo0e1, R>o(—e1), Ro(—e2), Rsoler + 2e2), Rxo €3,
Rso(er + e2 — e3), R>o(e2 — e3), {0}}, find a regular compactification Xy
of Xz such that ¥ and X’ have the same 1-cones.

2. Let X consist only of {0} and finitely many 1-cones. Describe Xs.

3. Let Z be the complete fan in R? with generators ey, —eq, €2, —€3,€3,€1+€, — €3
such that the four octands of R3, which contain R>o0 e3, are in X. Consider ¥,
as introduced in part II of the proof of Theorem 9.3, and describe Xy-.

4. Let P be given as toric variety by the fan X with generators e}, e,, —e; — e5.
Let W~ T, L7y 1,... be the blowups obtained successively by introducing
the new generators e; + ez, ..., €1 +key, . . . If we apply the infinite sequence
of blowups, we obtain a generalized toric variety X in an infinite-dimensional
space. Collect information about X; show that X is not compact.



VII

Sheaves and projective toric varieties

1. Sheaves and divisors

In VI, Lemma 1.27, we introduced rational functions as functions whose restriction
on an appropriate Zariski open set Uy is regular, that is, represented by a quotient
f = g/ h of polynomials g, & with 2 nowhere 0 on Uy. Even more concretely,
we may choose Uy to be a Zariski open subset of the torus 7 so that the rational
functions on Xy, are all given by rational functions on 7.

For further investigation of a toric variety Xy, it is useful to study systems of
rational functions on X 5. This may be done in several ways; one is that of sheaves;
another is that of divisors. We first introduce the idea of sheaves. We do not need
sheaves in full generality. Dealing with rational functions makes things easier than
dealing with general objects of algebraic geometry.

1.1 Definition. Let R be a (commutative) ring with 1, and let M be a commutative
group (written additively) together with a multiplication

RxM — M
(a,x) v+ ax
such that the following rules are satisfied,
a(x +y) =ax +ay,
(a + b)x = ax + bx,
a(bx) = (ab)x, forall a,be R, x,ye M,
and l.-x =x.
Then, we call M an R-module or, briefly, a module.

Remark. A module is a generalized vector space, the field of scalars being
replaced by a ring. Of course, any vector space over a field K is a K-module.

259
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1.2 Definition. A module homomorphism ¢ : M —> M’ of an R-module M
into an R’-module M’, R a subring of R’, is a map for which

plax + by) = ap(x) + bp(y), forall a,be R, x,ye M.

If R = R’ and g is bijective, we call it a module isomorphism.

Example 1. Consider the set M of all polynomials in one variable with integral
coefficients. Then M is a Z-module. It has an extension to a C-vector space of
polynomials with complex coefficients. If a homomorphism of this vector space
into another C-vector space is restricted to M, we obtain a module homomorphism.

Clearly,

1.3 Lemma. Any commutative group G can be considered a Z-module by setting
l-x=x,(-1)-x=—x,andk -x=x+&k-1)-x,k € Z

Therefore, if we discuss modules, we include commutative groups by consider-
ing them as Z-modules.

1.4 Definition. Let X be a toric variety with Zariski topology. To each open subset
U of X, let a ring F(U) of rational C-valued functions on U be given such that
the following is true:
(a) Forany pair V C U of open subsets of X and any f € F(U), the restriction
fly belongs to F (V).
(b) LetU = |J U, be a union of open sets U,, & in some index set, and, for each
a, let an element f, € F(U,) be given such that

Selv.nvy = Saluanug
for any such pair f,, fg. Then, there exists an element f € F(U) such that
flu, = fa» forall «.

Then, we call the collection F := F(U)ycx a sheaf of rational functions on
X, in short, a sheaf (in this book).

A rational function f is determined by its restriction f|y to any Zariski open
set U. Therefore, for the sake of a simplified notation, we identify f and fly.
Restriction from U to V determines the inclusion F(U) — F(V).

1.5 Lemma. Let F and F' be sheaves and {U,}uer a covering of X by Zariski
open sets. If F(U) = F'(U) for each U contained in some Uy, then, F = F'.

PROOF. Let V be an arbitrary Zariski open set of X. Then, we deduce from
(b) that F(V) = Ny FV N U) = Ny F(V N Uy) = F(V); hence,
F=F. O



1. Sheaves and divisors 261

Remark. (b)is a “gluing property” by which collections of “local” functions are
pasted together to “global” functions on X (as an open set).

1.6 Theorem. 7o each open subset U of a toric variety X, we assign the ring
of regular functions on U, and denote it by O(U). Then, O is a sheaf of rational
functions on X5.

1.7 Definition. O is called the structure sheaf Oy, of X5.
PrOOF OF THEOREM 1.6. (a) and (b) are immediate from the definitions. O

1.8 Theorem. For the sheaf O = Oy, of a toric variety,

(@) O(Xs) = R; is aring of Laurent polynomials for any o € X.
() OXpp = Clz, 27 1=Clzis oo 2wy 21 s -+ 25 '), and

(¢) O(Xg) = Cif X is complete.

PROOF.
{(a) This has been shown in the proof of VI, Lemma 1.26.
(b) is a special case of (a).
(c) Let f € O(Xx). Then, f is a Laurent polynomial, and f € (), Rx;
implies supp f € [,y © = {0} so that f is a constant function.
a

Remark. From Theorem 1.8, we see that the structure sheaf defines on each
affine piece X of a toric variety (as a special open subset) a module of Laurent
polynomials. For other open subsets this is not true, in general. As an example,
consider, in X5 of Example 2 below, an open subset U = X5, \ {(z1, 22) |
21 — 22 = 0}. Then, E‘—{Z—Z e OU), but —|_1_; is not a Laurent polynomial.

1.9 Definition. Let F be a sheaf of rational functions on Xy which assigns to
each open set U of Xy an O(U)-module F(U) of rational functions on U. Then,
F is called a sheaf of Ox . -modules.

The next theorem presents the sheaves we are mainly concerned with in the
present chapter.

1.10 Theorem. Let X5 be a toric variety. To each cone T € X, let a vector
m. € 7" be given such that the following is true:
(a) If v is a face of T, then, m; — my, € cospan 7.
Then, we obtain a sheaf F of O-modules of rational functions by setting
(M F®) :={0},
) F) :=""OWU) for any nonempty, open set U C X;, and
@) FULU---UU) :="10U) N --- N 7" OUy)
foropensetsU; C Xy, i=1,...,s.
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PROOF. First, we show that 7 (U) is well defined. An open set U may be con-
tained in different affine charts X;, X, which are also open in X 5. Then, we must
show that

n " OW) = 7" OW).

In fact, 7o := 7 N 7’ is a common face of 7 and t’. Therefore, by (a), m; — m,, €
cospan % and m, —m,, € cospan Ty, hence, m, —m, € cospan 7. Fromzy C 7
and 7p C 7/, we obtain Rz, D R; and Ry, D Ry. It follows that 2"~ € R;,
and, hence, by (2), z"* Rz, = 2™ R;,. So, the claim (I) is true.

If U is not contained in any X; but intersects Xz, ..., X3, we set

U=UnNX;)U---UUnNXyg)
and, by applying (3), obtain
FU)=2""0UNXz;)N---NZ"OWU N X3).

So, using (I), we see that F(U) is again well defined. The sheaf properties (a) and
(b) are evident. O

Example 2. Consider P? as represented by the fan in Example 1 of VI, 3. We
have O(X5,) = Clz1, 22), O(X3,) = Clz7', 27 '22], O(X5,) = Claiz; ', 23],
If we choose F(X5,) := O(Xs5,), F(Xs,) := 210(Xs,), F(Xs,) := 220(X3,),
all other elements of F are determined. We find m,, = 0, mq, = €1, m,, = e
and, for o;; := o; Noj,i,j = 0,1,2,i < j, choose mg, = 0, my, = 0,
me, = e; (see Figure 1a).
Another sheaf is obtained by setting F'(Xs,) = OXg), F(Xz) =

G'O0Xs), Fi(Xs) = ;' 0X5), my, = 0,m, = —ej, m, = —e.
Figure 1b illustrates that the compatibility condition (a) can be satisfied: For the
cones 0jj 1= 0; Noj,i,j =0,1,2,i < j, we choose my, := 0, mg, := 0,
Mmey, ‘= —é€1.
m\ _____ Emmmm
N\
AN

FIGURE 1a,b.
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There is a difference between F and F' in Example 2 which we shall consider
later. F has “global sections”, namely, F(Xs,) N F(X5) N F(Xs,) = {az; +
Bza + v | @, B, ¥ € C}, that s, all linear functions in z,, zo. However, F’ has no
such elements except 0.

1.11 Definition. Let F be a sheaf of O-modules on a toric variety Xy. Each
f € F(U) is called a section of F, and we say that the section z™ in Theorem
1.10(2) generates F on the open piece X;. If f € F(Xs), we call f a global
section of F and F(X5) the O(Xx)-module of global sections, of F.

We now turn to objects which are based on the zeros and poles of rational
functions and which are in close relationship to sheaves of such functions.

1.12 Definition. A subset D of a Zariski open subset Y of Xy is called a prime
divisor on Y if, for each o € X, the intersection D N X; NY is an (n — 1)-
dimensional subvariety of X; N Y. In particular, in the case ¥ = Xy, we say
that D is an invariant prime divisor if D N X; is always an invariant affine toric
subvariety of X;. Formal linear combinations

D=nmDi+---+nD,, nez, i=1,...,r,

are called (Weil) divisors on Y, in particular, invariant divisors on Y = Xy
if Dy, ..., D, are invariant prime divisors. By the sum of two divisors D =
Y.nD;, D' =% ,nD,wemean D+ D' := Y (n; + nj))D;. Let ¥; C
Y, C Xy be Zariski open sets in Xz. If D = Y, n; D; is a divisor on Y5, we
call Dy, := ZD,_M#, n;(D; N Y;) the restriction of D to Y;. If n; > 0 for
i=1,...,r, wesay that D is effective and write

D > 0.
1.13Lemma. Let X be a quasi-affine variety suchthat Ry is a unique factorization

domain (as is always true if X = X for a regular 0 € X, compare the next
lemmay), and let D be a prime divisor on X. Then, ip x is generated by one function.

PROOF. ip x is prime since D is prime. Each f € ip x may be written as

f = fi--- fux where fi, ..., f are prime elements and x is a unit of Rx. Then,
foratleastonei € {1, ..., k} the prime ideal Ry f; is contained in ip x. Butip x
has height 1, so that Ry f; = ip x. O

1.14 Lemma. Let o be a regular cone, and let D be a prime divisor on X;3. Then,
ip.x, C Ry, is generated by one function.

PROOF. By VI, 2.12, X5 = C* x C"* ¢ C" forsome k € {0, ...,n}). By
Definition 1.12, D’ := D N X; is prime on X;3. By VI, 1,29 b), D’ C C”" is also
prime. Since the ring C[&,, . . ., £,]is a unique factorization domain, we see, from
Lemma 1.13 thatij, o C C[§1, ..., &] is generated by one element. Therefore,
by VI, Lemma 1.30, i x, is also generated by one element. O
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Let f be arational functionon Xy, and let D be a prime divisor on Y. We assume
that X, has at least, one 1-cone. We can find an open set X; with dim v = 1 such
that D N X; # @. Since X; = C x C*"~1, we see that X; is smooth.

By Lemmas 1.14 and VI, Lemma 1.30, ipnx,ny.x;ny C Rx,ny is generated by
one function gp, so that ipny,ny,x;ny = Rx;ny - &p. Since ipnx,ny is prime,
gp € Ry,ny is a prime element. We represent f as a quotient f = £ for
8 h € Rx.ny. We set

np, :=max{r | gp divides g, r > 0},
npn :=max{s | gy, divides h, s > 0},

and np,f =Npg —Nph.

1.15 Lemma.
(@) np, s does not depend on the choice of the representation f = % , or on the
choice of the generator gp of ipnx.ny.x:ny-
(b) np, s remains unchanged if we replace X; N'Y by another quasi-affine open
set U for which DN U # Bandipnyy C Ry is generated by one element.
(¢) np,r # 0only for a finite number of prime divisors.

ProoFr. ,
(a) Suppose f = £ = %.Then g’ = g'h, and hence, np ¢ + npy =
npg + Nph. This implies npf =Npg—Npp = Apg — Nppw. If ng is
a further generator of ipnx,.ny.x.nv, then, gp = g}, - x for some unit x of
Ryx.nv, so that g}, divides g if and only if g7, divides g, analogously for /.
(b) Weset U’ := X; N Y. Suppose gpny generates ipny.y C Ry and gpny
generates ipnyrpr C Ryr. Wehave D ¢ (Xx \U)U (X \ U") = X5\
(UnU)ysothat DN U NU’ # @. Now, by VI, Lemma 1.30, we obtain

Ryny 2 ipnunur.unus = Runv - 8pnu = Runur - gpnur-

Therefore, gpny and gpny- differ only by a unit on Ryny-.

(c) Given a prime divisor D, we know there exists an X3, dim z = 1, such that
D N X; NY # @. Then, for any representation f = %,where g, h € Ry,
we consider all prime divisors D;., i = 1,...,[, which are irreducible
components of V(g - &, Xy) C X;.Butnp s # Oimplies D C V(g-h, X;)
and DN X; C V(g-h, X;). From the irreducibility of D and by VI, Lemma
1.29 b), we get DN X; = D;,, forsomei,and D = DNX;NY =
D; . N X; NY. Since there are only finitely many X; and finitely many D; .,
for each T we conclude that only finitely many divisors D satisfy np 5 # 0.

0

1.16 Definition. A divisor is called principal on Y if it is of the form
(f):== Y  npyD.
D primeon Y

We say a divisor is locally principal or a Cartier divisor if, for each x € Y, there
exists a Zariski open subset U of Y such that x € U and the divisor is principal on
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U.Two Cartier divisors D, D’ are called linearly equivalent if D — D’ is principal.
If D— D' > 0, we write D > D’. We say a Cartier divisor is T-invariant or, in
short, invariant if it remains the same under each torus action.

Example 3. Let Xy = C", and let f; € CI&, ..., &;] be prime polynomials,
i =1,....,k.For f = f{"--- f*, a; € Z, and setting D; := {f; = 0},
i=1,....,k(f)=Y+ aD.

From Lemma 1.14 we obtain Lemmas 1.17 and 1.18.

1.17 Lemma. Let o be a regular cone, and let D be an arbitrary Weil divisor on
Xs. Then D is principal on X,.

1.18 Lemma. LetY be a Zariski open subset of a toric variety Xs, and let Dy =
Y niD; be a Weil divisor on Y. Then, {f € Ky | (f) + Do > 0} is a vector
space (of rational functions) over C.

PROOF.

Let (f) + Dy = 0, (f') + Dy > 0, and let D be a prime divisor on Y.
We find a regular cone 7 such that D N X; N'Y # @. Then by Lemma 1.14,
ipnx.nr.x,ny C Rx.ny is generated by one element gp. Weset f = £, f' = g

h b h/ v
where g, h, g’h’ € Ry ny. Then,

Wesetnp := n;forD = D;,andnp = 00therwise.Byassumption,nD,ﬁf +np >
0. From f = ;;5—2,, we obtain np gy + np > npy and from f' = ;{—h- we find
npgn+np > np . Hence, by definitionof np g andnp gn, np ghygn +np >

np i, SO that
np f+f5 +np > 0.

Since this is true for any D, we conclude that (f + ') + Dy > 0. O

1.19Lemma. Let f = Zf-;] a;Z™ be a Laurent polynomial on X y where a; # 0,
i=1,...,k Define f'(z) := f(t-2),tinthetorus T. Then, the following vector
spaces (of polynomials) over C coincide:

lin{f' |t eT}=1lin{z™ |i=1,...,k}.

PrROOF. We note that
k k

fr(Z) =f(t-2) = Zai(tz)mi — Za'_tmiznzf_

i=1 i=1

We wish to choose 1) = (tl(i), s, t,f,i)), i = 1,...,k,such that the system

k k

. . 1)) . . %)
§ :ait(l)m, Zm, — ft (Z) e § :a'_t(k)m,zm, — ft (Z),
i=1 i=1
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looked at as a system of linear equations in the variables z”, ..., z™, may be
resolved. The determinant of the coefficient matrix is readily seen to be
t(l)'”l e t(])mk

A= ay---a; . :
t(k)ml . t(k)mk

Let p = (p1, ..., pn) be asequence of different prime numbers, and let ) :=
(Pl ..., P i = 1,..., k. A little calculation shows that, up to a nonzero

constant, A is anon-vanishing Vandermonde determinant (as used in the proof of II,
Theorem 3.11). So, the z”/ occuring in f may be expressed as linear combinations
of £, ..., £V 0

1.20 Lemma. Let f be a Laurent polynomial on Xz such that (f) > 0. Then, f
is reguiar on X.

ProOF. From (f) > 0, we obtain (f’) > 0, and, hence, by Lemma 1.19,
(z™) 2 0, which implies m; € &,and 2" is regular on X5,i = 1, ..., k. Then,
f = Y5 az™ is also regular. o

1.21 Lemma. Let f be a rational function on Xs. If (f|y) > 0 for some open
U C X, then, f isregularon U.

Proor. Wewrite (f) = 3"p yrime 70,5 D- The coefficients np_y can be negative
only in the case D N U = @ or, equivalently, D C Xs \ U. We set Y :=
U"u/<0 D C X5 \ U.Fixapoint p € U, and choose any g € iy x, \ i, x,. For

any prime divisor D C Y, g € ip and np, > 0, which implies (f - g >0

for sufficiently large k. By Lemma 1.20, f - g* € Ry,. Finally, f = fé—fk where

g¥(p) # 0,and f - g, g¥ € Ry, . Hence, f is regular ateach p € U. O
We are now able to build up sheaves by the aid of divisors.

1.22 Theorem. Each Cartier divisor D on X = Xy determines a sheaf L as
follows:

LoU) ={f € Kx | (f)+ D = 0onU}.

Proor. The sheaf properties are readily verified by using the preceding
lemmas. 0

We shall prove special properties of these sheaves in the following section.
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Exercises

1. Let P! x P! be given as a toric variety X (see VI, 3, Example 2). Find sheaves
F1, F,, F5 such that the global sections are as follows:

Fi(Xs) = {ao + @121 + 222 + 032122 | g, ..., a3 € C}
FoXs) = {ap + o121 | a0, 1 € C}
F3(Xz) = {0}

2. Consider P? x P! as a toric variety Xy (VI, 4, Example 6). Does there exist a
sheaf according to Theorem 1.11 satisfying F1(Xs) = {2 + o121 + 2222 +
o373 | g, ..., 03 € C}?

3. Consider P" as a toric variety. Find the structure sheaf and a sheaf whose global
sections are all linear functions in n complex variables.

4. Define isomorphisms between sheaves, and show that, if 7, F’ are sheaves
according to Theorem 1.10 for whichm,» = m, +aforallo € X and a fixed
lattice vector a, then, F, F' are isomorphic.

2. Invertible sheaves and the Picard group

Now we will now investigate further the sheaves introduced in section 1. We define
tensor products of them and introduce the so-called Picard group.

2.1 Definition. We call two sheaves F, F' of Oy, -modules isomorphic , F =
F’, if there exists, for any open set U of X5, an isomorphism ¢y between the
O (U)-moduies F(U), F'(U) such that gy |y = ¢y for each open subset V C U.

2.2 Definition. A sheaf F of Oy, -modules is said to be invertible if there exists
a covering {U,} of Xy by Zariski open sets such that

f(Ua) = OXX (Ua)
forall U, € {U,}.

2.3 Lemma. The sheaves introduced in Theorem 1.10 are invertible.

Proor. We choose {U,} = {Xs}oex. By definition F(X;) = 2" O(X;z).
Multiplication by z7™ clearly provides a module isomorphism

FXs) 25 0Xs).

For F(X5), the meaning of “invertible” can be made concrete.
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Ifweset F'(X;) := 27" O(X;), then, by set multiplication, F (X3 ) F'(X3) =
O(X;). In combinatorial terms (see Figure 2) it means that

(ms +6) + (-my; +36) =3.

So, O(X;s) attains the meaning of a unit element. This observation will be
extended to the sheaves themselves. Before we do so, we will achieve two things.
In Theorem 2.13, it will be shown that all invertible sheaves on a toric variety X5
are of the type introduced in Theorem 1.10. Here, we will introduce a multiplication
for invertible sheaves which allows us to define unit elements and inverse elements
in the set of invertible sheaves on Xs.

2.4 Lemma. The sheaf Lp introduced in Theorem 1.22 is invertible.

PROOF. We can cover Xy by Zariski open sets U contained in Xz for some
o € Lsuchthat D = (g) on U for g € Kx,. By Lemma 1.21,

LpWU)={fe€Kx; | (f-8)=00nU}={f €Ky, | f-ge€OU))
=g lOoW).

Multiplication by g provides the module isomorphism

Lo =g 0wy = o).

Let us recall the definition of a tensor product.

2.5 Definition. Let A, B be modules over a ring R. Consider all formal linear
combinations of elements of A x B with coefficients in R. Then, an R-module
My is obtained. In M,, we define the submodule a generated by all elements

(@+ad,b)— (b — (@, b)),

FIGURE 2.
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(@, b+b)~(a,b) - (a,b),
(ra,b) —r(a, b),
and
(a,rb) —r(a, b),

wherea,a’ € A,b, b’ € B,r € R are arbitrary. Then A ® B := My/a =: M is
an R-module which we call the tensor product of A and B.

From the definition we readily see the following lemma:

2.6 Lemma. The tensor multiplication in the definition of a tensor product is a
map

®: AxB — M
(a,bp) > a®b
satisfying the following properties for alla,a’ € A, b, b’ € B,r € R,
@+ad)Y®b=a®b+ad Qb,
a®@b+b)=a®b+aQb,
and (ra)@ b=a® (rb) =r(a ® b).

Example 1. Let V, V' be vector spaces overafield K,dim V = n,dim V' = n'.
We write the elements of V as column vectors, with respect to some basis of V,
and the elements of V' as row vectors with respect to a basis of V'. The matrix
product

ay aiby - aiby
a®b:= (blbn’)=
a, aby -+ ayby
defines a tensor product in a natural way. As a result, V ®¢ V' =1 M(n,n')

is the K-module of all n x »n’-matrices with entries taken from K which is an
n - n’-dimensional vector space over K.

Note that not all n x n’-matrices are of type a @ b. For example, the unit matrix
((1) ?) is readily seen not to be a tensor product.

Example 2. Let R = C, and let A, B be rings of Laurent polynomials with
coefficients in C. For f € A, g € B, we set
f®g:=7f-g in particular, z* ® 7" := ",

and, in this way, obtain A ®¢ B. In particular, if A := Clz1], B := Clzz], the
element z; + z» of A ®¢c B = Clz1, z2] is not the tensor product of an element
of A and an element of B.
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2.7 Definition. Let F, G be sheaves of Oy, -modules. For any open subset U of
Xz, we set

(FRGWU) = (F Bo,, W) := FU) B0y, 9(U),
and call ¥ ® G the tensor product of the sheaves F and G.

2.8 Lemma. F ® G is a sheaf of Ox,-modules.

Proor. By definition of the tensor product of modules over a ring, we know that
(F ® G)(U) is an Ox, (U)-module. We have

(f ® v = (flv) ® (glv)-
All defining properties of a sheaf follow by definition. O

2.9 Lemma. Let F, G, H be sheaves of Ox,-modules. Then,
(FROOH=FQGO®H) and FRG=GQRF.
PROOF. By
@®b)®c — a®BRc), foranya € F,be G,c € H,

a bijection is given between the generating elements of (F @ G) @ H, F ® (G ®
‘H) , respectively. Its extension to linear combinations provides an isomorphism.
Similarly, £ commutativity is shown to hold. O

2.10 Theorem.
(a) Let F be an invertible sheaf of rational functions on Xs. Then, F = Lp,
for some Cartier divisor Dr on X.
) Let F, = EDfI and F) = LZD,Z. Then, L @ F, = [’Dﬂ +Ds, OT, equivalently,
Dr,er, = D7, + D,
(¢) Two sheaves Fi = Lp,, and F, = Lp,, are isomorphic if and only if D,
and Dy, are linearly equivalent.

PROOF.
(a) As we have seen above for each of the sets U of the given covering we have
a module isomorphism

v : FU) — OW).

Weset fy := goljl(l).Then, FU) = O(U)- fy.Each fy defines a principal
divisor (fy) on U. We assert that two such divisors (fy), (fy) coincide on
UNU' Infact, 4 s asection of (F ® F~' )(U NU) = OW NU’) and,

hence, is regular. The same is true for Z& . So, L% has no zeros and poles on
U N U’ and represents a unit f of Rvnu Therefore fv = fu - fo, so that
fu and fy represent the same divisor.

We associate with F a Cartier divisor as follows. Given a prime divisor D,
we choose a Zariski open set U for which D N U # @, and we set

npr: —nD.fU.
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As we have seen, the number np # does not depend on the special choice of
U. We set

D]: = Z nD,}-D

D prime
which is readily seen to be a Cartier divisor; hence, F = Lp,. It satisfies

Lo,(U) = {f € Kx, | (f) + D = Oon U}
—{f e kx, | L oW
7o

= fv - O(U) = F(U).

(b) Let F, F; be two such sheaves. We assert that Lp, ® Lp;, = Lp;, +p5,-In
fact, Lp, (U) = f - OU), Lp;,(U) = g - O(U), hence Lp,, +p,, (U) =
fg-0W) = (f-OWU) & (g OW) = Lo, (U) ® Lp,, (U). By
Lemma 1.5, the two sheaves coincide.

(c) Now, Lp, = Lp,, implies Lp, —p; = Lp,; ® L_p; = O(Xx). Let
f = ¢7'(1) generate [:Df, -Ds,- Then, (f) = Dr, — Dy,. Hence, Dy, and
Dy, are linearly equivalent. The converse is also true.

g

2.11 Theorem. The invertible sheaves of Ox,-modules define a commutative
group with respect to tensor multiplication (and after identifying isomorphic
copies).

Proor. The group properties follow from Lemmas 2.8, 2.9, the definition of
“invertible”, and by setting 7! = L_p, foreach F = Lp,. O

2.12 Definition. The group introduced in Theorem 2.11 is called the Picard group
Pic X T of X .

2.13 Theorem. Any invertible sheaf F on Xy is isomorphic to one of the sheaves
introduced in Theorem 1.10.

Proor. ByTheorem2.10,F = Lp, forsome Cartier divisor Dx. The restriction
of Dr to the big torus T is, by Lemma 1.17, a principal divisor (fy) for some
rational function fy on X5. Let

Dy := Dr — (fo),
and let Fy be the invertible sheaf defined by Dy (see Theorem 1.22). Then, by
Theorem 2.10,
F = [,D]r = ‘CDO = .7"-0.

Therefore, it is sufficient to prove that F satisfies the conditions of Theorem 1.10.
Note that the sets of zeros and poles define invariant divisors on Xs.
We choose some o € . To each 1-face of o, there corresponds an invariant
divisor D;,i = 1, ..., k. The intersection is a closed orbit O, := D;N-.-N D.
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Givena p € O,,the Cartier divisor — Dy can be represented on some neighborhood
U of p by aprincipal divisor ( f), thatis, (f) = — Dy on U. We can find a monomial
7" such that (f - z") > 0 on U. By Lemma 1.21, f - z" is regular on U, and
we may represent f - z” as a quotient f - z" = f, where g, h are Laurent
polynomials regular on X; and A(p) # 0. Finally, (f) = (g - z27™) = —Dg on
some neighborhood of p, and f' := g - z7™ is a Laurent polynomial.

Consider the divisor (f) + Dy. The prime divisors Dy, ..., D; do not occur in
(f") + Dy. The other divisors occur with positive coefficient since they intersect
the torus and f’ is regular on the torus. Therefore, (f') + Dy > 0. Analogously,
(f") + Dy > 0, and we find f' = Y*_ a;z". By Lemmas 1.18 and 1.19
(™) + D¢ = 0, which means, by Lemma 1.21, that —Z—, is regular at p. For at
least one such function, % (p) # 0, since Zi @i = L: = 1. We obtain
(z") = (f) = —Dyp in some neighborhood of p. But, in the representation
of (™) and — Dy, only the prime divisors Dy, ..., Dy occur. Their coefficients
are equal since the divisors are the same on some neighborhood which intersects
Dy, ..., Di. Thus, — Dy = (z™) on Xs which implies

FoXs) ={f € Kx, | (/) + Doz 0} ={f € Kx, | (f-27") = 0}
= 2"O(X;5).

The other sheaf properties are evident. O

We can also express the Picard group in terms of Cartier divisors and in terms
of invariant Cartier divisors.

2.14 Theorem.

(a) The Cartier divisors of X = Xy define a group Dive X under addition.

(b) The principal divisors are a subgroup Divp X of Dive X.

(¢c) The T-invariant Cartier divisors of X = Xy define a group Divg X under
addition.

(d) The principal T -invariant Cartier divisors provide a subgroup Div; X of
DiVC X.

(e) PicX = DiveX/DivpX = Div. X/Div} X.

PRrROOF.

(a) to (d) readily follow from the definitions.

(e) We assign to each D the sheaf 7 = Lp (Theorem 1.22). Then, by Theorem
2.10, we obtain a homomorphism whose kernel is the group of principal
divisors. This shows the first isomorphism. The second readily follows from
Theorem 2.13.

O

2.15 Theorem. For any toric variety Xy, the combinatorial Picard group Pic
(V, 5) and the Picard group of X5, are isomorphic (as groups),

Pic £ = Pic Xx.
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PRrOOF. By Theorem 2.13, each sheaf F of rational functions on X' is isomor-
phic to a sheaf as introduced in Theorem 1.10. The latter sheaves are determined
by the systems m,, 0 € X. Now, the theorem readily follows from V, Lemma
5.5. O

2.16 Theorem. Let X5 be an arbitrary n-dimensional toric variety where T con-
tains at least one n-cone, and let, for any o € X, the space of linear dependencies
of the generators of o be denoted by L,. If 0, . .., 0, are all maximal cones
which are not simplex cones, we set

L:=L, +---+L;, and X:=dimL.
For k being the number of 1-cones of X, we obtain
Pic Xy = 7},

PROOF. SeeV, Theorem 5.9. |

Example 3. Pic Xy = {0} if Xy is affine (¥ consisting of one cone ¢ and the
faces of o), as is true, in general, for affine varieties in algebraic geometry.

Example 4. Pic Xy = {0} is also possible for compact toric varieties, as is seen
from V, 5, Example 4.

Example 5. Pic Xy = Z*" if X is simplicial and contains an n-cone.

Example 6. Pic P" = Z,since, asatoric variety, P* = X is given by a simplicial
fanwithk =n + 1.

2.17 Definition. We call ;(Xs) := k — n — A the Picard number of Xx.

Exercises

[

. Find u(Xx) for X being spanned by the faces of a pyramid with basis Q.

2. If the singularities of a toric variety Xy are resolved according to VI, section
8, how does u(Xg) change?

In any dimension n, find a compact toric variety Xy for which u(Xg) = 0.

4. Find a centrally symmetric rational realization of a dodecahedron A, and
determine Pic Xy, for the fan spanned by the faces of A.

w

3. Projective toric varieties

In this section, we shall study a condition under which a compact toric variety
Xy may appropriately be “embedded” into a projective space P’. The respective
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condition for ¥ is that of “strong polytopality” (V, Definition 4.3). First, we recall
some facts on projective spaces and introduce some basic notions in a way which
fits into the special situation we will discuss.

Each point of P" can be described by homogeneous coordinates [xo, .. ., x/]
(see VI, section 3), which are defined up to common multiples by nonvanishing
complex numbers. We will consider the polynomial ring C{xo, ..., x,].

3.1 Definition. By a form of degree k we mean a homogeneous polynomial
of degree k. The vector space of all forms of degree k will be denoted by

C[xO’ veey xr]k-

Note that cach f € Cl[xp, ..., x,] can be represented as f = f;, +--- + f;
where 0 < i; < --- < i < kand f;, € Clxo, ..., % )i j=1,..., L

The forms of degree k& do not define functions on P', since [Axp, ...,
Ax] = Txo, ..., x]for A # Obut f(Axo, ..., Ax,) = Aff(xo, ..., x,) which,
in general, does not coincide with f(xo, ..., x,). However, the zero set of the
form is well defined.

3.2 Definition. Let Fi, ..., F; be forms on .
AsetZ ={x e | Fi(x) = --- = F(x) = 0} is called an algebraic subset
of P.

As in the case of algebraic subsets of affine varieties, each algebraic subset Z
of P defines the homogeneous ideal

izp =i+ -+ fil fi,lz=0,j=1...,1}

So, the ideals are of the same type as those for affine sets, and, hence, have the
same properties. In particular, they are finitely generated.

3.3 Lemma and Definition. The algebraic subsets of P" may be considered as
the closed sets of a topology on P, called the Zariski topology on .

ProoOF. This follows from the above remarks about the ideals iz p'. O

On [, we can define rational functions f = %‘ where Fy, F; € Clxo, ..., X I
for some k > 0. We may assume Fj, F, to be relatively prime. Then, f is a well
defined, regular function on the set X = P \{x | F>(x) = 0}, and it satisfies

AFy(xos . %))
—_— = f(xg,..., X
N,y & )

forany A # 0.Let U be a subset of P". The set Ry of all rational functions regular
on U is readily seen to be a ring. In analogy to VI, Definition 1.8, we call it the ring
of regular functions on U . One should keep in mind, however, that its elements are
not functions of the homogeneous coordinates xy, . . ., x,, but of the points they
represent. Furthermore, the degrees of the forms F;, F, are supposed to be equal.

f(Axg, ..., Ax,) =
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Example 1. We consider the rings Ry,, ..., Ry, where Uy, . . ., U, are the affine
charts of P". Recall that U; = {[xg, ..., x,] | x; #0},i =0,...,r
We see that Ry, = (f = & | k 2 0,F € Clxo,.... %N}

C;—",...,x—;i,x:‘,...,x— Clyi, ..., y/] where y; = %7—'— for j =
l,...,iandy; = < for j = i+ 1,...,r. Moreover, we have a bijection
7 U ——)(C’deﬁnedby[xo,...,x,]l-——-)(5)‘—‘?,...,";’(—‘_‘,x;—f‘,...,fL_).The

corresponding ring homomorphism
(P?:C[)’h---v}’r]:Rc’ -—> RU,‘
is an isomorphism. Hence, ¢; is an isomorphism in the sense of VI, Definition
1.33.
Thus, P" can be covered by open sets U; that are isomorphic to C’, a result
which we have already found by considering P” (for r = n) as a toric variety Xy,

where X hasn + 1 cones oy, . . ., 0, of dimensionn and U; = X;,i =0,...,n
(compare VI, section 3).

3.4 Lemma. The Zariski topology on P, as defined in Lemma 3.3, coincides
with the Zariski topology for " considered as a toric variety Xs (compare V],
Definition 1.24).

Proor. ltis sufficient to prove that, on each U; (introduced in Example 1), the
topology defined by regular functions and the topology induced by the Zariski
topology on Xy are equal.

First, let Z be the zero set of finitely many forms

={pelP | Fi(p)=0, j=1,...,s}.

Then,ZNU; = {p € U; | —L(p)_-O Fj € Clxo, ... X J;» J = 1,..., 5}
Hence, Z N U; is the zero set of regular functlons which defines a closed set in the
induced topology of Xx.

Conversely, let Z C U; be the zero set of regular functions of Ry,. Then,

={p€Ul|fj(p)=O9 fjeRU,-s j:]-,"-vs}-

. k; . .
Setting F; := x;’ f; we associate a form F; € Clxo, ..., x,Jx; with each f; =
FT such that Z is described as

i

={pelU | Fi(p)=0, j=1,...,s}

=UNn{pelP | Fi(p)=0,j=1,...,s}
This completes the proof of the Lemma. O
3.5 Definition. We call a compact toric variety Xs projective if there exists an
injective morphism

P: Xy < P
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of X5 into some projective space such that (Xy) is Zariski closed in P". We
consider P" as a toric variety whose big torus T has dimension r. We say & is
equivariant, if it is equivariant in the sense of VI, Definition 6.3, where the image
@ (Tp) of the big torus Ty acts on ®(Xs) as a subgroup of T. If an equivariant ¢
exists, we call Xy, equivariantly projective.

Let ¢ : Xy — P’ be an equivariant morphism. We obtain

olr, 1 Ty — T ={x0.-.., %) xi#£0,i=0,...,r}
z2=(21,.-+s2n) — [z, ..., "]

The monomials z™/ are defined up to a common multiple z™, so that
(Z™*™, ..., zZ™*™) may also be chosen as a representative.

In V, section 5, we introduced the notion of an associated polytope P of a
strongly polytopal fan X. We obtain P by translating and intersecting the duals of
all cones of X so that ¥ = X (— P) becomes the fan of normal cones of — P (see
also I, section 4):

P = (a) +pos(P —a;)) N---N(ag + pos(P — ag)).

Figure 3 illustrates o;, 6; and —3; = pos(a; — P) for some i € {1,...,q}.
Sometimes, we write m,, instead of ;.
If by, ..., b, € Z" are chosen so that they satisfy the compatibility condition

(1) in V, section 5, instead of P, we obtain either @ or a polytope
Q= (h +6’1)ﬂ-~~ﬂ(bq+5’q),

which can be lower dimensional. For sufficiently large r € Z-o, O is a summand
of r P (see V, Theorem 5.15). If ¥ is not strongly polytopal, Q can still be a
polytope. However, it does not carry enough information to reconstruct X from it.

3.6 Definition. If a sheaf F of Oy, -modules is given according to Theorem 1.10,
andif ¥ = X(—P)is the fan of a polytope — P, we call P = P(F) an F-polytope.

Clearly:

FIGURE 3.
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3.7 Lemma. If P = P(F) is an F-polytope, then any lattice polytope strictly
combinatorially isomorphic to P is also an F-polytope.

3.8 Lemma. Let ¥ = X(—P) be the fan of a polytope —P. Then, P :=nP has
the following property. For any lattice point a of P, the generators of the monoid
o, NZ" = [pos(P —a)N7Z"liein P —a.

PROOF. First, let a be a vertex of P. We decompose &, into simplex cones
71, ..., T (see V, Theorem 1.12). For each monoid t; N Z", we see from the
proof of Gordan’s lemma (V, Lemma 3.4) that there are generators in the par-
allelepiped spanned by the simple lattice vectors a;y, . . ., a;, for which 7, =
pos{ai, ..., ain},i = 1,..., s.This parallelepiped is readily seen to lie in P —a.

Leta € relint F where Fisafaceof P,1 < dimF < n. We set g, :=
pos([_’ —a) = {fi(x) =0}N---N{fi(x) > 0} for functionals fi, ..., fi. For

any vertex v of F, we find §, := pos(i’ —v) = {fl(x) >0lN---N {ﬁ(x) > 0}
wherel > k.Lett := pos(F —v) = {fi(x) = --- = filx) = O}O{fm(x) >
0}Nn---N{fitx) > 0}. Since a € relint F, Z —o%(m; —a) = 0 where
a; € Z>o and m; are the vertices of F,i = 0, ..., s. We may assume v = my.

Then,a — v = Z‘;zl a;(m; —a) + (ag — 1)(v — a) which means thata — v
is in the monoid M generated by all m — a for m € P. Hence, all elements
m—v = (m —a)+ (@ —v) are in M so that, by the first part of the proof,
5,NZ" C M.Notethat fi1(a—v) >0,..., fila—v) > Osincea € relint F.
Now, for p € 6, NZ", fimi(p+Arl@—-v)) >0,..., filp+Aila—v)) > Ofor
sufficiently large A. Moreover, fi(p+X(@—v)) > 0,..., filp+Aila—v)) = 0.
Hence,p+ Aa—v)ed,andp €6, +A(v—a) C M,sothatM =g, NZ"
follows. O

3.9 Definition. By a rational map ¢ : X--—Y, we mean a morphism from a
ZariskiopensetU of Xto Y, : U — Y.

Each sequence (z™°, ..., z"") of monomials defines a rational map to P,
possibly a morphism, which, then, is readily seen to be uniquely determined.

3.10 Lemma. A rational map, defined by (2™, ..., ™), is a morphism if and
only if, for each p € Xy, we can find a monomial 7" such that the monomials
("M, ..., "™ ) are regular at p and do not all vanish there.

PROOF. Let X be a smallest affine piece of Xy which contains p. It is sufficient
to find an extension of ¢ on X;. Assume z"*"i(p) # 0. Then, also, z"*™ # 0
on all of X, and we obtain a well defined morphism

(0 Xg, —> U,'
x — 4 SR T ool B
. o m +m
All functions z™/ ™" = ;,,, — are regular on X;. O

3.11 Theorem. A toric variety X is equivariantly projective if and only if T is
(complete and) strongly polytopal.



278 VII Sheaves and projective toric varieties

PRrROOF. Let X be strongly polytopal, and let P be an associated polytope with
a set of vertices {m; | 0 € ™}, so that P = (), .zm(ms + &). We also
consider the cones &, as introduced in Lemma 3.8. For any a € P, we may
assume the generators of each &, N Z" to be contained in P — g; if this is not so,
we replace P by nP (see Lemma 3.8). Let my, . . ., m, be all lattice points in P,
andletd; := pos(P —m;),i =0, ..., r (compare Lemma 3.8). We consider the
rational map

p: Xy - P

1) » —  [Z"(p),..., 2" (p)]

where z"i(p) = p™ incase p = (p;, ..., pn) € T (but the monomials z™/ are
not defined in each point of Xy). Then,

¢IX;,,. : X&,’ i Ui
p = @T(p), .. 2T(P)
is a morphism, for each i = O, ..., r. Therefore, ¢ is a morphism. More-
over, since Ry, = C[;—?,..., x;’-', x—xﬂ,, f‘—:], Rx, = Clz™™,...,
Z™~™i]is generated by ™7™, ..., 2™ ™ (@lx,)* : Ry, = Ry, isasurjection.

Hence, by VI, Lemma 1.34, ¢|x, is a closed embedding.

We still have to show that ¢ is a bijection. Suppose ¢(p) = ¢(g) € U;. Then
all /=™ areregularat pandg, j =0, ..., r, hence, p,q € X;.Butplx, isan
embedding, so that p = q.

Conversely, let ¢ : X5 — P be an equivariant embedding, given by rational
functions z™, ..., z™.Foro € ™ and O, = {p}, (p) € U; for some i. As
¢ is equivariant, ¢(Tp) is a subgroup of the big torus T of P’". Hence, ¢! (U;) =
e 1 (U; N p(Xs)) = U; N ¢(Xx) is an affine open, Ty-invariant subset of Xy
and contains X. Hence, X := ¢~ (U;) = Uie,o X5 D X for some index set
I,, and o; € X. We consider the cone o’ := ;. I o;. The intersection o’ N 7"
represents all monomials which are regular on X. ¢l,-1y,) : ¢ ' (U;) — U is
a closed embedding. Then, by VI, Lemma 1.34, ¢* is a surjection. The functions
*( %) = MM eo*( ’;‘—) = ™™ are regular on U; and span R,-y,).
Since go“‘(Ui) is affine, it equals X,/, and O, is its only minimal orbit. Hence,
O, = {p} and X,» = X; is the smallest open invariant subset containing p.

Finally, we see that, for eacho € ™, them; —m;, j = 0,...,r, (i as
above), generate & N Z". We choose m; = m, for the cones o € =™, For any
T € I,wechooseao D 1,0 € £™ and set m, := m,. Note that the system
{ms + & | 0 € £} is a virtual polytope. The polytope P = [, cx0 (Mo + &)
contains my, . . ., m, and is of maximal dimension. The m,, foro € ™, are
clearly the vertices of P. The associated fan £ (— P) is seen to equal X. Hence, X
is strongly polytopal. O

3.12 Theorem. Let Xy be equivariantly projective, and let

d: Xy - P
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be the embedding which is induced by the rational map ¢ in (1). Then, ®(Xs) is
the set of common solutions of finitely many monomial equations
o oy Q a
2) xioo T xikA = xik:l X,
which arise from affine relationships

aomi, + - -+ ogmi, = QM + -+ apm;,

g+ =g+, @ €T, j=1,-0,1
PrOOF. We consider the ideal i C Clxo, . . ., x,], generated by all forms F €
Clxo, . . ., x.], for which F(z™, ..., z™) is the zero Laurent polynomial (as, for

example, F(xo, X1, X2, X3) = XoX2 — Xx;x3 in Example 3 below which satisfies
F(Zmo, m, ™, Zm;) — Zmo+m2 — zm1+m3 = ( since mo+m =my+ M3). We
know, by Hilbert’s basis theorem (or as a consequence of V, Lemma 3.10), that i
is finitely generated. It defines a subvariety

Z:={xeP | Fx)=0 forall F €i}.
We assert that Z = ®(Xy). In fact, for U; as above,

. F .
izaw,u, ={F | F € Clxo,...,xkNi, k=>0}

X0 Xi—1  Xi+1 Xy
={feCl—,..., —, —,..., =1
Xi X; X; X
P F@mT™, L g e ) = 0),

On the other hand, we deduce from ®|y, : X5, — U; being an embedding that

. Xo Xi—1  Xil Xr
*
ioxp)nu,u, = ker(p* : (C[x—,---, Ty x_]
i i i i
N C[Zmo—mi’ e Zmi—l_mi, Zmi+l"mi’ R Zmr—mi])
= izny,.u;-

Hence, ®(Xs)NU; = ZNU,; fori =0,...,r,and we conclude that ®(Xs) =
Z.

Let F be any form of degree k in i, and write F = )_,_, a;x’ where I is a
finite set of vectors i = (ip, ..., i,) € (Z»0) "' suchthatio + - - +i, = k. Let
m = (mg,...,m)and m - i := mgpiyp + - - - + m,i,. Then, F(z™, ..., 7z™) =
Y aiz™ =0.Forl,:=f{iel|m-i=m}andM :={m-i|ie I}, we
obtain F(z", ..., 2") = 3,y (3 ey, ai)2" = 0, and, hence, 3., a; = 0.
If fori € I, a; # 0, then, there is an a; # O with j € I,,. By subtracting
a;(x' — x7) from F, we find a form with a number of monomials smaller than F.
Proceding by induction we find that F = 3" b;(x’ — x/) wherem - i = m - j.
Hence, moip+ - - - +m,i, = mojo+---+m,jrandig+---+i, = jo+---+J,.
This proves the theorem. O

Example 2. If £ has generators ey, ..., e,, —¢; — -+ — e, (see VI, section
3, Example 5), we may choose, as an associated polytope, the simplex P :=
conv{0, —e,, ..., —e,}. Since the vertices of P are the only lattice points of P
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and since there are no affine relations between them, each point [y, ..., y,] of
[P" represents a point of Xy, that is,

Xs Z2P.

Example 3. Hirzebruch surfaces Hy = P! x P' and H, (see VI, 3, Example 3
with X reflected in 0).

For Hy = P! x P!, we can choose a square with side length 1 as P, so there
are four coordinates (yg, y1, ¥2, y3), and we obtain an embedding of P! x P! into
PP? by one equation yoy, = y,ys. For H;, we find an embedding into P* which is
represented by the following equations in the coordinates y; := ™ (Figure 4),

Yoy2 = Y1¥a  M1¥3 =1y, and Yoy3 = ya)s.

It is readily seen that none of these monomial equations is a consequence of the
others.

Remark. The search for equations can be achieved as follows. For each vertex m
of P, consider all m — m;, form; € (f’ N Z") \ {m} as generators of ¢ and look
for a basis of the space of all positive linear relations in the sense of V, 3. Use them
to represent X according to VI, Theorem 2.7, and make the monomial equations
homogeneous (by setting & = :—O ,i = 1,...,k, and multiplying the monomial
equations by an appropriate power of y;). Collect all equations obtained in this
way, and sort out those which are consequences of others. This search is not at all
trivial and leads to questions of linear programming.

For k > 1, the number of equations for a Hirzebruch surface increases rapidly
(compare Exercise 1). So, the equivariant projective representation of H;, according
to Theorem 2.2 is, in general, rather awkward. The original definition of H; by
one equation in P? x P! is much more elegant. Furthermore, it can be shown by
other methods that H, is always embeddable into a [P°.

ms
M3 Ma
My msy
Mo my Mo my

FIGURE 4.
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3.13 Theorem. Given a compact toric variety X, there exists a projective toric
variety Xy and an equivariant morphism . Xy» —> Xy (induced by the
identity map of R").

Proor. This is a conclusion from V, Theorem 4.5. O

3.14 Definition. An invertible sheaf F of rational functions is called very ample if,
for a basis sy, . . . , 5, of the vector space F(Xx) of global sections (see Definition
1.11), the assignment x > [sp(x), ..., s,(x)] provides a closed embedding © :
Xy — P'. We say F is ample with ampleness factor kif F®¥ = F® .. - @ F
(k times) is very ample. If F = L (see Theorem 1.22) is ample, we also say that
D is ample.

If X5 is equivariantly projective, hence, possesses an F-polytope P = P(F),
then, by Lemma@-5, F is ample with # as an ampleness factor. The invariant global
sections correspond to the lattice points of P. We have used this fact implicitly in
the proof of Theorem 3.12.

Exercises

1. Find an embedding of the Hirzebruch surface H, into P° by setting up five
quadratic monomial equations none of which is a consequence of the others
and which imply all equations (2).

2. Find an embedding P! x P! x P! into P’ by an appropriate 3-cube as polytope
P. Find nine quadratic monomial equations none of which is a consequence of
the others and which imply all equations (2).

3. Find a polytope P for the weighted projective space introduced in VI, 3,
Example 8.

4. Represent P? x P, p, q € Zso, as a toric variety, and find a polytope P for
the embedding PP x P4 «— P according to Theorem 3.12.

4. Support functions and line bundles

In section 2 we have shown that the Picard group of a toric variety has four
isomorphic characterizations

Pic X}: = DiVC X):/Din X): s DIVE- XZ/DIVIT, XE = Pic X.

We shall add three more descriptions. This illustrates nicely the interaction of
different algebraic geometric and combinatorial concepts in the special case of
toric varieties. We use seven “languages” to express the same facts.

First, we introduce piecewise linear functions defined on the point set | X | which,
in the case of a complete projective toric variety, are the negative support functions
of polytopes — P, where ¥ = X (—P) (see I, Definition 4.14).
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Example 1. Let ¥ be the fan of P! x P! consisting of the four quadrants
o1, ..., 04 0of R? and their faces. We choose as P the square with vertices m,, = 0,
ms, = e1,Mg, = ej+ez,Mmg, = e3. Weobtain P = (m,, +61)N- - -N(m,, +3631),
and, for the corresponding sheaf, we have the defining modules 7" O(X;,),
i=1,...,4 Weset

0,xy=0 forx € oy,
e, x) forx € o,
e1 +e,x) forx € o3,
€, X) for x € o4.

<
hx) = —h_p(x) = é
(

Clearly, h(e1) = —h_p(er) = 0, h(ezs) = —h_p(es) = 0, h(—e)) =
—h_p(—e1) = —1,and h(—ey) = —h_p(—e;) = —1 (Figure 5).

Example 2. We choose the same X as in Example 1 but characterize, in Figure
6, a virtual polytope, which is not a polytope, by a function 4 whose negative is
not convex.
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FIGURE 6.
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4.1 Definition. Given a complete fan X, we call a function
h:1Z] — R

a virtual support function of X if it satisfies the following conditions:
(1) h is continuous.
(2) Foreach o € X, there exists an m, € 7" such that

h(x) = (m,,x) forallx € o.

An immediate consequence of Definition 4.1 and V, Definition 5.3 is the
following.

4.2 Lemma. h is a virtual support function if and only if the set {m, + G}oex is
a virtual polytope, that is, the set {mg},x satisfies the compatibility condition

€)) m, — mg, € cospan oy if oy is a face of 0.

The following theorem is also readily obtained by using the results of V, section
5:

4.3 Theorem.
(a) The virtual support functions of T define a group SF(X) under addition.
(b) The linear functions obtained in case all m, equal the same lattice point
define a subgroup LF(X) of SF(Z).
(c) We have

Pic ¥ = SF(X)/LF(%).

Example 3. We consider the fan ¥ introducedin V, 5, Example 4. As we remarked
there, ¥ cannot be spanned by the (planar) faces of a spherical polyhedron. Hence,
there is no continuous function which is linear on each ¢ € X. So, no virtual
support function and hence no Cartier divisor exists, which proves again Pic Xy =

{0}.

Now we turn to a notion that is closely related to that of sheaves and is used in
many parts of algebraic geometry and complex analysis.

4.4 Definition. Let {U,},c; be a Zariski open covering of a toric variety Xy, and
let gop fora, B € I be invertible maps on U, N Uy satisfying the following cocycle
condition:

Foranya, B,y € I, 88, - 8ya = 8gaOn U, NUg NU,,.
We glue together each pair U, x G, Ug x C by the map gq,p x id:

gap xid: Uy NUG) xC —> (U, NUpg)xC
N N
UaX(C UﬂX(C
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As aresult, we obtain a point set £. We say (L, {gqs}), or briefly £, is a line bundle
with transition maps gup. The map 7 : L — X5, defined by (x, ¢) > x in any
Uy x C, is called the projection map of L.

By definition, each g, preserves all fibers 7 ™! (x). Moreover, 7! (x) has the
structure of a one-dimensional vector space over C.

Example4. £ = Xy x C with g4 = id for each pair o, 8 € I (if any covering
is given) is called the trivial line bundle.
Note that, for any open set U contained in some U, we can find an isomorphism
®) foa:n7\U) — U xC
such that, forany x € U,
fraleim 77 @) — x} x C

is an isomorphism of one-dimensional vector spaces.

4.5 Definition. Let (£, gqp), (L', g(;ﬂ), be two line bundies on X5, with respect to
open coverings {Us}ues, {Uy }oer and with projection maps 7, 7/, respectively.
We say £ and £’ are isomorphic if there exists a bijective map ¢ : £ — L which
leaves each fiber as a whole fixed, 7’ o ¢ = , such that, forany U C U, N Ug,
a €1,B € I'and fy, as in (5), the map composition

fa V- -
Uxc 25 oy T oy 2 uxc

is of the form

(x,8) —  (x,9x))
for some regular and invertible function ¢ on U.
Remark. The definition of a line bundle does not depend on the special covering
{Uy)ees. If we proceed to a finer covering {Uy}ycr, then, for each &’ € I,
U, = UU(,/CU[, Uy and we set g, () := gop(t) fort € Uy NUp C Uy N Up.

It is readily checked that the g‘;,ﬁ, are well defined and (L, go), (L, g8 g) are
isomorphic.

Lemma 4.6 is an immediate consequence of Definition 4.5.

4.6 Lemma. Let (Uy}oes be a Zariski open covering of Xx, and let (L, gup),
(L', gop) be two line bundles on Xy with respect to this covering. L and L’ are
isomorphic if and only if there exist invertible functions g, on Uy such that

8up = 8a8ap85 On U NUp.
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Next, we introduce tensor products of line bundles.

4.7 Definition. Let (£, g.s), (L', g/5) be two line bundies on Xy (relative to the
B aff

same covering {Uy}uer}). By the tensor product £ ® L' of £ and L' we mean the
line bundle defined by the transition maps

8ap = 8af 8up-
The line bundle given by

~ -1
8ap i= 8up

is said to be the inverse line bundle £~ of £. The group of all line bundles on X5
(up to isomorphisms) under @ is denoted by Lb Xx.

4.8 Theorem. Pic Xy = Lb X5.

ProoF. Given an invertible sheaf F, we introduce, for each Zariski open subset
U of X5, the function fy as in the proof of Theorem 2.10. In particular, for
a covering {Uylaes, we set f, = fy, and obtain, on U, N Uy, an invertible
function gop = fo - f5 LIf f. defines the same element of the Picard group as
fu does, there exists an invertible function g, and a rational function f such that
fo = f -8« fa- S0, gop satisfies the condition in Lemma 4.6, and we obtain a line
bundle (L, gqp) which, up to an isomorphism, is unique. Tensor products of line
bundles, then, correspond to tensor products of invertible sheaves, and it is readily
seen that we obtain a group isomorphism of Pic X5 and Lb Xy, (after identifying
isomorphic copies). O

We can construct, explicitly, an invertible sheaf from a line bundle. To do so,
we introduce sections (compare the sections of sheaves in Definition 1.11).

4.9 Definition. Let (L, gqs) be a line bundle on X5 with respect to the covering
{Ua}uer, and let U be any Zariski open subset of Xx. By a section of L on U, we
meanamaps : U — w1 (U) given by
s Uy NU — U, NU)xC
x — (x, 85, (x))

where g;, is regular on U, and satisfies g, /g5, = gup for each 8 € I. The set of
sections on U is denoted by I'(U, £).

(U, L) has the structure of an O(U)-module. Sums s + s’ are defined by the
sums g;, + g, .For f € Ry = O(U), the product f - 5 is defined by the functions
f : gsuz *

For any fixed o € I, we consider the injective map

o : T, L) o Kx,
s > 8&s,-
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We set F(U) := i, (T'(U, £)) and obtain Lemma 4.10.
4.10 Lemma. F is an invertible sheaf of rational functions.

Analogously to invariant Cartier divisors, we now introduce the following toric
notion for line bundles.

4.11 Definition. Let (£, g,.) be a line bundle on Xy with respect to the covering
{Xs}oes. If for each element ¢ of the big torus T the map

¥ : L - L
Yrlx;xc @ Xs xC — Xs xC
(x,0) > (tx, t"c)
satisfies
e 8ot (%) = 8o (tx),

then, we call £ equivariant.

Example 5. Let £ = Xy x C.Foranym € Z", we define the torus action ¢ by
¥ (x, ¢) = (tx, t™c). Denote the set of equivariant (“trivial”) line bundles, thus
obtained, by Tr X .

We denote the group of all equivariant line bundles (under ®) by Elb X . For-
getting about torus action, we obtain a morphism Elb Xy — Lb Xy whose kernel
is Tr X5 (as introduced in Example 5). Moreover, we readily obtain Theorem 4.12.

4.12 Theorem. For the group Elb Xs of equivariant line bundles,
LbXy = Picx Z= EbXy/TrXs.

In summarizing, we obtain the following diagram of “languages” and a sevenfold
characterization of Pic Xy:

Virtual —  Invertible
polytopes sheaves
Virtual Invariant . .
support Cartier Pic I — Pic Xz
functions divisors / \
| | SF(Z)/LF(Z) Div}. Xz/ Div}, X5
Line bundles Cartier divisors | I
\ / LbXs Dch Xz/Din X}:
Equiveriant \ /

line bundles Elb X5/ Tr X5
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Exercises

. Find the statements analogous to Example 1 for any Hirzebruch surface.
. Find the transition functions g,. of line bundles on Xy where (a) Xy = P,
(b) X5z = P! x P! x P!, and (c) Xy is a Hirzebruch surface.
3. Inthe language of virtual polytopes, verify directly that Pic Xy = 0in Example
3.
4. Consider X := {Rx0 €1, R>0(—e€1), {0}} as a fan in R?. Describe Pic X5 and
its analogs in all seven languages, as mentioned in the text.

N =

5. Chow ring

The theory of divisors and virtual support functions, as considered in the preceding
sections, was based on combining linearly toric (n — 1)-subvarieties of a toric va-
riety X5. We wish to extend the theory to linear combinations of toric subvarieties
of any dimension k£, 0 < k£ < n — 1, and embed Pic X into a ring built up by
such varieties. We restrict ourselves to X being regular and complete.

To achieve this, we could use a standard procedure in algebraic geometry, that
is, defining “k-cycles” and “rational equivalence” as analogs of “divisors” and
“linear equivalence”. It is, however, more convenient for us to proceed somewhat
differently, making use of the various “languages” presented in section 4.

5.1 Definition. Let Xy be a complete smooth toric variety, and let g1, . . ., o be

the one-dimensional cones of X. To each g;, we assign an indeterminate variable

U;,i = 1,...,k, and consider the polynomial ring Z[U,, .. . , U;]. We introduce

the following ideals in this ring.

(1) Let a be generated by all monomials U;, --- U;,, 1 < iy < -+ < i; < k for
whicho;, +---+0;, ¢ L.

(2) Let b be generated by all linear polynomials a;;U;y + - -+ + axjUs, j =
1,...,n where a¢; := (ai1,...,a;,) € Z" is the simple vector for which
oi = Rsoai,i=1,...,k

Then, we call Z[U,, ..., U]/(a + b) the Chow ring Ch(X ) of X5. We set u;
for the residue class determined by U;,i = 1, ..., k.

Example 1. Let X5 be the Hirzebruch surface with generators a; = (1, 0),
ay = (0, 1),a3 = (—1,0),a4 = (r, —1). Then, ais generated by U, U3 and U, Uj,.
The defining linear polynomials of b are U; — Uz +r U, and U, — U,. Using Lemma
5.3 below, we see that Ch(X5) = {au; + Buz + ywua +6 | o, 8, v, 8 € Z}).

5.2 Lemma. Pic X5 is isomorphic to the additive subgroup of all linear
polynomials of Ch(Xx).
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PROOF. We represent Pic X5 as SF(X)/ LF(X) according to Theorem 4.3. To
each linear polynomial oju; + - - - + oy, we assign a piecewise linear function
h : | Xz} — R by setting h(a;) := —a;,i = 1,...,k, and extending linearly
on each cone of . Since X is simplicial, the extension is well defined. So (1) and
(2) in section 4 are satisfied. Conversely, any 4 satisfying (1) and (2) in section 4

defines a linear polynomial by setting «; := —h(a;),i = 1,...,k.
The linear functions of LF(X) are integral linear combinations of the functions
{e;, x) where ey, . .., e, is the canonical basis of R”. From
(e;,aj)zaji, i=1,...,n, j=1,...,k,

we see that b = LF(X). Since a does not contain linear elements, the lemma
follows. O

5.3 Lemma (“Shifting away” lemma). Let X be regular and complete. If 0 =
0i,+-+0;, € T,weset P, .= U, -- U, andp, = [P,] = P,+a+b.Ifois
afaceofo’ € T anddimo > 0, then there exist conesoj € X,dimo; = dimo,
j =1,...,q,and integers c; such that no o; is a face of o' and

Po = C1 Do, + .- +Can,,-

PRrROOF. Let t be a face of o such that dimo = 1 + dim 7 (for dimo = 0,
there is nothing to prove). Since X is complete, we may assume dimo’ = n.
Up to renumbering the o; = R>oai, i = 1,...,k, leto’ = g1 + - + 0n,
o=01+ +0s,andt =92 +--- + gs (or {0} if dim 0 = 1). By definition
of b and the regularity of X,

anuy + - +apu =0
¢y : (2) det(ay...a,) = £1.

apiy + -+ agaty =0

Solving (1) for uy, ..., u, by Cramer’s rule and by using (2), we obtain
ui, ..., U, as integral linear combinations of u,1, . .., u. In particular,
Uy = bpprupyr + - - + by, biyr,....br € Z.

Since X is complete, k > n, so that at leastone b; % 0,n + 1 < i < k. Now,

Po = Uy Us = (bn-l-lun+l +-- +bkuk)u2 v Us

= byyiUppil - Ug + -+ bruguy - - - ug,

where all those u;u; - - - u; are nonzero for whichg; + 7 € X,i =n+1,...,k.
This proves the lemma. O
Example 2. Leta; := e;,a; := ep,a3 := ey, and as 1= —e; — e — e3 be the

generators of T for X5 = P*. We find that a is generated by U, U,U3Uy, and b by
Uy —Ug, Uy —Us, Uz — Us.Henceu; = up = uz = uy and UUU3 U4 = u‘f = 0.
‘We may represent Ch(X) either by {ozu; +,Buf + yu? +6| e, B,y,8 €Z}orby
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{ouy + Buyuy + yujuaus +48 | @, B, y, 8 € Z}. We considero’ := g, + 02+ 03,
o = 01 + 0;. Then, for oy := 01 + g4, Ps = Po,-

Example3. InR?, leto; := Rxo 1,02 := Rx0€2,03 := Rxo(—€1 +€2),04 :=
R>o(—e1), 05 := R>o(—e€1 — €2), 06 := Rxo(—€2),and 0 = 01,0’ = g1 + 0.
We find that uy — u3 — us — us = 0, and, hence, p,, = u1 = u3 + us + us
(Figure 7).

5.4 Definition. If 0 = ¢;, + - -+ + 0;, € X, we call the square-free monomial
Do = uj, ---u;, a face element of Ch(Xyx). For o = {0}, we set p, = 1. We
denote, by Ch ©)(Xy), the subgroup of Ch(Xx) generated by the face elements for
afixed degree. We say p, represents the toric subvariety X ;) := Xy, determined
by ¥ /o = n(st(o, X)).

5.5 Theorem. The Chow ring can be decomposed as follows:

Ch(Xs) =Ch@Xs) @ ---® Ch™®(Xy).

PROOF. Suppose u;' - u;' is a monomial of Ch(Xz), i) < --- < i;. If g;, +
.-+ + i, ¢ T, the monomial equals zero. So,leto = g;, +---+0;, € X.In
the case r; > 1 we replace u;, according to Lemma 5.2, by a linear combination

of u; which do not belong to u;,, ..., ;. Continuing in this way, we replace
u,’l‘ - u,ﬁ' by an integral linear combination of square—free monomials. This proves
the theorem. O

Example4. Example 2 canreadily be generalized to show that foro; := R €1+
-+ R0 €, 00 := {0}, Ch(P") = ZPoy L Py, ®-- D Zpo,-

Multiplication in the Chow ring is closely related to the intersection of toric
subvarieties. From Theorem 5.5 and the preceding definitions we derive Lemma

N

P4 P

Ps Pe

FIGURE 7.
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5.6 Lemma. Ifo,7 € L and o Nt = {0} and p,, p. are the face elements
which represent X oy, X (), then, p, - p, represents the intersection X5y N X ).

This relationship will be considered again in chapter VIII.

Exercises

[y

. Find Ch(Xy) of Example 3 according to Theorem 5.5.

2. Find Ch(Xy) for the higher dimensional analogs of Hirzebruch surfaces (VI,
3, Example 3).

3. Show that the assumption “X is complete” can be weakened such that Theorem
5.5 still holds.

4. Find examples of nonregular toric varieties for which the shifting away lemma

can be proved.

6. Intersection numbers. Hodge inequality

If n toric hypersurfaces of an n-dimensional toric variety intersect in finitely many
points, we are interested in counting the numbers of points of intersection, counted
with “multiplicity”. This leads to what is known as the intersection numbers of
divisors. First, we discuss some of the basic ideas. Throughout this section, we
assume Xy to be a smooth and compact toric variety of dimension 7.

Let g1, ..., 0n be 1-cones of ¥ and D,,, ..., D,, the corresponding invari-
ant divisors (toric (n — 1)-subvarieties defined by st(g;, £),i = 1,...,n). If
o := gy +---+ @nisann-cone of X, the D,, are the closures of the coordinate
hyperplanes of X; and, hence, intersect “transversally” in one point. So, we asso-
ciate intersection number 1 with D,,, ..., D,,.If g1 + - - - + g, is not contained
in a cell of T, the subvarieties D,, have empty intersection, hence, intersection
number 0. This is a natural starting point for intersection numbers.

Not equally trivial, but still “natural”, is the requirement that an intersection
number does not change if one divisor is replaced by a linearly equivalent one.
In particular, self-intersection numbers can be defined by » linearly equivalent,
different copies of the same divisor. We shall see that such intersection numbers
are possibly negative.

Finally, we want intersection numbers to be linear in each component. For
example, if a D, is replaced by k D,,,, each point of intersection with other divisors
is to be counted k times. Also, the additivity is geometrically plausible.

We use these intuitive requirements for a definition.

6.1 Definition. LetD := TCDiv(X ) be the group of T'-invariant Cartier divisors
on a smooth compact n-dimensional toric variety X 5. Then a mapping of the n-fold
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cartesian product

Dx...xD (—~>)
is called an intersection number for toric divisors if it satisfies the following
conditions for all Dy, D}, D, ..., D, € D.
(1) (Dy.+--.Dy) = (Dr(y).* - * .Drny) for any permutation 7 of 1, ..., n.
(2) (Dy + Dy.Dy.- - -.Dy) = (D1.Dy.- - - .Dy) + (D}.Dy.- - - D).
(3) (kDy.D,.---.Dy) = k(D.D,.- - - .Dy), fork € Z.
(4) (D1.Dy.- - -.D,) = (D}.Dy.- - -.Dy), if Dy, D are linearly equivalent.
(5) For 1-cones gy, ..., 0, of 2,

1 ifg 4+, € T,
D,..--.D,) =
(Do, ) {0 ifor+---+on & 2.

We shall prove existence and uniqueness of intersection numbers only for com-
pact smooth projective Xy, since, in this case, there is a natural relationship to
mixed volumes. First will we look at some examples.

Example 1. Letn = 1 and ¥ = {g; := Rxo €1, 02 := Rxo(—€1), {0}}. Any
T-invariant divisor D = —(my, e;)D,, — (m3, —e1)D,, = —m\D,, + myD,,
(my, my € 7) can be characterized by a function £ which may be convex or
concave.

The corresponding invertible sheaf has rings 2™ Oy, (X)),
7™ 0y, (Xg,), Clz, z7!]. It has nonconstant global sections if m; < my (h
concave). Up to linear equivalence (adding a linear function to h or applying a
translation to P = (m; + 1) N (my + 92) = [m;, my]), we can assume the
global sections of the invertible sheaf to be the polynomials ap + jz + - - - +
Oyy—m, 22~ "™ . The maximal degree which occurs is m,; — m, also called the de-
gree of the invertible sheaf. The corresponding divisor D is an (my — m;)-fold
point so that m; — m; provides the self-intersection number of D. Also, in the
case my — m; < 0 (h linear or convex), we call m, — m, the self-intersection
number of D.

6.2Lemma. Forn = 2,lett bea1-cone ofaregular completefan £, v = R>¢ a,
and let 01 ‘= Rxo0a + R0 b, 02 1= Rxp a + Rxo ¢ be the adjacent 2-cones of T
inX,a,b,csimple. Ifa € 7 is the integer for which

aa+b+c=0,
then, D, has self-intersection number
(D..D;) = a.

PROOF. Wesetg; := Rx0 b, 02 := Rxo ¢. We may assume a = e;. As a Cartier
divisor, D, is given by the piecewise linear function %, defined by h(b) = h(c) =
0, h(a) = ~1,h(x) = 0 foro € R?\(o; U 03) (Figure 8) so that h defines an
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invertible sheaf on X5. We can add the linear function (g, ) to it and obtain an
equivalent function 4,

h(x) := h(x) + (a, x), forx € R2.

Clearly, h(x) = 0forx € 7. The restr_iction offz to Tt defines an i_nvertible sheaf
on D,. By Example 1, (D,.D,;) = —(h(b) + h(c)). From h(b) + h(c) = h(b) +
{a, bY+h(c)+{a, c) = (a,b+c) = —ala,a) = —a,wefind(D..D;) =a. O

Example 2. The projective plane P? is given by a fan with generators a = e,
b = ey, c = —ey — ez, and, hence, a + b + ¢ = 0. Therefore (D,.D,) = 1 for
each coordinate line of [P?. This is intuitively obvious. Any two different lines of
IP? are projectively equivalent and intersect in one point.

Example3. Ifa = b+c, we may consider the fan ¥’ obtained from ¥ by deleting
T, 01, 02 and introducing oy U o, as a new cone. Then, X is obtained from Xy
by a blowup, and the exceptional projective line has self-intersection number —1.

6.3 Theorem. Let X5 be a smooth, compact, projective toric variety, ¥ =
X (—P). Then, intersection numbers are well defined and uniquely determined.
For Cartier divisors Dy, ..., D, whose piecewise linear functions are convex
and, hence, are represented by polytopes P, . . ., Py, respectively,

Dr.«--.Dy) =nlV(P, ..., B).

For Cartier divisors represented by virtual polytopes Py = P(Py) =P P), ...,
Pn = P(P,) — P(raP) (see V, Theorem 5.15), we can calculate (D,.- - - .Dy)
successively from the intersection numbers of the Cartier divisors D, ..., D,
given by P(Py), . .., P(P,), respectively (D given by P),

(Dy.---.Dy) =n'V(Py, ..., P,) = (D, +rD.---.D, +r,D).

Proor. By IV, Lemma 3.4 and Lemma 3.6, the mixed volume function
V(,..., ") satisfies (1), (2), and, in the case k > 0, also (3).
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Let k = —1. We associate with — D, the virtual lattice polytope (V, Definition
53) P for which

P+ P(P) = P{OD.
Since V({0}, P,, ..., P,) = 0(V, Lemma 3.6), we obtain
(=Dy.Dy.---.Dy) + (D1.Da.---.D,)) = 0.

Now, (3) follows for all k € Z.

To prove (4), we apply the following characterization of linear equivalence
(compare Theorem 4.6). The piecewise linear functions &, A’ of Dy, D}, respec-
tively, differ only by a linear function. Hence, the virtual polytopes differ only by
the addition of a point, that is, by a translation. V (-, .. ., -) is, however, invariant
under translations (IV, Lemma 3.6).

Concerning (5), we remind ourselves that, fora 1-cone ¢ € X, the Cartier divisor
D, can be represented by the virtual polytope P, := {m, + 0} U (X \ {3)).

The sum P, + P(P) =: P(P,) is always a polytope element. Let gy, . . ., 0,
be n different 1-cones of X. If D is again given by P,

(D, + D.Dy, + D.---.D, + D) = n!V(P,, ..., P,).

Each P,, is obtained from

P =(my+60 0 () (me+0))
o#0;
gex()
by “moving out” the supporting hyperplane m,, + o> of P such that, between
my, + of and m,, + my, + Q{L, there are no lattice points (Figure 9).
First, we illustrate the idea of the proof forn = 2.If g; + g, ¢ X, thatis if g1,
0, are not adjacent in X, we obtain

1) 2V(P,,, Pyy) = V(P + P,)) — V(P,) — V(P,).

Let A, := P, \ P, Ay := P,, \ P.Then, we obtain V(P,, + P,,) = 4V(P) +
2V(A) + 2V(Ay) and V(FP,,) = V(P) + V(A)), V(P,,) = V(P) + V(A).
Hence, (D,, + D.D,, + D) = 2V(P,, Py) = V(P, + P,) — V(P,) —
V(P,,) = 2V(P) + V(A)) + V(A2).

E E
= E
H =
= =
= E

FIGURE 9.
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Furthermore,
(Dg,-D) = (D,, + D.D) — (D.D) = 2V (P,,, P) - 2V(P)
= V(P,, + P) = V(F,) —3V(P)
=4V (P) +2V(A;) — V(A)) —4V(P) = V(Ay).
Similarly, (D,,.D) = V(Aj3). Therefore,
(Dy,.Dy,) = (Dy, + D.Dy, + D) — (D,,.D) ~ (D,,.D) — (D.D) = 0.

In the case g1 + @3 € I, the calculation of (D,,.D,,) works similarly, except
that an additional area B occurs in P, + P,, (hatched in the lower right part of
Figure 10). Clearly, V(B) = 1. Therefore

(Dy-Dy,) = 1.
The proof for arbitrary n proceeds analogously. If k& < n of the cones g1, ..., 0,
are different faces of a v € X, say gy, ..., 0k, a k-dimensional parallelotope B

occurs in the sum P, + .- + P,,, and V(B) = 1 or 0 according to k = n
or k < n, respectively. Expressing mixed volumes by volumes according to IV,
Theorem 3.7, a calculation, as in the case n = 2, is readily carried out so as to
prove (5).

It still remains to be shown that intersection numbers are uniquely determined
by (1)—(5). Applying (1) — (4) implies that we need only prove (D,,.- - -.D,,) tobe
uniquely determined forany g1, . .., 0, € %(. The case where they are all differ-
ent is clear from (5). So, we assume inductively that (D,,.- - -.D,,) is determined
by (5) if, at most, n — k < n of gy, ..., 0, coincide. Suppose uniqueness is true
if at least k of the D, are different, and let only & — 1 of the Dy, in (D,,.- - -.Dy,)
differ, say 01, ..., 0k-1. f 01 + -+ + 0« & I, then, (D,,.---.D,,) = 0. So,
letor +---+0, € L,hence,0 :=01+:--+on =01+ + 01 € X
(and o face of ¢’ € £™). By the shifting away lemma (Lemma 5.3), we can set

an VW am
O N
/O:

FIGURE 10.
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D,, = ,f},DQl_1 + -+ BsD,, where g;; & {01,..., 001}, J = 1,...,5. Now,
in

(DQI‘ T 'DQn) = Z :Bi(DQI" ’ "DQk~1'DQj.-'DQk+1" o 'DQn)’

each term has k different factors and hence is uniquely determined. Since, by (4),
the intersections numbers do not change under linear equivalence of the D,,, the
intersection number (D,,.- - -.D,,) is uniquely determined. O

Example 4. Let Xy be a del Pezzo surface whose fan ¥ has generators a; =
e1+e,a = e,a3 = —e,a4 = —e; — €3,a;5 = —ey, and ag = e;. The
associated polytope P is shown in Figure 11.

We denote the Cartier divisor of P by D and set D; := Dy, q,i =1,...,6.
We wish to calculate (D;.D,). For this purpose, we observe that

(D1.Dy) = (D + D.Dy + D) — 2(D; + D.D) + (D.D).

The divisor Dy 4+ D is represented by the polytope P; obtained from P by joining
a triangle (dotted area in Figure 11) to it. From (D; + D.Dy + D) = 2V (Py),
(D; + D.D) =2V(P;, P) = V(P + P) ~ V(P)) = V(P),and V(P)) = 31,
V(P) = 3, V(P + P) = 131, we obtain (D;.D;) = —1, in accordance with
Example 3.

6.4 Theorem (Toric Hodge inequality). Given a smooth, compact, projec-
tive toric variety, let D be an arbitrary T-invariant Cartier divisor, and let
D', Dy, ..., D,y be T-invariant Cartier divisors which are represented by
polytopes. Then,

(D.D'Dy.- - .Dy_3)* > (D.D.Dy.- - - .Dy_3)(D'.D'.Dy.- - - .Dy_s).

Proor. If D is also represented by a polytope, this is a direct consequence of
Theorem 6.3 and the Alexandrov-Fenchel inequality (see TV, 5).

So, let D be arbitrary. According to V, Theorem @515, we replace D by D+ kD’
for sufficiently large k > 0 such that D + kD’ is represented by a polytope. Then,
by using (2), (3), we obtain the theorem from

(D 4+ kD'.D'.D;.- - - .Dp_3)*

= = e = =,

as | P+Py | N

I N

ai |

4
I
I
as as e

ds4 as

FIGURE 11.
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> (D +kD'.D+kD'Dy.---.D, y)(D'.D'.Dy.- - -.D,_5).
O

Remark. If D', Dy, ..., D,_; are not represented by polytopes, the Hodge in-
equality need not be true. For example, let a del Pezzo surface be given as in
Example 4. Then, (D1.Dy) = (D3.D3) = —1,but (D1.D3) = 0, so that the Hodge
inequality is violated.

6.5 Theorem (A special toric Hodge index theorem). Given a smooth, compact,
projective toric variety, let D be an arbitrary T -invariant Cartier divisor, and
let D', Dy, ..., D,y be T-invariant Cartier divisors which are ample repre-
sented by polytopes. If (D.D'.Dy.- - -.D,_2) = 0and (D.D.Dy.---.D,_3) # 0,
(D'.D'.Dy.---.D,_3) # 0. Then

(D.D.Dy.---.D,3) < 0.

ProoOF. This is an immediate consequence of Theorem 6.4. O

Exercises

1. Extend Lemma 6.2 to the n-dimensional case and prove the toric Nakai—
Moishezon criterion for ampleness. Let X5 be a smooth compact projective
toric variety. A T-invariant Cartier divisor D is ample if and only if, for
any (n — Dface o1 + -+ 0,1 € (0 € 2V, i =1,...,n - 1),
(D.D,,.---.Dy, ) < 0.

2. In VI, 3, Example 4 find all types of intersection numbers (Dy,.D,,.D,,) which
occur (g1, 02, 03 arbitrary 1-cones of the fan).

3. Generalize condition (5) in the definition of intersection numbers if X is allowed
to be an arbitrary, complete simplicial fan.

4. Discuss equality cases of Theorem 6.5; use the results of IV, 5, in particular,
Example 2.

7. Moment map and Morse function

There are direct relationships between an affine or a projective toric variety and the
defining cone or polytope, respectively, which we shall study now. They provide
new insight into the structure of toric varieties, and they produce tools for giving
the Chow ring a topological meaning (in Chapter VIII).

7.1 Theorem. Let ¢ = pos{my, ..., m,} be an n-dimensional simplex cone,
and suppose my,...,M,, ..., my are simple lattice vectors which gener-
ate the monoid 0 N Z". For u = Wy, ...,uxy) = @,...,7"™, ...,
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™), consider the map

go:Xg — (Cn
u u1m1+~-+unm,,'

Then,
(1) ¢ maps the bigtorus T = {u | u; # 0,i = 1,..., k} onto the torus
T :={umy+---4+um, |u; #0,i =1,...,n}
(2) @lyz0 maps X;O bijectively onto &, in particular each orbit of X?O onto the
relative interior of a face of & (compare V1, Definition 3.8).

ProOF.

(1) is true by definition of ¢.

(2) Among the |A;| roots of xlf\ ", there is only one which is real and positive.
Therefore, T>° is mapped bijectively onto T”% = {y e T' | y; > 0,i =
1,...,n}

Since X is the disjoint union of tori in dimensions 0, . . ., n, we may apply
the same arguments as for X; to the subvarieties X, of X;, where 7 is a face
of 7.

a

Example 1. Let 0 := pos{e;, e; + 2¢,}, hence, 6 = pos{2e; — e, €2} =
pos{my, my} (see Example 3 in VI, 2).

The degree of ¢ is 2. The point 1 - m; + 1 -m, = 2e; in & has two inverse images
u® = (1,1,1),u? = (1, 1, —1). However, m1, m; (as generators of 1-faces of
o) have unique inverse images v = (1,0, 0), w = (0, 1, 0), respectively. X?O
consists of the points (u1, uy, +./u1uz) foru, > 0,u; > 0 (shaded area in Figure
12).

ez

2e4

2erez

w=(010)

(=1 1-1)

FIGURE 12.
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Example 2. If X; is regular, ¢ provides an isomorphism for X5 = C"~? x C*
according to VI, Theorem 2.12.

The map ¢ can also be defined for nonsimplicial . We will not discuss this but
will proceed to maps of compact projective toric varieties onto polytopes.

As in section 2, we assign a complex coordinate (parameter function) x; := z™,
i =0,...,r toeach lattice point m; of an n-dimensional lattice polytope P. We
assume P to be “large enough”, that is, multiply it, possibly by a positive integer,
such that we obtain an embedding

Xsipy <= P
according to Definition 3.5. Let {mq, ..., m,} = PN Z".

7.2 Definition. Let f : X5 —> P be given by

- lxolmo + -+ Lxelm,
T® = T ]

We call f the moment map of X5.
Furthermore, let g : X5 —> P be defined by

g(x) = Ixo*mo 4 - - + |x,*m,
T TP P
We say g is the modified moment map of X,

Clearly, f(x) and g(x) are convex combinations of my, ..., m,, hence, in P.

7.3 Theorem. f and g are continuous surjective maps with the following
properties.
(1) f, g map the big torus T of X, onto the interior of P, and, more generally,
each orbit onto the relative interior of a face of P.
Q) fo = fl X2 and gy = g| xz0 are bijective. In particular, they map each
closure of an orbit bijectively onto a face of P.
Proor. It is sufficient to undertake the proof for f since the transformation
(xol, ..., Ix-]) —> (Ixol% ..., |x-]?) preserves (1) and (2).
If (xo, ..., x,) is replaced by (Axq, ..., Ax,), for any A # 0, then, f does not
change. So, we can assume |xo| 4 - - - + |x,] = 1. Clearly, f is continuous on X,.
Both statements (1) and (2) refer to the tori Tr of which X5 is composed. Each
of them corresponds to a face F of P where T = Tp. But any face F defines a
subvariety of Xy, given by those x; = z™ for whichm; € F N Z", and by the
affine relations between such m; (see section 3). Therefore, it is sufficient to prove
(1) and (2) for the big torus 7.
First, we show that f is a surjective map of Xy onto P.Lety € P,

(a) y:y0m0+"'+yrmr,
(b) Yo+---+y =1
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©) y >0, i=0,...,r

We consider the set C, of all vectors (yo, ..., y,) which represent the same y
according to the conditions (a), (b), and (c). Cy is a point only if the face F of
P for which y € relint F is a simplex. From one representation of y we obtain
others by adding representations of 0,

(@) 0=oaomo+---+am,,
®) @+ -+ o =0,
The set of vectors a := (ay, - . . , ;) that satisfy (a"), (b') is an affine subspace C’

of R*,andCy C y + C'.

We wish to select one among the possible representations of y which is, in some
way, “canonical”. This can be achieved by choosing y such that it minimizes the
function

D(y0, ..., ¥) = yo(—1+1ogyo) +--- + y.(~1+logy,)

on C,. The function @ can be defined for all points y € R'*! with y; > 0,
i =0,...,r (using ylogy — 0asy — 0%). Restricted to any real torus
T cR*,0<dimT <r+ 1, d has a Hessian matrix

v 0

(0] y,._1

v

for appropriate indices iy, ..., i,. Suppose ® had two minima on C,, attained in
¥*, ¥** say. Since the Hessian is positively definite on the line segment joining y*,
y**, we obtain a contradiction. Therefore y* = y**.

Leta € C’ be chosen arbitrarily (so that (a’), (b") are satisfied). Up to renum-
bering, we canseta = (ap, ..., %, 0ps1, ..., 0, 0,...,0), where o; > O for
ief0,...,p)=Ayanda; <Oforje{p+1,...,5} = A_.

Let y(t) := y* + ta,t € R. We claim that y* satisfies

3) W yp =y Y.

There are four different cases.

Case 1

For sufficiently small ¢ > 0, foralli € A, UA_andall —¢ <t < ¢,0 <
yi(t) < 1.Then, y(t) € Cy, and

d
4) 5 (y(t))i=o = aplogyy +--- +aglogy! =0

(because of the minimality of ® in y*). From (4) we readily obtain (3).
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Case 2

If case 1 fails to be true for at least one i, we see that y* = O (unless y = m;, a
trivial case). First, let y;‘ = 0 also be true such thati € A, j € A_. Then, (3) is
trivially satisfied.

Case 3

y; = O0forani € Ay buty; > Ofor j € A_. Then, for suitably small & > 0,
0 < y(t) <listrueforalli € A, U A_ and forall 0 < ¢ < ¢. Therefore,

d
7 O(y@®) = aplog yo(t) + - - - + a; log y,(¢)

exists in y*. Since o; > 0 and log y; (¢) < O,

d
lim — = —00.
Jim dtfb(y(t)) 00

But, then, in any neighborhood of y*, there is a point of C, in which ® is smaller
than in y*, a contradiction.

Case 4

y! =0forani € A_buty; > 0for j € A,.Here, we proceed analogously to
Case 3.

This completes the proof of the surjectivity of f.

In order to show injectivity for f restricted to X %0, lety € P be given according
to (a), and let (3o, ..., ¥r) = (2", ..., 2™). Then

mo logzy + - - - + my, log z, = log yo

®) :

mplogzy +--- +my,logz, = logy,.
We see from (5) that the vector (log yo, . . ., log y,) is a linear combination of the
vectorsm; = (mgj, ..., m,;),j = 1,..., n.Eachm;, however, is orthogonal to

the affine space aff C, = {(y0, ..., ¥-) | Yomo+- - -+y,m, = y},and, hence, the
same is true for (log yo, . . . , log y,). On the other hand, (log yo, . . ., log y,) is the

gradient of ®(yp . .., y,). Therefore & attains its minimal value in (yo, . . ., yr),
and, hence, yo = yg, ..., ¥» = y;, so that the monomials ™ = y;, ..., "™ =
yrofz = (z1,..., z,) are uniquely determined.

We assert that zj, ..., z, are also uniquely determined: In (5), we replace
Y05 - -5 ¥r bY ¥3, ..., ¥, respectively. Since, among my, ..., m, there are n
linearly independent vectors, the solution (log zj, . .., logz,) € R” is uniquely
determined. Hence z; > 0, ..., z, > 0 are also uniquely determined. ]

Example 3. We consider mg := 0, m; := 2e¢; — e;,and m, := e; sothat P isa
triangle in R%. X5 is obtained as the projective extension of X; in Example 1. The
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cone pos{2e; — e;, e;} is replaced by the triangle P. f and g project the hatched
area in Figure 12 extended by the “points at infinity” bijectively onto P.

Now we combine the modified moment map g with a linear functional (m, -),
meZ.

7.4 Definition. Let P be a lattice polytope, {mg, ..., m,} = P NZ", suchthat P
is associated with the fan X and gives rise to an embedding X5 < P". We choose
anm € 7", suchthat {m, myp), ..., (m, m,) are different and nonzero, and define
(x =Cxo, ..., x) €P)
Jm : Xz — R,
|x0|2<m’ m()) +e+ |xr|2(m, m,)
ol + -+ [P

Then, fi,,) is called the Morse function of Xy with respect to m.

Jomy(x) =

7.5Theorem. Let P and X5 be givenas inthe definition of the Morse function, and
suppose, in addition, that X5, is regular. Up to renumbering them , letmy, . .., m,
be the lattice points adjacent to a vertex my of P on the edges emanating from
myg. The one-point orbit X := g~ (my) is the zero point of an affine piece X; of
Xs. If we choose mg to be the zero of R", then fim)(x) is expressed in the local
coordinates u; = i—(’) =: v; + v/=1w; (vj, w; € R) of X; as

(6) f(m)(x) = (vl + wl)(m’ ml) +---+ (U,% + wz)(m’ mn) + -7:,

where F is a power series in v, ..., Uy, Wy, .. ., W, whose terms are of degree
greater than 2.
By the choice of m, m,m;) £ 0,i =1,...,n

PrOOF. We divide numerator and denominator of f,,(x) by |x0]? and, from
lujl? = uu; = v +w obtain

W} +whim, m) + - + @2+ w(m, m,)
1+ @l +wd)) +- -+ @+ wd) '

Since my, ..., m, generate Z" integrally, any m; ¢ {m,, ..., m,} is a nonneg-
ative, integral, linear combination of m,, ..., m, and gives rise to a monomial
u’{‘ cooubn = uj kj € Zso, k1 + -+ + k, > 1. Then, v? + w? is a polynomial
invy, ..., v, wy, ..., w, of degree greater than 2. By expansion of f,,(x) into
a Taylor series we obtain (6). O

Somy(x) =

7.6 Definition. A point x of Xy is called critical with respect to f{,, if, in real
local coordinates according to Theorem 7.5, f,,, bas vanishing partial derivatives
(inv;, w;, j = 1,...,n) at x. The index of fy in x is twice the number of
positive coefficients (m, m;) in (6).

The following two theorems are immediate consequences of Theorem 7.5:
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FIGURE 13.

7.7 Theorem. The critical points of X'z with respect to any Morse function f,)
of X, are the zero-dimensional orbits and only these.

7.8 Theorem. For m € 7" \{0}, let the open half-space H™ be defined by {y €

R" | {m,y) > 0}. Then the index of f) in the one-point orbit x of Xy (see
Theorem 7.5) equals twice the number of edges of P emanating from mo and lying
inHT.

Example 4. Let X5 =P' x P!, m=e¢; + 2e,, and P =conv{0, e, e, 1 + €3}.
Denote the cones oy, . . ., o3 as in VI, 3, Example 2, and let a, b, ¢, d be the zero
point of X;,. X5,, Xs,. Xs,, respectively. The index of f. is then 4in a, 2 in b,
2 in ¢ and 0 in d, respectively (Figure 13).

Remark. If Xy is restricted to its real points (not only positive ones!) or de-
fined over R instead of C, then the Morse function in (6) attains the form

w=,....,m)
fomy @) = v¥m, my) + -+ + v2im, m,) + Fo

for a series Fy in vy, . . ., v, whose terms are of degree greater than 2. The index
is, then, defined as the number of positive (m, m;},i € {1, ..., n}, and equals the
number of edges emanating from mg and lying in H*.

Exercises

1. Let o := pos{(k + 1,k, k), (k, k + 1,k,), (k, k, k + 1)} for some natural
number £ > 0. Find the map ¢ according to Theorem 7.1 and determine its
degree.

2. Determine explicitly the moment map of Xy = P” x P4, p, ¢ natural numbers
or 0.



8. Classification theorems. Toric Fano varieties 303

3. Calculate explicitly the Morse function of Xy = P! x P! x P! with respect to
m = (1, 2, 3) and each one-point orbit.

4. Discuss the restriction of the Morse function fi,) to the compact torus T, of
X5 (analogously to the above Remark).

8. Classification theorems. Toric Fano varieties

In this section, we will collect a few classification theorems for smooth, compact,
toric varieties, which are translations of the combinatorial results in V, sections
7 and 8, into the algebraic geometric language. Concerning the general case, we
restrict ourselves to dimensions two and three. (Numerous results for arbitrary
dimensions are known; see the Appendix to this section). We, then, concentrate
on an interesting special class of n-dimensional toric varieties defined by Fano
polytopes.

Forn = 1 we have seen that there is only one compact toric variety, namely [P'.
For n = 2, we derive Theorem 8.1.

8.1 Theorem.
(a) Any smooth, compact two-dimensional toric variety can be blown down to
IP? or to a Hirzebruch surface Hy, k € Z\{1, —1}.
(b) Each Hirzebruch surface Hy, is a P'-fiber bundle (see V1, 6) over P'.

PRrROOF. (a) This follows from V, Theorem 7.5. (b) has already been stated in VI,
6, Example 3. a

Inthe case n = 3, no general theorem exists as forn = 2. We impose conditions
on the Picard number of X (see section 3) which, for a smooth compact X, is
f1(2) — n (f1(-) the number of 1-cones).

8.2 Theorem. Any smooth, compact three-dimensional toric variety, with Picard
number at most 3, can be blown down to one of the following types of toric varieties:

m P,

(2) a P'-fiber bundle over F?,

(3) a IP*-fiber bundle over P', or

(4) a P-fiber bundle over a Hirzebruch surface Hy.

PRrROOF. This follows from V, Theorem 7.7. O

8.3 Definition. Let Xy be a smooth and compact toric variety, and let gy, . . ., o,
be the 1-cones of . The divisor

~K 1= Do + -+ D,

is called the anticanonical divisor of Xsx.
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The name is seen from the following background. Consider the (“logarithmic”)
differential form d“ A--+A % onthe big torus 7. It has the property of being in-
variant (possibly up to the 51gn) if we replace the torus coordinates (zj, . . ., z,) =
(z*, ..., z%) by the coordinates (u3, ..., u,) = (™, ..., z™)of anaffine piece
X; of X5, where 6 = pos{m, ..., m,} and det(my, ..., m,) = =%1. This can
be seen by direct calculation. For example, in the case n = 2,

duy du,
—_— /\ ——
Ui Uz

i
=2

™ (myyz; 2™ dzy + mipzy 2™ dz)

A (mazy 2™ dzy + mypzy 2™ dzy)

= zl_lzz_l(dm A dzz) det(my, my) = :f:ﬂ A % .
2

Soz;!.--z;!is aregular function on T which extends to an invertible sheaf K
of rational functions on X5 where K(Oyx,) = z~™**m)O(X;). It corresponds
to a toric Cartier divisor K = a1 D; +- - -+ ¢, D, where the coefficients are readily
seentobe ¢y = --- = a, = —1. K is called the canonical divisor of X5. Then,
—K is the anticanonical divisor. The piecewise linear function —#, by which it is
described, has value 1 on each generator a;, where g; = R>pa;,i = 1,...,r.

If —h happens to be strictly convex, it is the support function of a polytope P*
whose vertices are the generators ay, ..., a, of g1, ..., o,, respectively. So, P*
is a Fano polytope.

8.4 Definition. If the anticanonical divisor —K = D,, + - - - + D,, of a smooth,
compact, projective toric variety is ample, we call it a toric Fano variety. .

Clearly,

8.5 Lemma. A smooth compact projective toric variety X is a toric Fano variety
if and only if T is spanned by a Fano polytope P* (polar to an associated polytope
P of %)

8.6 Definition. We call a k-dimensional, toric Fano variety a del Pezzo variety
Y ifitis obtained from P! x - - - x P! (k-fold) by blowing up in two T-invariant
points. Yy, is said to be a del Pezzo surface.

From V, Theorem 8.2, we derive Theorem 8.7.

8.7 Theorem. There exist five types of two-dimensional toric Fano varieties,
a P

@ P' x P,

(3) H, (Hirzebruch surface),

(4) P' x P' blown up in one invariant point,

(5) del Pezzo surface.



Exercises 305

8.8 Lemma. Anydel Pezzo varietyis characterized by a del Pezzo polytope Py, =
convi{ey, ..., e, —€t,...,—€,e + - +ex, —e — - — e} (seeV,S).

Proor. This follows from V, Theorem 8.4. d

8.9 Theorem. Any n-dimensional toric Fano variety Xs with a centrally
symmetric, Fano polytope is the product of projective lines and del Pezzo varieties,

Xs =P ' x--- x P' x¥y,) x -+ X Y, r+ki+--+k =n
[ ———
r
PRrooF. This is a conclusion from V, Theorem 8.4. O

For n = 2 only (2) and (5) in Theorem 8.7 have centrally symmetric Fano
polytopes.

The following three-dimensional Fano variety does not belong to those
characterized by Theorem 8.9.

Examples. (see V, 8, Figure 31). P! xH; blown up in an appropriate T-invariant
projective line.

As in V, 8, we remark that there are precisely 18 types of three-dimensional
toric Fano varieties and 121 four-dimensional ones (Batyrev’s theorem).

Exercises

1. Characterize the toric Fano varieties with Fano polytopes as in V, 8, Exercises
1 and 2.

2. Find a four-dimensional toric Fano variety whose Fano polytope is not centrally
symmetric.

3. Calculate (—K, D,) for ¢ € = where X is the fan of any two-dimensional
toric Fano variety and does not split into lower-dimensional polytopes.

4. A compact, smooth, toric variety Xy is a toric Fano variety if and only if the
following is true. Let ¢y, . .., 04—1 be 1-cones of X such that g; + - -+ + @,
is an (n — 1)-face of X, and let — K be the anticanonical divisor of X 5. Then,
(—K.D,,.....D,, ) > 0.
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Cohomology of toric varieties

1. Basic concepts

In this last chapter, we wish to study topological properties of toric varieties which
are hidden in the structure of the Chow ring.

We shall need some knowledge of algebraic topology. To fix the notation and to
give those readers who are not yet familiar with homology theory some introduc-
tory information, we will present a short survey of the homological terminology
and describe the origins of some of the facts used. For more details, we recommend
Fulton [1995].

One of the original problems of topology is that of classifying manifolds or more
general topological spaces up to bijective, bicontinuous mappings, called homeo-
morphisms. Toric isomorphisms, for example, are homeomorphisms, though they
possess algebraic (and differential geometric) properties which are neglected if we
concentrate on topological features. Another example is given by the boundaries of
convex bodies of the same dimension. Any two of them are homeomorphic, where
the homeomorphism can easily be obtained by translation and central projection.

Working on classification problems usually means looking for invariants under
homeomorphisms (or more general continuous maps). The Euler characteristic,
for example, as considered in chapter IIl, is the same for the boundary of any
polytope of n-dimensions, and also for other cell-decomposed spheres.

Here “invariance” has an even stronger meaning than remaining the same under
homeomorphisms. It refers also to the cell-decomposition which is chosen. We
have shown this invariance for polytopes (in III, 3); the general proof is, however,
rather complicated. (We note that our interest in cell complexes was not motivated
by topology but by combinatorial data used in the algebraic discussion of toric
varieties).

Often the invariants are of an algebraic nature, mainly groups or modules. Con-
sider, for example, closed Jordan curves on a 2-manifold M. If M is a compact
two-dimensional torus, we may consider each such curve continuously “deformed”
in M so as to obtain the join of a k-fold “meridian” a and an m-fold “equator”
b through a definite point 0. The new curve is said to be “homotopic” and, for
specific deformations to be introduced below, ‘“homologous” to the original one.

307
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The abelian group with generators a, b, that is, Z x Z, is, then, called the first
homology group of M. If M is a sphere, however, any closed curve can be “de-
formed” into a point, and the first homology group assigned to M is the trivial
group.

If we want to make the definition of homology groups precise, one of the main
problems is to fix the “equivalence under deformation” of the curves and, more
generally, of k-cycles (k-spheres) in M. Linear equivalence of divisors in toric
varieties is, in particular, such an equivalence, but, of course, not the most general
one. A classical way to handle the problem is that of “simplicial homology”.

We look for a decomposition of the given space into (or an approximation
of it by) a simplicial complex C, consider k-cycles consisting of cells of C, and
define homology groups. Then, we show the invariance of such groups if one
decomposition is replaced by another. The main steps of defining the homology
groups are as follows.

Let Sy := conv{xy, ..., x;} be a k-simplex. If an even permutation is applied to
the vertices of S;, it represents an orientation-preserving map of S; onto itself. An
orientation-reversing map is assigned to an odd permutation. So, we assign two
orientations to Sy. By +(xo, ..., xx) we denote the class of simplices obtained
from S; by the even permutations, and, by —(xo, . . . , xx), those obtained by odd
permutations.

Now, formal integral multiples of simplices attain a geometric meaning.
m{xg, ..., Xx) is, form > 0, an m-fold copy of the oriented simplex S;, whereas
(—=m){xg, ..., xx) = —m(xp, ..., Xx) is an m-fold copy of S; with the opposite
orientation. 0 - {xo, . .., X;) is a formal zero element. The abelian group, obtained
from all k-dimensional simplices of C as generators, is called the kth chain group
C(C) of C, and its elements are said to be k-chains. Ci(C) is a free abelian group
with f;(C) generators. If C has no k-cell (for example, if k < 0), weset Cr(C) = 0
(zero group).

The (k — 1)-face of S; obtained by deleting x; is analogously assigned an orienta-

tion and denoted by (xo, .. ., X;, . . . , xx). We define the boundary of (x, . . ., x;)
by
Belxor . xp) = 4 i D w0y oo Fiy ;) fork > 0,
0 fork = 0.
X2
X3
Xo
X1 X4

FIGURE 1.
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Let S}, ..., S] be the generating simplices of Cy(C). Then, we extend & to an
arbitrary element ¢ := alS,} + .- +aqSZ (@ieZi=1,...,q)by
e =1 dSp + - + o, %S! € G (0),
and obtain a group homomorphism (k > 0)
o : CG(C) — G0,

called a boundary operation.

Example 1. In the complex C of Figure 1, Co(C) = 7°, C,(C) = 7, G0 =
7, and 8,8} = (x0, x1) + (x1,x2) + (X2, X0), 8282 = (xy, x3) + (x3, X2) +
(x2, x1), 0285 = (x1, x4) + (x4, X3) + (x3, x1). Since (x;, x2) = —(x2, x;) (0dd
permutation), 82(521 + S%) = {(xp, X1) + (x1, x3) + (x3, X2) + {x2, x0).

A little direct calculation shows that

¢)) 00k +1Cr41(C) = {0}.

We call a chain ¢ € Cy(C) closed, if 3¢ = 0, and a bounding chain, if there exists
a chain ¢’ € Ci4(C) such that dy41¢’ = c. We say two chains ¢, ¢; € C; are
homologous c; ~ c, if their difference ¢; — ¢, is a bounding chain.

The notion “homologous” now gives a precise definition of the sort of lo-
cal “deformations” that are allowed. We can replace a (k — 1)-face ¢ :=

(X0, .« ., Xiy ..., xx) of (x0, ..., xz) by
Ci=— (%o, ..ox) — - — (=1 Mo, ..., Kicy, - xp)
— (D)™ xo, o Rigty e ) — = (=1 (x0, .. R,
since (—1)'c — ¢ is the boundary of (xo, ..., x;) and, hence, homologous to

0. The opposite operation is also allowed. Intuitively speaking, we may “pull” a
chain € C;_1(C) over simplices of C;(C), and, hence, apply a special “homotopic”
deformation.

So, in Example 1, (xo, x1) + {x1, x2) + {x2, xo) can be “deformed” into
{(¥0, x1) + (x1, x3) + (x3, x2) + (x2, Xo) and, then, into (xo, x;) + (x1, x4) +
(x4, x3) + (x3, X2) + (x2, Xo), and, on the other side, (xo, x;) + (x1, x2) + (x2, xo)
is homologous to 0 since it bounds S,. So, all three chains are homologous to 0.
This is no longer true if one of the 2-cells is deleted from the simplicial complex
C.

However, “homologous” includes much more than “deformable into each other”.
For example, let an ordinary torus be simplicially decomposed, and let 7', T’ be two
triangles (2-cells) of the simplicial complex. Denote by C the complex obtained by
deleting T, T’ but leaving 9,7, 3,T" in the complex. Then, 8,7 — 3,7’ bounds the
2-chain consisting of all 2-cells of C, hence, is homologous to 0. But 3,7 cannot
be “deformed” into 3,7 inside C, and 3,T — 8,T" is not deformable into a point.
(Deformations are treated explicitly in so-called homotopy theory).

The closed chains in C;(C) form a subgroup Z; (C) of C(C), as do the bounding
chains By (C), and, because of (1), B,(C) is also a subgroup of Z;(C). Moreover,
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Zi(C) = ker 9 (kernel of the homomorphism 9;), and B, (C) = im dy4; (image
of dx+1). We call

(2) Hy(C) := Z(C)/B«(C) = ker 3/ im 414

the kth homology group of C. For k # 0, ..., n (n the maximal dimension of a
cell of C), we set H,(C) := {0}.

If C consists of a simplex and its faces, clearly, H;(C) = {0} for k # O.
Also, in the example of Figure 1, each 1-chain is homologous to 0, and, hence,
H{(C) = {0}. If, however, 521 is deleted from C, we find for the new simplicial
complex C’, that H,(C") = Z. Inthe case where C is connected (any two points can
be joined by a polygon in C), Hy(C') = Z, whereas, in the case where C consists
of p connected, mutually disjoint subcomplexes (components), Hy(C) = Z*.

The relationship “homologous to 0” can be generalized for ¢, ¢’ € Cy(C) by
saying that ¢ is homologous to ¢’ relative to a subcomplex Cy of C if ¢ — ¢’ is
homologous to a chain ¢y € Cy(Cp) in the ordinary sense (¢ — ¢’ can be “pulled
into Cy”). Then, all the above definitions carry over, so that, by adding the word
“relative” everywhere, the kth relative chain group C; (C, Cy), the group Z; (C, Co)
of relative cycles, and the group By (C, Cp) of relative boundary chains are defined.
Then,

Hi (C, Co) := Zx(C, Co)/ By (C, Co)

is said to be the kth homology group of C with respect to Cy.

If a topological space X can be decomposed into or approximated by simplicial
complexes C so that H,(C) does not depend on the special choice of C, we set
Zi(X) := Zy(0), By(X) := Bi(C), Hi(X) := Hi(C) and call Hi(X) the kth
homology group of X. Analogously, the kth relative homology group Hy(X, Y)
of X, with respect to a subspace ¥ of X, is defined. In the next sections, we
shall assume H;(X) and H,(X, Y) to be defined for a toric variety X and a toric
subvariety Y of X, both considered as real topological spaces. So we shall not care
any more about simplicial decompositions or approximation. (For references see
the Appendix to this section).

To homology groups, dual groups are assigned in the same way as dual vector
spaces are assigned to vector spaces. To any pair A, G of commutative groups we

assign
Hom(A, G) :={¢ | ¢ : A —> G a homomorphism},
which is a group with operation defined by
(¢ - ¥)(x) := p(x) o ¥(x) forallx € A

(““-” the group operation in Hom(A, G), “o” that in G).
The dual maps can also be defined as in the case of vector spaces. If f : A —> B
is a homomorphism, f* is defined by f*(y) = ¥ o f forall € Hom(B, G),

a L B

*

Hom(4,G) <~ Hom(B, G).
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In this way we assign to the homomorphism d; its dual homomorphism
8x—1 := 9; and call it coboundary operation. Furthermore, we set C*X; G) =
Hom(Cy(X), G), and obtain

©) MG B a3
) L& X 6) & clxe) &

It is readily seen that
®) 18 CHX; G) = 0, forallk € Z,

analogously to (1).
Now we define the kth cohomology group of X with coefficients in G by

HYX; G) = ker 8/ im &;_1,

and H*(X; G) = Ointhe case k ¢ {0, ..., n}.

In fact, the ideas of homology and cohomology groups turn out to be fruitful
for purely algebraic considerations. We replace C;(X) and C*(X; G) by abelian
groups and 3, 8 by homomorphisms satisfying (1) or (5), respectively. Then
homology and cohomology groups can be defined, as above, by ker d;/ im 0y
and ker §; / im §; 1, respectively.

A system (3) or (4) or its generalization to groups is called a chain complex if
it satisfies (1) or (5). (One should be aware that “complex” in Chapter III has a
different meaning).

If subspaces of topological spaces are investigated, sometimes, several chain
complexes are to be compared. So let two chain complexes A, A’ be given together
with homomorphisms fi : A, — Ay,

p P L T ¥
T 1 T kT -1
b fien 1 fe 1 fier
1 A O -1
A cer > Ak+1 — Ak —> Ak—l —_—>

such that all “square diagrams” are commutative, thatis, f; 0 3, , = 41 0 fit1
for each k € Z. Then, we write, briefly,

AL

and call f := (fi)regz @ chain mapping. Its main application can be found in a

o f 8 . .
combination of exact sequences 0 — A; — Ay —> A] —> 0 in chain
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complexes A’, A, A",

0 0 0
+ \ 4

— Ay ——;i'> A, —;-> A_, —
V St V fe V fim

Oy 0
e Ak+1 —+) Ak e Ak—l —>

1 8kt " 1 8k-1
" 3‘:"*'1 " [ "
—  A] b — Al — A, —
\ \ \
0 0 0
More simply, we say that the sequence
(6) 0 — A L4 B o o

of chain complexes is exact.

Let H, := ker 9;/im d; ,,, Hy := ker 8/ im &4, and H; := ker 8;// im 8/,
be the homology groups defined by A’, A, A", respectively. We can order them as
follows in an exact sequence, called the long, exact sequence of the (short) exact
sequence (6).

(de)is1 (fae

H/: —> Hk
(de)x

— Hy
(M e
=5 H

Here, (fi)r, (g+)x are the homomorphisms which are naturally induced by f, gk,

respectively. We wish to define (d,)i41. To any element x;/,; € ker 8, ; C A},

we assign an element x; € A; as follows (illustrated by the diagram below).

’
Hk—-l

14
X

1 fe

Ok+1
Xik+1 —> Xk

b 841 V&

7"

” k+1
Yy — 0

8k+1 . . .
From the exactness of Azy; —> A} 1 —> 0, we see that g, is surjective,
hence, x;,; = gi+1(Xk+1) for some xpy1 € Agpr. We set xy = 841 (xx41) and

obtain from 0 = 8, (x;' ;) = (0, © k+1) (XKkr1) = (8k 0 1) (xt1) = 8 (xx)
that x;, € ker g, = im fi. Therefore, x; = fi(x;) for some x; € A,. We assign
x; to x;/, ;. This assignment is, in general, not unique. But it can be shown, by brief
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calculation, that we obtain uniqueness if we consider the homology classes x;, ; +
im 9, and x; + im 0, ;. We obtain a homomorphi.sm di+1 3 H! , — H,
called a connecting homomorphism. Again, some direct calculations are needed

to prove the exactness of (7).

Example 2. A standard example is the following. Let C be a simplicial complex,
and let Cy be a subcomplex of C. For each k, there is an exact sequence

0 — GG - o 55 cecd — o

i; being the injection (ix(co) = co for each ¢y € Cp), and ji being the projec-
tion (jx(c) = ¢ + Ci(Cp) for each ¢ € Ci(C)). We set A := (Ci(Co)kez,
A = (Ci(CO)ieg, A" := (Ci(C, Cp))rez- The long exact homology sequence (7)
provides, in many cases, useful information about C.

In closing this short survey, let us return, once again, to simplicial homology.
First, we note that we can replace simplicial complexes by more general cell
complexes. The cells are topological balls which are convex polytopes or, more
generally, can be decomposed into such polytopes.

If C is a cell complex whose cells are polytopes, we construct the dual cell
complex C* as follows. We apply the barycentric subdivision 8 to C and consider,
for each vertex v of C, the sets | st(v, B(C))| as new maximal cells, that is, cells
of maximal dimension. All other cells are defined by successive intersection of
maximal cells (Figure 2).

In the case where C is the boundary complex B(P) of a polytope P, we can
directly set C* := B(P*), where P* is a polar polytope of P (compare II, 2).

We can show that H"*(C, 7) = H,_(C*), and deduce from it what is known
as Poincaré duality, that is,

®) H((C) = H"C; 7)

FIGURE 2.
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if |C| is a compact, orientable manifold. Again, Poincaré duality (in generalized
versions Alexander duality or Serre duality), then, applies to manifolds which are
approximated by C or have C as a decomposition.

Exercises

1. Find a simplicial complex C whose point set is homeomorphic to a two-
dimensional compact torus (built up, for example, by 18 triangles in R?). Verify
Hy(C) = Z, Hi(C) = 72, and H,(C) = Z.

2. Work out explicitly the long, exact, homology sequence in the case where C
consists of the boundary complex of a 3-simplex from which one triangle F is
deleted, and Cy consists of the vertices and edges of F.

3. Consider P! as a real two-dimensional manifold, find a simplicial complex
C whose point set is homeomorphic to P!, and calculate all homology and
cohomology groups Hy(C), H*(C), and k € Z.

4. Rewrite the introduction of chain complexes, chain mappings, long exact
sequences, etc. in terms of § instead of 9, that is, for cohomological groups.

2. Cohomology ring of a toric variety

In this section, we will consider smooth, projective varieties Xx. Let Hy(Xx) be
the kth homological group of X 5. (as 2n-dimensional topological space) introduced
either by simplicial decomposition or in some other standard way of topology. Also,
let H*(Xx; Z) be the kth cohomology group of X5 with coefficients in G = Z
(we restrict ourselves to G = Z throughout). H*(Xs; Z) := @, H k(X 5; 7) has
a ring structure, which will be described precisely, and is called the cohomology
ring of Xy . Our aim in this section is to prove the following:

2.1 Theorem. Let Xs be a smooth, projective toric variety.
(a) The combinatorial Chow ring and the cohomology ring of X s are isomorphic
as rings,

Ch(Xz) = H*(Xx; 7).
(b) The odd cohomology groups vanish,
H¥'(X5;2) =0, forleZ.

(c) The Betti numbers of H* (Xs; 7)) can be calculated from the face numbers
(f-vector) of T,

i

By := rank H* (Xx; Z) = izzl‘,(—l)”’ (l)fn_,-,

where f; is the number of i-dimensional cones of T.
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Remark. The theorem is also true for compact, nonprojective toric varieties.

The proof of Theorem 2.1 proceeds in several steps. The starting point for
combinatorial Chow rings had been the (n — k)-cones o of X assigned to the k-
dimensional faces F of a polytope P associated with X (negative polar polytope of
a polytope which spans X). In Xy, a toric k-subvariety is defined by F, which can
also be considered the closure O, of a k-dimensional orbit O, of X5 Since the
cycles O, can also be chosen as representatives of homology classes in Hy (Xx),
we obtain a natural assignment

po:U +— [lDQ;”,

where D, denotes the invariant divisor defined by the 1-cone ¢;,i = 1,...,r,
| Dy, | the point set it carries, and

po:U---Uy > [Dg,|N---N|Dg, |l € H(X5).
By Poincaré duality,
d: H(Xz) — H'™Xs;2),
and d o pg induces a map
p:Ch(Xs) — H'X::7Z)

which we must show to be an isomorphism.

(1) po(a +b6) =0, so p is well defined.
In fact,let U;, - - - U;, be a generating element of a, thatis g;, +- - - +0;, & . Any
two D;, D;,i, j € {i1, ..., ix}),i # j,intersecttransversally (ina toric subvariety)

or not at all. At least two of them do not intersect (otherwise g;, + - - - 4+ g;, € X),

hence, po(U;, - - - U;,) = 0 (zero element of Hy(Xz)). Therefore, po(a) = 0.
b is spanned by linear polynomials

(alv m>U1 +---+ (ar, m>Ur

which represent principal divisors (z™) =: Dy.

As a topological cycle, Dy is homologous to 0 as is true for any principal
divisor (f): One considers the real interval [0, 0o] and the space E := {f~!(¢) |
t € [0, 0o]}. The boundary of E consists of the point sets | D, | := {f~!(0)} and
|D_| := {f~'(00)}. If we consider each point of | D, | U | D_| with its multiplicity,
we obtain cycles D, D_ also in the sense of homology theory (for example, by
simplicial approximation).

Now, Dy — D; — D_ is homologous to 0. This implies pg(b) = 0. From
po(8) = po(a) = 0, we obtain po(a + b) = 0.

Now, we construct a basis for H; (X 5) consisting of classes [Da],dim o =n—k.
We use a Morse function as defined in VII, section 7.

Let m € Z" be chosen such that (up to renumbering), for the zero orbits b4
(s)
yeees X,

(s),

@) Fm®) < -+ < fam®).
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We define sets

X;:={x € Xs | fun®) < fim®)}.

There is a largest face F; of P which culminates in the vertex m; of P which
corresponds to X, thatis, F; belongs to the dual shelling of P determined by m (see
111, 6). Let O; be the closure of the orbit (toric subvariety) defined by F;. Then, by
@,

0; C Xis1.

We express fin) (x) in a neighborhood of 32::(;:), according to VII, Theorem 7.5,
as

oy @) = @ + whim, my) + -+ @2 + wdim, m,) + F

where, in local coordinates x; = 2"/, x; = v; ++/—1w;, j =1,...,n,and
F as in VII, Theorem 7.5. Up to renumbering, we may assume (m, m;) > 0, for
j=1,...,k,and (m,m;) <Oforj =A; +1,...,n, where 24, is the index
of fim in X. ]

The coordinates of O; are given by the vertices of F;. Therefore, the points of

O; in the affine piece of Xy which contains X are characterized by
(3) x}\i+1=”'=xﬂ=0-

Now, we apply some results of Morse theory (see, for example, Milnor [1969]).
The affine space (3) (“handle”) has dimension 2n — 2A; and generates an element of
the relative homology group Hy,_2;, (Xi+1, X;), its boundary lying in X; (compare
Example 2 of section 1). Since it is part of (_),-, we obtain, in a natural way, a
homomorphism

h: Hy 0, (Xiy1) —  Hyon, (Xig1, Xi),

which is surjective.
Furthermore (Milnor [1969], p. 29),

Z fork = 2n — 2A;,

4 Hi(Xiy1, Xi) = .
@ K1, Xi) {0 otherwise.

We obtain the long, exact, homology sequence (based on chain groups as in
Example 2 of 1)
—  Hpyo+1(Xit1, Xi)  —> Hyp-,(Xi)
h
~>  Hyn,Xiy1) — Hy i, Xi)) —

By (4), the first of these groups vanishes and the last one is isomorphic to Z. So
we have the short exact sequence

h
0 — HyunX) — HuynXip) — 7Z — 0O
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This sequence splits. Therefore,

Hop 9, (Xit1)

Hyp_2:,(Xi) ®© Hyyp, (Xi41, Xi)

&) ~

= Hy-,X)SZ.
By repeated application of (5), we find (since X, = Xy)
©6) H(Xz) = Hy-2,(Xz) = P 20,

where Z(;, = Z and the summation is carried out for all i such that 2A; = 2n — k.

PROOF OF PART (A) OF THEOREM 2.1. From (6), it follows that the map p :
Ch(Xy) — H*(Xyx; Z) is surjective. Since it maps formal linear combinations
onto formal linear combinations, it is a homomorphism of groups. Moreover, it
preserves the multiplicative structure, since multiplication in H*(Xx; Z) is defined
by intersection of cycles and po has been defined by po(U;, - - - Uy) = [|1Dy, | N
-+ +N|Dy, |1. Soitremains to be shown that p is injective or, equivalently, possesses

an inverse map. In fact, we can assign, to each orbit closure O;, uniquely, a face F
(1) %) @)
of P which is an intersection F =F N ---N F of facets of P. To each F, there

corresponds a divisor D, . We assign to F' the square-free monomial Uy - - - Uy =:
g(0;) (up to renumbering). By the “shifting away” Lemma 5.3 in Chapter VII,
these monomials generate the Chow ring. Now, ¢ induces the inverse map of p.
Part (b) of Theorem 2.1 follows from (4).
Part (c) of the theorem is a consequence of III, Theorem 6.8. O

Exercises

—

. Find, explicitly, the Chow rings of the Hirzebruch varieties H,, r € Z.

2. Find all Betti numbers §,; for any projective space P".

3. How do the Betti numbers change if a smooth, compact toric variety is blown
up along a T -invariant subvariety?

4. Calculate the Betti numbers of a smooth, compact toric variety Xy which is

an Xy -fiber bundle over X5, (Xx/, X5, also smooth; see VI, 6) from the Betti
numbers of Xy and X5, .

3. Cech cohomology

Having calculated homology and cohomology groups for smooth, compact pro-
jective toric varieties X 5, we now turn to the study of invertible sheaves on X5 by
cohomological means. We restrict ourselves to calculating the Cech cohomology
of invertible sheaves as introduced in VII, 1 and base on it, in the next section, a
version of the Riemann—Roch-Hirzebruch theorem. To understand the relationship
between simplicial cohomology, general cohomology of sheaves on a toric variety,
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and Cech cohomology, some more work must be done. Simplicial cohomology co-
incides with the general cohomology of a constant sheaf (a sheaf of continuous
functions to a group Z considered with discrete topology). On the other hand, the
general cohomology of any sheaf (in particular, simplicial cohomology) can be
calculated by the Cech complex of a so-called acyclic covering (Leray’s theorem).

We only mention that the affine covering { X}, ¢y is acyclic for any invertible
sheaf, so that we can use Cech cohomology of this covering for defining the
cohomology of invertible sheaves on a toric variety.

Let ¥ be any fan. We denote by 1, the function which has constant value 1 on
o and is O elsewhere. Then, each cochain (in the sense of section 1) of the cell
complex X with coefficients in C can be interpreted as a linear combination of
such functions. In short,

CYEZ,0)=C1, ® - ®C-ly =C',

where {01, ..., 0;} = T®0,

We may look at these cochain groups in terms of sheaf theory. ¥ can be con-
sidered as a covering of the set | X|. If the sheaf axioms are extended to nonopen
coverings of a topological space, we readily see that a sheaf C)x of piecewise
constant, complex-valued functions on |X| is obtained if we set

Cigi(0) :=C-1,

and extend it to unions of cones of X. (We could also consider open &-
neighborhoods of the cones o and apply the original sheaf axioms of open
coverings).

The covering ¥ of |X| corresponds to the open covering {X;s},cx of X5, and
o N t is the counterpart of X5 N X;.

To each group Cx (o), we assign the Oy, -module Ox; (X5), that is, to Cx|,
there corresponds the structure sheaf Oy, of X5.

In general, let U := {U;} be a covering of a set X. For our purposes, it suffices
to assume that U has only finitely many elements Uy, . . ., U,. Furthermore, we
suppose that an n-dimensional cell complex C exists such that

(a) thereis abijective map ¢ of U into the set of maximal cells of C, ¢ (U;) =: o,

j=1...,r,
(b) each (n — k)-cell of C is the intersection of at most k + 1 maximal cells, and
© eUN---NeWU,;,)isacellof C forany U;,, ..., U;, € U.

Let F be a sheaf of functions defined in some way on the U;.
As examples, we have

X=\|%¥|, U=%, f=(C1m,
X =Xs, and U = {Xsloes, F = O the structure sheaf,

in both cases C := X.
If 7 is an (n — k)-dimensional cell of C and if v = 0;, N - - - N5y, (04, - - -, T4,
maximal), then, we set

(1) Ur = Ui()"‘ik = Uio Nn---N U,’k.



4. Cohomology of invertible sheaves 319

Letty,..., 7, beall (n — k)-cells of C. We call
C*U, F) == F(U) & - - ® F(Us,)

the k cochain group of U with coefficients in F.

We wish to define a coboundary operator for these cochain groups. For any
f € CK(U, F), we set

in"'ik = flUf()""'k
and
k+1
" o _1Vj+H R
(d f)iO"'lk+l T Z( 1) f"O"'ii"'i"“lUiO'"iH'] ’
=0

f}O"';:j"'ikH meaning ﬁO"'ij—Iij+I"'ik+l .Fork € Z\{0, ..., n}, we define
d* f=0 (zero map).
It is readily seen that we obtain a homomorphism
d:Ctu,F» — W, P).
In particular, for k = 0,
@ ij = (fi = lunv;, i @U) N eU;)isan (n — 1)-cell of C.

Asin simplicial homology it is readily shown that *d*~! = 0 sothatim d*~! ¢
ker d*.
3.1 Definition. The group

HU, F) := kerd*/ im d*~!

is called the kth Cech cohomology group of X with respect to the covering U =
{Xs}oex and with coefficients in the sheaf F.

Example 1. Let T be a complete fan in R? with two-dimensional (successive)
cones 0y, . . ., 0, and let F be an invertible sheaf as defined in VII, 1. For f =
(fro..-, fr) € f(f(&,)EB"'@}'(Xa,),dof =(fi—-fufo—faooos a1 —
fer fr = f1),and HO({X5}oex, F) = kerd® = {(fi, ..., )}

Exercises

1. Consider the (noncomplete) fan £ := {Rxg €1, R>0 €2, R>o(—e1 — e2), {0}}
in R?, and let  be an invertible sheaf as in VIL, 1. Find H°({X; }oes, F).

2. Find the Cech cohomology groups for X, consisting of a single n-cone and its

faces.

Prove explicitly that d*+'d* = 0.

4. Find all Cech cohomology groups for one-dimensional toric varieties.

w
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4. Cohomology of invertible sheaves

We wish to calculate I:Ik({Xg}gez, F) for an invertible sheaf 7 on Xy as
considered in VII, 1. First, we show that

4.1 Lem3na. Each element of a torus action on X5 leaves the Cech cohomology
groups H*({Xs}oex, F) invariant.

PROOF. ¢ leaves each U fixed, hence, induces an isomorphism for each F (Uz)
and, therefore, an isomorphism of CckU, F) = FU:) & --- & FU,). This
readily implies the lemma. O

If 2" occurs in eachv Sflx. vdim T = n — k, with nonzero coefficient, then, z™
generates a subgroup HX of H*({X;s},cx, ). If not, we set H* = {0}.

Clearly, I:I,’,‘, N I:I,’,‘,, = {0} if m # m'. Therefore, we have a natural
decomposition:

4.2 Lemma. H*({Xs)oex, F) = @z HE-

So, the calculation of Cech cohomology is reduced to the question of finding
the IEI,’,‘, for all m € Z". This question will be answered for invertible sheaves
which correspond to polytopes. For that purpose, we use generalizations of the
sheaf C)x), as introduced in section 3.

To begin with, we consider an arbitrary invertible sheaf F and the (real-valued)
piecewise linear function z (on | |) by which it is described. For any m € 7", we
set

Xm ={oc € | {m x) > h(x) forallx € o}.

X(m) is a subfan of ¥ and defines a toric variety X5, C Xs. The piecewise
constant functions g : |X,;] —> C satisfying

! _ Cy la ifo € Z(m)
£l =10 ifo & Sim

define a subsheaf of Cx; which we denote by
(C(m) .

There is a natural isomorphism of C(x) to Cjx,,,| (defined as C)x) in section 3).
Co = Cix) ifh(x) < Oforallx € |X]|.
Furthermore, we define the following sheaf. Let

M = {0\ |Zm | 0 € T}

be a set of convex cones. They are, in general, neither open nor closed. Nevertheless
we can define piecewise constant, complex-valued functions on such cones and
obtain a sheaf which we denote by C“™ because of

(o \ Iz(m)l) N(t\ Iz(m)D =(@N7)\ lz(m)l
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for any pairo, T € ¥.

Example 1. Let T be the fan of P! x P! in R? (see VI, 3, Example 2) and define
a piecewise linear function 4 on X (Figure 3). Thus,

~x1 +x3 forx € o,

hx) = x1+x, forx € o,
—x1 — xp forx € oy,

X1 —xy forx € os.

We find form = 0, Xy = {Rx0 €1, Roo(—e1), {0}}, =™ = {0;\Re, fori =
0,1,2,3, Rsoe2, R-o(—e2)}. The toric variety Xz, is the complement of two
“meridians” in Xy.

We define a homomorphism

wi B, Ccz) —  HGE™,C™)
as follows. Let f € C°(X, C;x;). Then,
ifo ¢ E(m)

| Flo\iSw)
M(f'O) - {0 ifo € E(m).

4.3 Lemma. The sequence
0 — kerp —> H'(Z,Cy) 2 HUE™.C™) — 0
is exact (¢ the inclusion map).
Proor. Ifo ¢ Xy, then, o \ | Z(n)| contains all relative interior points of o so

that the restriction map u is surjective. If 0 € X, then, 0 \ |Z(m| = @, and,

by setting u(f) = Oforall f € Cjx|(0), we also obtain a surjective map. ¢ is, by
definition, injective. O

. We wish to galculate the groups H* (X, C¢my) from the groups
H*(Z, Cjx)) and H¥(Z™, C™). For this purpose, we set up the following
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diagram of chain complexes.

0 0 0

l ! !

0 — CUE, Cimy) — CUE, Czp) —= COU(ZM, ™) — 0
}d L d° L d°

0 — CY(Z, Cim) — CI(Z, Cigp) = Cl(z™, ™) — 0
| d yd | d

By Lemma 4.3, we find C°(E, C(my) = ker u (u applied to C%(Z, Cjx;)). From
the definition of the coboundary operators d*, we readily see that the exactness
of the first “horizontal” sequence (Lemma 4.3) carries over to the exactness of all
“horizontal” sequences. We obtain a long, exact, cohomology sequence

0 — HS, Comy) > HY(E, Ciz) 2> HOE™, C™) — .
. — HY(E, Con) — BH(E, Czp) > @™, C™)
—8:—) Ivi"“()], C(m)) —_—> e,

From now on, we need additional assumptions for % and Xy.

4.4 Lemma. Suppose int(|X] \ |Zm|) is an open ball. Then,

(a) HYZ,Cz) =0  fork > 0,
(b) HYEM™ cm™y=0  fork > 0.
PROOF.

(a) We remind ourselves that fl"(z, C)x)) is an interpretation of ordinary co-
homology of ¥ with coefficients in C. Using the fact proved in algebraic
topology that H (|Z|, C) does not depend on the decomposition of ||, we
obtain

H*(Z, Cg) = H*(Z, C) = H*(ZI, ©).

The latter group is known to be O for k > 0, so (a) follows.
(b) Here, the arguments are essentially the same as in (a), it does not matter if a
cone is closed or not.
O

4.5 Lemma. Let ¥ be complete, and let F be an invertible sheaf on Xy which
can be represented by a convex (not necessarily strictly convex) piecewise linear
function & (so that Xy is not necessarily projective; see VII, Theorem 2.2).

(a) If form € Z"

€] (m, x) > h(x) forall x € R"
then, HX ({Xs)sex, F) = H*(Z, Cimy) = Oforall k > 0.
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(b)

H)(Xs)oex, F) = {C ifme P,
0 otherwise.

ProoF. We consider the above long, exact, cohomology sequence. If we apply
Lemma 4.4 to it, we see that H kX, Cmy) = 0forall k£ > 0. So it remains to be
shown that H¥ = H*(Z, Cmy)-

A rational function f lies in ker d° if and only if it is the restriction of a regular
function on each X;, o0 € X, that is if it is given by a global section of F,
f € F(Xx). From the definition of H?, f € HO if f = ¢z, ¢ € C.

Now, from VII, Theorem 1.10 and Definition 3.6, we know that f € F(Xx)
if and only if m lies in the F-polytope P. This is, in turn, equivalent to (1).
Therefore, form € P,eacho € I lies in X, so that IEI,(,’,({Xa}(,Eg, F)=C.If
m ¢ P,then, cz" ¢ ker d°, and, hence, H({X;}ocx, F) = 0. But, we also have
IVIO(E, Cm) =Cor0, X = X or X\ X,y # 9, respectively. Therefore the
starting points of the boundary operations, by which the higher Cech cohomology
sequences are defined, are the same, so that H,’,‘l > HYZ, Comy)forallk e Zz. O

Lemma 4.5 and Lemma 4.2 imply Theorem 4.6.

4.6 Theorem. Let ¥ be complete, and let F be an invertible sheaf of C-valued

rational functions on Xy which can be represented by a piecewise linear convex
function h. Then

H*((Xs)oes, F) =0 fork >0,
and
rank H'({X;}ocx, F) = G(P),

the number of lattice points in the polytope P with support function h (see 1V, 6).

Exercises

1. Show that Lemma 4.2 does not hold for Example 1.

2. Find Ivik({X& }oex, F) for ¥ consisting of one n-cone and its faces and F an
arbitrary T'-invariant invertible sheaf on Xy.

3. Work out explicitly the long, exact, cohomological sequence in the case of
P! x P! (a fan, as in Example 1) and F defined by P = conv{0, ¢}.

4. Let F, F, be two invertible sheaves on Xs. Find H*({Xs}ocx, F1 ® F») from
H*((XsYoes, Fi)yi = 1,2,
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5 The Riemann—-Roch-Hirzebruch theorem

Let Xz be a smooth, projective toric variety. We will apply the results of section 4 to
a study of the Euler characteristic of a toric Cartier divisor assigned to a polytope P
and discuss its calculation by combinatorial data of P. For a definition of the Euler
characteristic (following Hirzebruch), we use the language of invertible sheaves.

5.1 Definition. If F is an invertible sheaf of rational functions on a toric variety
Xs, we call

XXz, F) =Y (=1)) rank A/ ({X;s}oex, F)

j=0

the Euler characteristic of F.
Theorem 4.6 implies Theorem 5.2.

5.2 Theorem. If F is given by an upper convex piecewise linear function h such
that —h is the support function of a polytope P, then,

x(Xs, F) = G(P),

the number of lattice points in P.

It is possible to calculate x (Xx, F) via the Chow ring of X5 by using the so-
called Riemann-Roch—Hirzebruch theorem. At the moment, the formula obtained
is not known to have a “toric” proof. We assume it to be true without proof.
Because of Theorem 5.2, it provides a method for counting the number of lattice
points in P. As we mentioned in the introduction to this book, the Riemann-Roch—
Hirzebruch theorem is the only example we present of combinatorial information
obtained from algebraic-geometric information. In all other cases we have deduced
algebraic-geometric facts from combinatorial-geometric ones.

5.3 Definition. Let Uy, ..., U; be the variables in the Chow ring, as introduced
in VII, 5. We set

cpi= . Uy Uy i ip) €l k)

iy <ee<ip

and call ¢, the pth Chernclassof X5, p = 1,...,n. We, also we set ¢y = 1.

Remark. The U; can be identified with the divisors D,, which are also bijectively
assigned to the 1-cones of X. Then, ¢ is identified with the anticanonical divisor
which we have introduced in VII, 8. We do not discuss, here, the general topological
meaning of Chern classes. Our definition is pragmatic and concentrates on the toric
situation.
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5.4 Definition. Let the symbols y, ..., y, (inan algebraic extension of the Chow
ring) be indirectly defined from
A+y)---A+v)=cotc+--+cyu
as solutions of the equations
Z Vi Vi, = Cps {j1,..., jptC{l,...,n},
hr<<jp

which show on the left sides the elementary symmetric functions in yy, ..., ;.
Then, we call the term of order p in the formal Taylor expansion of
14! Vn
1 .
M l—en l—e

the pth Todd class Td, of X5, p =0, ..., n, where Tdy := 1.

Remark. It can be shown from the multiplication rules in the Chow ring that
Td, = Ofor p > n. The first terms are

1 1 1
Td() =1, Td|= EC}, Td, = E (C% +¢), andTd; = ézC1C2.

Considering the bijective assignments for g; € =0,
U <« o <«— D,,
we also have the biunique correspondence

Ui - Ui > (Dgi,' [ -DQi,.)

n

between the monomials of greatest order in Ch Xz and the intersection form for
the respective divisors. So, we assign to each U, - - - U;, a number in Z. For the
sake of abbreviation, we write U; = Dy, and U;, - - U;, = (Dg,, .- -.Dy, ) =
D, ---D

[ Qiy *

Now, we present the main result in a toric version (9; = Rx>oa;,i = 1, ..., k).

5.5 Theorem (Riemann—Roch-Hirzebruch). Let X5 be a smooth, projective toric
variety and let D = — ZLI h(a;) D, be a Cartier divisor assigned to a polytope
P with support function h. For the invertible sheaf F defined by P,

n 1 k )
@ XX, F) = G(P) = ) — (=) h(@)Dy) - Td,;.
i=1

j=0 “° i

Example 1. Hirzebruch surface H, (compare VII, 5, Example 1): We consider
the polytope P as in Figure 4.
The support function . of P has values

h(a) = -1, h(@) = -1, h(a3) =0, andh(as) =0.
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(1,r+1)

Dy

D2
(0,1)

D4
(0,0) Ds (1,0)

FIGURE 4.

Therefore,

xXz, F) = G(p)

1 1 )
= 6,— 'I'E((DQ|+DQZ+D93+DQ4) +4)

1 1
+ T (Do, + Dy,) - 5 (Do, + Dy, + Dy, + Dy,)

1
+ 51 (Pe + De)” - 1

1 1
1+5(r+4)+ 5(r+2)=r+4

which is, in fact, the number of lattice points of P, as directly obtained from Figure
4.

Itis remarkable that Theorem 5.5 provides a formula for G (P) in which only data
of ¥ and the values of the support function 4 of P in the direction of facet normals
occur. So, in particular, if P is replaced by a strictly combinatorial equivalent
copy P’, only the values of k(a;) in (2) change. If P’ becomes very large, a direct
counting of the lattice points of P might fail, but (2) remains calculable.

Remark. Further results about counting lattice points can be obtained by com-
bining the Riemann-Roch—Hirzebruch theorem and Ehrhart’s theorem (IV, 6.); see
Fulton’s book [1993] (further references in the Appendix to this section).
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Exercises

1. By Theorem 5.2, verify that G(P) = 7 in the hexagon associated with a del
Pezzo surface (see VII, 8).

2. Given any cube associated with the fan of P! x P! x P', calculate G(P) by

Theorem 5.2.

Find an alternative proof of Ehrhart’s theorem (IV, 6) by using Theorem 5.5.

w

a. Prove a theorem analogous to Minkowski’s theorem (IV, Theorem 3.2), and
introduce mixed lattice point numbers.

b. Find properties of mixed lattice point numbers analogous to those of mixed
volumes (IV, 3).



Summary: A Dictionary

Combinatorial Convexity Algebraic Geometry
Lattice cone o Affine toric variety X,
-regular —smooth

—simplex cone
Face 7 of lattice cone o
Lattice point m = (my, ..
Summ + m’
Monoido N Z"
Lattice 7"
Fan £

—complete

—regular

—simplicial

—strongly polytopal
Join &' - 7 of fans X/, X"
Regular stellar subdivision
Inverse regular stellar subdivision
Star st(o, X)of o € T
Unimodular transformation of R"
Map of fans L
Lattice polytope P

associated with £ = X(P)
Fano polytope
Simplex
Regular simplex
Direct sum P; & P,
of summands P;, P, of P
Lattice polytope strictly combinatorially
isomorphic to P

Virtual polytope P
Combinatorial Picard group Pic
Polytope element P(P’)
Minkowski sum P’ + P”

oMy

—quasi-smooth
Subvariety X, of X,
Monomial z" = z)" « - -z
Product z” - 7" = 7"+
Spectrum spec Cio N Z"]
Torus T = C* = spec C[Z"]
Toric variety X,

—compact

—smooth

—quasi-smooth

—projective
Fiber bundle X /.5~ with typical fiber X
Blowup
Blowdown
Invariant toric subvariety of X5
Algebraic isomorphism of Xy
Toric morphism L
Projective toric variety X5 = X5 (p)

Toric Fano variety

Weighted projective space
Projective space

Product space X:(p]) X X):(pz)

Ample T-invariant Cartier divisor of X5 p,
Invertible sheaf F
Picard group Pic X¢

Ample invertible sheaf F(P’)
Tensor product F(P") ® F(P")
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Support function of P’ strictly
combinatorially isomorphic to P
Virtual support function
l-cone g of
System TV = {gy, ..., o}
of all one-dimensional cones of
Volume V (P’) of P’ multiplied by n!

Mixed volume V(Py, ..., P,)
of summands Py, ..., P, of P
Alexandrov-Fenchel inequality
Number of edges [mq, m'] of P,
my a vertex of P
for which (m, m’ — mg) > 0
relative to givenm € Z"
XL ED() f
where f; is the number of
i-dimensional faces of a
simplicial fan & = Z(P)
Number G (Py) of lattice points
in the summand P, of P

Ample T -invariant Cartier divisor
D P’ of X £(P)

T -invariant Cartier divisor

Special Cartier divisor D,

Canonical divisor (first Chern class)
D oy T D (3

Self-intersection number
(Dp’. s .DP’) of Dp/

Intersection number (Dp,. - - -.Dp,) of the
Cartier divisors Dp,, ..., Dp,

Hodge inequality

Half the index of the Morse function fi,
of X5p) in the zero-dimensional
orbit defined by my

Betti number B = rank H? (Xx; Z)

Euler characteristic x (X5p), F (o))
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Historical notes, commentaries, additional exercises, research problems, suggestions
for further reading

HN Historical notes
C Commentaries
AE Additional exercises

RP Research problems
SFR Suggestions for further reading.

Introduction

HN For more about Minding’s contributions (around 1841) and the recent work of Russian
authors (Bernstein, Kouchnirenko), see the historical notes in Khovanskii [1988]. Concern-
ing the development of toric varieties see Demazure [1970], Kempf, Knudson, Mumford,
and Saint Donat [1973], Danilov {1978], Oda [1988].

PART 1 Combinatorial Convexity

Chapter I Convex bodies

HN The general theory of convex bodies was developed by Minkowski around 1900,
relating it to the isoperimetric problem and other parts of analysis. A first survey of results
is Bonnesen and Fenchel [1933]; see also Blaschke [1916]. A.D. Alexandrov introduced
convex body theory into differential geometry; see Busemann [1958], Burago and Zalgaller
[1988]. In the latter book, one finds more on inequalities in convex body theory; see also
LeichtweiB [1987]. We do not quote references concerning the influence of convex body
theory in functional analysis. About measure theoretic aspects, geometric probability, and
integral geometry, see Schneider [1993].

1. Convex sets

AE 5.If M C R" is convex, then the set of interior points of M and the set of relative
interior points of M are also convex.
6. Affine transformations L : R" —> R preserve convexity.

331
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7. Given a set X C R, define j(X) := [J, . [x, y]. Find the least k for which j*(X)
(= jo---0 j(X))equalsconv X.

8. Suppose aray {x + ta | t € R>o} emanating from a point x of a convex set C C R" is
contained in C. Then foreach y € C also {y + ta | t € Rxq} C C.

2. Theorems of Radon and Carathéodory

HN See references about Radon and Carathéodory in Griinbaum [1967].
AE, SFR About Helly type theorems, see Griinbaum [1967], p. 22 and 126. About Radon’s
theorem, see Eckhoff [1979], [1993].

3. Nearest point map and supporting hyperplanes

HN,C The use of the nearest point map for developing the basics of convex body theory
in P. McMullen, G.C. Shephard [1971] had been proposed by this author. We shall aiso
use it in what follows. About Busemann and Feller’s lemma, see the literature quoted in
Busemann [1958].

4. Faces and normal cones

AE 5. A closed convex set K is bounded if and only if X(K') covers R”".

5. Support function and distance function

AE 5. Define wg () := hg (u) + hg (—u) for unit vector u to be the width of K in direction
u.

(a) wg (u) = wg4,(u) forany x € R".

(b) Find an example of a planar convex body of constant width (w (#) independent on u)
which is not a circular disc. (Use three circular arcs having midpoints on the other arcs.)
(c) Find analogs of (b) in R>.

(d) The spherical balls are the only centrally symmetric convex bodies of constant width.
A series of nice problems about convex bodies of constant width can be found in Jaglom
and Boltjanskij [1956].

6. Polar bodies

AE 5. Find K* for X in Figure 6.
6. Find an example of a convex body K which has a finite positive number of
one-dimensional faces and no two-dimensional faces. What does K* look like?

Chapter 11 Combinatorial theory of polytopes and
polyhedral sets

HN The first systematic treatment of this subject is in the book of Griinbaum [1967]. We
largely follow McMullen—Shephard [1970] (compare our remarks in HN,C of I, 3).

SFR More material on the combinatorial theory of polytopes can be found in Ziegler
[1994]. The reader interested in connections to optimization may also consult Stoer and
Witzgall [1970].
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1. The boundary complex of a polyhedral set

HN Theorem 1.2: see Krein~-Milman [1940], which refers, more generally, to convex sets
in vector spaces of arbitrary dimensions.

2. Polar polytopes and quotient polytopes

C Our definition of P/F is more concrete than the definition given in McMullen and
Shephard [1971], p. 69-71.

SFR For quotient polytopes a “global” counterpart to the “local” notion used here is that
of fiber polytopes; see Billera and Sturmfels {1991], Reiner and Ziegler [1994], and Ziegler
[1995].

3. Special types of polytopes

SFR A class of polytopes generalizing cyclic polytopes is that of so-called neighborly
polytopes; see McMullen and Shephard [1971], pp. 90-93. About regular polytopes, see
Coxeter [1973].

4. Linear transforms and Gale transforms

HN We follow the treatment in McMullen [1979] which, in turn, is partly based on Ewald
and VoB [1973]. Application of Gale transforms to polytope theory was introduced by Perles
(see Griinbaum [1967], p. 108).

SFR About Gale transforms and toric varieties, see also Oda and Park [1991].

5. Matrix representation of transforms

AE 5. Let X again be a finite set of points, and let G be a group of affine transformations
mapping X onto itself. Then, we can assign to X a Gale transform X with an affine symmetry
group G such that the same assignment applied to X, G leads back to X, G. (See Ewald
and Vo8 [1973] and McMullen [1979]).

6. Classification of polytopes

HN, SFR Theorem 6.4 can be generalized to polytopes with n + 3 vertices, Lioyd [1970].
Also, the classification problem has been solved for a number of other classes of polytopes;
c¢.f. Bokowski and Shemer [1987].

AE 5. Find a 3-polytope P other than a pyramid which is combinatorially equivalent to
P*.

RP The combinatorial classification of polytopes under reasonable restrictions is a
worthwhile field of research. Besides restricting the number of vertices, assumptions on
combinatorial symmetries can be made (Ewald and VoB [1972], Ewald [1979], Ewald,
Kleinschmidt, and Schulz [1976]).

Chapter Il Polyhedral spheres

1. Cell complexes

HN Cell complexes have played an essential role in the development of algebraic topology,
originally called combinatorial topology. In text books on topology, they are often restricted
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to simplicial complexes. Cell complexes are of particular importance in the so-called p.1.
topology (piecewise linear). For references, see Rourke and Sanderson [1972].

2. Stellar operations

HN See Rourke and Sanderson [1972] about stellar subdivisions in topology. Theorem 2.1:
see Griinbaum [1967], p. 80.

C According to an unpublished paper by Morelli, the problem mentioned in the text is
solved in the affirmative.

AE 5. Call the maximal distance between vertices of a cell F the diameter of F. Given
any cell complex and any ¢ > 0, there exists a k € Zsq, such that each cell of g¥(C)
(B* :== B o---o B,k times) has diameter less than ¢.

6. Subdivide a tetrahedron and a cube (together with their faces considered as cell complexes)
by a finite succession of stellar subdivisions, such that the resulting cell complexes are
isomorphic.

7. Let T be a fan in R® for which pos || = R®. Find a complete fan &' > X with
) =y,

8. Find a fan T in R* for which pos |Z| = R* but each complete £’ O T satifies ='V #
0,

SFR Ewald and Shephard [1974], Ewald [1978], Pachner [1987], [1991].

3. Euler and Dehn-Sommerville equations

HN The proof of Theorem 3.1 generalizes an idea of Griinbaum [1967], Chapter 8, applied
to polytopes. The same is true for Theorem 3.3.

SFR See an extended Euler theorem in Bjorner and Kalai [1988]; also compare Barvinok
[1992}, Bjorner [1986]; Bjorner and Kalai [1989]; Chan [1994]. About generalized Dehn—
Sommerville equations, see Bayer and Klapper [1991]. One of the greatest achievements in
polytope theory is the characterization of all lattice vectors which are f-vectors of polytopes.
McMullen had stated a conjecture (McMullen and Shephard [1971], p. 179). The necessity
of his conditions were shown by Stanley [1980] (using commutative algebra and toric
varieties). McMullen [1993b], [1995] has replaced the algebraic geometric arguments in
Stanley’s proof by those of polytope algebra. Billera and Lee [1980] proved the sufficiency.
See also Oda [1991].

4. Schlegel diagrams, n-diagrams, and polytopality of spheres

HN Schlegel diagrams: see Schlegel [1883], Griinbaum [1967]. About diagrams not iso-
morphic to Schlegel diagrams, see Griinbaum [1967], 11.5. Barnette sphere: see Barnette
[1970]. The Steinitz problem has been solved (in the affirmative) for polytopes with, at
most, n + 3 vertices by Mani [1972] and Kleinschmidt [1976].

SFR For a survey article on polytope complexes, see Klee and Kleinschmidt [1992]. See
also Bokowski and Sturmfels [1989].

RP It is one of the big unsolved problems in combinatorial geometry to find necessary
and sufficient conditions for the polytopality of polyhedral spheres (Steinitz problem).
Under suitable restrictions, the problem can be attacked. About a new development, see
Richter-Gebert [1995], Richter-Gebert and Ziegler [1995].



Appendix 335

5. Embedding problems

HN The example in Theorem 5.2 is due to C. Schulz [1979]. Theorem 5.3: see Ewald and
Schuiz [1992].
SFR About related embedding problems, see Sarkaria [1988], [1991].

6. Shellings

HN Theorem 6.1: Bruggesser and Mani [1971].

SFR See a detailed analysis about shellings in Danaraj and Klee, [1974]; see also Ziegler
[1994], Lickorish [1991].

About shellability and Cohen—Macaulay complexes, see Kind and Kleinschmidt [1979].

7. Upper bound theorem

HN Stanley [1975] has extended the upper bound theorem to simplicial spheres by using
Cohen and Macaulay rings. See a further paper on “polytope algebra”: McMullen [1991].
See Bamette [1973], Kleinschmidt and Lee [1984], Brgndtstedt [1982], McMullen and
Walkup {1971].

SFR As an analog to the upper bound theorem, there is a lower bound theorem. Detailed
information about this can be found in Brgndstedt [1983]. Also compare Lee [1992].

Chapter IV Minkowski sum and mixed volume

HN The theory of mixed volumes is a vital part of Minkowski’s original work on convex
bodies. It provides the basis for a solution of the isoperimetric problem. For a survey of
recent results, see Schneider [1985], [1993]. After Bernstein [1976] and Teissier [1979]
discovered the relationship between mixed volumes and intersection numbers in algebraic
geometry, the theory has attracted new interest.

1. Minkowski sum

AE 5. Find convex bodies K, L of any given dimension n > 1 which are not balls, such
that K + L is a ball (compare additional Exercise 5 of I, 5).

6. The Minkowski sum of affine subspaces L, M of R" is an affine subspace. How does the
dimension of L + M depend on the dimensions of L and M?

7. Find three sets A, B, C in R?, such that A + B, A + C, B + C are not convex but
A + B + C is convex.

SFR About zonotopes, see McMullen [1971], Shephard [1974], Stanley [1989]. About
decomposability of polytopes (with respect to Minkowski sum), see Smilansky [1986}, and
Meyer [1974].

2. Hausdorff metric

HN Theorem 2.7: Our proof is different from the original one by Blaschke [1916]; see
Hadwiger [1955], p. 20.

AE 5. Extend the Hausdorff metric to arbitrary compact subsets of R".

6. In the definition of Hausdorff distance replace the unit ball by a fixed n-dimensional

convex body. Show that convergence in the new distance is equivalent to that in Hausdorff
metric.
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3. Volume and mixed volume

AE 5. Any centrally symmetric convex body in R? is the limit of a sequence of zonotopes
(see Exercise 4) in the Hausdorff metric.
SFR A survey of recent results about mixed volumes is in Sangwine-Yager [1993].

4. Further properties of mixed volumes

SFR More on shadow boundaries is in Shephard [1972]. About a characterization of mixed
volumes, see Firey [1976].

5. Alexandrov and Fenchel’s inequality

HN A detailed version of the classical proof by Alexandrov and Fenchel can be found
in LeichtweiB [1980] and in Schneider [1993]. Concerning equality, see Ewald [1988c¢];
Ewald and Tondorf [1994].

SFR Schneider [1985], and Stanley [1981].

RP There is a good chance to find new results on the equality case by using the method
presented here. Compare Ewald and Tondorf [1994], Gértner [1996].

6. Ehrhart’s theorem

HN Original proof in Ehrhart [1977].

SFR Analternative proof can be found in Brion [1988], simplified by Ishida [1990]. See also
Stanley [1986], MacDonald [1971], Hibi [1991], Wills [1989], a survey article: Gritzmann
and Wills [1993], 4.2. About a related question, see Brion [1992].

7. Zonotopes and arrangements of hyperplanes

HN Theorem 7.5 is due to Coxeter [1962].

Chapter V Lattice polytopes and fans

1. Lattice cones

C We use the terminology “simplex cone” for what is usually called a “simplicial cone”.
As polytopes are called “simplicial” if all their proper faces are simplices, it seems more
reasonable to reserve the notion “simplicial” to cones whose proper faces are simplex cones.

2. Dual cones and quotient cones

AE 5. Generalize the notion of a cone to 0 = pos M for any set M C R". Then, the dual
cone & is also well-defined.

(a) Does “M closed” always imply “c = pos M closed”?

(b) Find a cone 0 = pos M with apex 0, M a set of lattice points that is not a polyhedral
cone but topologically closed.

(c)If 6 = pos M for a set of lattice points, then, also, & = pos M’ for a set M’ of lattice
points.

3. Monoids

AE 5. Let o be a two-dimensional cone in R? with apex 0.
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(a) conv{(c N Z*) \ {0}} is a polyhedral (unbounded) set with at most five vertices.

(b) Find generators for the monoid o N 72.

6. Find a (nonsaturated) monoid §, such that S \ {a} is no monoid for any a € S.

SFR About the algebraic theory of monoids, see Trung and Hoa [1986]. More about
monoids and toric varieties in Rentzsch [1991].

4. Fans

HN Shephard’s criterion (Theorem 4.3) in Shephard [1971]. Theorem 4.4 is a new result.
See Oda’s criterion (Theorem 4.6) in Oda [1978], [1988], Miyake and Oda [1975]. About
the relationship between zonotopes and systems of hyperplanes (arrangements), see IV, 7.

5. Combinatorial Picard group.

HN Theorem 5.9 for complete X is due to Eikelberg [1992a], partly based on results by
Smilansky [1986a]. Here we present a simplified version of the proof. The most general
version of Theorem 5.2 can be found in Rentzsch [1991] (formulated in algebro-geometric
language; compare VII. 2 below).

6. Regular stellar operations

HN Theorem 6.1 in Miyake and Oda [1975]. Farey’s lemma (Lemma 6.2): see Rademacher
[1964]. Proof of Oda’s weak conjecture for n = 3 proved in Danilov [1983]; a gap in the
proof filled in by Ewald [1987]. For arbitrary n, Oda’s weak conjecture has been shown
by Wiodarczyk [1992] and by Morelli [1994]. Oda’s strong conjecture for arbitrary n is
supposed to have been solved by R. Morelli.

7. Classification problems

HN, SFR A large number of classification results can be found in the books of Oda [1978],
[1988]. In Kleinschmidt [ 1988], all regular complete n-dimensional fans with combinatoriat
Picard number, at most, 2 have been characterized. Batyrev [1991] has extended the result
to Picard number 3. In Gretenkort, Kleinschmidt, and Sturmfels [1990] it is shown that a
strongly polytopal fan need not have a combinatorially isomorphic copy which is regular.
RP Admit Picard number larger than 3 but restrict the fans by the existence of symmetries
(central, axial, or others), and find further classification results. (For the combinatorial
aspects, compare RP in I1,6).

8. Fano Polytopes

HN Theorem 8.2: Our proof is a simplified version of the original proof in Klyachko and
Voskresenskij [1985].

RP 1. The maximal possible number of vertices a Fano polytope can have is limited. The
exact bounds for n > 3 are not known. Batyrev’s conjecture: If P is an n-dimensional
Fano polytope with fo(P) vertices, then, fo(P) < 3n for n even, fo(P) < 3n — 1forn
odd. Some results in Klyachko and Voskresenskij [1985]; Batyrev [1982b], [1986], Evertz
[1988].

2. Investigate generalized Fano polytopes defined as polytopes P with only O as interior
point and facet hyperplanes of the form (a, x}) = 1, a a simple lattice vector. Compare
Batyrev [1992b], Koelman [1992].

SFR Batyrev [1982a], [1992]; Demin [1981]; Ewald [1988a]
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PART 2 Algebraic Geometry

Chapter VI Toric varieties

HN, SFR As standard texts about the introduction of toric varieties into the theory, we
mention Oda [1988], Kempf, Knudsen, Mumford and Saint Donat [1973]; Danilov [1978];
and the paper Demazure [1970]. Short introductions can also be found in Teissier [1982];
Brylinski [1977]; Audin [1991]; and Fulton [1993]. About another relationship between
combinatorial and algebraic geometry, see Barthel, Hirzebruch and Hofer [1987].

1. Ideals and affine algebraic sets

HN, C Hilbert’s Nullstellensatz: We follow the proof in Brodmann [1989], p. 59, which
assumes the underlying field to have uncountably many elements. There exist many more
general versions and proofs for the theorem.

SFR As standard books on algebraic geometry, we mention Hartshorne [1977] and Sha-
farevic [1974]. For the reader who understands German, we recommend Brodmann [1989],
a book with detailed and well-illustrated proofs for all theorems.

2. Affine toric varieties

C In all available texts on the introduction of toric varieties, some knowledge of algebraic
groups is preassumed, and a coordinate-free definition of toric varieties is presented. Qur
less elegant approach is accessible without knowledge of algebraic geometry or algebraic
groups.

AE 5.Leto, T be cones such that 0 — o and T — 7 are complementary linear spaces. How
does X, 4. depend on X, and X.?

RP In Theorem 2.7 if the number of binomials can be limited to ¢ — n, we call X, a
complete intersection of its relation hypersurfaces defined by the binomials. Find all such
complete intersections, possibly under suitable restrictions for o. (About affine complete
intersections in the ordinary sense, see Nakayima [1986] and Hamm [1990]).

3. Toric varieties

AE 5. Describe the toric variety obtained from Xy = P? x P' (Example 4) if all three-
dimensional cones are deleted in .

6. Find Mc(Xy) for Examples 6 and 7.

7.1f the fans £’, ” are contained in complementary subspaces of R”, describe X5/ x Xg»
as a toric variety.

SFR About higher-dimensional analogs of Hirzebruch varieties (Hirzebruch [1951]), see
Kleinschmidt [1988]. Concerning manifolds with corners (which will indirectly occur again
in VII, 7), compare Jurkiewicz [1985]; Oda [1988]. On quotients of toric varieties (related
to fiber polytopes; compare II, 2 SFR), see Kapranov, Sturmfels, and Zelevinsky [1991].
An interesting property of toric varities is in Wiodarczyk [1993]. Compare also Batyrev
[1993], [1994], Batyrev and Meln’nikov [1986], Fine [1989].

4. Invariant toric subvarieties

AE 5. For any n > 2, find a complete toric variety Xy whose invariant toric subvarieties
(except X¢) are regular, but each X;, dim ¢ = n, is not regular.
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6. If k is the maximal dimension of faces of a fan ¥ in R”, what is the minimal dimension
of an invariant toric subvariety of X3?

5. Torus action

SFR For a general background in algebraic groups, we recommend Borel [1969] and
Springer [1981]. Aboutarelation between toric varieties and complex-symmetric spaces, see
Lehmann [1989]. Compare also Bialynicki-Birula [1973], Bialynicki-Birula and Sommese
[1973]; Fine [1993].

6. Toric morphisms and fibrations

C Example 3: The real part of H, is a typical “nonorientable” surface, as considered in
topology. One should note, however, that H,, as a complex surface, that is, a topological
four-dimensional manifold, is orientable: All smooth complex manifolds have this property,
as is shown in complex analysis.

SFR About toric morphisms, Reid [1983], Crauder [1984].

7. Blowups and blowdowns

HN The idea of “blow—ups” is due to H. Hopf (first version in 1931) and is also called
Hopf’s o -process. Its characterization for toric varieties by a regular stellar subdivision has
been discovered by Miyake and Oda [1973].

SFR The Oda conjectures reduce to combinatorial problems; see Appendix of V, 6.

8. Resolution of singularities

AE 5. Let o consist of a cone o with apex 0 and all faces of o, so that X5 can be embedded
in a C? according to section 2. Suppose 0 € 9, is an isolated singularity of Xy. Consider
C?, also as an X 5, with X, consisting of a regular ¢g-dimensional simplex cone and its faces.
How many blowups of Xy, in 0 are needed to resolve the singularity of Xz ?

HN, SFR Toric varieties of dimension two admit at most so-called cyclic quotient singu-
larities. The minimal resolutions of these singularities were first studied by F. Hirzebruch
[1953] by means of continued fractions. A combinatorial version in Oda [1988], pp. 24~
37. About quotient singularities in higher dimensions, see Ehlers [1975]. A contribution
also in Ewald and Spazier [1994]. — For canonical combinatorial algorithms of resolv-
ing three-dimensional toric singularities, see Aguzzoli and Mundici [1994], Bouvier and
Gonzales and Sprinberg [1992], [1995]. — Important classes of singularities are canoni-
cal and terminal singularities were introduced by Reid [1980]. They occur in Mori theory
(a survey can be found in Reid [1987], Kollar [1987]). About the toric version of Mori
theory, see Reid [1983a]; Oda [1988]; Oda and Park [1991]. Reid [1983a] and Ishida and
Iwashita [1986] gave a combinatorial classification of canonical three-dimensional toric
singularities. Similar classification results for canonical three-dimensional and terminal
four-dimensional quotient singularities can be found in Morrison and Stevens {1984} and
Morrison [1985]; see also Pouyanne [1992]. — So-called Gorenstein singularities are spe-
cial canonical singularities. About their combinatorial characterization, see Stanley [1978];
Ishida [1980], Miranda [1985], Reid [1989]. On “crepant” resolutions, see Markushevic, Ol-
shanetzky, and Perelonor [1987], Roan and Yau [1987], Roan [1989] for the case of abelian
quotient singularities, Batyrev [1994] for the general case. A constructive crepant desingu-
larization algorithm following Reid’s general reduction strategy (Reid [1980], {1983b]) in
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Dais, Henk, and Ziegler [1996]. For various topological investigations and desingularization
methods of hypersurfaces or complete intersections being embedded in affine toric varieties
(or appropriate compactifications thereof), see Khovanskij [1977], [1978], Kouchnirenko
[1976], Danilov and Khovanskij [1987], Oka [1979] to [1993b]; Hamm [1990], Morales
[1984]; Tsuchichashi [1991a], [1991b]; Ishida [1991]; Batyrev [1993a]; Batyrev and Cox
[1994]; Cattani, Cox and Dickenstein [1995]; Cox [1995c¢]; Ishii [1995]. — About an ideal-
theoretic approach to the general desingularization process of toric varieties (Theorem 8.5)
see Kempf, Knudsen, Mumford, and Saint and Donat [1973], pp. 31-40, Brylinski [1980].
— The so-called deformation theory of toric varieties and toric singularities has mainly
been developed by K. Altmann [1991] to [1995].

RP As one of the numerous open problems about singularities of toric varieties, we mention
the classification of canonical and terminal singularities in higher dimensions following
Morrison and Stevens [1984] and Morrison [1985]. A combinatorial problem, hereby, is
that of finding a substitute for White’s lemma [1964] which holds for n = 3 but not for
n > 3 (for counterexamples see Wessels [1989]).

9. Completeness and compactness

SFR About alternative proofs for Theorem 9.1, see Oda [1988], p. 16. Concerning Theorem
9.3, see Sumihiro [1974], Oda [1988], p. 17. Related questions of compactification in Ash,
Mumford, Rapoport, and Tai [1975].

Chapter VII Sheaves and projective toric varieties

1. Sheaves and divisors

C We choose a restricted definition of sheaf. About the general notion, see, for example,
Hartshorne [1977] or Shafarevic [1974], where sheaves also occur in the definition of
generalized algebraic varieties (schemes).

SFR A simplified definition of sheaves can also be found in Springer [1981].

2. Invertible sheaves and Picard group

HN About the equivalent group Pic X, see V, 5 and the references there. In the case X5
is compact, the results on Pic Xz can also be obtained by topological means; see Fieseler
[1991].

AE 5.1f X5, is an X 5/-fiber bundle over X5, how is Pic X 5. related to Pic X5, and Pic X5/?
6. Let X5 be smooth. How does Pic X5 change if an equivariant blowup is applied?

3. Projective toric varieties

AE 5.Let P := conv{0, e, e,, ¢; + €2, €; + €2 + res} be a polytope in R, r > 1,
r € Z. Consider the projective toric variety Xy for ¥ = X(P), and let the invertible sheaf
F = F(P) be defined by F. Show explicitly that F ® F is very ample.

RP 1. Call a hypersurface defined by a monomial equation a -hyperface of P’. We say
Xz is a complete intersection of L-hypersurfaces if its embedding in P’ is the intersection
of r — n X-hyperfaces. We conjecture that the only smooth examples of such intersections
are P* and P' x P'. (Compare RP in VI, 2).

2. For which regular X5 in Theorem 3.13 is X5/ also regular? The respective fans have
combinatorially been classified by Griinbaum [1972].
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SFR About hyperplane sections of polytopes and toric varieties, see Khovankij [1986].
Call the least k for which F®* is very ample,  an ample invertible sheaf, the least ampleness
factor kg of F. In Ewald and Wessels [1991], it is shown that ky < n — 1 and that the bound
is sharp. (An alternative proof in Liu, Trotter, and Ziegler [1992]). Smooth toric varieties
with Picard number, at most, 3 are necessarily projective; this is shown in Kleinschmidt and
Sturmfels [1989]. See also Ebihara [1992].

4. Support functions and line bundles

C By and large, our notation follows that of Oda [1988].

5. Chow ring

HN Our definition of the Chow ring is based on the work of Jurkiewicz [1980], [1985].
SFR For more details on the Chow ring, see Jurkiewicz [19801, [1985], and Danilov [1978].

6. Intersection numbers. Hodge inequality

HN, C The relationship between Alexandrov and Fenchel’s inequality (AF) and the Hodge
index theorem has been discovered by Teissier [1981], [1982]. He deduces AF from the
Hodge index theorem, as do Danilov [1978] and Oda [1988]. Here, we proceed in the
opposite direction after the intersection numbers have been introduced appropriately.

RP Teissier’s proof of AF does not contribute more to characterizing the equality case than
Alexandrov’s original paper does. Recent progress in the combinatorial characterization of
equality in AF still has to be transferred into algebraic-geometric conclusions. Also, what
equality generally means in Theorems 6.2 and 6.3 has not yet been clarified.

SFR About general intersection theory, see Fulton [1984]; Goresky and MacPherson [1980],
[1983]; about intersection in toric varieties, see Fulton [1993], Fulton and Sturmfels [1993];
Wessels [1993].

7. Moment map and Morse function

HN The moment map for toric varieties seems to have been introduced independently by
Atiyah [1983] and Jurkiewicz [1980]. The proof of Theorem 7.3 presented here is due to
Carl Lee [1988].

SFR In Audin [1991], torus actions on symplectic manifolds are studied with an extensive
use of moment maps and Morse functions. A special chapter is dedicated to the case of toric
varieties.

8. Classification theorems. Toric Fano varieties

HN See the notes about Fano polytopes in V, 8.

RP Translate classification results for polytopes and fans as discussed in RP of V, 7 into
algebraic-geometric language, and deduce structure theorems for the varieties.

SFR Batyrev from [1982a] to [1994], Dais [1994], Ito and Reid [1994]. For details on
classification theorems, see Oda [1978], [1988], Batyrev [1991], [1992], Demin [1981],
Ewald [1988a]. See also Fischli [1991].

HN, SFR Recently, toric geometry has also been used for the construction of Calabi and
Yau manifolds which are of particular significance for mathematical physics (string theory).
For the constructive techniques, invariants (Hodge numbers and others), and the so-called
mirror symmetries (which, in many cases, correspond to the polarity of polytopes), we refer



342 Appendix

to Roan [1991]; Morrison [1993]; Batyrev [1993a}, [1993b], [1994]; Batyrev and Borisov
[1994a], [1994b], [1995]; Batyrev and Dais [1994]; Batyrev and van Straten [1995]; Borisov
[1993]; Dais [1995]; Dolgachev [1994]; Kobayashi [1994]; Wagner [1995].

Chapter VIII Cohomology of toric varieties

1. Basic concepts

SFR As text books on algebraic topology, in particular homology and cohomology, we
recommend Fulton [1995], Massey [1991], Spanier [1966]; for those who can read German,
also the geometrically oriented book Stocker and Zieschang [1988].

2. Cohomology ring of a toric variety

HN This section is mainly based on the work of Jurkiewicz [1980], [1985]; see also Ehlers
[1975].

SFR About the singular case, see McConnell [1989]. See also Bifet [1993], de Meyer,
Ford, and Miranda [1993]

3. Cech cohomology

SFR A recent introduction into Cech cohomology can be found in Gunning [1990].

4. Cohomology of invertible sheaves

HN The proof of Theorem 4.6 presented here gets along without so-called spectral
sequences and is due to R. Lehmann (personal communication).

SFR Goresky and McPherson [1980], [1983] have presented a theory of intersection num-
bers (“intersection homology”) which is applicable to algebraic varieties, with singularities.
About the case of toric varieties, see Stanley [1987], Fischli and Yavin [1991], Yavin [1991],
and Fieseler [1991]. See also section 3 of Ishida [1990].

5. Riemann-Roch-Hirzebruch theorem

HN, SFR The original proof of Theorem 5.5 in Hirzebruch [1962]. The general theory
is thoroughly treated in Fulton [1984]; c.f. also Fulton [1992] for the toric case. A related
calculation of G(P) also in Brion [1988]; c.f. Cappell and Shaneson [1994]. About Chern
classes in singular toric varieties, see Barthel, Brasselet, and Fieseler [1992]. A generaliza-
tion of Theorem 5.5 to the quasi-smooth case in Pommersheim [1993], [1995a], [1995b].
About the further development, see Fulton [1993], Kantor and Khovanskij [1993]. A purely
combinatorial version of the Riemann-Roch~Hirzebruch theorem can be found in Morelli
[1993a].
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product

— tensor product of sheaves 270

— tensor 269

projection fan, perpendicular 246

projection map 284
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— fan 165
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resolution of singularities 253
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singularity 252
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theorem
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— embedded 242
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transform
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— linear 47
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— unimodular 145
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unimodular transformation 145
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— figure 38
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— independent 138
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