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Preface 

The aim of this book is to provide an introduction for students and nonspecialists 
to a fascinating relation between combinatorial geometry and algebraic geometry, 
as it has developed during the last two decades. This relation is known as the theory 
of toric varieties or sometimes as torus embeddings. 

Chapters I-IV provide a self-contained introduction to the theory of convex poly­
topes and polyhedral sets and can be used independently of any applications to 
algebraic geometry. Chapter V forms a link between the first and second part of the 
book. Though its material belongs to combinatorial convexity, its definitions and 
theorems are motivated by toric varieties. Often they simply translate algebraic 
geometric facts into combinatorial language. Chapters VI-VIII introduce toric va­
rieties in an elementary way, but one which may not, for specialists, be the most 
elegant. 

In considering toric varieties, many of the general notions of algebraic geometry 
occur and they can be dealt with in a concrete way. Therefore, Part 2 of the book 
may also serve as an introduction to algebraic geometry and preparation for farther 
reaching texts about this field. 

The prerequisites for both parts of the book are standard facts in linear algebra 
(including some facts on rings and fields) and calculus. Assuming those, all proofs 
in Chapters I-VII are complete with one exception (IV, Theorem 5.1). In Chapter 
VIII we use a few additional prerequisites with references from appropriate texts. 

The book covers material for a one year graduate course. For shorter courses with 
emphasis on algebraic geometry, it is possible to start with Part 2 and use Part I 
as references for combinatorial geometry. 

For each section of Chapters I-VIII, there is an addendum in the appendix of the 
book. In order to avoid interruptions and to minimize frustration for the beginner, 
comments, historical notes, suggestions for further reading, additional exercises, 
and, in some cases, research problems are collected in the Appendix. 
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Introduction 

Studying the complex zeros of a polynomial in several variables reveals that there 
are properties which depend not on the specific values of the coefficients but 
only on their being nonzero. They depend on the exponent vectors showing up 
in the polynomial or, more precisely, on the lattice polytope which is the convex 
hull of such vectors. This had already been discovered by Newton and was taken 
into consideration by Minding and some other mathematicians in the nineteenth 
century. However, it had practically been forgotten until its rediscovery around 
1970, when Demazure, ada, Mumford, and others developed the theory of toric 
varieties. 

The starting point lay in algebraic groups. Properties of zeros of polynomials 
that depend only on the exponent vectors do not change if each coordinate of 
any solution is multiplied by a nonvanishing constant. Such transformations are 
effected by diagonal matrices with nonzero determinants. They form a group which 
can be represented by C*" where C* := C \ {OJ is the multiplicative group of 
complex numbers. C*1l (for n = 2 having, topologically, an ordinary torus as 
a retract) is called an algebraic torus. Demazure succeeded in combinatorially 
characterizing those regular algebraic varieties on which a torus operates with an 
open orbit. ada, Mumford, and others extended this to the nonregular case and 
termed the introduced varieties torus embeddings or toric varieties. 

Once the combinatorial characterization had been achieved, it gave way to defining 
toric varieties without starting from algebraic groups by use of combinatorial 
concepts like lattice cones and the algebras defined by monoids of all lattice points 
in cones. This is the path we follow in the present book. 

Toric varieties-being a class of relatively concrete algebraic varieties-may ap­
pear to relate combinatorics to old-fashioned, say, up to 1950, algebraic geometry. 
This is not the case. Actually, the more recent way of thought provides the tools 
for building a wide bridge between combinatorial and algebraic geometry. Notions 
like sheaves, blowups, or the use of homology in algebraic geometry are such tools. 

In the first part of the book, we have naturally limited the topics to those which are 
needed in the second part. However, there was not much to be omitted. Coming 

xiii 



xiv Introduction 

from combinatorial convexity, it is quite a surprise how many of the traditional 
notions like support function or mixed volume now appear in a new light. 

In our attempt to present a compact introduction to the theory of convex polytopes, 
we have sought short proofs. Also, a coordinate-free approach to Gale transforms 
seemed to fit particularly well into the needs of later applications. Similarly, in 
Part 2 we spent much energy on simplifications. Our definition of intersection 
numbers and a discussion of the Hodge inequality working without the tools of 
algebraic topology are some of the consequences. 

A natural question concerning the relationship between combinatorial and al­
gebraic geometry is "Does the algebraic geometric side benefit more from the 
combinatorial side than the combinatorial side does from the algebraic geometric 
one?" In this text the former is true. We prove algebraic geometric theorems from 
combinatorial geometric facts, "turning around" the methods often applied in the 
literature. There is only one exception in the very last section of the book. We quote 
a toric version of the Riemann-Roch-Hirzebruch theorem without proof and draw 
combinatorial conclusions from it. A purely combinatorial version of the theorem 
due to Morelli [1993a] would require more work on so-called polytope algebra. 

Many related topics have been omitted, for example, matroid theory or the theory of 
Stanley-Reisner rings and their powerful combinatorial implications. The reader 
familiar with such topics may recognize their links to those covered here and detect 
the common spirit of mathematical development in all of them. 



Part 1 

Combinatorial Convexity 



I 

Convex Bodies 

1. Convex sets 

Most of the sets considered in the first part of the book are subsets of Euclidean 
n-space. Many definitions and theorems could be stated in an affinely invariant 
manner. We do not, however, stress this point. If we use the symbollRn , it should 
be clear from the context whether we mean real vector space, real affine space, or 
Euclidean space. In the latter case, we assume the ordinary scalar product 

(x, y} = ~1171 + ... + ~n17n 
so that the square of Euclidean distance between points x and y equals 

IIx - yII 2 = (x - y, x - y}. 

Recall that an open ball with center x and radius r is the set {y I IIx - yll < r}. 
By (K, y} ::: 0, we mean (x, y} ::: 0 for every x E K. We assume the reader to 
be somewhat familiar with n-dimensional affine and Euclidean geometry. 

1.1 Definition. A set C C IRn is called convex if, for all x, y E C, X -j. y, the 
line segment 

[x, y] := {Ax + (l - A)Y I 0 ~ A ~ I} 

is contained in C (Figure 1). 

Examples of convex sets are a point, a line, a circular disc in 1R2, the platonic 
solids (see Figure 10 in section 6) in 1R3. Also'" and IRn are convex. 

If B is an open circular disc in 1R2 and M is any subset of the boundary circle 
a B of B, then BUM is also convex. So, a convex set need be neither open nor 
closed. In general we shall restrict ourselves to closed convex sets. 

There is a simple way to construct new convex sets from given ones: 

1.2 Lemma. The intersection of an arbitrary collection of convex sets is convex. 

PROOF. If a line segment is contained in every set of the collection, it is also 
contained in their intersection. 0 

3 



4 I Convex Bodies 

FIGURE 1. Left: convex. Right: nonconvex. 

1.3 Definition. We say x is a convex combination of XI, •.. ,Xr E lRn if there 
exist A I, ... , Ar E lR such that 

(1) 

(2) 

(3) 

X =AIXI + ... + ArXn 

AI + ... + Ar = 1, 

AI ~ 0, ... ,Ar ~ o. 
If condition (3) is dropped, we have an affine combination of XI. ••• , X r , and 
X, XI, ••• ,Xr are called affinely dependent. If X, XI, ••. ,Xr are not affinely 
dependent, we say they are affinely independent. 

So, convex combinations are special affine combinations (Figure 2). 
If XI, ..• , Xr are affinely independent, the numbers A I, ... , Ar are sometimes 

called barycentric coordinates of X (with respect to the affine basis XI, ... , x r ). 

1.4 Definition. The set of all convex combinations of elements of a set M C lRn 

is called the convex hull 

convM 

of M; in particular, conv 0 = 0. Analogously, the set of all affine combinations 
of elements of M is called the affine hull 

affM 

FIGURE 2. 
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of M. We will denote by lin M (linear hull) the linear space generated by M. It is 
the "smallest" linear space containing M. 

If M = {XI, ... , xr } is a finite set, we say P := conv M is a convex polytope, 
or simply a polytope. 

If XI, ... , Xr are affinely independent, we say 

Tr- I := conv{xl, ... , xr } 

is an (r - I)-simplex or, briefly, a simplex. aff Tr-I and Tr- I are said to have 
dimension r - 1. 

Remarks. 
(1) Clearly, M C conv M C aff M. 
(2) Every polytope is compact (that is, bounded and closed). 

1.5 Theorem. 
(a) A set M C ]Rn is convex if and only if it contains all its convex combinations, 

that is, if and only if 

M = conv M. 

(b) The convex hull of M C ]Rn is the smallest convex set that contains M; this 
means M C M' and M' convex imply conv M eM'. 

PROOF. First, we will show that conv M is convex. 
If x, Y E conv M, there exist XI, ... , Xr , YI, ... ,Ys E M and real numbers 

AI, ... , A" ILl, ... , ILs such that 

X = AIXI + ... + ArX" Al + ... + Ar = 1, AI:::: 0, ... , Ar :::: 0 

and 

y = ILIYI + ... + ILsYs, ILl + ... + ILs = 1, ILl ~ 0, ... , ILs :::: O. 

Employing 0 coefficients, if necessary, we ma~ assume r = s and y j = X j' j = 
I, ... , r. For arbitrary 0 :s A :s 1, 

AX + (1 - A)Y = A(AIXI + ... + ArXr) + (1 - A)(ILIXI + ... + ILrXr) 

= [HI + (1 - A)JlJlXI + ... + [Hr + (1 - A)Jlr lxr . 

Since all coefficients are nonnegative, and since 

HI + (l - A)JlJ + ... + Hr + (1 - A)Jlr = A + 1 - A = 1, 

AX + (1 - A)y is a convex combination of XI, ... , Xr . So, conv M is convex and, 
in view of Remark I, we obtain (a). 

Now, to see (b), suppose M' is a convex set, M' :::) M, and that X E conv M. 
Then there existxJ, .. 'Xr E Msuchthatx = AJXl + .. '+ArX"AJ + .. '+Ar = 
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1, and A I, ... , Ar all > 0. Since XI, ... ,Xr E M' as well, we find successively 

YI := Al (AI + A2)-1 XI + A2(AI + A2)-1 X2 

Y2 := (AI + A2)(AI + A2 + A3)-I YI + A3(AI + A2 + A3)-l x3 

X = (AI + ... + Ar_I)(AI + ... + Ar)-IYr - 2 + Ar(AI + ... + Ar)-Ixr 

which are all in M', hence, conv M C M'. 

1.6 Definition. If C is a convex set, we call 

dim C := dim(aff C) 

the dimension of C. By convention, dim (2} = -1. 

1.7 Definition. A compact convex set C is called a convex body. 

o 

For example, note that points and line segments are convex bodies in jRn ,n :::: 1, 
so that a convex body in ~n need not have dimension n. 

1.8 Definition. We say X E M C ~" is in the relative interior of M, X E relint M, 
if x is in the interior of M relative to aff M (that is, there exists an open ball B in 
aff M such that x E B eM). If aff M = ~n, then relint M =: int M (note that 
relint ~o = int ~o = {O}). 

Our main emphasis will be on convex polytopes and an unbounded counterpart 
of polytopes, called polyhedral cones: 

1.9 Definition. If M C ~", the set of all nonnegative linear combinations 

YI,·.·, Yk EM, AI:::: 0, ... , Ak :::: ° 
of elements of M is called the positive hull 

;f:T := pos M 

of M or the cone determined by M. By convention, pos (2} := {OJ. 
For fixed u E ~n, u =f. 0, and a E ~,the set H := {x I (x, u) = a} is a 

hyperplane. H+ := {x I (x, u) :::: a} and H- := {x I (x, u) :s a} are called the 
half-spaces bounded by H. If a C H+ and a = 0, we say a has an apex, namely 
0. (We use the symbol ° for the number 0, the zero vector, and the origin). 

If M = {XI, ••• , xr } is finite, we call 

a = POS{XI, ••• , xr } 

a polyhedral cone. Unless otherwise stated, by a cone we always mean a polyhedral 
cone. Sometimes we write 

a = ~~OXI + ... + ~~Oxr, 
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FIGURE 3. 

IR:o:o denoting the set of nonnegative real numbers. 

Example. A quadrant in IR2 and an octant in IR3 are cones with an apex, whereas 
a closed half-space or the intersection of two closed half-spaces H~, Hi with 
o E HI, 0 E H2 in IR3, are cones without apex. 

Since convex combinations are, by definition, nonnegative linear combinations, 
we have 

1.10 Lemma. The positive hull of any set M is convex. 

Figure 3 illustrates a polyhedral cone of dimension three which is the positive 
hull of a two-dimensional polytope K. Though pos M might generally be called a 
cone, we reserve this term for polyhedral cones. 

Exercises 

1. The convex hull of any compact (closed and bounded) set is again compact. 
2. Find an example of a closed set M such that conv M is not closed. 
3. Determine all convex subsets C of IR3, for which IR3 \C is also convex. (Ex­

cept 0, IR3 there are, up to three such sets of affine transformations, that is, 
translations combined with linear maps. 

4. Call a set ME-convex if, for a given E > 0, each ball with radius E and center in 
M intersects M in a convex set. Furthermore, call a set M connected if any two 
of its points can be joined by a rectifiable arc (as is defined in calculus) contained 
in M. Prove: (a) Any E-convex closed connected set M in IR2 is convex. (b) 
Statement (a) is false without the assumption of M being connected. 
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2. Theorems of Radon and Caratheodory 

The following theorem is helpful when handling convex combinations. 

2.1 Theorem (Radon's Theorem). Let M = {XI, ... , xr} C ffi.n be an arbitrary 
jiniteset,andletMI,MzbeapartitionofM,thatis,M = MIUMz,MlnMz = 0, 
MI =j:. 0, Mz =j:. 0. 
(a) ffr ::: n + 2 then the partition can be chosen such that 

conv MI n conv Mz =j:. 0. 

(b) ffr ::: n + 1 and 0 is an apex ofpos M, yet 0 ~ M or r ::: n + 2, then the 
partition can be chosen such that 

pos MI n pos Mz =j:. {O}. 

(c) The partition is unique if and only if, in case (a), r = n + 2 and any n + I 
points of Mare affinely independent, in case (b), r = n + 1 and any n points 
of M are linearly independent. 

2.2 Definition. We call MJ, Mz in Theorem 2.1 a Radon partition of M. 

PROOF OF THEOREM 2.l. 
(a) From r ::: n + 2, it follows that XI, ... , Xr are affinely dependent. Hence 

)qXI + ... + ArXr = 0 can hold with AI + ... + Ar = 0, not all Ai = O. 

We may assume that, for a particular j, 0 < j < r, 

We set 

A := AI + ... + Aj = -Aj+1 - ... - Ar > 0 and 

X := A-I (AIXI + ... + AjXj) = _A-I (Aj+IXj+1 + ... + ArXr ). 

Then, X E conv MJ n conv M2 for 

MJ := {xJ,.'" Xj}, Mz:= {Xj+J, ...• xr}. 

(b) By definition of an apex, there exists a hyperplane H such that H n pos M = 
{O} and pos M C H+. Let H' =j:. H be parallel to H and H' n M =j:. 0. Then, 
for any X j EM, the ray pos{x j} intersects H' in a point xj. We apply (a) 
to M' := {x;, ... , x;} relative to the (n - I)-space H' and find a partition 
of M' into M; := {x;, ... ,xj}, M~ = {xj+1' ... ,x;} such that conv M; n 
cony M~ -=f 0. Now for M\ := {XI. ... , Xj}, Mz := {Xj+J, ... , xr}, we find 

pos MJ n pos M2 =j:. {O}. 

(c) We prove the uniqueness only in case (a); case (b) is proved similarly. 
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First, assume r = n + 2 and no n + 1 points are affinely dependent. Suppose 
that 

is a second Radon partition of M and 

y E conv MI n conv M2 . 

Then, 

Y = /-L-I(/-LIXil + ... + /-LkXik) = _/-L-I(/-Lk+IXiHI + .,. + /-Ln+2Xi,,+2) 

where /-LI > 0, ... , /-Lk > 0; /-Lk+1 ::: 0, ... , /-Ln+2 ::: 0; k ~ 1, and 
/-L = /-LI + ... + /-Lk = -/-Lk+1 - ... - /-Ln+2. We may assume 

Xii = Xj+1 (E M2)' 

We choose 0 < a < 1 such that 

aA-IAj+1 + (1- a)/-L-I/-LI = O. 

Then, 

aA -I (AIXI + ... + An+2Xn+2) 

+ (1 - a)/-L-I(/-LIXil + ... + /-Ln+2Xi.,+2) = 0 + 0 = 0 

and 

aA -I(AI + ... + An+2) + (1 - a)/-L-I(/-LI + ... + /-Ln+2) = 0 

expresses an affine relation between n + 1 of the points of M (Xii and 
Xj+1 cancel out), unless all coefficients vanish. Therefore, A(! = -a- l (1 -
a)A/-L-I/-LiQ , Q = 1, ... , n + 2, and there is a map Q f-+ Q', Q E 

{I, ... , j, j + 2, ... , n + 2}, Q' E {i2, ... , n + 2} such that A(! = 
_a-I (1 - a)A/-Le" Since a-I > 0, 1 - a > 0, and).. > 0, the set of those 
Q' for which /-Le' < 0 is the same as the set of those Q for which Ae > O. 
TherefoEe MI = {XI, ... , X j} = {Xik+l , ... , Xi.,+2} = M2 and consequently 
M2 = M\, too. 

To prove the converse, we distinguish two cases. 

o 
(I) r = n + 2, and XI, ..• ,Xn+1 are affinely dependent, M := {XI, •.. , Xn+I}. 

(II) r > n + 2. 

o 
In case I, M is contained in a hyperplane so that, by (a), we find a partition of 
000 0 0 0 a 0 

Minto MJ, M2 with conv M\ n conv M2 -=I 0. Then, MI U {Xn+2}, M2 and MJ, 
o 

M 2 U {Xn+2} are two different Radon partitions of M. 
In case II, consider a proper subset M of M which has at least n + 2 points. Let 

M\, M2 be a Radon partition of M. Then, M\ U(M\M), M2 andM\,M2U(M\M) 
are different Radon partitions of M. 0 
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FIGURE 4. Left: M\ = {I, 2}; M2 = {3, 4}. Middle: M\ = {I, 2, 3}; M2 = {4}. Right: 
MJ = {I, 2}; M2 = {3, 4}, MJ = {I, 2, 3}; M2 = {4} 

Examples for M = {l, 2, 3, 4} 

2.3 Theorem (CaratModory's theorem). 
(a) The convex hull conv M of a set M C ~" is the union of all convex hulls of 

subsets of M containing at most n + 1 elements. 
(b) The positive hull pos M of a set M C ~n is the union of all positive hulls of 

subsets of M containing at most n elements of M. 

PROOF. 

(a) Let 

(1) x = AIXI + ... + ArXr E conv M, 

and let r be the smallest number of elements of M of which x is a convex 
combination. Contrary to the claim, r :::: n + 2 implies that there exists an 
affine relation 
(2) 

JLIXI + ... + JLrXr = 0, with JLI + ... + JLr = 0, but not all JLj = 0. 

For JL j # 0, we obtain from (1) and (2) 
(3) 

x = AIX] + ... + A,x, = (AI - ~ 1'1) XI + ... + (A' -

We may assume JL j > 0, and, for all JLk > 0, k = 1, ... , r, 

Then, 

Aj Ak 
< 

JL j JLk 

A' 
Ai - -.!... ILi 2: 0 

JLj 
for i = 1, ... , r. 

Since A j - ~1 JL j = 0, equation (3) expresses x as a convex combination 
of less than r elements of M, a contradiction of the initial assumption. 
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(b) Replace in the proof of (a) "convex combination" by "positive linear combi­
nation" and "affine dependence of n + 1 elements" by "linear dependence of 
n elements" to obtain a proof of (b). 

o 

Exercises 

1. In analogy to the above examples in Figure 4, find all types of Radon partitions 
of n + 2 points in 1R1l whose affine hull is 1R1l • 

2. If aff M = 1R1l, then, conv M is the union of n-simplices with vertices in M. 
3. Every n-dimensional convex polytope is the union of finitely many simplices, 

no two of which have an interior point in common. 
4. Helly's Theorem. Suppose every n + 1 of the convex sets K1, .•• , Km in 1R1l 

has a nonempty intersection, m ::: n + 1. Then, nr=1 K; =I- 0. (Hint: For 
m = n + 1 there is nothing to prove. Apply induction on m and use Radon's 
Theorem). 

3. Nearest point map and supporting hyperplanes 

Quite a few properties of a closed convex set K can be studied by using the map 
that assigns to each point in IRI1 its nearest point on K. First, we show that this map 
is well defined. 

3.1 Lemma. Let K be a closed convex set in 1R1l. To each x E 1R1l there exists a 
unique x' E K such that 

IIx - x'II = inf IIx - YII· 
yeK 

PROOF. The existence of an x' satisfying (*) follows from K being closed. 
Suppose that, for x" E K, x" =I- x', 

IIx - xliII = inf IIx - YII. 
yeK 

Consider the isosceles triangle with vertices x, x', x". The midpoint m = ~ (x' + 
x") of the line segment between x' and x" is, by convexity, also in K, but satisfies 

a contradiction. 

3.2 Definition. The map 

IIx - mil < inf IIx - YII, 
yeK 

PK: IRI1 ~ K 

x 1---+ PK(X) = x' 

o 
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of lemma 3.1 is called the nearest point map relative to K. 

Clearly, 

3.3 Lemma. 
(a) PK(X) = x ifand only if x E K; 
(b) p K is surjective. 

Generalizing the concept of a tangent hyperplane is the following. 

3.4 Definition. A hyperplane H is called a supporting hyperplane of a closed 
convex set K C ]Rn if K n H i 0 and K C H- or K C H+. 

We call H- (or H+, respectively,) a supporting half-space of K (possibly K C 

H). 
If u is a normal vector of H pointing into H+ (or H-, respectively), we say that 

u is an outer normal of K (Figure 5), and -u an inner normal of K. 

3.5 Lemma. Let 0 iKe ]Rn be closed and convex. For every x E ]Rn \K the 
hyperplane H containing x' := pKCx) and perpendicular to the line joining x 
and x' is a supporting hyperplane of K described by H = {y I (y, u) = l},for 

x-x' . 
u:= <x',x-x'> ' unless H contams O. 

PROOF. The hyperplane H := {y I (y, u) = I} (u as before) is perpendicular 
to x - x' and satisfies x' E H. Moreover, (x - x', x - x') > 0 implies 
(x, x - x') > (x', x - x') and, thus, x E H+. Suppose H is not a supporting 
hyperplane of K. Then there exists some y E Kn(H+\H),y =1= x. By elementary 
geometry applied to the plane E spanned by x, x', and y, the line segment [y, x'] 
contains a point z interior to the circle in E about x with radius IIx - x'II. Then, 
IIx - zll < IIx - x'II, a contradiction. 0 

H 

FIGURE 5. 



3. Nearest point map and supporting hyperplanes 13 

3.6 Lemma. Let K C ]Rn be closed and convex, and let x E ]R" \K. Suppose y 
lies on the ray emanating from x' and containing x. Then, x' = y'. 

PROOF. First, assume y E [x, x']. Then, in the case x' -=J. y', 

IIx - x'il = lIy - x'il + Ilx - yll > lIy - y'li + IIx - yll ~ Ilx - y'II, 

a contradiction. 
If x E [y, x'], x' -=J. y', then, the line parallel to [~, y'] through x meets [x', y'] 

in apointxo -=J. x'. From IIx - xoll = IIx - x'il ::~=~,:: (similar triangles) and Ily­
y'li < lIy -x'il (Lemma 3.1), we obtain IIx -xoll < IIx -x'lI, a contradiction. 0 

3.7 Lemma (Busemann and Feller's lemma). PK does not increase distances, 
and, hence, is Lipschitz with Lipschitz constant 1. In particular, PK is uniformly 
continuous. 

PROOF. Let x, y E ]R" \K. For pdx) = pdy), the lemma is trivial; so, sup­
posepdx) -=J. PK(y),andletgbethelinethroughx':= PK(X) andy' := PK(y). 
We denote by HI, H2 the hyperplanes perpendicular to g in x', y', respectively. 

Neither of x and y lies in the open stripe S bounded by HI and H2, for if, say, 
x does, the foot Xo (orthogonal projection) of x on g lies in K, and then 

IIx - xoll < IIx - x'lI, 

a contradiction. Also the points x, y cannot lie on the same side of HI or H2 
opposite to S since [x, x'] n (S \ K) -=J. 0 or [y, y'] n (S \ K) -=J. 0 would 
contradict what we just have shown and Lemma 3.6. 0 

3.8 Theorem. A closed convex proper subset of]Rn is the intersection of its 
supporting half-spaces. 

PROOF. By Lemma 3.5, there exists a supporting half-space of K. Let K' := 
n H+ for all supporting half-spaces H+ of K. Clearly, K C K'. 

Suppose x E K' \ K. Then, PK(X) -=J. x and, hence, by Lemma 3.5, the 
hyperplane perpendicular in p K (x) to the line joining x and p K (x) separates x 
and K, so that x rt K', a contradiction. 0 

Remark. In general, not all supporting half-spaces of K are needed to represent K 
as their intersection. A triangle in ]R2, for example, has infinitely many supporting 
half-planes, but three half-planes already suffice to represent the triangle as their 
intersection. 

3.9 Theorem. Any closed convex set K possesses a supporting hyperplane at 
each of its boundary points. 

PROOF. Suppose Xo E aK is a boundary point of K, that is, any open disc U8 
with center Xo and radius 8 > 0 contains points from ]Rn \ K. Then, Xo is the limit 
point of a sequence {x j} -+ Xo with x j E a K, such that there exist supporting 
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hyperplanes Hi of K at Xi according to Lemma 3.5. Let Si be the ray of outer 
normals of Hi in Xi, i = I, 2, ... , and let S be a sphere with center Xo. 

For sufficiently large i, Si n S is a point Yi, and Xi = PK(Yi), by Lemma 3.6. {Yi} 
has a cluster point Yo =I Xo· Since PK is continuous (Lemma 3.7), PK(YO) = Xo 
and Yo ¢ K otherwise PK(YO) = Yo = xo would follow. Therefore, Lemma 3.5 
applies, and the theorem follows. 0 

Exercises 

1. Let K C ~n be closed and convex. Then, dimK = k if and only if, for any 
x E relint K, the set P K 1 (x) is an (n - k )-dimensional affine space, 0 ::: k ::: n. 

2. Every closed convex set is the intersection of countably many of its supporting 
half-spaces. 

3. Let M C ~/l be compact. pos M has an apex if 0 ¢ conv M. 
4. A closed set K C JR./l that possesses a well-defined nearest point map is convex. 

(Hint: Reduce the problem to n = 2. Use increasing sequences B1 C B2 C ... 

ofcirculardiscsBj C JR.2 \K,j = 1,2, ... ). 

4. Faces and normal cones 

Although faces and normal cones will mainly be used in the special case of 
polytopes, we introduce them for closed convex sets. This lets us see which are 
properties specific to polytopes. 

4.1 Definition. If H is a supporting hyperplane of the closed convex set K, we 
call F := K n H aface of K. By convention, 0 and K are called improper faces 
of K. 

If we speak about faces, it should be clear from the context whether we include 
o or K or not. 

By Lemma 1.2, 

4.2 Lemma. Every face of a closed convex set K is again a closed convex set. 

So we can speak about the dimension of a face. Recall the convention dim 0 = 
-1. 

4.3 Definition. By a k-face F of K, we mean a face of dimension k. We call F 
(a) a vertex of K, if k = 0, 
(b) an edge of K, if k = 1, 
(c) afacet of K, if k = dim K - 1. 

We denote the set of vertices of K by vert K. 
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4.4 Lemma. Let Fo and FI be faces of a closed convex set K such that Fo C Fl. 
Then, Fo is a (possibly improper) face of Fl. 

PROOF. Let Fo = K n Ho, where Ho is a supporting hyperplane of K and, 
hence, also of Fl' Then, 

FI n Ho C K n Ho = Fo C FI n Ho, 

hence, Fo = FI n Ho which proves the lemma. o 

Remark. The converse of Lemma 4.4 is false. As Figure 6 illustrates, Fo can be a 
face of FI, FI a face of K, but Fo cannot be a face of K. For a polytope, however, 
the converse of Lemma 4.4 is true (see Chapter II, Theorem 1.7). 

Now, we will generalize Lemma 4.4. 

4.5 Lemma. If F\, ... , Fr are faces of a closed convex set K, then, F : = FI n 
... n Fr is also a (possibly improper) face of K . 

PROOF. Since being a face is not affected by doing so, we may assume 0 E F 
(unless F = 0 in which case there is nothing to prove). 

Let Hi = {x I (x, Ui) = O} be a supporting hyperplane of K such that Fi = 
K n Hi> i = 1, ... , r. By possibly changing signs of some of the Ui, we can 
arrange 

K C H i- = {x I (X,Ui)::: OJ, i = 1, ... ,r. 

We set U := U I + ... + ur.1f necessary, we can replace U I by 2u I so that U =f. 0 
can always be assumed. We find 

(x, u) = (x, UI) + ... + (x, ur ) ::: 0 for all x E K. 

Therefore, H := {x I (x, u) = O} is a supporting hyperplane of K. Moreover, 
(x, u) = 0 is true if and only if (x, UI) = ... = (x, ur ) = O. Hence, 

x E K n H if and only if x E (K n H)) n ... n (K n Hr) = F. 

FIGURE 6. 
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o 

4.6 Lemma. 
(a) Suppose F is a face of the closed convex set K and x, x E relint F. Then, 

any supporting hyperplane of K at x also contains x. 
(b) IfF, F' are faces of K and (relint F) n (relint F') i 0, then, F = F'. 

PROOF. 

(a) The line segment [x, x] is properly contained in a line segment [y, y] C 
relint F. Should a supporting hyperplane at x not contain x two of the points 
x and y, y, would be separated, a contradiction. 

(b) is a direct consequence of (a). 

4.7 Definition. Let x be a point of the closed convex set K. We call 

N(x) := -x + PK\X) 
the normal cone of K at x. 

o 

4.8 Lemma. N(x) is a closed convex cone; it consists of 0 and all outer normals 
of Kin x.lfx E int K, then, N(x) = {O}. 

PROOF. First, note that N(x) is, indeed, a cone. From Lemmas 3.5 and 3.6, we 
deduce the second part of the lemma. p K 1 (x) and, hence, -x + P K 1 (x) is closed 
since PK is continuous (Lemma 3.7). To show that N(x) is convex, we arrange for 
x = 0 with a translation. Then, for u, v E N (0), we may assume (K, u) ~ 0 and 
(K, v) ~ 0, so that 

(K, AU + (1 - A)v) ~ 0 

hence, AU + (1 - A)v E N(O). 

4.9 Definition. Let a be a cone. Then, 

for 0 ~ A ~ 1; 

a := {y I (a, y) 2: O} 

is called the dual cone of a (Figure 7). 

Lemma 4.8 implies Lemmas 4.10 and 4.11. 

4.10 Lemma. If a is a cone with apex 0, then, N (0) = -a (a reflected in 0). 

o 

4.11 Lemma. Let F be a face of the closed convex set K. For x, x E relint F 
N(x) = N(x). 

PROOF. This follows readily from Lemma 4.6. o 

4.12 Definition. If F is face of a closed convex set K and x E relint F, then, 
N(x) is denoted by N(F) and is called the cone of normals of Kin F. 
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v 
-0 

FIGURE 7. 

4.13 Theorem. Let K be a convex body in lRn and x(F) one of the relative 
interior points ofaface F i= 0 of K. Then, {relint N(x(F)) I F aface of K} = 
{relint N(F) I F a face of K} is a partition (disjoint covering) oflRn• 

PROOF. Let 0 i= u E lRn. Since K is bounded, there exists a hyperplane 
H(ex, u) = {z I (z, u) = ex} suchthatK c H-(ex, u).PutH- := na H-(ex, u), 
the intersection taken for all ex, such that K C H-(ex, u). Clearly, H- is 
again a closed half-space and F := H n K i= 0. For x(F) E relint F, 
u E relint N(x(F)); this is elementary in every plane passing through x(F) and 
containing u; hence, it carries over the general situation. So, every u i= 0 occurs 
in some cone relint N(x(F)). Also, the point 0 occurs in relint N(x(K)) since, for 
x E relint K, the cone N(x) is a linear space (= {OJ if dim K = n). 

Suppose y E relint N(x(F)) nrelint N(x(F2». Then, PK(y+x(F)) = x(F) 
and PK(Y + X(F2» = X(F2) so that, by Lemma 3.5, the supporting hyperplanes 
in x(Fd and x(F2 ) coincide. This implies F) = F2• 0 

4.14 Definition. 'E(K) denotes the set of all cones N(F) and is called the fan of 
K (see Figure 8). 

Exercises 

1. Let K be convex and closed, int K i= 0, and let L be an affine subspace such 
that L n int K = 0, L n K i= 0. Show that there exists a supporting hyperplane 
of K which contains L. 

2. For a planar convex body K, write F; --+ Fj if F; is a face of Fj , dim F; = i, 
F) 

dim Fj = j, and construct valid diagrams like Fo/ --+ ~ K . Call the diagram 
maximal if it can admit no further faces or arrows (in Figure 6, for example, 
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FIGURE 8. 

Fo ~ FI ~ K is maximal). Show, by examples, that, for dim K 
there exist maximal diagrams of the following types: 

FI 

= 3, 

Fo ~ K, Fo ~ FI ~ K, Fo/ ~ '\.K, Fo~F2~ 
F2 

K, Fo/ ~ '\.K, Fo 
F2 

F2 
~ FI ~ F2 ~ K, Fo ~ FI / ~ '\.K, 

/t'\. 
Fo~FI~K. 

3. Characterize convex polytopes which have the same fan. 
4. For 0 ~ k < n, call x a k-boundary point of the closed convex set K if 

dim N (x) = n - k. Show (by using the nearest point map) that 
a. K possesses only countably many O-boundary points, and 
b. the set of I-boundary points can be covered by countably many rectifiable 

arcs (that is, images of line segments under Lipschitz maps). 

5. Support function and distance function 

Now we will generalize the linear function h{a} .- (a,·) for arbitrary compact 
subsets K of lRn: 

5.1 Definition. Let K C ]R1l be a nonempty convex body. The map 

h K : ]Rn -+ lR defined by u r-+ SUPXEK (x, u) 

is called the support function of K (Figure 9a). 

The next statement is an obvious consequence of the definition. 
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5.2 Lemma. If K + a is a translate of the convex body K, then, 

for all u E ]Rn . 

Example 1. For n = 1, set K = [c, d). Then (compare Figure 9a for c = -2, 
d = 1), 

h (u) _ { (d, u) 
[c.d) - (c, u) 

5.3 Lemma. 

for u ~ 0 
for u ~ O. 

(a) For every fixed nonzero u E ]Rn, the hyperplane 

HK(u) := {x I (x, u) = hKCu)}' 

is a supporting hyperplane of K (Figure 9b). 
(b) Every supporting hyperplane of K has a representation of the form (*). 

PROOF. 

(a) Since K is compact and (', u) is continuous, for some Xo E K, 

(xo, u) = hKCu) = sup(x, u). 
xeK 

For an arbitrary y E K, it follows that (y, u) ~ (xo, u); hence, K C Hi( (u). 
This proves (a). 

(b) Let H = {x I (x, u) = (xo, u)} be a supporting hyperplane of K at xo. We 
choose u =f. 0 such that K C H-. Then, (xo, u) = sUPxeK(x, u) = hKCu) 
which implies (b). 

o 

5.4 Definition. A function f : ]R" ~ ]R is said to be convex if, for all 0 :s )" :s 1 
and x, y E ]R", 

f(h + (1 - ),,)y) ~ Vex) + (1 - ),,)f(y)· 

K 

FIGURE 9a,b. 
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Note that if f is convex and L is an affine subspace ofJR", then, flL is also convex. 

Example 2. For n = 1 and x, y E JR, the graph r (f) of a convex function f 
lies "below" the line-segment [(x, f (x», (y, f (y»] in JR2• Hence for convex f, if 
a :::: -1 < b < 0, feb) = 1, and f(O) = 0, then, (a, f(a) and (-b, - f(-b» 
are "above" the line through (b, l) and (0,0), so that f(a) ~ - t and feb) ~ 
-fe-b). 

5.5 Definition. A function f : JR" -+ JR is called positive homogeneous if, for 
any A ~ ° and x E JR", 

f(AX) = Vex). 

5.6 Lemma. A positive homogeneous function f : JRII ----+ JR is convex if and 
only if 

(1) f(x + y) :::: f(x) + fey) for all x, y E JR" . 

PROOF. Let the positive homogeneous function f be convex. Then (1) follows 
from 

~ f(x + y) = fOx + ~ y) :::: ~ f(x) + ~ fey). 

Conversely, if (1) holds for f, then, for ° :::: A :::: 1, 

f(AX + (1 - A)Y) :::: f(h) + f«(1 - A)Y) = Vex) + (1 - A)f(y), 

so f is convex. o 

5.7 Lemma. 
(a) Afunction f : JR" -+ JR is convex if and only if, for every convex combination 

x = AOXo + ... + A"XIl , AO ~ 0, ... , All ~ 0, AO + ... + A" = 1 of points 
xo, ... , x" 

(1) 

(b) Every convex function f : JRI! -+ JR is continuous. 
(c) f : JR" -+ JR is convex if and only if r+(f) := {(x,~) I x E JR", ~ E 

JR, f(x) :::: n is a closed and convex subset ofJRIl+I. 
(d) A positive homogeneous function f : JR" -+ JR is convex ifand only ifr+(f) 

is a closed convex cone. 

PROOF. 

(a) If (1) is true we obtain, for XI = ... = XI! (using I - AO = AI + ... + All), 

f(AOXo + (1 - Ao)XI) :::: Aof(xo) + (1 - Ao)f(XI), 

so that f is convex. 
If, conversely, f is convex, we proceed by induction and assume that f 

satisfies (1) (with n replaced by n - 1) on each (n - I)-dimensional affine 
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subspace of JRIl • Then, forAo < 1 andy := (l-AO)-I(AlXl+···+AnXn) = 
(AI + ... + An)-I (AlXl + ... + AnXn), we find 

f(AOXo + ... + AnXn) = f(AOXo + (l - AO)Y) 

s: Aof(xo) + (1 - Ao)f(y) 

~ ",/(xo) + (AI + ... + A.) (t(AI + ... + A.)-IA;/(XI)) 

= Aof(xo) + AI!(XI) + ... + Anf(xn), 

so that (1) follows. 
(b) Given a pointxo in JRn, we consider a regular n-simplex T := conv{x\, ... , 

Xn+l} which possesses Xo as center of gravity and for which IIxI -
xoll = ... = IIxn+1 - xoll = 1. We set d := max{lf(xI)-
f(xo)l, ... , If(xn+l) - f(xo)I}. Let x lie in a 80-neighborhood U8o(xo) 
of Xo such that U80 (xo) CT. Since T is covered by the n-simplices 
7; := conv{xo, x], ... , Xi-], Xi+\, ... , xn+d, i = 1, ... , n + 1, we may 
assume x to lie in one of the Ti, say in Tn+l , x = AOXo + A\XI + ... + AnXn, 
AO ~ 0, ... , An ~ 0, AO + ... + An = 1. Clearly, Ai < 80 s: 1, 
i = 1, ... , n. We may assume f(x) ~ ° in T (up to adding a constant). 
Given 8 > 0, we choose 8 := n(d~1) and obtain (using (a) and assuming 
8 s: 80) 

If(x) - f(xo)1 s: IAof(xo) + ... + Anf(n) - f(xo) I 
= IAI(f(XI) - f(xo)) + ... + An (f(xn) - f(xo)) I 

s: (AI + ... + An)d < n8(d + 1) = 8. 

Therefore, f is continuous. 
(c) Let f be convex. Given (x, ~), (y, 1)) E r+(f), forO s: ex s: 1, 

f(exx + (1 - ex)y) s: exf(x) + (1 - ex)f(y) s: ex~ + (1 - ex)1); hence, 

ex(x, ~) + (l - ex)(y, 1)) = (exx + (1 - ex)y, ex~ + (1 - ex)1)) E r+(f). 

Therefore, r+(f) is convex. From (b), it readily follows that r+(f) is also 
closed. The arguments may be reversed. 

(d) If f is positive homogeneous and convex, the closed set r+ (f) is a cone. If, 
conversely, r+(f) is a closed and convex cone, f is homogeneous and, by 
(c), convex. 

o 

Remarks. 
(1) By Caratheodory 's theorem, in (a) we may choose x to be a convex combination 

of an arbitrary number of points. 
(2) If, in the definition of a convex function, JR/l is replaced by a closed convex 

subset of JR/l, (b) and (c) need no longer be true. Example: Let the subset be 
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the closed unit ball B of lR", and let f (x) = 0 for x E int B, f (x) = I for 
x E aB. 

5.8 Lemma. The support function h K of a convex body K is positive homogeneous 
and convex. 

PROOF. Let A ::: O. We find 

hK(AU) = sup(x, AU) = A sup(x, u) = Ahx(u). 
XEK XEK 

Hence, h K is positive homogeneous. 
From (x, u) :::: hx(u), (x, v) :::: hK(V) for all x E K, we obtain 

(x, u + v) :::: hK(U) + hK(v) for a1lx E K. 

Hence 

hx(u + v) = sup(x, u + v) :::: hK(u) + hK(V). 
XEK 

Therefore, by Lemma 5.6, hK is convex. o 

5.9 Lemma. hK is linear on each cone of the fan ~(K) of K. 

PROOF. All points u in a fixed cone a of ~(K) have the same nearest point 
Xo := PK(U). As in the proof of Lemma 5.3 (b), we, thus, obtain 

hKla = (xo, ·)Ia. 

o 

5.10 Definition. Let K be an n-dimensional convex body in lRn ,and let 0 E int K. 
The map 

defined by 

dK(Ax) := A, for x E aK and A ::: 0, 

is called the distance function of K. 

We show that dK is well-defined (part (b) of the following lemma). 

5.11 Lemma. Let K be an n-dimensional convex body in lRn. 
(a) If a line g intersects aK in three different points, then, g is contained in a 

supporting hyperplane of K, so, in particular, g n int K = 0. 
(b) Any ray emanating from a point in int K intersects a K in one and only one 

point. 

PROOF. 

(a) Let A, B, C E g n aK, and let B lie between A and C. We consider a 
supportinghyperplaneH = {x I (x,u) = c}ofKinB.IfHdidnotcontain 
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both A and C, it would separate these points properly, which contradicts the 
definition of a supporting hyperplane. 

(b) Let y E int K, a be a ray emanating from y, and h be the line that contains 
a. The intersection h n K is a convex body, hence, a line segment [Yo, yd. 
Either Yo or YI equals a n a K . 

5.12 Lemma. The distance function dK is positive homogeneous and convex. 

PROOF. By definition, dK is positive homogeneous. 

o 

To prove convexity, letddx) = A,dK(y) = IL.IfA = OorIL = O,then,x = 0 
or y = 0, and there is nothing to prove. So let A =f. 0, IL =f. O. For 8 := A~Jl' we 
obtain (1 - 8)x + 8y E K, for AX = x, ILY = y, hence, 

12: dd(1- 8)x + 8y) = dK(_A_ X + _IL_y) = dK(_I_(x + y)) 
A+IL A+IL A+IL 

1 
= --dK(x + y), 

A+IL 

hence,dK(x+y):::: A+IL = ddx)+dK(y).SodKisconvexbyLemma5.6. 0 

5.13 Definition. A convex body K is called centrally symmetric if it is mapped 
onto itself by a reflection in a point c (which assigns to each x = c + (x - c) the 
point c - (x - c) = 2c - x). We call c the center of K. 

From the above lemmas, we derive Theorem 5.14. 

5.14 Theorem. Let K be a centrally symmetric convex body with 0 E int K as 
its center. Then, dK defines a norm on the vector space]Rn, that is, a map 

dK = II . II : ]Rn --+ ]R 

satisfying,for all x, y E ]R" and A E ]R, 
(a) IIxll = 0 ifand only if x = 0, 
(b) IIhll = IAI . IIxll, 
(c) IIx + yll :::: IIxll + lIyll· 

Example 3. The "maximum norm" in ]R2 is of the form 

dK(x) := max{lxII, IX21} 

where x = (XI, X2) and K is the square with vertices (1, 1), (1, -1), (-1, 1), 
(-1, -1). 

Example 4. The so-called Manhattan norm dK'(X) := Ixli + IX21 where K' is 
the square with vertices (1,0), (0, 1), (-1, 0), (0, -1). 

In the following section we shall see how the norms in Examples 3 and 4 are 
related to each other. 
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Exercises 

1. Determine explicitly the support functions for the following convex bodies in 
]R2. 

a. the unit disc, 
b. conv {(l, 0), (0,1), (-1,0), (0, -I)}, and 
c. the line segment {(-I, 0), (1, O)}. 

2. The support function h K is linear if and only if K is a point. 
3. Show explicitly that dK, dK" in Examples 3 and 4, are norms. 
4. Characterize those convex bodies K for which ddx + y) = ddx) + dK(y) 

implies that x and y are multiples. 

6. Polar bodies 

We will consider the polarity rr in JR.1I with respect to the unit sphere S := {x 
(x, x) = I}. It assigns to every affine subspace W ofJR.1I with ° fj. W a subspace 
rr (W) of JR.1I of dimension n - 1 - dim W: If ° "# u is a point in JR.1I , then, 

rr(u) = Hu := {x I (x, u) = I}. 

If the affine subspaces U and V which generate W are not parallel and if W does 
not contain 0, then, rr(W) = rr(U) n rr(V). Note that rr 0 rr is the identity. 

The exceptional role of the point ° can be avoided by going over to the projective 
extension ofJR.n by adding a "hyperplane at infinity", Hoo. Then, rr(O) = Hoo. That 
will be needed, for example, in Lemma 3. 

6.1 Definition. Let ° E int K, where K is a convex body. Then, for u "# 0, the 
half-spaces Hu- which contain ° and, for Ho- := JR.n , 

K*:= n Hu-

UEK 

is called the polar body of K. 

Clearly, ° E int K* and K* = nUEaK Hu-' since ° E int K. 

Example 1. As three-dimensional examples, in Figure lOwe consider pairs of 
platonic solids with center at ° and the sphere S inscribed in the outer body, hence, 
circumscribing the inner body (shaded). 

6.2 Definition. We will represent the points of JR.1I UHoo by the one-dimensional 
subspaces ofJR.n+1 such that the points of Hoo are spanned by vectors (0, ... , 0, ~), 
~ "# O. Then, a linear transformation of JR.n+1 up to multiplication by a nonzero 
factor is called a projective transformation of JR.n U H 00 • It is called permissible with 
respect to the convex body K C JR.1I UHoo , if Hoo is mapped onto a hyperplane 
disjoint from K. 
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FIGURE 10. Left: Tetrahedron. Middle: Octahedron and cube. Right: Icosahedron and 
dodecahedron. (Peatonic solids). 

6.3 Lemma. If the convex body K is so translated to r(K) that 0 remains 
in the interior, then, (r(K))* is obtained from K* by a permissible projective 
transformation. 

PROOF. This follows from general facts on projective transformations. 0 

6.4 Theorem. Let K be a convex body with 0 E intK. Then, 

(a) K** = K; 

(b) The distance function of K equals the support function of K*, and, conversely, 

PROOF. 

(a) By definition of Hu , for every u i- 0 of K, 

Hu- = {x I (u, x) ~ I} 

Therefore, (using the obvious notation (K, x) ::::: 1) 

K* = {x I (K, x) ~ I} and K** = {y I (K*, y) ~ I}. 

If y E K, then, the definition of K* yields (y, K*) ~ 1 and, thus, K C K**. 
Suppose K i- K**. Then, let x E K** \ K. For 

x -x' 
X':= pdx) and u:= , 

(x', x - x') 

Lemma 3.5 yields 

x E H: \ Hu , but also K c H;;, 

whence u E K*. Since x E K**, it follows that (u, x) ~ 1, i.e., x E Hu-' a 
contradiction. 

Before showing part (b) we prove two lemmas. 

6.5 Lemma. Let K" K2 be convex bodies such that 0 E int K, and K, C K2. 
Then, K; c Kr. 
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PROOF. If Y E K;, then, (K2, y) :::: 1, hence, in particular, (K\, y) :::: 1. This 
implies y E Kj. 0 

6.6 Lemma. [fx E 8K, ° E int K, then, Hx is a supporting hyperplane of K*. 

PROOF. WeknowthatK* = nxeJK Hx-.Foreveryx E 8K,thereexistsa.Bx E 

IR.~\ such that Hftxx is a supporting hyperplane of K*. Thus, k := conv({.Bxx I 
x E 8 K}) includes K, and we obtain 

yeJK xeJK xeJK 

Since, obviously, Hix C Hx-' we find that.Bx = 1 for every x E 0 K. 0 

PROOF OF (B). in Theorem 6.4: Let u E IR.n \{o}. We may assume U E oK, 
hence, dK(u) = 1. By Lemma 6.6, Hu is a supporting hyperplane of K*, and we 
obtain hK'(u) = 1 from Lemma 5.3. 0 

Example 2. In Figure 11 we illustrate the cones (in the notation of 5.7) 

r+(dK) = r+(hd and r+(dd = r+(hK) 

for K and K' = K* of Examples 3 and 4 of section 5, where we obtain 

r+(dK) = pos(K + e), r+(dK,) = pos(K' + e) 

for e = (0, 0, 1) E 1R.3• 

Theorem 6.4 implies 

FIGURE 11. 
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6.7 Theorem. Let K be a convex body in ]R" with 0 E int K. Set K+ .­
r+(dK ) C ]R"+! (see Lemma 5.7) and H := {(x, 1) I x E ]R"}. Then, 
(1) aK+ is the graph of dK in ]R"+!. 
(2) K+ n H is a translate of K. 
(3) K~ n H is a translate of K*. 
(4) K+, K~ are cones with apex 0 in ]R"+!. 

6.8 Theorem. Every positive homogeneous and convex function h : ]R" -+ ]R 
is the support function h = h K of a unique convex body K (whose dimension is 
possibly less than n). 

PROOF. Let us write]R" = U ED U.L, where U is the maximal linear subspace of 
]R" on which h is linear. Then, there exists a E U such that, for (x, x') E U ED U.L, 

hex, x') = (x, a) + hlul(x' ). 

Moreover, r+(hlul) is a cone with apex 0 in U.L ED ]R (see Lemma 5.7). Thus, 
there exists some b E U.L such that the hyperplane H := {(y, (y, b)ly E U.L} 
in U.L ED ]R intersects r+(hlul) only in the apex. Now the set 

Ko + (0, 1) := (U.L x {I}) n r+(hlul - (., b) 

is a convex body and, by Lemma 5.2, hlul - (., b) the support function of Ko - b. 
Finally, (*) and Lemma 5.2 yield that h is the support function of K := Ko - b + 
a. 0 

Exercises 

1. Find explicitly the polar bodies of straight prisms and pyramids in ]R3 with 
regular polygons as bases. 

2. Call an n-dimensional convex body K strictly convex, if a K does not contain a 
line segment, and differentiable, if there exists only one supporting hyperplane 
in each x E a K . Show that K is strictly convex if and only if K * is differentiable. 

3. Let dim K < n, and let 0 E relint K. Use the definition for K* as in the text. 

a. How is K* obtained from the polar body of K relative to aff K? 
b. Is K** = K? 

4. Let K be an unbounded closed convex set, dim K = n, and let 0 E int K. 
We set K* := nUEK Hu- where Ho- := ]R/. 

a. Show that K* is a convex body. 
b. Must K** = K? 



II 

Combinatorial theory of polytopes 
and polyhedral sets 

1. The boundary complex of a polyhedral set 

We will turn now to the specific properties of convex polytopes or, briefly, poly­
topes. They have been introduced in 1.1 as convex hulls of finite point sets in 
IR". Our first aim is to show that, equivalently, convex polytopes can be defined 
as bounded intersections of finitely many half-spaces. (This fact is of particular 
relevance in linear optimization). 

1.1 Theorem. Each polytope possesses only finitely many faces; they, too, are 
polytopes. 

PROOF. Let P = conv{xl, ...• xr }, and let F := P n H be a face where 
H = {x I (x, a) = a} is a supporting hyperplane of P such that P C H-. We 
may assume 

XJ, ••• ,xsEH; xs+I, ... ,xrEintH-

and find 

(Xi. a) = a for i = 1, ... , s, 

(Xi, a) = a - f3i, f3i > 0 for i = s + 1, ... , r. 

Then, for 

AI+···+Ar =l, Aj:::O, j=I, ... ,r, 
r r r r 

(x, a) = L Ai(Xi, a} = L Ai a - L Aif3i = a - L Aif3i. 
i=1 i=1 i=s+1 i=s+1 

Therefore, x E H if and only if I:;=.<+ 1 Ai f3i = 0, which, in turn, is equivalent 
to A.<+I = ... = Ar = O. So, x is a convex combination of XI, ••• , XS. Hence 
H n P = conv{xl, ... , xs} is a polytope. 

Since only finitely many convex hulls of elements of {XI, ... , xr } exist, the 
theorem follows. 0 

29 
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1.2 Theorem (Krein-Milman theorem). Each polytope P is the convex hull o/its 
vertices, that is, 

P = conv(vert P). 

PROOF. Trivially, conv(vert P) C P. For the opposite inclusion, we may 
assume that P = conv{xI. ... , xr } and Xi ¢ conv{XI, ... , Xi-I. Xi+I. ... , 

Xr } =: Pi for 1 :::: i :::: r. Let q; := P Pi (Xi) be the image of Xi under the 
nearest point map PPi with respect to Pi. By I, Lemma 5.3, the hyperplane Hi 

through qi with normal Xi - qi is a supporting hyperplane of Pi. We translate Hi 

by adding Xi - qi and so obtain a supporting hyperplane H( of P for which 

{x;} = H( n P 

(otherwise, as is seen from the proof of Theorem 1.1, F = H ( n P would contain 
some Xj # Xi). Therefore Xi is a vertex of P. This implies P C conv(vert P). 

Hence, the theorem follows. 0 

Convention: 
If we write P = conv{xl, ... , xr }, we assume, if not otherwise stated, XI, ••• , Xr 

to be the vertices of P, vert P = {XI, ••• , xr }. 

1.3 Definition. The intersection of finitely many closed half-spaces in ]Rn is called 
a polyhedral set. 

1.4 Theorem. Every polytope P is a bounded polyhedral set. 

PROOF. We may assume aff P = ]Rn. Let F; := P n H; be the facets of P 
«n - 1 )-dimensional faces), and let P C H;-, i = 1, ... , s. 

Obviously, P is contained in 

;=1 

Suppose Xo E pI \ P. Consider the union A of all affine subspaces of]Rn spanned 
by Xo and at most n - 1 vertices of P. Since A has no interior points, there exists 

X E (int P) \ A. 

The line segment [x, xo] is not contained in A and intersects a P in a point y. Since 
a P is the union of all (proper) faces of P (I, Theorem 3.9), y is contained in a face 
F. From dim F < n - 1 would follow X E A, a contradiction. Therefore F is a 
facet, say F~, and y E relint F. But, then, aff Fo would be one of the hyperplanes 
Hi, i E {1, ... , s}, and so Xo ¢ pI, a contradiction to the initial assumption. 0 

1.5 Theorem. Every bounded polyhedral set is a polytope. 

PROOF. We will proceed by induction on dim P, P := H1- n ... n Hs-. Let us 
assume that each of the (proper) faces Fj := Hj n P is a polytope. Replacing ]Rn 
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by aff P we may assume that P is of maximal dimension. Obviously, 

s 

conv(U Fj ) C P; 
j=1 

it suffices, thus, to show the opposite inclusion for int P. For x E int P, fix a ray 
o emanating from x not parallel to any Hj for j = 1, ... , s. Then, by I, Lemma 
5.11,0 n ap consists of one point Xa. Since ap C Uj=1 Fj , the point Xa is 
contained in a face, say Fja. The analogous statement holds for the ray opposite 
to o. Since x E [xa, x r ], we find x E conv(Fjo U Fj,), and, then, 

(1) 
s 

int P C conv(U Fj ). 

j=1 

We may summarize Theorems 1.4 and 1.5 as follows: 

I polytopes = bounded polyhedral sets I 

o 

1.6 Corollary. Any affine subspace L of lRn intersects a given polyhedral set 
(polytope) P in a polyhedral set (polytope). 

We are now ready to prove the converse of!, Lemma 4.4, in the case of polytopes. 

1.7 Theorem. Let P be a polyhedral set. If FI is a face of P and Fo is a face of 
FI, then, Fo is a face of P. 

PROOF. First, let P be bounded, that is, a polytope P, and vert P =: 
{Xl. ... , xm }. We may assume that Xl = 0 E Fo -I Fl. There are linearly 
independent uo, UI such that, for Hi := {x I (x, Ui) = O}, i = 0,1, 

Fo = Ho n FI, FI C Ho' 
FI = HI n P, P C HI-. 

We denote by X2, ... , Xs the vertices of P \ FI, by Xs+I, ... , x, those of FI \ Fo. 
For i = 2, ... , s, there exist points Ui such that 

Hi := lin({x;} U (Ho n HI» = {x I (x, Ui) = OJ. 

All Ui lie in the plane (Ho n HI).l; hence, we may assume that FI C n:=2 Hi-
and that all Ui, considered as points, lie on the line g through Uo and UI (Figure 1): 

Ui = Uo + <Xi(UI - uo), i = 2, ... , s. 

The Ui'S even lie on the ray of g emanating from UI and including Uo, since 
<Xi E lR< I. From X j E Hi-, for j E {s + 1, ... , t}, we see that 

o > (Xj, Ui) = (1 - <Xi)(Xj, uo). 
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FIGURE 1. 

Since FI C Ho- implies (x j, uo) < 0, (1 - ai) > O. Hence, there exists a point 
U E g separating UI from {U2, ..• , us} properly, that is, 

U = AiUI + (1 - Ai)Ui, for some 0 < Ai < 1, i = 2, ... , s. 

The hyperplane H := {x I (x, u) = O} is a supporting hyperplane of P with 
H n P = Fo. For Xj E Fl, we obtain 

(Xj, u) = Ai (Xj, UI} + (1 - Ai)(Xj, Ui) = (1 - Ai)(Xj, Ui) :s 0, 

since FI C Hi-. Thus, (Xj, u) = 0 if and only if Xj E Fo C Ho n HI. For 
Xi Evert P \ FI , (Xi, UI) < 0 and, thus, 

(Xi, u) = Ai(Xi, UI) + (1 - Ai)(Xi, Ui) = Ai(Xi, UI) < 0, 

which implies P C H- and P n H = Fo. 
If P is not a polytope, we choose a sufficiently large n-simplex S so that int S 

intersects each face of P (in particular, vert P C int S). Then, all bounded faces of 
P are contained in int S. If F is an unbounded face of P, we find that F = P n H, 
H a supporting hyperplane of P, if and only if F n S = P n S n H. Each face F of 
P intersects P n S in a face F' := P n S n F of P n S such that dim F = dim F'. 
So, the theorem readily follows from its validity for P n s. 0 

1.8 Theorem. Any proper face of a polyhedral set P is a face of a facet of P. 

PROOF. Let F = H n P be a face of P. We proceed in three steps: 
(1) Every X E F lies in a facet of P: We may assume dim P = n and dim F :s 

n - 2. For some y E int P, we consider the union M of all affine subspaces 
spanned by y and an at most (n - 2)-dimensional face of P. By Theorem 1.1, 
M is included in the union of finitely many hyperplanes. Therefore, in any 
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neighborhood of x, there exists a point Z ¢ M. The ray emanating from y and 
containing z intersects the boundary of P in a point Zo ¢ M, hence in a facet 
Fo of P. Since Zo can be arbitrarily close to x, we see that x E Fo. 

(2) The face F is included in a facet: Let x E relint F. By 0), x E Fo for 
some facet Fo. Since Fo is a polytope, x E relint F' for a face F' of Fo. By 
Theorem 1.7, F' is a face of P. Hence, by I, Lemma 4.6(b), F = F', so that 
Fe Fo. 

(3) If F is included in a facet Fo, then, F is a face of Fo, by I, Lemma 4.4. 
o 

1.9 Theorem. Let dim F j = j, j = 0, ... , n, and let Fi C Fk for faces Fi, Fk 
of the polyhedral set P, i < k. Then, there exist faces Fi+!, ... , Fk- I of P such 
that 

Fi C Fi+! C ... C Fk- I C Fk. 

PROOF. We use induction on k. For k = i + 1, there is nothing to prove. So, 
let k > i + 1. Relative to aff Fk, the face Fi is contained in a facet Fk- I of Fk 
(Theorem 1.8). By applying the induction hypothesis, the theorem follows. 0 

1.10 Theorem. Each (dim P - 2)-face of a polyhedral set P is the intersection 
of precisely two facets of P. 

PROOF. We may assume that dim P = n. By step (3) of the proof of Theorem 
1.8, F is a face of each of finitely many facets FI, ... , Fs containing F. Essentially, 
we reduce the problem to the case n = 2. 

In appropriate coordinates, we may decompose jRn as jRn-2 EBE with F C jRn-2 

to be a neighborhood of 0 relative to jRn-2. For every x E relint F and every j, 
we obtain pairwise different lines lxj in E, given by {x} + E n Fj. If s = 1, 
then dim[P n ({x} + E)] = 1, which contradicts dim P = n. If s ::: 3, by 
considering three lines, say lxI, Ix2, Ix3, we may assume Ix3 C conv(lxl, lx2)' 
Since that inclusion holds for all points in F near x, we find F3 C conv(FI U F2), 
and F2 is not a facet of P. 0 

1.11 Theorem. Let P be a polyhedral set, and fix j, k E Z>o with j ::::: k < 
dim P. Then, every j -face F j is an intersection of k-faces of P. In particular, F j 
is an intersection of facets of P. 

PROOF. By Theorem 1.9, there exists a chain 

Fj C '" C Fk- I C Fk C Fk+I. 

If k = j + 1, the theorem follows from Theorem 1.10. If k > j + 1, we 
apply Theorem 1.11 and see that F j = F;+I n Fj+1 is an intersection of facets 
relative to F j+2. Again, if k > j + 2, we represent Ftl, Ftl as intersections 
of (j + 2)-faces. Continuing in this way, the theorem follows. (As an illustration, 
see Figure 2.) 0 
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Frequently, theorems on convex polytopes and, more generally, polyhedral sets 
refer only to the inclusion properties of their sets of faces. It is, therefore, useful 
to introduce the following notions. 

1.12 Definition. The set of all proper faces of a polyhedral set P C without P and 0) 
is denoted by BoCP). BCP) := BoCP) U {0} is called the boundary complex B(P) 
of P, Bo(P) the reduced boundary complex of P. A bijective, inclusion-preserving 
map 

1{! : B(P) B(P'), 

where P, P' are polyhedral sets, is called a combinatorial isomorphism (or equiv­
alence); when such a map exists, P and P' are called combinatorially isomorphic: 

p ~ P'. 

Equivalence classes under combinatorial isomorphisms are also said to be types 
of polyhedral sets (or polytopes). 

It is readily seen that ~ does satisfy the conditions of an equivalence relation 
(reflexivity, symmetry, transitivity). 

Clearly, under an affine or permissible projective transformation, any polytope 
is mapped onto a combinatorially equivalent one. The converse is not true, as can 
be verified by pentagons in lli,2. 

The exercises below, although expressed for individual polyhedral sets, are, in 
fact, concerned with types of polyhedral sets. 

One of the basic invariants of a polytope under combinatorial isomorphisms is 
the vector defined as follows. 
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1.13 Definition. The number of k-faces of a polytope (or a polyhedral set) P is 
denoted by !k(P), k = 0, ... ,n - 1, and 

f(P) := (fo(P), ... , fn-I (P)) 

is called the f -vector of P. For the improperfaces 0 and P, we set f -I (P) = 1, 

fn(P) = 1. 

{fo(P), ... , f,l-I (P)} cannot be an arbitrary set of natural numbers. They must 
satisfy, for example, the "Euler relation" (to be discussed in III, 3). 

Exercises 

1. A polyhedral set P =J. 0 in ]Rn, n ~ 1, does not possess a vertex if and only if 
it contains a line. 

2. Letx E relint F, F a face of the polyhedral set P in]Rn. Then, X is ak-boundary 
point of P (see 1,4, Exercise 4) if and only if dim F = k. 

3. If V evert P, where P is a polytope, then, conv V is a face of P if and only 
if aff V n conv[(vert P) \ V] = 0. 

4. Let 1 ::: k ::: n and XI, ••• ,Xk Evert P, P an n-dimensional polytope in ]Rn. 

Then, there exists an (n - k)-face F of P such that F n {XI, ..• , xd = 0. 

2. Polar polytopes and quotient polytopes 

In I, 6, we introduced polar bodies of full-dimensional convex bodies. Now we 
investigate special features of polar polytopes. In particular, we define polar faces. 
Subsequently, we introduce quotient polytopes and their relation to polar polytopes. 

Example 1. Let p in Figure 10 of chapter I be a vertex of one of the "inner" 
polytopes P. Then, the polar plane rr(p) of p intersects P* in the facet 

F* := P* n rr(p). 

In the case of the octahedron, we obtain a square, in the case of the icosahedron, a 
pentagon. If q is an adjacent vertex of p, the polar face [p, q]* of [p, q] is again 
a line segment 

[p, q]* = P* n rr(aff[p, q]) = P* n rr(p) n rr(q). 

Example 2. Suppose [p, q] is such an edge of a 4-dimensional polytope P that 
[p, q] is the intersection of three facets of P which are combinatorially isomorphic 
to triangular prisms. Also suppose that p and q are contained each in only one 
more facet which is a simplex (Figure 3a). Then, P* contains two facets p*, q*, 
and [p, q]* := p* n q* = P* n rr(aff[p, q]) is a triangle (Figure 3b). 
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FIGURE 3a,b. 

In general, we will prove Theorem 2.1. 

2.1 Theorem. Let P be an n-dimensional polytope in ]R1l, 0 E int P, and let P* 
be the polar polytope under the polarity rc . 
(a) If F is a proper face of P, then, 

F* := P* n rc(aff F) 

is a face of P* and 

dim F* = n - 1 - dim F. 

(b) The assignment F !-+ F*, for all F E Bo(P), induces a bijective and 
inclusion-reversing map 

cp: Bo{P) -+ Bo{P*) 

between the reduced boundary complexes of P and P*. 
(c) F** = F. 
(d) P* = nuevert P Hu- (see I, 6.1.); in particular, P* is an n-dimensional 

polytope with 0 E int P*. 

PROOF. We may assume that F = conv{ vo, ... , vr } is a proper face of P = 
conv{vo, ... , vs }. 

(d) The inclusion P* = nue8P H;; c n:=o Hv~ is obvious. For the opposite 
inclusion, it suffices to verify that x E Hu- for every x E n Hv~ and every 
u E 8 P. By Theorem 1.2, there exists a representation 

where AO + ... + As = 1 and all Ai :::: O. 

Thus, x E Hu- follows from 

(x, u) = (x, AOvo + ... + Asvs) :::: (Ao + ... + As) . I = 1. 

This implies, in particular, that P* is a polyhedron. The assumption 0 E int P 
implies that there exists an n-simplex I!!. with 0 E int I!!. C P. As a subset of 
I!!. *, the polyhedron P* is bounded and, thus, a polytope by Theorem 1.5. 
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(a) The subset F* of P* is a face. Since n(aff F) = n~=o Hvp we obtain that 

r r 

F* = P* n n(aff F) = P* n n Hv; = n(p* n Hv) 
;=0 ;=0 

is a face by I, Lemma 4.5. 
One inequality is obvious because of F* C n(aff F) and the dimension 

formula: 

dim F* ~ dim n(aff F) = n - 1 - dim F. 

There remains the inequality"::,:". By Theorem 1.11, there exist facets Fj 

such that F = n~=o Fj • Since 0 E int P, we can find vectors u j =I 0 with 
Fj = P n Hu j. We may assume that t = codim F; then, the u j are affinely 
independent. If we can show that u j E Fj (c F*), for every j, then, 

dim F* ::': t - 1 = n - 1 - dim F 

follows. Thus, let F itself be a facet with F = P n Hu and P C Hu-. Then, 

s 

F* = p* n n(aff F) = P* n n(Hu) = n H;;; n n Hx 
;=0 XEH" 

yieldsu E F*,sinceu E Hxholdsforeveryx E Huandsincev; E Pc Hu-

implies u E H;;. 
(c) I, Theorem 6.4 implies 

F = P n F = P n n(n(aff F)) = P** n n(aff F*) = F**. 

(b) Evidently, cp is inclusion-reversing, and, by (c), cp2 = id, which implies the 
desired statement. 

o 

2.2 Definition. The face F* of P* in Theorem 2.1 is called the polar face of F. 

We remark that many "linear" properties of P carry over to P* since P* is 
defined by the projective concept of polarity. In the example of a "bipyramid" P 
above, the polar body is a prism and, hence, has parallel edges joining "top" and 
"bottom". If we slightly disturb one of the vertices of P, this is no longer true, 
though the new polytope is combinatorially isomorphic to P. Even if P undergoes 
only a permissible projective transformation, P* will not remain a prism; however, 
P* will also undergo a permissible projective transformation so that its parallel 
edges are mapped onto edges whose affine hulls intersect in a point. In general (I, 
Lemma 6.3, 

2.3 Lemma. If P is mapped onto pi by a permissible projective transformation, 
then, P'* is also the image of P* under a suitable projective transformation. 

By the following theorem, polarity is given a combinatorial frame: 
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2.4 Theorem. If P and pI are combinatorially equivalent, then, so are P* and 
p'*: 

p ~ p' implies P* ~ P'*. 

PROOF. This follows from Theorem 2.1(b) and the definition of combinatorial 
equivalence. 0 

So, we may consider P* as either a polytope or a type of a polytope. 
One of the most important combinatorial invariants is the f -vector of a polytope 

(see Definition 1.13). As a direct consequence of Theorem 2.1, 

2.5 Theorem. For each n -dimensional polytope P, 

fk(P*) = fn-k-l (P), -1 ~ k ~ n. 

In the example of platonic solids (see Figure lOin I, 6), f{J maps the 8 vertices, 
12 edges, and 6 facets of a cube onto the 8 facets, 12 edges, and 6 vertices of 
an octahedron, respectively. In the case of a dodecahedron, the 20 vertices, 30 
edges, and 12 facets are mapped onto the 20 facets, 30 edges, and 12 vertices of 
an icosahedron, respectively. If P is a simplex, P* is also a simplex, and, hence, 
there are as many vertices as there are facets of a simplex. 

As we have seen in Corollary 1.6, the intersection of an affine space U with a 
polytope P is again a polytope. We consider a special choice of U: 

2.6 Lemma. Let F be a proper face of the n-polytope P C lRn. Then, an affine 
subspace U oflRn can be chosen so that the following conditions are satisfied. 
(a) aff(U U F) = lRn. 
(b) If F' is a face of P and F C F', then U n relint F' =1= 0. 

'" (c) If F' is aface of P and F ~ F', then, U n F' = 0. 
(d) dim F + dim(U n P) = n - 1. 

PROOF. Let H be such a supporting hyperplane of P that F = P n H, and let 
x E relint F. We choose, in x an affine subspace, Uo of H complementary to aff F 
(relative to H). Let y E int P. Then, for a sufficiently small 8 > 0, 

U := Uo + 8(y - x) 

has properties (a), (b), and (c) whereas (d) is a consequence of (a) and (b). 0 

2.7 Definition. Let P, F, U be given as in Lemma 2.6. Then, P / F := P n U is 
called a face figure or a quotient polytope of P with respect to F. For F = P E 

vert P, we also say that P / p is a vertex figure (Figure 4). 

Example 3. The vertex figures of 
octahedra are quadrangles, 
cubes are triangles, 



icosahedra 
dodecahedra 

are 
are 
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p 

FIGURE 4. 

pentagons, and 
triangles. 

2.8 Theorem. Let F be a proper face of the polytope P, and let P* be the polar 
polytope of P with respect to a polarity rr. For an affine subspace U ofJR.n, let rru 
denote the restriction ofrr to U, and set rru(P / F) := rru(aff (P / F)). 
(a) For any face figure P / F of F, 

rru(P/F) ~ F*. 

(b) Any two face figures of P with respect to Fare combinatorially isomorphic. 
Therefore, we can consider P / F to be the equivalence class of these face 
figures. 

PROOF. Let k := dim F, so that dim U = n - k - 1 for U as in 2.6. For any 
face G which contains F properly, we set 

G f-+ rru(G n U). 
'P 

If g := dim(G n U), so that g = dim G - k - 1, then, by the construction in 
Lemma 2.6, 

dim cp(G) = (n - k - 1) - g - 1 = n - (g + 1 + k) - 1 = n - dim G - 1. 

Therefore dim cp (G) = dim G*. The mapping cp is inclusion-reversing as is the 
polarity rr. So, by 

cp(G) f-+ G* E B(F*), 

we obtain an isomorphism 

Bo(rru(P/F)) ---+ Bo(F*), 

whence (a) follows. Note that, by Lemma 2.6( c), only faces G including F properly 
contribute to B(rru(P / F)). 

Part (b) of the theorem is a consequence of (a). 0 



40 II Combinatorial theory of polytopes and polyhedral sets 

Example 4. If F is a k-face of a simplex P, then, P / F is an (n - k - 1 )-simplex. 

Example 5. If F is a facet of any n-polytope P, then, P / F is a point. 

The mappings constructed in the proof of Theorem 2.8 easily yield the following 
result: 

2.9 Theorem. Let [F, P] be the set of proper faces of P which properly contain 
the face F. Then, there are bijective mappings 

[F, P] Bo(P/ F) 
x 

----* Bo(F*), 

where q; reverses and 1/1, X preserve inclusion. 

Remark. The mapping 1/1 lowers dimension by dim F, whereas q; reverses 
dimension according to Lemma 2.6(d) and X is a combinatorial isomorphism. 

Exercises 

1. Find examples of 3-polytopes and 4-polytopes P other than simplices for which 

fk(P*) = fk(P), 

k = 0, 1,2 if n = 3; k = 0, 1,2,3 if n = 4. 
2. Find examples of pairs of 3-polytopes which have the same sets of vertex figures 

but are not combinatorially equivalent. 
3. 

a. Place on each facet F of a dodecahedron (I, Figure 10) a flat pentagonal 
pyramid conv (F U {p}), so that again a convex polytope is obtained and 
"old" edges are also edges of the new polytope P. Describe P* and draw a 
diagram. 

b. How does P* change for an n-dimensional P if a facet F of P is replaced by 
conv (F U {p}) so that, for the new polytope pi, vert pi = {p} U vert P? 

4. Let P be an n-polytope, G a face of P, F a face of G. Suppose G / F to be 
defined relative to aff G. Show that the representations of G / F, P / F, and P / G 
can so be chosen that (P / F)/(G/ F) is defined (relative to aff(P / F». Prove 

(P / F) / (G / F) ~ P / G. 

3. Special types of polytopes 

There are two large classes of polytopes which are of great importance in the 
sequel: 
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3.1 Definition. If a polytope P has only simplices as proper faces, it is called 
simplicial. 

For such P, we call P* simple. 

A more convenient characterization of simple polytopes is given by the following 
lemma: 

3.2 Lemma. An n-dimensional polytope Q is simple if and only if any vertex p 
of Q is contained in precisely n edges of Q. 

PROOF. Under the polarity 1r, a vertex p of Q corresponds to a facet Fp of Q*, 
and the edges of Q containing p to the facets of Fp. Thus, the number of those 
edges is precisely the number of facets of Fp. Since Q* is simplicial if and only 
if each of its facets Fp has precisely n facets (see the remark following I, 14), the 
lemma is evident. 0 

Now we will present some special types of polytopes. 

3.3 Definition. If Q is an (n - 1)-polytope in]Rn and p f/. aff Q, we call P := 
conv({p} U Q) apyramid with basis Q (or over Q) and with apex p. If Q, in tum, 
is a pyramid over an (n - 2)-polytope, we say P is a 2-fold pyramid. Inductively, 
P is called a k-fold pyramid over R if it is a pyramid whose basis is a (k - 1 )-fold 
pyramid over R, 1 ::: k ::: n. 

3.4 Theorem. If P is a k-fold pyramid over R, then, P* is a k-fold pyramid over 
the polar p* of the apex p of P, 1 :::: k ::: n - 1. 

PROOF. Let Q be the basis of P (as a I-fold pyramid). The polar face Q* is a 
vertex of P*, and p* is a facet of P*. If q is a vertex of P* other than Q*, q = G* 
for some facet G of P which is different from Q and, hence, contains p. Therefore, 
q is contained in p*, and, hence, by I, Lemma 4.4, a vertex of p*. This implies 
P* = conv(Q* U p*) so that P* is again a pyramid. 

If k > 1, we apply the same arguments to Q instead of P. Continuing in this 
way, the theorem is proved. 0 

3.5 Definition. Let Q be an (n - I)-polytope, and let I be a line segment such 
that 

(relint Q) n (relint I) = {q}, 

is a single point. Then, P := conv(Q U I) is called a bipyramid with basis Q (or 
over Q). P is said to be a k-fold bipyramid over R, I ::: k ::: n, if, in the case 
k > 1, it is a bipyramid over a (k - I)-fold bipyramid over R. 

3.6 Definition. Let Q be an (n - I)-polytope, and let Q' be a translate of Q not 
contained in aff Q. Then, 

P := conv(Q U Q') 
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is called a prism. P is said to be a k-fold prismover R, 1 :s k :s n, if, in the case 
k > 1, it is a prism over a (k - I)-fold prism over R. 

3.7 Theorem. If P is a k-fold bipyramid, P* is, up to a permissible projective 
transformation, a k-fold prism, and conversely (Figure 5). 

PROOF. First, let k = 1. Up to a translation, we can assume q = 0 (in the 
definition of a bipyramid). The translation induces a permissible projective trans­
formation (see I, 6). By an appropriate linear transformation (shear transformation), 
we can arrange I perpendicular to aff Q. Let I = [a, b). Now the polar faces of 
the (n - 2)-faces of Q are line segments perpendicular to aff Q, with end points 
on the facets a* and b* of P*, so that we obtain a prism. For k > 1, we again 
proceed inductively. 0 

3.8 Definition. An n-foid bipyramid is also called an n-crosspolytope, an n-fold 
prism is also called an n-cube. 

2-crosspolytopes are convex quadrangles, 3-crosspolytopes are octahedra. n­
cubes (also called spars or parallelepipeds) are affine images of ordinary n-cubes. 

A particular case of Theorem 3.7 is 

3.9 Corollary. If P is an n-crosspolytope, then, up to a permissible projective 
transformation, P* is an n-cube, and conversely. 

3.10 Definition. The curve {x(t) = (t, t2 , ... , nit E IR) is called a moment 
curve .. Let X(tl), ... , x(tv) be different points on it, where v > n. Then, 

C(v, n) := conv{x(td, ... , x(tv)} 

is called a cyclic polytope (Figure 6). 

If, in 1R3, every pair of two vertices of a polytope P are joined by an edge of 
P, it is readily seen that P is a simplex. The polytopes C (v, n) for n ::: 4 show 

FIGURE 5. 
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, 
FIGURE 6. 

that this is no longer true in ]Rn. The importance of cyclic polytopes lies, more 
generally, in their richness of faces. 

3.11 Theorem. The cyclic polytopes are simplicial. 

PROOF. First, we show that every n + 1 ofthe vertices of C(v, n) are affinely 
independent. For pairwise different points to, ... , tn, 

1 to t2 
0 tn 

0 
1 tl t2 tn 

I 1 n D'- = (tj - ti) '10. .-
O:'Oi<j:'On 

tn t2 n tn n 
Hence x(to), ... , x(tn) are affinely independent. 

Thus, each proper face F of C(v, n) includes, at most, n vertices of C(v, n), 
and those are affinely independent, i.e., F is a simplex. 0 

3.12 Theorem. For2 ::: 2k ::: n, every subset of vert C(v, n) containing k points 
is the vertex set of a (k - 1)-face ofc(v, n); hence, 

fk-I (C(V, n)) = G) for 0::: k ::: [~l 
PROOF. For tl < ... < tb write the real polynomial in t 

k 

p(t) := n (t - ti)2 
i=1 

as 
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Consider the vector 

b := (fJ!. fJ2, ... , fJ2k. 0, ... , 0) E ~n 

as normal vector of the hyperplane 

H = {x E ~n I (x, b) = -fJo}. 

Then, for I ::S i ::S k, 

(XUi), b) = fJlti + ... + fJ2k t?k = P(ti) - fJo = -fJo, 

hence,x(ti) E H fori = 1, ... , k. 
For any further vertex x(tj), 

k 

(x(tj), b) = -fJo + p(tj) = -fJo + flUj - ti)2 > -fJo, 
i=1 

so H is a supporting hyperplane of C(v, n), and, by Theorem 3.11, 

H n C(v, n) = conv{x(t!), ... , x(td} 

is a (k - I)-face of C(v, n). o 

3.13 Theorem (Gale's evenness condition). Let Vn be a set ofn vertices ofC( v, n). 
Then, Vn is the vertex set of a facet of C(v, n) if and only if all elements of 
vert C (v, n) \ Vn are pairwise separated on the moment curve by an even number 
of elements afV". 

PROOF. Let Vn = {x(t!), ... , x(tn)} where 

and let V := vert C(v, n). Furthermore, set 
n n 

q(t):= fl(t - ti) = LYjt j , 
i=! j=O 

c := (YI,"" Yn), and 

Then, 

H := {x I (x, c) = -Yo} C ~n • 

n 

(X(ti), c) = LYjt! = q(ti) - Yo = -Yo, 
j=1 

hence, X(tl), ... ,x(tn) lie in H. For all other t 

q (t) = (x(t), c) + Yo =1= O. 

Therefore Vn is the vertex set of a face of C ( v, n) if and only if V \ v" lies on one 
side of H. This, ih tum, is equivalent to q(t) changing its sign an even number 
of times while, increasing t, we move from one vertex of V \ v" to another. This 
proves the theorem. 0 
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Theorem 3.13 and Theorem 3.11 imply Theorem 3.14. 

3.14 Theorem. In]Rll, any two cyclic polytopes with v vertices are combinatorially 
equivalent. 

This justifies interpreting the notation C (v, n) as the equivalence class of cyclic 
polytopes of dimension n with v vertices. 

Remark. In III, 7., we shall see that in ]R1l, for each k among all polytopes with 
v > n vertices, the cyclic polytopes have a maximal number of k-faces. 

Exercises 

1. If P is a pyramid over Q, 

fj(P) = h(Q) + h-l (Q), O:s j :s n - 1. 

For a k-fold pyramid over R, 

min{k,j+1) (k) 
h(P) = t; i h-i(R), 

2. For an n-crosspolytope P and the n-cube P*, 

O:sj:sn-1. 

h(P) = 2j+l C : 1). h(P*) = 21l
-

j C). O:s j :s n - 1. 

3. Let R be an (n - k)-polytope in ]R1l, 0 < k < n, and let 0 E relint R. Call 
R* (1,6, Exercise 3) an infinite k-fold prism, and show in which way it can be 
considered as the limit of (a) a k-fold prism, (b) a k-fold bipyramid. 

4. Justify the face structure of C(6, 3), as shown in Figure 6, by applying Gale's 
evenness condition. 

4. Linear transforms and Gale transforms 

The transformations, which we will introduce now, are useful tools for the in­
vestigation of polytopes (and polyhedral cones). (Their origin is from linear 
programming theory). In particular, they will be used for the classification of 
types of polytopes in section 6. Our point of view for linear algebraic aspects is 
close to that in P.R. Halmos' book "Finite Dimensional Vector Spaces". 

First, we will present a coordinate-free definition. In the next section, the 
consideration of diagrams will be made more concrete by using matrices. 

Let V be a v-dimensional real vector space and let V* be the dual of V, that 
is, the linear space consisting of all linear functionals x* : V --- R For a real 
linear space U, let L : V ~ U be a linear map and L * the dual map defined by 
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L *(u*) := u* 0 L for every u* E U*. We write 

v L 
---+ U, V* 

L' 
~ U*. 

We fix a basis bl , ••. , bv of V and the dual basis br, ... , b~ of V*, so that 

b* (b) £ {I for i = j, 
i j = Uij:= ° for i "# j. 

For every subset M of V, there is a vector space 

Ml. := {x* E V* I x*(M) = OJ. 

For mEV, we write ml. instead of {m}l.. 
Now, we will introduce the notion of a short, exact sequence. Assume we are 

given a sequence 

(1) 

of linear maps and vector spaces. Then, we call (1) a short, exact sequence if 

LI is surjective, L2 is injective, and ker LI = im L2. 

Then, we may interpret W as a linear subspace of V and L2 as the injec­
tion W '-+ V. Since we deal with vector spaces, by an easy exercise in linear 
algebra, the exactness of the sequence (1) is equivalent to the existence of a di­
rect sum decomposition V W EEl U, or, more precisely, to the existence of 
homomorphisms 

(Ia) U, 

such that (using the convention (L 0 M)(·) = L(M(·» for the composition of 
maps) 

LI 0 L2 = 0, M2 0 MI = 0, LI 0 MI = idu, M2 0 L2 

= idw, MI 0 LI + L2 0 M2 = idv . 

4.1 Lemma. The dual sequence 

(2) 

of (1) is also exact. 

PROOF. (la) yields the existence of homomorphisms 

(lb) 

such that 

M; M~ 

W* -+ V* -+ U*, 
~ ~ 

L; L; 

Li 0 Lr = 0, M; 0 M; = 0, M; 0 Lr = idu', Li 0 M; 

= idw', L7 0 M~ + M; 0 Li = idv'. 
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o 

We now concern ourselves with finite families {x], ... , Xv 1 of (not necessarily 
different) elements whose linear hull is U. We fix an ordering and denote the 
associated finite sequence by 

X := (x], ... , xv). 

If a basis of U is fixed, we write the coordinates of the x j as column vectors and we 
also denote the resulting matrix (x] ... xv) by X. Further, we fix a v-dimensional 
vector space V with basis b], ... , bv, that is, V = ]R b] EB ... EB]R bv ~ ]Rv. The 
finite sequence X now defines a surjective linear map 

v v 

L] : V ~ WEB U ~ U, L cxjbj 1-+ L CXjXj. 
j=] j=] 

4.2 Definition. For the dual basis br, ... , b~ of the basis b], ... , bv of V, we set 

Xi := L~(b7), 

and call the finite sequence 

i = 1, ... , v, 

a linear transform of the sequence X. Xi and Xi will be referred to as the components 
of X,X. 

Note that the components of X span W*. 

4.3 Lemma. If X is a linear transform of X, then X is a linear transform of X. 

PROOF. We will apply Lemma 4.1 twice, and use the elementary facts U = U**, 
L) = Lr*, and so on: 

W ~ V ~ U 
L2 L, 

W* ~ V* ~ U* 
P 2 L* , 

W = W** ~ V = V** ~ U = U**. 
L2=L;* L,=L;* 

Now, we find, for the elements of the transform of X, 

Lr*(b7*) = L)(bi ) = Xi for i = 1, ... , v. 

o 

Example 1. Let U, W be subspaces of V = ]R4 = U EB W where U = lin { e) , e2l, 
W = lin{e3, e4l, e), ... , e4 the canonical basis of ]R4. We write the coordinates 
of the elements of U, V, W as column vectors and those of the elements of V*, 
U*, W* as row vectors, respectively. Applying a dual vector of V*, U*, or W* to 
a vector of V, U, W, respectively, can be carried out as (matrix) multiplication of 
a row vector and a column vector. 
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Let 

x ~ (x,x,x,x,) ~ ( ~ 0 1 

~) 1 2 

1 0 1 2 
0 2 

(b,b2b3b4) = 
0 0 1 0 
0 0 0 1 

L I, L2 are given as matrices 

Then, 

1 0 -1 -2 
o -2-1 

o 0 
o 0 

1 
o 

o 
1 

LI (bi ) = Xi, i = 1, ... ,4 and im L2 = ker LI are readily checked. We obtain 
(Figure 7) 

L;(br) 
L;(b;> 

L;(b;) 
L;(bD 

(
bI) (-1 -2) b2 -2 -1 

= - L2 = . 
b* 1 0 3 b: 0 1 

4.4 Definition. By the rank of a finite sequence X of vectors of U, we mean the 
dimension of the linear hull of the components of X, 

rank X := dim lin X. 

4.5 Lemma. If X = (XI, ••. , Xv) is a sequence of points in U which generate 
U, then 

v = rank X + rank X. 
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X3 

• 1 
1 

X2t • X4 

1 

. - - - - - -:- - -e- - _. 
1 X1 
1 
1 
1 
1 

FIGURE 7. 

1 
1 

X4t 
1 

. - - - - - _1- _ -e- __ . 
1 -
1 X3 
1 
1 
1 
1 

PROOF. Since we assume X to span U, rank X = dim U. In the same way we 
obtain rank X = dim W* = dim W. Thus, 

v = dim V = dim W + dim U = rank X + rank X. 

o 

The following lemma is obvious: 

4.6 Lemma. 
(a) If Lu : U -+ U is a bijective linear map. X is a linear transform of Lu (X) 

as well. 
(b) If Lw. : W* -+ W* is a bijective linear map. Lw' (X) is a lineartransform 

of X as well. 

In particular, for A E lR.#o and linear transform X, the sequence AX is a linear 
transform, too. 

4.7 Definition. We call .c(X) := ker LI C V the space of linear dependencies 
(or linear relations) of X.1t is convenient to write a E .c(X) c V = lR. b l ffi· .. ffi 
lR. bv as column vector a = (ai, ... , av)t with respect to the basis (bl, ... , bv). 
Such a linear dependency is called an affine dependency if 

al + ... +av = o. 
So, a = (ai, ... , av)t is a linear dependency for X if and only if :Ea jX j = O. 

Note that dim .c(X) = v - dim U. There is an interpretation of .c(X) also via X: 
Consider X as the linear mapping 

v v 

X : W -+ V = EB lR. b;, W H- Lx;(w)b;; 
;=1 ;=1 

then, 

.c(X) = im X. 
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4.8 Lemma. (al, ... , avY E L(X) if and only if there exists a vector a E W 
such that 

a; = X; (a) for i = 1, ... , v. 

PROOF. (al."" av)f E L(X) = ker Ll = im L2 is equivalent to 

(3) for some a E W. 

Applying b7 to both sides of (3), we obtain that, equivalently, 

i = 1, ... , v. 

o 

4.9 Lemma. For i E {1, ... , v}, Xi fj lin(X \ {Xi}) if and only if X; = O. 

PROOF. X; fj lin(X \ {Xi}) is equivalent to saying that, in all (al, ... , 

a v )' E L(X), a; = O. This, in tum, is expressed (see Lemma 4.8) by the condition 
Xi (a) = 0 for all a E W, so that Xi is the zero map. 0 

For a subsequence Y of X, we set 

Y := (Xi I Xi fj Y). 

4.10 Lemma. The set of components ofY is linearly independent if and only if 
- -

lin Y = lin X. 

PROOF. Since linear independence does not depend on order, we may assume 
that X = (Y, Z), so that 

and L(Y) x L(Z) C L(X). 

Since lin Y C lin X = W*, we may replace the condition lin Y = W* by (4). 

(4) 
For every a E W, the equation Yea) = 0 implies 0 = X(a) 

= (.l(a), Y(a». 

On the other hand, Y is linearly independent if and only if L(Y) = 0, see 4.7. 
If L(y) = 0, then, .l(a) = 0 for every a E W and (4) holds, see 4.8. If 

L(Y) -::j:. 0, then, there exists some nonzero (a, 0) E L(Y) x L(Z) C L(X), and 
thus, by 4.8, some a E W with (a, 0) = X(a), so that (4) does not hold. 0 

Lemma 4.10 implies the following: 

4.11 Lemma. Y is a basis of lin X if and only if¥- is a basis of lin X. 

Now, we will apply Lemma 4.10 to polyhedral cones introduced in I, 1. Let 

a := posX 
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be the cone detennined by a finite sequence X in U. In order to study faces of the 
cone (j, we introduce a notion relating faces to their generating elements in X: 

4.12 Definition. A (possibly empty) subsequence Y of X is called a face of X if 
there exists a hyperplane H in U such that 
(a) Hnx = Y,and 
(b) H is a supporting hyperplane of (j = pos X. 

The partially ordered set of faces of X (including 0) is said to be the face 
complex SeX) of X. 

In the circumstances above, H n (j = pos(X n H) = pos Y is a face of (j; note 
that pos 0 = to}. If 0 E X, then, 0 is contained in every face of X. 

One of the main objectives with using linear transfonns is the characterization 
of faces Y by properties of the corresponding subsequences Y of X. 

4.13 Definition. If a ~ubsequence Y of a finite sequence X in the vector space U 
is a face of X, then, Y is called a coface of X. The set of cofaces of X, partially 
ordered by inclusion, is called the coface complex of X. 

4.14 Theorem. A subsequence Y of X is a coface if and only if 

(5) o E relint pos Y 

(or, equivalently, 0 E relint conv Y). 

In Example 1 above, (Xl, X3, X4), (X2, X3, X4) and (Xl, X2, X3, X4) are exactly 
the cofaces, whereas (x)), (X2) and 0 are faces; in the case of 0, as a supporting 
hyperplane of (j, choose H, for which H n (j = to}. 

PROOF OF THEOREM 4.14. For ex E lRv, we use the notation (ex, X) .­
~'j=lexjXj. Let Y be a subsequence of X = (Xl, ... , xv), say Y = (Xl, ... , X,). 

Then, Y satisfies (5) if and only ifthere exists an ex E 0 x lR~o' such that (ex, X) = 
o. By Lemma 4.3 and Lemma 4.8, we may replace the condition "(ex, X) = 0" 
by requiring the existence of a* E U* such that ex = X (a*). Thus, we have the 
following equivalent statements: 
(a) Y satisfies (5). 
(b) There exists a* E U* such that X (a*) E 0 x lR~o'. 
(c) There exists a* E U* such that H := {u E U I a*(u) O} satisfies 

~l' ... , X, E Hand X,+l, ... , Xv E H+ \ H. 
(d) Y is a coface of X. 

o 

Linear transfonns of a particular kind will be used in 5.4 for the characterization 
of polytopes. First, we will make the following observation: 



52 II Combinatorial theory of polytopes and polyhedral sets 

4.15 Lemma. A linear transform X of X satisfies XI + ... + Xv = 0 if and only 
if the components of X lie in a hyperplane H of U for which 0 f/. H. 

PROOF. Lemma 4.3 yields that X is a linear transform of X. By Lemma 4.8, 
there exists a* E U* such that the points of X lie in H := {x I a*(x) = I} if and 
only if (1, ... , 1) E L(X), that is, if and only if XI + ... + Xv = O. 0 

This may motivate the following construction: Let X be such that its components 
generate U. We identify U (as an affine space) with a hyperplane H in a linear 
space {; where 0 f/. H; hence, dim {; = dim U + 1. Then, X determines a finite 
sequence X v = (XI. ... , xv) in {; with components that generate {;. 

4.16 Definition. A linear transform Xu = (£1, ... , £v) of Xu is called a Gale 
transform (or sometimes an affine transform) of X = (XI, ... , xv). 

Remark. In appropriate coordinates of {;, we may always assume that H = 
U x {Il. 

Note one advantage of considering Gale transforms instead of linear transforms 
with respect to U: Whereas the components of X lie)n W*, th£>se of X v lie in a 
lower-dimensional vector space We,; moreover, since x 1+ ... + x v = 0, according 

to 4.15 Xv is completely determined by only v-I of its elements. 

Example 2. In Example 1, replace the elements X3, X4 by 1 X3, 1 X4, respectively. 
Then the linear transform obtained by the same calculation as in Example 1 is 

I 
I 
i / 
1/ 
1/ /" 

----t.::=.--.--
I 
I 
I 

FIGURE 8. 

=t) o ' 
1 
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and it is readily verified that XI + X2 + X3 + X4 = 0 (see Figure 8). 

Exercises 

1. a. Let V = U $ W where U ~ ~2, W ~ ~3. Proceed, as in Example 1, to 
find a linear transform of 

(XI X2X3X4XS) = (6 
b. Find the analog to Example 2. 

012 3 1) 
1331' 

2. Use Examples 1 and 2 to illustrate the proof of Lemma 4.7. 
3. Consider a regular octahedron K that lies in the hyperplane {x = (~I' ... '~4) I 

~4 = I} of~4. 

a. Find a linear transform for the vertices of the octahedron. 
b. Determine all faces of vert K. 

4. LetX = XIUX2withXlnX2 = 0,andletU = Ul$U2 whereUl := lin XI, 
U2 := lin X2. Then, X = XI U X2, and lin XI, lin X2 are complementary 
subspaces of lin X (possibly lin X I = {OJ orlin X2 = to}). 

5 Matrix representation of transforms 

Examples 1 and 2 in the preceding section can be generalized so as to provide a 
method of calculating transforms by the use of matrices. 

Let U = lin X = ~" where X = (Xl, .•. , Xv), and let el, .•• , en be the 
canonical basis of~". Up to renumbering, we may assume that XI = el, .•• ,Xn = 
ell' Then, writing the elements of U as columns and denoting the transposed terms 
of a matrix (-) by (. r , 

Xv -. 

In short, we can express XI, ... , Xv as coordinate columns 

X = (XI' •. xv) = (En I Xn+1 ... Xv). 

We set V := ~n $ ~v-n and define a basis (of column vectors) by 

(
Ell Xn+I" .xv). 

(b l ..• bv) := 

o Ev- n 
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Now, 

satisfies LI (b j ) = Xj, j = 1, ... , v. Furthennore, for W = 0 X jRv-n, we choose 

Then, multiplying from the left with L I , L2, we obtain an exact sequence 

o ---+ W ---+ V ---+ U ---+ O. 
L2 L J 

5.1 Theorem. Let X = (XI, ••• , xv) be a finite sequence in jRn such that 
XI, •.• ,Xn is the canonical basis. Then, a linear transform is obtained by the 
rows of the matrix 

__ (~I) _ (-Xn+1 ... - Xv ) . 
X - . - , 

:. Ev- n 
Xv 

the columns of X form a basis of C(X). 

PROOF. For the row vectors b7 defined by 

-Xn+1 •.. - Xv ), 

Ev- n 

we calculate b; . b j • In fact, for i = 1, ... , n and j > n, 

Xjl 

b7 . bj = (0· . ·0 1 0···0 - Xn+l.i ... - Xvi) 

t 

Xjn 

o 
= Xji - Xji = O. 

+-j 

o 
Thus, the columns of X lie in C(X); they are obviously linearly independent and, 
thus, comprise a basis for C(X). For i = n + 1, ... , v or for j ~ n, b; . b j = Oij 

is trivially true. Hence, {bf, ... , b~} is the dual basis for {b l , ••• , bv }, and 

* (b.f ) (b.r). _ (-Xn+1 ... _ Xv) _ (~I) L2: : L2 - - : . 
b* b* Ev- n X v v v 

o 
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Occasionally (for example, in the proof of the next theorem), it is useful to 
have the canonical basis vectors el, ... , en as part of the linear transform. This is 
achieved as follows: 

5.2 Theorem. Let X = (XI. ... , xv) be given such that XI, ... ,Xn are linearly 
independent in JRn , and let aI, ... , av- n be any basis of L(X). Then, the rows Xi 
of 

form a linear transform of X. 

PROOF. Since L(X) and X do not change when we apply an automorphism to 
JRn, we may assume that XI, ... , Xn is the canonical basis of JRn. By 5.1, we may 
assume that the columns of 

X = (-Xn+1 ... - Xv) 
Ev- n 

form a basis of L(X). Now, we consider the matrix (al ... av- n ) whose columns 
are also a basis of L(X). We write 

( ~ ) := (al ... av- n), 

where D is a (v - n) x (v - n)-matrix, and we assert that D has rank v - n. For 
otherwise, we could find a nonzero vector a E L(X) whose last v - n coordinates 
are zero Then a represents a nontrivial vanishing linear combination of X I, ... , Xn , 

contrary to the assumption that Xl, •.. , X" are linearly independent. 
Therefore we can write, with Dl := DoD-I, 

( ~ ) = (E:~" ) D. 

Since the columns of ( :,~" ) also represent linear dependencies and, thus, form a 

basis of L(X), DI equals the upper part of X: 

DJ = (-Xn+l ... - xv)· 

Therefore, by Lemma 4.6, the rows of (al ... av- n ) form a linear transform 
ofX. 0 

We now come to the analogous properties for Gale transforms. Let X 
(XI, ... ,xv) be a finite sequence generating U and choose H and {; accord­
ing to Definition 4.16. We, then, introduce coordinates in {; so that H = U x {I}. 
Thus, X(; = (XI, ... , xv), where Xj = (Xi). This way, every affine dependency 
a E Lu(X) is a linear dependency in L(;(X(;). 
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5.3 Theorem. Let X = (XI, ... , xv) be a finite sequence in U, where 
XI, ... , Xn+1 are affinely independent; let aI, ... , av-n-I E Cu(X) be affine 
dependencies that generate Cu (X u). Then, the rows of (al ... av-/!-d form a 
Gale transform Xu ofX. 

PROOF. Since X], ... ,X,,+I are linearly independent, Theorem 5.2 yields that 
X u is a linear transform of Xu. 0 

Now we tum to the most important case, namely, that of a finite sequence given 
by the vertex set of a polytope P, 

(3) X = vert P. 

We wish to characterize vert P by properties of Gale transforms of X. First, we 
consider two examples: 

Example 1. We consider a triangular prism P in 1R3 and wish to find a Gale 
transform of X := vert P (see Figure 9). Since v = 6 and n = 3, the elements of 
a Gale transform lie in a two-dimensional space. By Theorem 5.3, it is sufficient 
to find two independent affine dependencies of XI, ••• , X6. Since X4 - XI, Xs - X2, 

and X6 - X3 coincide, 

-1 0) o -1 . 

By Theorem 5.3, the rows of (ala2) provide a Gale transform. 

Example 2. In the case of a pyramid in 1R3 with rectangular basis, we find, 
analogously to the first example, a single affine dependency 

(1 -1 -1 lOY. 

The Gale transform, thus obtained, lies in IR I. Two pairs of its points coincide. 

Xs 

X5 

)(5 
~----~~----+-

FIGURE 9. 
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5.4 Theorem. A finite sequence X in U = aff X consists of all points of the 
vertex set of a polytope P in U if and only if one (and, thus, every) Gale transform 
X' (; of X satisfies the following condition: 
(4) For every hyperplane H in lin X' {; which contains 0, each of the associated 

half-spaces H+ and H- includes at least two points of X' {; in its interior. 

PROOF. In appropriate coordinates for U, we may identify U with U x {1} CU. 
First, suppose that X comes fr~m a polytope. Then, each element Xi of X {; is a 
face. By Theorem 4.14, X{; \ {xd satisfies 

(5) 0 E relintpos(X{; \ {id). 

Let H be a hyperplane in lin X' {; with 0 E H. Let k+, k- be the number of elements 
i i in int H+, int H- , respectively. If k+ = k- = 0, H = lin X (; so that H is not 
a hyperplane. k+ ~ 1 and k- > 0 or k- ~ 1 and k+ > 0 imply a contradiction 
to (5). So, (4) follows. 

Conversely, if (4) holds, then, (5) readily follows (since, otherwise, 0 would lie 
on the boundary of a := pos(X'u \ {ii}), so that, for a supporting hyperplane f£ of 
a with 0 E H and a C H+, the half-space H- would not contain two of the Xi'S 

in its interior). Therefore, by Theorem 4.14, Xi Evert P for i = 1, ... , v. 0 

5.5 Theorem. A sequence X = (Xl, ••• , Xv) in IRn is the vertex set of a k-fold 
pyramid with apexes Xl, .•• , Xb if and only if, for a Gale transform Xu of X, 

- -
Xl = ... = Xk = o. 

PROOF. A vertex Xi of a pyramid is an apex if and only if it is not affinely 
dependent on the other vertices. This is equivalent to the fact that, in every affine 
dependency of X, the i th coefficient is zero. Going over to IRn x {1} C IRn x IR =: 
U, it just means the i th row in 

Xu = (al ... av-n-d, 

is the zero vector. o 

Example 3. The vertex set X = (XI, ••• , Xn+l) of an n-simplex in IRn is charac­
terized by i) = ... = ill = 0 for a Gale transform Xu of X. This also follows 
directly from dim lin X{; = n + 1 - n - I = 0 by Lemma 4.5. 

Also, in the above Example 2 of a pyramid, it is seen that X5 = o. 
The following lemma, which we shall need in V, Theorem 4.8 comments fur­

ther on the relation between linear and Gale transforms, the latter being a linear 
transform with respect to a (dim U + I)-dimensional vector space U. 

5.6 Lemma. If X = (x), ... , xv) is a linear transform of the sequence X 
(Xl, ... , Xv) in U and if b := Xl + ... + Xv #- 0, then, we obtain a Gale 
transform of X by projecting X' in direction b onto a one-codimensional linear 
subspace of lin X which does not contain b. 
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PROOF. Up to a bijective linear transfonnation of £(X), we may assume that 
(1, ... ,1)1 is one of the basis vectors ai, ... , av- n introduced in Theorem 5.2, 
sayav- n = (1, ... ,1)1. So, we can write Xi = (x;, 1), i = 1, ... , v, and 
b = (x; + ... + x~, v). Furthennore, we may assume, up to a bijective linear 
transfonnation oflin X which leaves lin{ (x;, 1), ... , (x~, I)} invariant, that b = 
(0, v). 

Since ai, ... ,av-n-I are linearly independent they provide a basis of £(X) 
(relative to (J). Hence, X' := (x;, ... , x~) is a linear transfonn of X. Since 
x; + ... + x~ = 0, X' is a Gale transfonn of X. D 

Exercises 

1. Find a Gale transfonn of a bipyramid over a regular pentagon. 
2. Find a Gale transfonn of a four-dimensional crosspolytope. 
3. Let X be an arbitrary finite set. Describe how a Gale transfonn X is obtained 

from a Gale transfonn of vert (conv X). 
4. Let X consist of different points, and let X be centrally symmetric. Then, 

we cannot always find a Gale transfonn which is also centrally symmetric. 
(Consider, for example, a regular octahedron). 

6 Classification of polytopes 

Polytopes are called combinatorially isomorphic if their boundary complexes are 
isomorphic. There is no hope of classifying all polytopes under combinatorial 
isomorphism. However, partial classifications are possible. Gale transfonns are 
especially helpful if the restriction is made by assuming "small" numbers of 
vertices. 

6.1 Definition. Two sequences of points X = (Xl, ... , Xv), X' = (X;, ... , X~) 
are called isomorphic if they have isomorphic coface complexes (see Definitions 
4.12 and 4.13). Every sequence isomorphic to a Gale transfonn X of X is called 
a Gale diagram of X. 

By 4.14, X and X' are isomorphic if and only if there exists a bijection between 
their families of components such that, for each subsequence 2 of X and the 
corresponding subsequence 2' of X', 

° E relint pos 2 if and only if ° E relint pos 2'. 

Gale diagrams are more general than Gale transfonns. Any Gale transfonn is a 
Gale diagram, but not conversely. For example, the condition of Lemma 4.15 will, 
in general, be violated if we proceed from a Gale transfonn to a Gale diagram (for 
nontrivial examples, see Lemma 6.3). 
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From the definitions and Theorem 4.14 we have the following two lemmas: 

6.2 Lemma. Two n-polytopes P, pi are combinatorially equivalent if and only if 
there exist isomorphic Gale diagrams of X := vert P, X' := vert P'. 

6.3 Lemma. Let X = (XI, ... , xv) be a Gale transform, and let f3i > 0, i = 
1, ... , v. Then, X and X' := (f3IXI, ... , f3vxv) are isomorphic Gale diagrams. 

Now, we prove a first classification theorem ([u] denotes the integer part of u, 
that is, the largest integer:::: u). 

6.4 Theorem. There are precisely [i n2] combinatorial types ofn-polytopes with 
n + 2 vertices. 

PROOF. Let P be an n-po1ytope, and let X = vert P have n + 2 elements. We 
may assume that PeR'l X {l} c U := Rn+l. Then, every Gale transform k lies 
in a one-dimensional space. By Lemma 6.3, we can replace k by a Gale diagram 
whose components are all either -1, 0 or 1. By condition (4) in Theorem 5.4, the 
classification problem reduces to finding all partitions of a set of n + 2 elements 
into three subsets M_], Mo, MI such that M_I and MI each have at least two 
elements. 

Let the numbers of elements of M_J. Mo, MI be 1 + r ::: 2, t ::: 0, 1 + s ::: 2, 
respectively. For reasons of symmetry, we may assume 

r :::: s. 

Since r + t + s = n, there are the following possibilities: 

r 

1 
2 

[n12] 
1 

o 
o 

o 

s 

n - 1 
n-2 

n - [n12] 
n-2 

[(n - 1)/2] n - 1 - [(n - 1)/2] 

n - 2 1 

The total number of possibilities is 

[ n ] [n - 1 ] [ n - (n - 3) ] [n - (n - 2) ] - + -- ] + ... + ] + ]. 
2 2 2 2 

By distinguishing the cases n = 2k and n = 2k + 1, we find this sum to be 
[~n2]. 0 
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Thus, for an explicit classification of such polytopes, it suffices to provide [ ~ n 2] 

nonequivalent polytopes; that is easy for small n: 

Example 1. n = 2 : [~n2] = 1. Every convex quadrangle is a representative. 

Example 2. n = 3: Then, [~n2] = 2. Two nonisomorphic 3-polytopes with 
five vertices are represented below. Figure lOa shows a bipyramid over a triangle, 
Figure 10b a quadrangular pyramid. The two possible triples (r + 1, t, s + 1) are 
(2,0,3) and (2, 1,2); by Theorem 5.5, the second one belongs to Figure lOb. 

Example 3. n = 4 : [~n2] = 4. Figure 11 illustrates the Gale diagrams in the 
proof of Theorem 6.4 and central projections of the respective polytopes into a facet 
F. Although we cannot visualize the polytope itself, we can visualize its projection 
into F. We "look through a three-dimensional window into the four-dimensional 
polytope" (more about this in III, 4). 

Type (a) represents a double simplex. The three-dimensional "window" is 
F := conv{xl, X2, X3, X4}; the base of the bipyramid, projected into F, is 
conv{x2' X3, X4, xs}· 

Type (b) represents the type of the cyclic polytope C(6,4). Of course, a polytope 
combinatorially equivalent to a cyclic polytope need not be cyclic. 

Types (c) and (d) are illustrated by projecting the pyramid into the basis of the 
pyramid. The possible triples are indicated in Figure 11; the values of t again 
follow immediately from Theorem 5.5. 

For n = 3, one of the types in Theorem 6.4 is simplicial; for n = 4, two 
of them are. What is the general law behind these examples? In order to find an 
answer, we first characterize simplicial polytopes by a property of the associated 
Gale transforms. 

6.5 Theorem. An n-dimensional polytope P = conv{xl, ... , xv} is simplicial if 
and only if,/or a Gale diagram X o/X = (vert P), the/ollowing condition holds: 
(1) For any hyperplane H in lin X, with 0 E H, 0 ~ relint conv(X n H). 

PROOF. Suppose 0 E relint conv (X n H) for some hyperplane H. Since 
dim P = n and P lies in a hyperplane of U which does not contain 0, we have 
dim U = rank X = n + 1, sO,rank X = v - rank X = v - n - 1 (Lemma 4.5). 

263 

FIGURE lOa,b. 



6 Classification of polytopes 61 

2 0 4 303 2 3 222 
I • 

FIGURE lla,b,c,d. (a) Double simplex. (b) Cyclic polytope C(6, 4). (c) Pyramid over a 
double simplex. (d) 2-Fold pyramid. 

Then, by Caratheodory's theorem (I, Theorem 2.3), for k = rank(H n X) < 
v - n - 2, there exist k + 1 ::: v - n - 1 affinely independent elements 
XI, ... ,Xk+1 E X n H such that 0 E relint conv {XI, ... ,xk+d. Therefore, 
{XI, ... , xk+d is a coface of X, and the corresponding (proper) face has at least 
v - (v - n - 1) = n + 1 vertices and cannot be a simplex. 

The converse is also true. 0 

6.6 Theorem. Of the combinatorial types of n-polytopes with n + 2 vertices, 
precisely [ I ] are simplicial. 

PROOF. We may assume that P C ]Rn x{l} C U = ]Rn+l; for X = vert P, we 
obtain rank X = 1. Thus, H = {OJ is the only possible hyperplane, as in Theorem 
6.5. So P is simplicial if and only if in the table in the proof of 6.4, t = O. 0 

It is also possible to calculate the exact number of types of n-polytopes with 
n + 3 vertices; the proof needs, however, a considerable amount of calculation 
(see the Appendix of this section). We restrict ourselves to 3-polytopes. 

6.7 Theorem. There exist precisely seven types of3-polytopes with six vertices. 

PROOF. By Lemma 6.3 we can assume that a Gale diagram of X for X = vert P 
consists only of points on a circle with center 0 and possibly O. From the definition 
of Gale diagrams and by Lemma 6.2, we can move any point of X on the circle 
without changing the type of P, as long as we observe the following rule: 
(2) ~ever move into or beyond a point diametrically opposite to another point of 

X. 
So we can arrange all nonzero elements of X and their negatives to be vertices 

of a regular k-gon, k ::: 12. 
We apply a further rule which does not change the type of P: 

(3) If you can move a point of X on the circle into another one without violating 
(2), then, do so. 
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1. 

2. 

3. 

4. 

5. 

6. 

7. 

FIGURE 12. 1. Octahedron, 2. Simplex with two stacked simplices, 3. Pyramid with stacked 
simplex, 4. Prism with two faces bent, 5. Prism with one face bent, 6. Prism, 7. Pentagonal 
pyramid. 
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Rules (2) and (3) lead to standard diagrams which represent different types of 
polytopes. 

Checking through all possibilities and applying Theorems 5.4 and 5.5, we obtain 
the list of different types of 3-polytopes with six vertices (in Figure 12). (By a little 
circle around a diagram point, we indicate two coinciding points of X). 0 

Exercises 

1. Determine all types of simplicial 4-po1ytopes with seven vertices. 
2. Let XI = X2, X3 = X4, Xs = X6, X7 = Xs be the vertices of a 3-simplex T, 

o E int T. Describe a 3-polytope P with X = vert P = {XI, ... , xs} which 
has X = {XI, ... , xs} as a Gale transform. 

3. If each facet of an n-polytope P has v - 2 vertices (v the number of vertices 
of P), then, 

v ~ 2n. 

4. Let P be an n-polytope, let X E P, and let X be a Gale transform of X := 
{x} U vert P. Let H 3 0 be the hyperplane in lin X with normal vector X, and 
let rr be the orthogonal projection onto H. Then, rr (X \ (x}) is a Gale transform 
of vert P. 



III 

Polyhedral spheres 

1. Cell complexes 

In the preceding chapter, we dealt with boundary complexes of convex polytopes. 
They consist of cell decompositions of topological spheres, the cells again being 
convex polytopes. If, however, any cell decomposition of a topological sphere 
is given, there need not exist a convex polytope with isomorphic (in the sense 
of inclusion of cells) boundary complex. We shall present counter-examples in 
section 4 below. In fact, one of the major unsolved problems in convex polytope 
theory is to find necessary and sufficient conditions for a cell-composed sphere to 
be isomorphic to the boundary complex of a polytope (Steinitz problem). 

In this chapter, we will introduce the basic concepts for the topology-oriented 
part of polytope theory, including Euler and Dehn-Sommerville equations. We need 
"polyhedral" cells and cell complexes, rather than the general notion of cells and 
cell complexes. For that reason, we restrict our considerations to the explicit case 
of Definition 1.1, despite the slight inconvenience that, right from the beginning, 
we have to fix all (proper and improper) faces of cells. In cell complexes, 0 is 
considered an (improper) face of a polytope, but not of a cone. 

1.1 Definition. Let F be a k-dimensional polytope or a k-dimensional cone, {Fi 
i E l} the set of all its proper and improper faces, and rp : F ~ rp(F) C IRm a 
homeomorphism. Then, 

- -F := rp(F) is called a k-cell in IRm withfaces rp(Fi ). 

The cell F is called a 
straight cell if ct = id'F, 
simplex cell, if F is a simplex or a simplex cone, 

spherical cell, if F (with its faces) is the intersection of the unit sphere and a cone. 
Cones are always chosen to be straight. 

65 
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Remark. A k-cell F comes from a polytope (as opposed to a cone) if and only if 

1 k ~ 1 
k=O 
k = -1. 

and F is compact, 
and 0 is a face of F, 

Remark. If {O} is a cell, it must be said if it is on account of a cone or a polytope. 
In the former case, it has no proper faces. In the latter case, 0 is a face of {O}. 

1.2 Definition. A finite set C of cells in a Euclidean space is called a cell complex 
if the following two conditions are satisfied: 
(a) If F E C and Fo is a face of F, then Fo E C. 
(b) If F, F' E C, then F n F' is a common face of F and F'. 

If all cells are simplex cells, we call C a simplicial complex. A cell complex 
consisting of spherical cells is said to be a spherical complex. 

Remarks. 
(1) Since 0 is not a cone, it follows from (a) and (b) that either all or no cells of 

the cell complex come from cones. 
(2) It should be noted that it is not sufficient to replace (b) in Definition 1.2 by 

"F n F' E C". IfC consists of two triangles T, T' in]R2 with their sides and 
if T n T' is a I-side of T properly contained in a I-side of T', "F n F' E C" 
is always satisfied; C is, however, not a cell complex. 

Clearly, 

1.3 Lemma. The boundary complex S(P) of a polytope P (including 0 but 
excluding P) is a cell complex. It is a simplicial complex if and only if P is 
simplicial. 

1.4 Lemma. Thefan :E(P) ofapolytope P (see I, 4) is a cell complex. 

As in the special case of boundary complexes S(P), we define the following: 

1.5 Definition. Two cell complexes C, C' (whose cells are not necessarily of 
the same type) are said to be isomorphic, C ~ C' , if there exists a bijective, 
inclusion-preserving map between them. 

1.6 Lemma. The fan :E(P) of an n-dimensional polytope P is isomorphic to 
the boundary complex S(P*) of a polar polytope P* of P (where {O} E :E(P) 
corresponds to 0 E S(P*»). 

PROOF. If v is a vertex of P, then, by I, Theorem 4.13, the normal cone N (v) is 
an n-dimensional cone of :E(P), and N(v) n Hv is the polar facet v* of v (compare 
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II, Theorem 2.1 (a)). We obtain an inclusion preserving bijection of vert P onto the 
set offacets of P* which readily carries overto a bijection of ~ (P) and B( P*). 0 

Generalizing ~(P), we define the following: 

1.7 Definition. A cell complex ~ consisting of cones in]Rn with apex 0 is called 
a fan. The fan is called polyhedral, if all its cells are polyhedral, simplicaial, if 
each of its cones is a simplex cone, that is, the positive hull of linearly independent 
vectors. We say the fan is complete if its cones cover ]Rn. We denote the set of all 
i-dimensional cones of ~ by ~(i). 

1.8 Lemma. Let a cell complex C be given which is a fan, and let S be the unit 
sphere with center O. Then, 

F t----+ F n S 

for all cones F E C induces an isomorphism ofC onto a spherical cell complex. 

1.9 Definition. If C is a cell complex, then, the point set IC I : = U F EC F is called 
the support of C or the polyhedron that underlies C. If ICI is homeomorphic (that 
is, can be mapped bijectively, bicontinuously) to a k-sphere we call C a polyhedral 
k-sphere or shortly a polyhedral sphere. 

Example 1. The boundary complex B(P) of an n-dimensional polytope is a 
polyhedral (n - I)-sphere. 

Example 2. The intersection of a complete fan with the unit sphere is a polyhedral 
sphere. 

1.10 Definition. A subset of a cell complex C is called a subcomplex of C if it is 
again a cell complex. 

1.11 Definition. Let C be a cell complex, F E C. 

st (F, C) := {F' E C I F C F'} is called the star of Fin C. 

St(F, C) := { {F" E C I F" C F' E st(F, C)} 

I {F' E St(F, C) I F' n F = {O}} 
link(F, C):= {F' E St(F, C) I F' n F = 0} 

Remarks. 

is said to be the closed 
star of F in C. 

if C consists of cones, 
otherwise is called the 

link of Fin C. 

(1) In general, st(F, C) is not a subcomplex of C, St(F, C) and link(F, C) are 
sUbcomplexes of C. 

(2) From the second (three-dimensional) example in Figure 1, it can be seen that, 
in general, link(F, C) is properly contained in St(F, C) \ st(F, C). 
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Iink(F,C) Iink(F,C) 

FIGURE 1. 

Now, we will introduce a kind of multiplication for certain cell complexes C and 
C' in JR./l. To that end, let F E C and F' E C' be cells: 

1.12 Definition. Assume that F, F' are cones with apex 0, so that (lin F) n 
(lin F') = {OJ. Then, we call 

F . F' := pos(F U F') 

the join of F and F'. 

There is an analogous construction of C and C' for polytopes: 

1.13 Definition. Let p, P' be polytopes. If 

p. P' := conv(P UP') 

is a (dim P + dim P' + l)-I'olytope with P and P' as faces, then, we call P . P' 
the join of P and P'. More generally, if there exists a homeomorphism 

q; : p. P' ~ q;(P . P') c JR.n. 

then, for F := q;(P) and F' := q;(P'), we call 

F . F' := q;(P . P') 
thejoin of F and F'. By convention, 0· F' = F', F ·0= F, and 0·0 = 0. 

Example 3. Each n-simplex T is the join F . F' of two of its faces F, F' such 
that vert T = (vert F) U (vert F') and (vert F) n (vert F') = 0. 

For the construction of the join of the cell complexes C and C' in JR." , we need 
an extra hypothesis (compare the remark after Lemma 1.15). 
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1.14 Definition. For F E C, assume that F . F' is defined for every F' E C' and 
that, for every F' =1= F" E C' , relint(F . F') n relint(F . F") = 0. Then, we call 

F . C' := {F . F' I F' E C'} 

the join of F and C' . 
If F ·C' exists for each F ofacell complex C andifrelint(F· F')nrelint(G· G') = 

o for any two different F, G E C and any two different F', G' E C', then, we call 

C . C' := {F . F' I F E C, F' E C'} 

the join of C and C' . 

1.15 Lemma. The join C . C' ofC and C' is a cell complex. It contains C and C'. 

PROOF. For polytopes, F· 0 = 0· F = F andC c C· C' as well as C' c C· C'. 
The defining properties 12 of a cell complex are readily verified. For cones, we 
proceed analogously. 0 

Remark. In the definition of F . C' it is not sufficient to assume that F . F' is 
defined for all F' E C'. For example, let C' := B(P) for a 2-polytope P in IR?, 
and F a point in ]R2 \P. Then, possibly, F . F' is defined for all F' E B(P), but 
some of them overlap in (relative) interior points. 

Example 4. Let P be a two-dimensional polytope in]R3, and let [p, pi] be a line 
segment such that relint P n relint[p, pi] is a point. Then B(P) . {p, pi, 0} is 
defined and is the boundary complex of a bipyramid. 

Example 5. Let v be a vertex of a simplicial n-polytope P. Then, 

{v, 0} . link(v, B(P» = St(v, B(P». 

Example 6. Let C, C' be a regular r-gon and a regular s-gon, r, s ::: 3 in the ~J, 
~2-plane and the ~3, ~4-plane of]R4, respectively, both with centroid (=barycenter) 
O. Then, C . C' is defined and is a polyhedral 3-sphere with r . s 3-cells. 

1.16 Lemma. Let F, F' be cones in ]R" such that F . F' is defined. 
(a) F· F' = F + F' (vector sum). 
(b) F· F' is a cone with apex O. 
(c) If S is the unit sphere of]R", then, 

(F n S) . (F' n S) = (F . F') n S 

for the spherical cells F n S, F' n S. 

PROOF. (a) For x E F· F', we may set 

x = AIYI + ... + AkYk + Ak+IYk+1 + ... + AmYm 

where YI, ... , Yk E F, Yk+I, ... , Ym E F', and AI, ... , Am ::: O. Then, for 
Y := AIYI + ... + AkYb Y' := Ak+1Yk+1 + ... + AmYm, we have x = Y + y'. 
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Hence, F . F' c F + F'. The inclusion F + F' C F· F' is trivially true, so (a) 
follows. 

(b) By definition, F· F' is a cone. Suppose {OJ is not an apex of F . F'. Then, there 
existsx i- o such that x E F·F'and-x E F.F'.By(a),wehavex = y+y'and 
- x = Z + z' where y, Z E F and y', Z' E F'. Now 0 = x - x = y + z + y' + z', 
so that y + z = -(y' + z'). By the assumption (lin F) n (lin F') = {OJ, we obtain 
y + z = 0 = y' + z', and, hence, z = -y, z' = -y'. Since 0 is an apex of F and 
of F', we find z = y = z' = y' = 0 and, therefore, x = 0, a contradiction. 

(c) Since, by (a) and (b), F· F' is a cone with apex 0, we can find a hyperplane H 
which does not pass through 0 and intersects F· F' in a polytope (F . F') n H i- 0. 
By central projection from 0, we see that (F . F') n H and (F . F') n S are 
homeomorphic. It is readily seen that (F· F') n H = (F n H) . (F' n H), so 
that (c) follows. 0 

Exercises 

1. If P is a k-fold bipyramid over R (see 11,3), there exists a k-cube Q such that 
B(P) = B(R) . B(Q). 

2. Let v be a vertex ofa simplicial polytope P. Then link(v, B(P» is a polyhedral 
sphere isomorphic to Bo(Q) = B(Q)\0forsome (n -I)-dimensional polytope 
Q. 

3. Let C be a 4-cube. Then B(C) contains a subcomplex Co such that ICol is 
homeomorphic to an ordinary torus ("tube"). 

4. Let v be a vertex of a polytope P. Define ~ := {pos(F - v) I F E B(P) \ 
st(v, B(P» a proper face of Pl. Then, b is a fan, and b \ {OJ ~ [B(P) \ 
st(v, B(P))]. 

2. Stellar operations 

The operations introduced now are of fundamental importance in the so-called 
piecewise linear (p.l.) topology. Although the present section can be considered 
part of that theory, our aim is an application of a special type of these operations 
in algebraic geometry ("blowing up" and "blowing down", Chapter VI). 

2.1 Definition. Let C be a cell complex, F E C, F i- 0. For a point p E relint F, 
we call the transition 

C ---+ (C \ st(F, C» Up· (st(F, C) \ st(F, C» =: s(p; F)C 

a stellar subdivision (or elementary subdivision) of C in direction p. The inverse 
operation s-\p; F) defined by s-l (p; F)(s(p; F)C) = C is said to be an inverse 
stellar (or elementary) subdivision. 
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-

FIGURE 2. 

Put more simply, we throw out the star of a face F and join a relative interior 
point of F to the boundary of the star. The result is called a stellar subdivision. 

Example 1. If F is a point p, then, s(p; {p})C and C have the same O-cells, 
though, in general, s(p; {p})C # C. 

Example 2. If F is a cell of maximal dimension in C, then, st( F, C) = {F} and 
s (p; F)C splits only F and leaves all other cells of C unchanged (Figure 2). 

Example 3. Let dim F = I in a cell complex C whose cells have maximal 
dimension 2. Figures 3a, b, c illustrate the cases in which the number of 2-cells 
that contain the I-cell F is I, 2, or 3, respectively. In polyhedral 2-spheres, of 
course, only case (b) occurs. 

A point p E ICI determines F E C by the condition "p E relint F". In the 
following example, p is chosen so that it determines different faces in different 
cell decompositions of a set. 

Example 4. In Figure 4, the cell complex in the middle (six 3-simplices plus 
faces) is obtained by stellar subdivision of the right one (three 3-simplices plus 
faces) as well as of the left one (two 3-simplices plus faces). 

FIGURE 3a,b,c. 
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FIGURE 4. 

The boundary complex of a polytope stellar subdivision can be described as 
follows: 

2.2 Theorem. Let P be a polytope and s(p; F)B(P) a stellar subdivision o/its 
boundary complex. Then, there exists a polytope P' such that 

s(p; F)B(P) ~ B(P'). 

PROOF. We may assume dim P = n. For dim F = n - 1, we obtain a pi by 
placing a sufficiently "flat" pyramid onto F. Equivalently, we choose some point 
q E (n int Hj-) \ P where HI, ... , Hr are the affine hulls of those facets of P 
not equal to F and P C Hj-, j = 1, ... , r, and, then, set pi := conv({q} UP). 

Let ° :::: dim F < n - 1 and p E relint F. Furthermore, let F = P n Hp(u), 
Hp(u) a supporting hyperplane of P with outer normal u. We consider an (n - 1)­
face F E st(F, B(P», F = P n Hp(v), and a face Fo of F not in st(F, B(P», 
Fo = P n Hp(w) (Figure 5). We choose some p E relint F. For 0 < a < 1, 
Fo = P n Hp(av + (1 - a)w) (we may assume (u, v) > 0). If q E P + lR~o u 
is sufficiently close to p, we find some a E (0, 1), such that q E Hp(av + (1 -
a)w) =: H(q, Fo). 

WecanassumeP C Hp"(u)n HP"(v) n HP"(w).Then, also, P c H-(q, Fo). 
Now we consider the set of all (n - 2)-faces of P. Let Fo = Fri J ), ••• , FriS ) be 
all (n - 2)-faces in st(F, B(P» \ st(F, B(P». We can choose the same q for 
all these faces, so that P C H-(q, Frij», j = 1, ... , s. Let HI, ... , Hr be the 

w 

FIGURE 5. 
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affine hulls of all facets of P that do not lie in st(F, B(P)), where P C H j-, 

j = 1, ... , r. We set 

r s 

P' := (n H;-) n (n H-(q, Frij)))· 
;=1 j=1 

Clearly, P' = conv({q} UP). Furthermore, q . Frij) are facets of P', j = 1, ... , s. 
The assignment 

p . Frij) r--+ q . Frij) 

can readily be extended to an isomorphism 

j = 1, ... , s 

s(p; F)B(P) ----+ B(P'). 

o 

2.3 Definition. We say P' is obtained from P by pulling up a point p of the 
boundary of P. 

A stellar subdivision of B(P) can also be characterized by a "cutting off' 
operation dual to "pulling up". 

2.4 Theorem. Let P* be the polar polytope of P, and let F* be the polar face 
of a proper face F of P. If the hyperplane H strictly separates vert F* from 
(vert P*) \ (vert F*) and if F* C H+, then,for an arbitrary p E relint F, 

13(P* n H-) ~ 13(P'*), 

where P' is defined according to Theorem 2.2. 

PROOF. We may assume n ::: 2. If PI, ... ,Pm are the vertices of F, then, 
p;, ... , p~ are the facets of P* that intersect in F* E 13(P*). The duals Frii)* of 
the (n - 2)-faces Fril ), defined as in the proof of Theorem 2.2, are line segments 
emanating from vertices of F*. If, also, q is introduced, as in the proof of Theorem 
2.2, the polar hyperplane H of q intersects each Fcii)* in a point qi := (q . Fci;»)*, 
i = 1, ... , s. So, conv{ql, ... , qs} = q* in 13(P'*) is a facet whose boundary 
complex consists of the polars G* of faces G E B(P') that contain q. Since the 
other faces of P* n H- and P'* are in a natural bijective and inclusion-preserving 
correspondence, the theorem follows. 0 

The following combination of stellar subdivisions can, on the one hand, be 
used to tum any cell complex into a simplicial one, and, on the other, be used to 
decompose a cell complex into cells of arbitrarily small diameters (as is needed in 
p.l. topology). 

2.5 Definition. Let C be a cell complex whose cells of dimension i are denoted 
F{ , ... , Fli , i = 0, ... , k (k the maximal dimension of a cell). For each FJ, we 
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FIGURE 6. 

choose a point P~ E relint Fj,forexample, the barycenter. Wesets~ := s(p~; Fj). 
Then, 

{3(C) := s}J 0'" 0 sf 0'" 0 S}k 0'" 0 s~(C) 

is called a barycentric subdivision of C. 

It should be noted that s~ does not affect any cell F -:f. FJ of dimension:::: i, so 
that barycentric subdivisions are well-defined. 

Example 5. Figure 6 illustrates {3(B(C», C a cube, for the "visible" part of B(C). 

Example 6. Figure 7 shows {3 (C) for a cell complex consisting of three triangles, 
six edges, and four vertices. 

Finally, we will mention the combinatorial aspect of a problem which will 
occupy us in Chapter V, 6, for special stellar subdivisions: 

Problem. Given two polyhedral n-spheres C, C' of the same dimension n, do 
there exist stellar subdivision Sl, •.. , s p' s;, ... , s~ such that from C, C' the same 
combinatorial sphere e" is obtained as indicated in the following diagram? 

C --+ ... --+ C" +--- ... +--- C' 
SI Sp s; s; 

The answer is yes for n = 2, and it seems also to be yes for n > 2 (c.f. Appendix 
III,2.). 

FIGURE 7. 
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Besides the barycentric subdivision, there is a decomposition of the boundary 
complex B(P) of a polytope P into a simplicial complex in which no new vertices 
occur: 

2.6 Theorem. Let C be a cell complex and let Zl, ... , Zr be the I-cells (in 
case C is a complex of cones) or O-cells otherwise (in some order). For Vi E 

relint Zi ({vd = Zi in case of O-cells), i = 1, ... , r, we set Co := C and 
Ci = S(Vi; Zi)Ci- 1, i = 1, ... , r. Then, Cr is a simplicial complex which has 
the same I-cells (in case of a complex of cones) or O-cells (in case of a compact 
complex) as C has. Furthermore, ICr I = ICI. 

PROOF. By definition, s (Vi; Zi) does not add a I-cell (in case of a cone complex) 
or a O-cell (otherwise) to Ci-l, i = I, ... , r. Suppose F E Cr is not a simplex 
cone or a simplex. Then, there exist Zj C F, Zk C F such that conv(Zj U Zk) 

is not a cell of Cr. But s(Vj; Zj)Cj _1 contains conv(Zj U Zk) (by definition), a 
contradiction. 0 

Now, we will tum to the problem of completing a noncomplete fan ~ (cor­
responding to problems of compactification in algebraic geometry). First, we 
introduce the following notion. 

2.7 Definition. LetC1, C2 be cell complexes of polytopes or cones in ~n (possibly 
C1 consists of polytopes and C2 of cones). Then, we call C1 n C2 := {al n a2 I 
al E C1, a2 E C2 } the intersection complex of C1 and C2. 

Clearly, C1 n C2 is a cell complex. 
If C1, C1 are complete fans, C1 n C2 is again a complete fan. 
However, if C1 consists of polytopes, so does C1 n C2, no matter if C2 consists 

of polytopes or cones. 

2.8 Theorem. Every fan ~ can be extended to a complete fan ~' :J ~. 

PROOF. Let S be the unit sphere. We shall prove a somewhat stronger version of 
the theorem: 

Given a noncomplete fan ~ in ]R" and an e > 0, we can find a fan ~" and a 
complete fan ~' such that the following five conditions are satisfied. 

(i) ~ C ~" C ~'. 
(ii) ~'\~" and ~' n ~" consist of simplex cones. 

(iii) ~"\ ~ consists of k-foldjoins (Definition 1.12) r . g(l) ... g(k), r E ~,g(i) 

a I-cone, i = 1, ... ,k, 1 ~ k ~ n - 1 and their faces containing at least 
one cone g(i) . 

(iv) I~I \ {O} C int I~"I. 
(v) If n ~ 2 and a" E ~" \ ~, then, each point of a" n S has distance less than 

e from a cell of~. 
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We proceed by induction on n. For n = 1, I; is either {{O}} or {{O}, lR.~0} or 
{{O}, lR.:so} and h' = h/l = {{O}, lR.~0, lR.:so}. 

For n = 2, the set S \ I h I consists of finitely many arcs (without end points). 
If pq is such an arc, we choose two points p', q' on it with distances less than c /2 
from p, q, respectively. Then pos{p, p'} and pos{q, q'} are considered as elements 
of I;/I, and pos{p', q'} as an element of I;'. We do the same for all arcs and split 
them if they are greater than or equal to 7r. We consider h as a subset of I;/I, also, 
h// as a subset oLE' and obtain fans satisfying (i) to (v). 

Letn > 2,andletQ:= lR.~oa,a = QnS,beaI-coneofhforwhichst(Q, I;)is 
not complete. (If I; = ({On we first extend h by a I-cone). We consider the tangent 
hyperplane H of S ata and the fan I;a := {pos(a n H - a) I a E st(Q, I;)} with 
origin a. By the induction hypothesis, there exist fans I;~, I;~ such that conditions 
(i) to (v) hold. We construct from them an extension of I; as follows. 

If lR.~o(b - a) is a I-cone of I;~ \ I;a, we assume lib - all < Ca for some 
bound Ca :::: c which depends only on a. Let Q~i) := lR.~o(b(i) - a) E I;~, 
IIb(i) - all < Ca, i = 1, ... , k, and La E I;a be given, dim La = n - k - 1, 
such that La . Q~I) ... Q~k) E I;~ \ I;a is an (n - I)-cone. To La there corresponds 
a unique L E st(Q, I;) such that La = POS(L n H - a). We set Q(i) := lR.>0 b(i), 
i = 1, ... , k. Then, r := L . Q(I) •.. Q(k) is well-defined. If b(i) is not a r;tional 
vector, we replace it by a rational vector close to b(i) and denote the new vector 
again by b(i). From (ii) and (iii) applied to I;a, I;~, I;~, we see that changing the 
b(i) slightly, provides an isomorphic change of I;~ and I;~ whereas I;a remains 
unchanged. If Ca is chosen small enough, the cone r intersects II; I only in L. 

Therefore, I; together with r and the faces of r is again a fan I;(a, L). 
Let ra . Q~I) ... Q~l) E I;~ \ I;a be another such (n - 1 )-cone. We associate with 

it an n-cone 'i' analogously, and continue in this way until h~ \ ha is exhausted. 
We obtain a fan I;(a). 

Now let a simplex (n - I)-cone Q(1) ••• Q(n-l) E I;' \ I;// be given, 
A A a a a a 

A (i) . (b(i) ) Ilb(i) II . - 1 1 A . h Qa .= lR.~0 - a , - a < Ca, I - , ••• ,n - . s III t e case 
of b(i) we may assume E(i) to be rational. We consider the simplex n-cone 
i := pos{a, b(l), ... , b(n-l)} which, for sufficiently small Ca, intersects h only 
in Q. Adding all such cones to I; (a) provides a cone I;//(a). 

If a I-cone of I; different from Q exists on the boundary of II; I, we proceed in 
the same way as before with I; replaced by I;//(a). Continuing in this way, we end 
up with a fan I;~ which satisfies II; I \ {O} C int II;~ I. 

The set S \ II;~I is open relative to S. Its (topological) closure does not intersect 
II; I. We intend to cover S \ II;~I by "small" spherical simplices. For this purpose, 
we introduce the following subdivision of S into spherical simplices. 

Consider a cube C circumscribed to S, and apply barycentric subdivisons to 
B( C) successively until all simplices have diameter less than co for a given co :::: c. 
The positive hulls of these simplices intersect S in spherical simplices with di­
ameter less than co. If £0 is chosen small enough, we can cover S \ II;~I by 
spherical simplices which do not intersect I;. Together with their faces, they 



2. Stellar operations 77 

provide a simplicial spherical complex C. From C we obtain a simplical fan 

1:c := {pos TIT E C}.1t satisfies l1:cl n 11:1 = {OJ and l1:cl U 11:~1 = ]RI!. 

The last problem to be solved is turning the overlapping part of 1:c and 1:~ into 
a cell complex. Let Bo consist of all cones of 1:~ which do not intersect int I 1:~ I 
(the "boundary complex" of 1:~), and let B~ := Bo n 1:c. We decompose the cones 
a of 1:~ \ 1: as follows. If a E Bo, replace B(a) (the boundary complex of a) 
by B(a) n 1:c C B~. If a t{. Bo, it intersects both 1: and Bo. If ao := a n IBol, 
we replace B(ao) by B(ao) n 1:c. Having achieved this change for all cones a E 

1:~ \ 1:, we obtain a new cell complex 1:~ from 1:~. Its cells, however, are not all 
polyhedral cones but polyhedral cones with subdivided faces. In order to obtain 
only polyhedral cones, we choose a point Pu E relint a for each a E 1:~\(1:UBo), 

put Qu := ]R:::o Pu and apply a stellar subdivision in the sense that st(a, 1:;') is 
replaced by the join of Qu and the (subdivided) boundary complex of st(a, 1:;'). 
Hereby, we start with those a which have an (n - 1)-face ao in Bo and continue 
with dim a = n - 2, and so on. We end up with a fan which we denote by 1:~. 

Next we wish to decompose the remainder a' \ I 1:~1 of each cone a' E 1:c \ 1:~ 
into polyhedral cones. If the elements of C have been chosen with sufficiently small 
diameters, the following condition holds: 
(*) Each n-cone of 1:~, which intersects a given a' E 1:c, belongs to st(Q, 1:~) 

for one and the same Q E Bo. 
(Note that, although 1:~ has been decomposed into 1:~ above, we continue using 

it temporarily). 
As in the earlier part of the proof, we associate with st(Q, 1:~) an (n - 1)­

dimensional fan 1:p in the tangent hyperplane Ho of S at p = Q n S. By the 
induction hypothesis, we can extend 1:p to a complete fan 1:~. Because of (*), 
1:~ induces a cell decomposition of Ho n (a' \ int 11:~I) from which we obtain 
(by taking positive hulls) a cell decomposition of a' \ int 11:~1 = a' \ int 11:~1 
into cells a{, ... , a~ for some k. This cell decomposition preserves the cells of B~ 
contained in a' and is hence compatible with I;~. 

However, if we have accomplished all these decompositions, they may not 
induce the same decompositions of a common face r of two of the cells. Let 
1: (r, 1), ... , 1: (r, r) be different decompositions of r into cell complexes. Then, 
we consider 1:(r, 1) n· .. n 1:(r, r) and decompose the n-cones, which contain r 
by stellar subdivisions, into polyhedral cones (as we have done when we decom­
posed 1:~ into 1:~). Proceeding in this way for all cones a' E 1:c which intersect 
B~, we obtain a decomposition of (l1:cl \ 11:~1) U IB~I into a cell complex of 
polyhedral cones 1:~ which contains B~ as a sUbcomplex of polyhedral cones. 

Finally, we apply stellar subdivisions as in C to all cells of 1:b U 1:~ which are 
not simplex cones and which do not intersect 11:1 \ {O}. These stellar subdivisions 
do not affect 1:. Thus, we obtain from 1:~ U 1:~ a cell complex of cones 1:' and 
denote by 1:" the subcomplex of all cones of 1;' which have at least a 1-cone in 1: 
together with their faces. Now 1:' and 1:" are readily seen to satisfy (i) to (v). 0 
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Remark. Although, from Theorem 2.8, an algorithm can be deduced for com­
pleting a fan it will, in general, not be the most efficient one. For n = 3 and 
pos I I; I = 1R3, completion without additional I-cones can be found, which is not 
true for higher dimensions (c.f. the Appendix to this section). 

Exercises 

1. Show that {3(C) is always simplicial. 
2. Illustrate a solution of the above problem for I; the boundary complex of a 

3-simplex and I;' the boundary complex of an octahedron. 
3. Given a 3-simplex, do there exist three stellar subdivisions such that, in the 

resulting complex, each pair of vertices is joined by a I-cell? 
4. Dualize {3(C) according to Theorem 2.4, and apply to Examples 5 and 6. 

3. The Euler and the Dehn-Sommerville equations 

Generalizing the f-vector f(P) of a polytope P (II, Definition 1.13), we call, for 
an arbitrary cell complex C, 

f(C) := (fo(C), ... , f,,-I (C» 

the f -vector ofC, where /j(C) denotes the number of j-cells ofC, j = 0, ... , n-
1. 

If fj = h(P) are the numbers of j-faces of an n-polytope P, there is a basic 
relationship between them, known, for n = 3, as Euler's formula 

(1) fo - fl + h = 2. 

This equation is, in fact, true for any polyhedral 2-sphere; its proof is, however, 
quite difficult. We shall prove a generalization of (1) to n-dimensional spherical 
complexes obtained as intersections of the unit sphere with complete fans, which 
(up to isomorphisms) includes the case of boundary complexes of polytopes. 

3.1 Theorem (Euler-Poincare's theorem). Let the spherical complex C be ob­
tained by intersecting the cones of a complete fan in IRn with an (n - 1)-sphere 
S,,-I about 0. Then, 

n-I 

(2) L(-I)j h(C) = 1 + (-It-I. 
j=o 

PROOF. We use induction on n. Forn = 1, Cisapairofpointsand(-1)0.2 = 
1 + 1 so that (2) holds. Let (2) be true for S,,-2 instead of S,,-I. 

It is readily seen that there exists an (n - 2)-dimensional linear subspace U 
of IRn which intersects sn-I only in the relative interiors of several at least two-
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dimensional cells of C, called cells of the second kind. All other cells are not 
intersected by U; we call them cells of the first kind. 

To the set of vertices (O-cells) of a spherical cell F of C, we assign its convex 
hull Fin]Rn (of possibly higher dimension than F if F is not a spherical simplex). 
Then, pos F = pos F. If a is a point in a sufficiently small neighborhood of 0, the 
assignment 

F = Sn-I n pos F t-+ Sn-I n pos(F - a) 

is an isomorphism of C and a spherical complex C'. We can choose C' such that 
for any vertex x E C' we have -x (j. C'. Keeping this in mind, we can choose U 
such that the following conditions are satisfied for any hyperplane H ::J U and 
any FE C, 

(i) H n F is a spherical cell. 
(ii) Either H n F is empty or a vertex or we have dim(H n F) = -1 + dim F. 

(iii) H contains at most one vertex of C. 
Let Hp := lin({p} U U) be the hyperplane passing through the vertex p ofC. On 

a semi-circle K consisting of points represented by unit normals of the hyperplanes 
H ::J U we obtain a linear ordering of the H p' say, HI, H3 , ••• , H210 -I. We 
choose hyperplanes H2, H4 , ••• , H2/0 so as to make the unit normal of H2i on 
K lie properly between that of H2i-1 and that of H2i+l, i = 1, ... , 10; take 
H2/0+1 = HI. (The left side of Figure 8 illustrates the Hi for a spherical cell of 
the first kind, where C has five vertices; the right side refers to a cell of the second 
kind, C having seven vertices). 

Let F j be a j -face of C, j = 1, ... , n - 1, and let Pi := {Hi n F I F E C} 
be a complex of spherical cells on an (n - 2)-sphere. We set 

We claim that 

(3) 

(see Figure 8). 

<l>(Fj, Pi) = {o if IPi I ~ relint Fj = 0, 
I otherwIse. 

if F j is of the first kind, 
if F j is of the second kind 

Proof: If Hi, with i odd, intersects a face F j of the first kind, the hyperplane 
Hi + I intersects relint F j unless Hi n F j is the "last" vertex, that is, a vertex of 
F j with maximal i. Hi itself also intersects relint F j , except for the "first" and the 
"last" vertex of F j. Therefore, in the alternating sum on the left side of (3), the 
number of even i, for which we have <l> (F j , Pi) = 1, exceeds the number of odd 
i with <l>(Fj, Pi) = 1 by one. This proves the first part of (3). 

If F j is of the second kind, there is no "first" or "last" vertex of F j , and each 
Hi intersects, by definition, relint F j. Therefore, the second part of (3) follows. 

Let g j denote the number of all j -faces of the second kind. 
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FIGURE 8. 

We sum up (3) for all j -faces with a fixed j, and obtain 

2Io 

(4) L L(-I)icI>(Pj, Pi) = h(C) - gj. 
j-faces i=1 

Now, summing over j, we find 

n-I 2Io /l-I II-I 

(5) L(-I)j L L(_1)i cI>(pi, Pi) = L(-I)j fj(C) - L(-I)jgj. 
j=1 i-faces i=1 j=1 j=1 

We set Co := {F nUl F E C} and apply the theorem inductively to Co. So, we 
obtain 

n-I II-I 

(6) L(-I)igj = L(-I)j h-2(CO) = 1 + (_1)n-3 = 1 + (_1)n-l. 
j=1 j=1 

Looking further at the left side of (5), the main step is to change the order of 
summation. We claim that 

(7) 

Proof: If i is even, each (j - I)-face of Pi is, by definition of Hi, the intersection 
of a j -cell pi with Hi. The same is true if i is odd and j ::: 1. For odd i, let Pi 
be the vertex for which Hi = lin({Pi} U U). It is not the intersection of Hi and 
relint pI of a I-cell. All other vertices of Pi are such intersections. Therefore, (7) 
is true. 

From (5), (6), (7) by applying the induction hypothesis to Pi, we obtain 

/l-1 

(8) L(-l)j L cI>(pj, Pi) 
j=1 j-faces 
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= I L~::(-l)jh-I('Pi) + 1 ifi is odd 

L~:: (-1)1 h-I ('Pi) if i is even 

{ -1 - (_1)1t-2 + 1 = (_l)n-1 ifi is odd, 
- -1 - (-W-2 = -1 + (_1)1t-1 ifi is even. 

Now, 

i=1 j=1 j-faces 

i even i odd 

From (5), (6), and (9) we conclude that 

It-I 

L(-l)j h(C) - 1 - (_1)1l-1 = - fo(C), 
j=1 

and, hence, we obtain (2). o 

In terms of the f -vector Euler's theorem implies Theorem 3.2. 

3.2 Theorem. The f-vectors of polyhedral (n - I)-spheres, defined by complete 
fans in jRn, lie in a hyperplane ofjRlt, called Euler's hyperplane. 

If the spherical complex is simplicial, there are more relationships for the f­
vectors. Before proving this, we introduce an analog to the quotient polytope PI F 
(F a face of the polytope P; see II, 2) for fans and spherical complexes. 

3.3 Definition. Let r be a cone of a fan 1:, and let U be the orthocomplement of 
the linear hull lin r of r in jRn. The fan, obtained from st(r, 1:) by perpendicular 
projection onto U, is called the quotient fan 1:/r of 1: to r. If C := {a n S,,-I I 
a E 1:} and F := r n sn-I is substituted for 1:, r, respectively, we obtain 
a spherical complex from 1:/r called the quotient complex CI F (on the sphere 
S,,-2-dim F). 

We note that, for dim F = n - 1 or st(F, C) = {F}, the complex CI F is 
empty. It is readily checked that 1:/r is well-defined. If 1: is complete and we set 
r := dim r, then, "E/r is (n - r)-dimensional. Furthermore, we have 

3.4 Lemma. Let C be the (n - 1 )-dimensional spherical complex obtained from 
a complete fan in jRll according to Definition 3.3. For any k-dimensional cell F of 
C, k :s n - 2, the quotient C I F is again complete, and, for the number ii (F) of 
i-dimensional cells ofC that contain F, 

iiCF) = fi-k-I (CI F), i = k, ... , n - 1. 
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3.5 Theorem (Dehn-Sommerville equations). Let C be the spherical complex 
obtainedfrom a complete simplicialfan in lR" by intersecting its cones with S"-I. 
Then, 

k=-I, ... ,n-l. 

Remark. For k = -1, we obtain Euler's theorem as a special case of the Dehn­
Sommerville equations. For k = n - 1, the result is trivial. 

PROOF OF THEOREM 3.5. Let us fix a k-face F. By Lemma 3.4, 

j;(F) = fi-k-I (CI F). 

Therefore, 

II-I II-I n-k-2 
L(-I)ij;(F) = L(-I)ifi-k-I(CIF) "_~ _ L (-1)Hk+l fj(CIF) 
i=k i=k J.-l k I j=_1 

11-k-2 
= (_1)k+1 L (-1)j h(CIF) = (_I)k+\_1)I1-k-2 

j=-I 

= (_1)11-1 

by Euler's equation. Summation over all k-faces of C yields 

n-I 

(10) L L(-I)ij;(F)= L (-It-l=fk(C)·(-W- I • 

k-faces F i=k k-faces F 

Changing the order of summation on the left side of (10), we obtain 

II-I 

(11) L(-I)i L j;(F) = (-1)n- l fk(C). 
i=k k-faces F 

Since C is simplicial, any i-face of C contains (!:~) k-faces. Therefore, 

,,- (i + 1) ~ fi(F) = k 1 fi(C). 
k-faces F + 

So, we obtain the theorem from (11). o 

Example. 

(E~I) 

(E6) 

For n = 3 and k ~ 1, the formulas (ED read explicitly (fi := fi (C»: 

- f-I + fa - fl + h = f-I, 

fa - 2fl + 3h = fa, 

(Ef) -fl +3h = fl. 
As we remarked before, (E~I) is Euler's equation (1). (E6) and (Ef) provide the 
same equation 

3h = 2/J, 
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which does not follow from Euler's equation. 

3.6 Definition. For ii : = ii (C), i = - 1, ... , n - 1, we set 

hk = hk(C):= t,(-ll- i (: = ~)fi-l' 
and call h = (ho, ... , hn) the h-vector of C. 

3.7 Theorem. The Dehn-Sommerville equations are equivalent to the equations 

o ::: k ::: n. 

PROOF. We define two functions of the real variable t: 
n 

F(t) := L fi-lti; 
t 

H(t) := (1 - t)n F(-). 
1 - t i=O 

Then, H(t) = L7=0 ii_Iti (1 - t)n-i is a polynomial in t and can be written as 

n 

H(t) = L h~tk 
k=O 

with coefficients 

I ~ k_i(n - i) hk = L.,,(-1) _ ii-I. 
;=0 n k 

Hence, h~ = hb k = 0, ... , n. 
If we calculate F (t - 1) and F (- t), we see that the Dehn-Sommerville equations 

are equivalent to 

F(t -1) = (-ltF(-t), or 

(10) H(t) = t n H(t-1). 

Comparing coefficients in (10) shows the equivalence of (EZ_ I ) and hk = hn-k> 

k = 0, ... , n. 0 

In section 6 the h-vector will be given a geometric meaning in case C is the 
boundary complex of a simple n-polytope. 

Exercises 

1. Let C], C2 be simplicial 2-spheres isomorphic to boundary complexes B(P)), 
B(P2) of simplicial polytopes PI, P2, respectively. 
Suppose~I'~; E CI and~ln~; = 0,alSO~2' ~~ E C2and~2n~~ = 0 

for 2-cells ~1' ~11' ~2' ~;. By identifying ("gluing together") of ~I and ~2, 



84 III Polyhedral spheres 

also ~; and ~;, and taking away the interior of ~I = ~2'~; = ~; we obtain 
a simplicial complex C whose set is a torus-like surface. 

a. Prove that 

Io(C) - II (C) + I2(C) = o. 
b. If we repeat the gluing together of disjoint triangles of CI , C2 so as to obtain 

closed surfaces with g "holes", what is the analogous formula of (a)? 

2. Find the corresponding equation to (a) in Exercise 1, for a cell complex obtained 
from two simplicial (n - I)-spheres by gluing together two pairs of disjoint 
(n - I)-simplices. 

3. a. Show directly that, for any simplicial spherical complex C, the left side of 
(2) does not change if a stellar subdivision of C is applied. 

b. By stellar operations, prove the Euler- and the Oehn-Sommerville equations 
for all simplicial spheres obtained from the boundary complex of an n­
simplex. 

4. The hyperplanes in ]Rn with equations (ED intersect in an affine space of 
dimension [ ! n]. 

4. Schlegel diagrams, n-diagrams, and polytopality of 
spheres 

If a 3-polytope P is made of glass and, if we stand close enough to one of its facets 
F, we "see" the boundary complex B(P) as centrally projected into F. Figure 9 
illustrates the case of platonic solids (see I, 6). 

Because of the symmetries which platonic solids possess, all such projections 
for one P look alike. If we consider, however, a triangular prism, there are two 
different types of "windows", triangles and rectangles, and we obtain two types of 
projections (Figure 10). 

The higher-dimensional analog is of some use in the investigation of polyhedral 
spheres. In particular, we can "visualize" a 4-polytope by "looking through" one 
of its three-dimensional faces. 

FIGURE 9. Tetrahedron, Cube, Octahedron, Dodecahedron, and Icosahedron. 
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FIGURE 10. 

4.1 Definition. Let P := HI- n ... n Hr- be an n-polytope with facets FI := 
P n HI, ... , Fr := P n H" and let p E int Ht n int H:; n ... n int Hr-. We 
consider the cell complex C obtained from B(P) \ {FI } by central projection into 
FI with projection center p and call C U {FI} a Schlegel diagram of P. 

Figure 11 shows Schlegel diagrams of a 4-simplex and a 4-cube. 
A natural question arises. Given any cell decomposition C of an (n - I)-polytope 

F, is C U {F} always a Schlegel diagram or at least isomorphic to a Schlegel 
diagram? To be more precise, we define the following: 

4.2 Definition. Let C be a cell complex in lRn- 1 such that ICI = F is an (n - 1)­
polytope, Fo E C for each face Fo of F and F' n a F is a face of F for any 
F' E C. Then, C U {F} is said to be an (n - I)-diagram. F is called the base of 
the (n - I)-diagram. 

So our question can be restated: Is any (n - I)-diagram equal or isomorphic 
to a Schlegel diagram and, hence, isomorphic to the boundary complex of an 
n-polytope? 

As can be seen from V, 4, Example 1, an (n - I)-diagram need not be a Schlegel 
diagram though it is isomorphic to a Schlegel diagram. In fact, one of the most 
celebrated results of classical polytope theory is a theorem of E. Steinitz (1922) 

FIGURE 11. 
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saying that any cell decomposition of a 2-sphere, in particular, any 2-diagram, is 
isomorphic to a Schlegel diagram. 

When Bruckner (1893) used 3-diagrams in the classification of 4-polytopes 
with few vertices, he tacitly assumed that all3-diagrams are isomorphic to Schlegel 
diagrams. It was not until 1965 that B. Grunbaum proved this to be false. Eventually, 
it turned out that one of the 3-diagrams found by Bruckner (the "Bruckner sphere", 
see below) was not isomorphic to a Schlegel diagram. 

4.3 Definition. A polyhedral (n - I)-sphere is said to be polytopal if it is 
isomorphic to the boundary complex of an n-polytope. 

So, a general problem can be formulated which is far from being solved: 

Steinitz problem. Find necessary and sufficient conditions for a polyhedral (n -
1)-sphere to be polytopal. 

We present an example of a 3-diagram which is not isomorphic to a Schlegel 
diagram. It is simpler than the original one by Grunbaum. 

4.4 Definition. Let F := [1,3,5, 7] be a 3-simplex with vertices 1,3,5, 7, and 
let points 2, 4,6 E int F be chosen such that the simplices Tl := [1,2,3,4], 
Tz := [3,4,5,6], T3 := [1,2,5,6] satisfy 

Tl n Tz = [3, 4] Tz n T3 = [5, 6] Tl n T3 = [1, 2] 

(see Figure 12), and such that there exists a point 8 E int(conv{1, 2, 3, 
4,5, 6} \ (Tl U Tz U T3» from which the triangles [1,2,3], [2,3,4], [3,4,5], 
[4,5,6], [1, 2, 6], [1,5,6] can be "seen". 

3 

5 

FIGURE 12. 
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The 3-diagram, having the following 3-simplices as 3-cells, is (up to an 
isomorphism) called the Barnette sphere: 

T1, h T3, [1,2,4,7], [1, 3, 4, 7], [3, 4, 6, 7], [3, 5, 6, 7], [1, 2, 5, 7], 

[2,5,6,7], [2, 4, 6, 7], [1,2,3,8], [2, 3, 4, 8], [3,4,5,8], [4, 5, 6, 8], 

[1,2,6,8], [1,5,6,8], [1,3,5,8], [2, 4, 6, 8], and F as the base. 

The defining properties of a polyhedral 3-sphere (Definition 1.9) are readily 
checked. In order to get a 3-diagram one may choose, for example, 2, 4, 6 as ver­
tices of a triangle ~ C int F with sides parallel to [1, 3], [3, 5], [l, 5], respectively, 
and then rotate ~ a small amount about the line that joins the barycenters of ~ 
and [1,3,5]. 

4.5 Definition. In the Barnette sphere, let p := [7, 8]n[2, 4, 6] E relint[2, 4, 6]. 
We apply successively s(p; [2,4,6]), s-l(p; [7,8]), and call the resulting 
3-diagram a Bruckner sphere. 

4.6 Theorem. There does not exist a 3-diagram, with base 1';, i = 1,2 or 3, that 
is isomorphic to the Barnette sphere. Hence the Barnette sphere is not polytopal. 

PROOF. The assignment 1 t-+ 3 t-+ 5 t-+ 1,2 t-+ 4 t-+ 6 t-+ 2, 7 t-+ 7, 
8 t-+ 8 induces an automorphism of the Barnette sphere, as does the assignment 
1 t-+ 5 t-+ 3 t-+ 1,2 t-+ 6 t-+ 4 t-+ 2, 7 t-+ 7,8 t-+ 8. Therefore, it is sufficient 
to prove the theorem for T2 = [3, 4, 5, 6]. 

Suppose T2 were the base of a 3-diagram of the Barnette sphere. Then, 7, 8 E 

int T2 are such that each two of the simplices [3, 4, 6, 7], [3, 5, 6, 7], [3, 4, 5, 8], 
[4,5,6,8] do not have an interior point in common (Figure 13). The set T := 
T2 \ ([3, 4, 6, 7] U [3, 5, 6, 7] U [3, 4, 5, 8] U [4, 5, 6, 8]) is to be filled with the 
remaining cells of the Barnette sphere. 

In any 3-diagram C we have, the following directly from the definitions: 
(1) For any edge [a, b], the polygonal path link([a, b], C) can be projected onto 

a plane perpendicular to the line aff[a, b] in which the projected path has no 
self-intersection. 

In the Barnette sphere S, since link([l, 2], S) = [3,4] U [4,7] U [7,5] U 
[5,6] U [6, 8] U [8, 3] =: 7r, we must choose 1, 2 E T such that (1) is satisfied. 

However, the triangular paths [3, 8] U [8, 6] U [6, 3] and [4, 7] U [7, 5] U [5, 4] 
are linked as links of a chain. It is readily seen from Figure 13 that there does not 
exist a projection of 7r without self-intersection onto any plane in ~3. 

Therefore, T2 is not the base of a 3-diagram of the Barnette sphere. Since each 
3-face of a polytopal 3-sphere must carry a 3-diagram. the theorem follows. 0 

Remark. The proof of Theorem 4.6 is based on the fact that any polytopal (n - 1)­
sphere can be realized in each of its (n - I)-faces as an (n - I)-diagram. This 
condition, however, is not sufficient for polytopality, as Barnette and Schulz have 
shown by other examples (c.f. the Appendix to this section). 
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6 

4 

FIGURE 13. 

As a direct consequence of Theorem 4.6, we have (in the terminology of section 
1) the following theorem: 

4.7 Theorem. Not every (simplicial) completefan is isomorphic to afan spanned 
by the faces of a polytope P. 

Exercises 

1. The Bruckner sphere is not polytopal. 
2. Stellar subdivisions preserve polytopality, inverse stellar subdivisions, in 

general, do not. 
3. The Bruckner sphere and the Barnette sphere can be turned into polytopal 

spheres by appropriate pairs of a stellar subdivision and an inverse stellar 
subdivision. 

4. By using Gale transforms, show that any (n - I)-sphere with n + 2 vertices is 
polytopal. 

5. Embedding problems 

Theorem 4.7 suggests the question: Which polyhedral spheres are isomorphic to 
spherical complexes spanning a complete fan in the sense of Lemma I.8? For 
simplicial spheres, this is evidently equivalent to asking: When is a simplicial 
sphere realizable or "embeddable" as the boundary complex of a "starshaped" 
body? 
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In this section we c1arify some basic questions on embeddability of polyhedral 
spheres. In the simplicial case, we have the following theorem: 

5.1 Theorem. Any simplicial complex C with v vertices is isomorphic to a 
subcomplex of a (v - I)-simplex TV-I. 

PROOF. Any subset of the set of vertices of TV-I is the set of vertices of a face 
of TV-I. Hence, an arbitrary bijection of the set of vertices of C onto vert TV-I can 
be extended to an isomorphism ofC onto a sUbcomplex of B(TV-1). 0 

5.2 Definition. Given a cell complex C, we call an injective map 

cp : ICI ---+ IRk 

a polyhedral embedding, if it is continuous, has a continuous inverse on cp(ICI), 
and satisfies the following condition: 
(a) For any cell F E C, cp(F) is a polytope in IRk. 

If such a cp exists, we call C polyhedrally embeddable, or, briefly, embeddable 
into IRk. 

So, as a consequence of Theorem 5.1, we know that any simplicial complex is 
embeddable into a sufficiently high-dimensional IRk. An analogous theorem for 
general cell complexes fails to be true even for polyhedral spheres: 

5.3 Theorem. There exists a polyhedral3-sphere with eight vertices which is not 
embeddable into any IRk. 

PROOF. We construct a 3-diagram which has the property of the theorem. Let 
[1,2,3,4] be a 3-simplex, and let 5, 6, 7 be chosen in int[1, 2, 3, 4] such that 
[1,2] and [5, 6] are parallel, [1, 3] and [5, 7] are parallel, but [2,3] and [6, 7] are 
not parallel (Figure 14). 

We may assume [2,7] to be an edge of the 3-polytope Po:= conv{1, 2, 3, 5, 6, 7}. 
We choose 8 E int Po \ [2,3,6,7] such that [2, 3, 6, 7, 8] and [4, 5, 6, 7, 8] are 
double-tetrahedra. Let S := C U {[I, 2, 3, 4]} be the 3-diagram with the base 
[1,2, 3, 4], and let the 3-cells of C be given as follows: [1, 2, 3, 8], [1, 2, 4, 5, 6], 
[1,3,4,5,7], [2,3,4,7], [2, 4, 6, 7], [1,2,5,6,8], [1,3,5,7,8], [2, 3, 6, 7, 8], 
[4,5,6,7,8]. 

Suppose S were embedded in IRk, k ~ 4. We leave the notation unchanged. 
Then, the planes aff[l, 2, 5, 6] and aff[1, 3, 5, 7] lie in a 3-space U and intersect 
in the line aff[l, 5]; therefore, 1, 2, 3, 5, 6, 7 lie in U. Since 2, 3, 6, 7 are affinely 
independent, the double-tetrahedron [2, 3,6,7,8] is also contained in U, so that 
8 E U. Similarly, since 5, 6, 7, 8 are affinely independent, [4, 5, 6, 7, 8] c U, 
and, hence, 4 E U. Then, all cells of S would lie in U C IRk. 

For any vertex i, consider the (five or six) 3-polytopes of st(i; S). Each 2-
face which contains i lies on precisely two of these polytopes, hence, not on the 
boundary of st(i; S). This implies i to be an interior point of I st(i; S)I, i 
1, ... , 8. 
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FIGURE 14. 

If we consider, however, P : = conv S, we see that P = conv {I, ... , 8}, so 
that some i is not an interior point of I st (i; S) I, a contradiction. 0 

5.4 Definition. We call a polyhedral (n - I)-sphere S star-shaped if it can be 
polyhedrally embedded into]Rn so that there exists a point p with the property that 
each ray emanating from p meets lSI in one and only one point. p is said to be a 
kernel point. The embedding is, then, also called star-shaped. 

Clearly, each polytopal sphere is also star-shaped. The converse, however, is not 
true: 

Example. The Barnette sphere S is star-shaped. In its definition we have a real­
ization of S \ st(8, S) in ]R3. If 8 is placed in ]R4 \ ]R3 we join 8 to the faces of 
link(8, S) and obtain a pyramid. Its boundary complex is a star-shaped embedding 
ofS. 

Theorem 5.3 shows that not every polyhedral sphere has a star-shaped 
embedding. This still remains true if we restrict ourselves to simplicial spheres: 

5.5 Theorem. There exists a simplirial 3-sphere with 12 vertices which has no 
star-shaped embedding. 

PROOF. We consider two copies S, S' of a Barnette sphere with 3-faces 
[3, 4, 5, 6], [3', 4', 5', 6'], respectively, that are not bases of 3-diagrams (Theo­
rem 4.6). We glue S, S' together by identifying i and i', i = 3, 4,5,6 and leaving 
away relint[3, 4, 5, 6] = relint[3', 4', 5', 6']. Let S be the sphere thus obtained. 
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Suppose S is realized in jR4 as a star-shaped sphere. Then, the hyperplane 
aff[3, 4, 5, 6] splits S into two parts 5], 52. If we alter the position of 0 by a 
small amount, it remains a kernel point. So, we can choose 0 f/. aff[3, 4, 5, 6] as a 
kernel point. The boundary of the cone pos[3, 4, 5, 6] separates jR4 into two sets. 
One of them contains 5], the other 52. By central projection of either 5] or 52 
onto [3, 4, 5, 6], we obtain a 3-diagram of the Barnette sphere, which contradicts 
Theorem 4.6. 0 

Star-shaped spheres provide examples for the following: 

5.6 Definition. A polyhedral sphere 5 is called fan-like if there exists a complete 
fan ~ and an isomorphism 

(1) <I> : 5 ---+ ~ 

which associates, with each face F E 5, the cone pos F (in particular, pos 0 = 

{OD· 

If 5 is simplicial, the existence of <I> is equivalent to 5 being star-shaped. This 
is not true for non-simplicial 5. 

5.7 Theorem. 
(a) The 3-sphere of Theorem 5.3 is fan-like but not embeddable and, hence, not 

star-shaped. 
(b) The 3-sphere of Theorem 5.5 is embeddable but not fan-like. 

PROOF. (a) Let U be defined as in the proof of Theorem 5.3, and let 0 E 

relint[l, 2, 3, 8]. We set U C jR4 and choose a vector a E jR4 \U. Then, the 
assignment 

. { i-a for i = 1,2,3,4 
l f-+ i + a for i = 5,6, 7, 8 

readily induces an isomorphism <I> of the given 3-sphere onto a fan-like 3-sphere 
in jR4: its 3-faces, which are not simplices, are "bent" but have convex cones as 
positive hulls. 

(b) By Theorem 5.5, the given 3-sphere is not fan-like. By Theorem 5.1 it is 
embeddable into jR II. (An embedding into jR4 can also readily be found). 0 

As a summary, we list the hierarchy of (n - i)-spheres we have obtained. 

Polyhedral 

/' '\. 
Embeddable 

'\. 
Fan-like 

/' 
Star-shaped 

t 
Polytopal 
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In chapter V, we shall further refine this list. 

Exercises 

1. The Bruckner sphere is star-shaped. 
2. Modify the 3-sphere of Theorem 5.3 by choosing [6, 7] parallel to [2, 3], 

so that the base [1,2,3,4] is decomposed into a simplex, a double simplex 
([ 4, 5, 6, 7, 8]), and four pyramids. The resulting 3-sphere is polytopal. 

3. Generalize Theorem 5.3 to k-spheres for arbitrary k :::: 3. 
4. We call a polyhedral 2-sphere simple if each of its vertices lies on precisely 

three 2-faces. If a simple 2-sphere is embedded in ]R3, it is automatically the 
boundary complex of a polytope. 

6. Shellings 

Now, we will introduce a further tool for the investigation of polyhedral (n -
1 )-spheres, in particular, of the boundary complexes of n-polytopes. 

6.1 Definition. Let F1, ... , Fr be the (n -I)-cells of a polyhedral (n - I)-sphere 
S. If the numbering can be chosen so that 

(1) 

is a union of (n - 2)-cells of S, for any i = 1, ... , r - 1, we call the numbering 
F1, ... , Fr a shelling of S. If a shelling exists, we say S is shellable. 

Remarks. 
(a) It is known that nonshellable polyhedral spheres exist. 
(b) There exist several definitions of "shelling" in the literature, but not all are 

equivalent. One of them is (2) below. 

6.2 Lemma. Let F1, ... , Fr be a numbering of the facets «n - I)-cells) of a 
polyhedral (n - I)-sphere S such that the following is true: 

FI U··· U Fi and 

Fi+1 U ... U Fr are topological (n - I)-balls, i = 1, ... , r - 1. 
(2) 

Then, S is shellable. 

PROOF. (2) implies that (FI U ... U Fi ) n (Fi+1 U ... U Fr) = o(FI U ... U 
Fi ) = O(F;+I U ... U Fr) is a polyhedral (n - 2)-sphere, hence composed 
of (n - 2)-cells. Since Fi n (Fi+1 U ... U Fr) is the (topological) closure of 
O(Fi+1 U· .. U Fr) \ o(FI U· .. U Fi- I ), it is also composed of (n - 2)-cells. 0 
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Remark. The converse is not true. Consider a triangular prism in ~3, choose F3, 

F4, Fs as the rectangular sides and FJ, F2 as the triangular faces. 

There is a surprisingly simple proof for the shellability of polytopal spheres: 

6.3 Theorem (Bruggesser-Mani shelling). If P is a polytope, B(P) is shellable. 

PROOF. Let ~n = aff P. We choose p E ~n \ P so close to a facet F of P that 
the central projection from p provides a Schlegel diagram of B(P) with base F. 
Let H be a hyperplane that strictly separates p and P. By a permissible projective 
transformationcp (see I, 6), we map H onto the hyperplane at infinity. We set 

pi := cp(p), F':= cp(F), and pi := cp(P). 

Clearly, shellability is an invariant under permissible projective transformations 
(as under any isomorphism of a given polyhedral sphere). 

Let T := conv({p'} U F'). Then, pi C T. We choose a point q' E relint F' 
such that x; := [pi, q'] n IB(P I ) \ {F'}I E relint F{ for some facet F{ of pi 
(Figure 15). 

If Fi is any facet of P not equal to F, then, aff Fi does not intersect the line 
segment [p, q] for q = cp-I (q') (by the choice of p). Since relint[p', q'] is the 
image under cp of the complement of [p, q] on the line pq, we find [pi, q'] n 
aff F! i- 0. The point of intersection lies in [pi, x;]. We set 

x; := [pi, x;] n aff F!, i = 2, ... , r - 1, 

where r is the number of facets of P'. By an appropriate choice of q', all points 
x; are different, i = 1, ... , r - 1. Up to renumbering, we can assume xj to lie 
between xj_1 and xJ+1' j = 2, ... , r - 2. Then, we claim that 

F{, ... , F:_1, F: := F' is a shelling of B(p'). 

The idea of the proof is as follows. We start a "space flight" from x; in direction 
p'. At any stage of the flight, we "see" an (n - 1 )-polytope obtained from pi by 

F' q' 

FIGURE 15. 
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central projection. Whenever we pass an x;, we "see" one new facet. F{ U ... U F:, 
then, is the "visible" part of a P', and F: + I U ... U F; is the "invisible" region of 
ap'. Both sets are topological (n - I)-balls, and we can apply Lemma 6.2. 

The idea is made precise by the natural order of the x; on [p', q'], and 

FI := rp-I(F{), ... , Fr := rp-\F;) 

provides the shelling we look for. o 

The "space flight" in the proof of Theorem 6.3 can also be carried out without 
applying, first, the permissible projective transformation rp. The "space ship" must, 
then, pass, in the projective extension of ]Rn, through "infinity" and return to the 
"planet polytope" from the opposite side. 

We dualize a "space flight" in the following way. Let Xi := rp-I(x;) be the 
inverse images of x;, ... , x;_1 in the proof of Theorem 6.3. They lie on a line g 
which cuts the interior of P. Let 'II, '12 be the two rays of which g \ P is composed, 
and suppose XI, ... , Xs E 'II, Xs+I, ... , Xr-I E '12. Suppose 0 E g n int P. We 
consider the polytopes 

Pi := conv({xd UP), i = 1, ... , r - 1. 

If Hi is the polar hyperplane of Xi, then, the polar polytope P* is split by Hi 
into two polytopes, one of which is Pt. In an appropriate orientation, we obtain 

for i = 1, ... , S, 

for i = S + 1, ... , r - 1, 

The sequence 

Pt, P;, ... , Ps*' P* n Hs+I '.··' p* n Hr ___ I 

Xi 

FIGURE 16. 
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can now be looked at as the part of P* still under water if the "rock" P* is succes­
sively "lifted" out of a lake with "surface" parallel to all the Hi (and perpendicular 
to g since 0 E g n int P). In Figure 16, left side, three facets of P (hatched) can be 
"seen" from Xi. Their polar faces, which are vertices of P*, are "above the water 
surface" (right side of Figure 16). 

It is somewhat involved, however, to give a definition of a dual shelling purely in 
terms of cell complexes. This is why we have defined "shell able" more generally 
than it can be done by using (2). We can characterize shellability in a dualizable 
form: 

6.4 Lemma. Let FI, ... , Fr be the (n - I)-cells of a polyhedral (n - I)-sphere 
S. Then, S is shellable ifand only if the numbering of FI , ... , Fr can be chosen 
so that the following two conditions are satisfied for each Fi , i = 1, ... , r - 1: 
(a' ) Fi n Fj is an (n - 2)-cellfor at least one j > i. 
(b' ) If Fi , Fj contain a cell F' E Sand j > i, then there is some j' > i such 

that Fi n Fj' is an (n - 2)-cell of S which contains F'. 

PROOF. This is readily verified from Definition 6.1. o 

An abstract dualization (which formally interchanges O-cells and (n - I)-cells 
and reverses inclusion) leads to the following notion. 

6.5 Definition. Let ql, ... , qs be the vertices of a polyhedral (n - I)-sphere S. 
If the numbering can be chosen so that for each i E {I, ... , s - I}, 
(a) [qi, qj] is a I-cell of S for at least one j > i, and 
(b) if qi, qj E F for a cell F E S and j > i, then there exists j' > i such that 

[qi, qr] is a face of F, 
then, the numbering ql, ... , qs is called a dual shelling of S. 

6.6 Lemma. Let P be an n-polytope in IRn and FI , ... , Fr the shelling of B(P), 
constructed in the proof of Theorem 6.3. Then, 

Ft, ... , Fr* 

is a dual shelling of B(P*). Here, the line g = lR·m is so chosen that no two 
vertices of P* have the same foot on g. 

6.7 Definition. For an n-polytope P in IRn , we fix m E IRn , according to 
Lemma 6.6. For a face F of P*, we say that F culminates in its vertex v if 
(m, v) = maxxEF(m, x}. We call v a k-vertex of P* if the face of maximal dimen­
sion which culminates in v has dimension k. We denote the number of k-vertices 
of P* by hk(P*). 
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6.8 Theorem. Let P be a simplicial polytope, P* a polar polytope (which is 
simple). Then, (izo(p*), ... ,hll(P*» is the h-vector of P, and 
(3) 

k (.) 11 (.) hdP*) = hk(P) = L(_l)k-i n = I fi-I(P) = L(-I)i-k I fi(P*) 
i=O n k i=k k 

PROOF. If F culminates in a k-vertex v of P* and has dimension k, the number 
of i-faces culminating in v is (;) (since P* is simple). Hence, 

(4) * ~ (k)- * fi(P ) = 6 i hk(P), i = 0, ... , n. 

Resolving (4) for the hk(P*) and applying II, Theorem 2.5, and III, Theorem 3.5 
yields (3). 0 

Exercises 

1. Find a shelling of the 4-cube (using a Schlegel diagram). 
2. How many shellings of the boundary complex of a regular octahedron P exist 

up to a symmetry of P? 
3. Find a shelling a) of the Barnette sphere, b) of the Bruckner sphere. 
4. Given the shelling of a polyhedral2-sphere S, find a shelling of s(p; F)S for 

any stellar subdivision s(p; F) of S. 

7. Upper bound theorem 

A fundamental question of polytope theory is that of an upper bound for the number 
of i-faces fi (P), i = 1, ... , n - 1, provided the number fo (P) of vertices is 
prescribed. In particular, it is of importance in linear optimization. A conjecture 
by T. S. Motzkin [1957] was first proved by P. McMullen [1970]. There is a 
precise answer to the question, that is, the upper bounds are attained for cyclic 
polytopes. We remark that the result has been extended by R. Stanley [1975] to 
arbitrary simplicial spheres. Stanley uses tools of commutative algebra. The proof 
for polytopes we present here is due to N. Alon and G. Kalai [1985]. 

First we prove a combinatorial lemma. card A denotes the number of elements 
of a finite set A. 

7.1 Lemma. Fora set of natural numbers Q := {I, ... , q}, let there exist h pairs 

of subsets Ai, Bi of Q and m, s E z~o such that 

i = 1, ... , h, 
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and 

(1) 

Then 

(2) 

Ai C Bi for i = 1, ... , h, 

Ai rt. Bj for 1 ::: i < j ::: h. 

PROOF. We may assume card Ai = s ::: 1, i = 1, ... , h, since adding elements 
to Ai does not increase h. The proof uses a trick. It assigns a vector of an exterior 
product space to each set Ai and to each set Bi \ Ai, so that (2) follows from 
knowing the dimension of that space. 

If V = Rq-m+s, let I\s V be the vector space generated by all exterior products 
Xt /\ ..• /\ Xs of vectors of V. As is known from linear algebra, 

(3) dim(l\s V) = (q -; + s). 
We choose vectors at, ... ,aq E Rq-m+s in general position, that is, any set of at 
most q - m + s of them is linearly independent. For i E {I, ... , h}, we set 

s q-card Bi 

Yi := 1\ aj E 1\ V Yi:= 1\ ak E 1\ 
jEAi kEQ\Bi 

from (1) and properties of the exterior product, we find 

Yi /\ Yi #- 0 

Yi /\ Yj = 0 

for i E {I, ... , h}, 

for 1 ::: i < j ::: h. 

We claim that Yt, .•. , Yh are linearly independent in I\s V. Suppose C¥tYt + ... + 
C¥hYh = 0, and, up to reordering, C¥j #- 0 for j = I, ... , k, C¥k+t = ... = C¥h = 
O. Then 0 = 0 /\ Yk = (C¥tYt + ... + Dtkyd /\ Yk = DtkYk /\ Yb which implies 
C¥k = 0, a contradiction. 

So, we have found h linearly independent vectors in /\s V, and, hence, by (3), 

. I\s (q -m + s) h ::: dlm( V) = s . 

o 

7.2 Definition. LetC be an (m - I)-dimensional simplicial complex. An (s - 1)­
face F E C,s ::: m, is called free if it is contained in a unique face of maximal 
dimension m - 1. The transition 

C { C \ st(F, C) for s > 0 
--+ C \ {v}, v a O-cell, for s = 0, m = 1 

for a free face F is called an elementary (s, m)-collapse . A collapse process on 
C is a sequence 

(4) 
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of simplicial complexes such that Ci is obtained from Ci -I by an elementary 
collapse, i = 1, ... , t. 

Remark. The case s = 0, m > 1 does not occur for the following reason; The 
only case in which 0 is contained in a unique face of maximal dimension is that 
in which C has only one vertex. 

Example. If C consists of a 3-simplex and its faces, it can be turned into 0 by 
one (2, 4)-collapse, two (2, 3)-collapses, three (1, 2)-collapses, and one (0, 1)­
collapse. One may also start with a (3, 4)-collapse or the (4, 4)-collapse. 

7.3 Lemma. Let s, m E Z~o, s ::: m, and let the simplicial complex C have q 
vertices. The number h of all elementary (s', m')-collapses with s' ::: s, m' ~ m 
in any collapse process on C, is at most (q-;+S). 
PROOF. We consider a collapse process (4). When proceeding from Ci- I to Ci , 

let Fi be a free face and Mi :J Fi a face of maximal dimension m - 1, so that all 
faces which contain Fi are eliminated, i = 1, ... , t. 

Among the pairs (Mi' Fi ), we select those pairs M; = COnV{ai 1 , ••• , 

aim'}' F: = COnv{aip ... , ai,,} for which Bi ;= {iI, ... , im,}, Ai ;= {iI, ... , is'} 
satisfy 

s' ::: s and m' ~ m. 

Let h be the number of such pairs. By definition of an elementary collapse, the 
assumptions of Lemma 7.1 hold, so that the lemma follows. 0 

7.4 Theorem (Upper bound theorem). 
Let C be a shellable simplicial (n - I)-sphere or a polytopal sphere with v 

vertices. Then, 

f;(C) S fi(C(V, n», i=l, ... ,n-l, 

where C(v, n) is a cyclic n-polytope with v vertices. 

PROOF. In the case of a polytopal sphere, we may assume C to be simplicial, since 
splitting a face without introducing new vertices increases the numbers f; (C), for 
i ~ 1 (Theorem 2.6), and does not disturb C to be polytopal and, hence, shellable 
(Theorem 6.3). As in Definition 3.6, we introduce the h-vector (ho, hi, ... , hn ) 

defined by 

i-I (. 1) 
hi ;= L (_I)i- j -1 n - ~ ~ h(C), 

j=_1 n I 

i = 0, ... , n. 

We set 

hi ;= ho + ... + hi for i = 0, ... , n, h_ I ;= 0. 

Then, 

hi = hi - hi-I, i = 0, ... , n. 
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As we have seen in II, Theorem 3.12,.Ii (C(v, n» = t~l) for i = 1, .. , , [~ ] - 1. 
As a consequence, we claim that 

n-/- /-[%H[( , 1) ( , )] j·(C) = - h· 
j t; n-j-2 n-j-2 / 

(5) [( [!!] ) ([!! ] + 1 )] -+ ~ 1 + 2, 1 h[~], ifnisodd,and 
n-J- n-J- 2 

[~]-1 [(n - i-I) ( i )] _ 
f-(C) = " - h· 

j fo n-j-2 n-j-2 / 

(6) + ( ~ ) (Ii L 1 + Ii ~ ), if n is even, 
n-J-l 2 2 

PROOF OF (5), We set h := h(C), 

Li+l ( n - i) L";I ( n - i ) h= ~= ~ 
i=O n - j - 1 i=O n - j - 1 

~ ( n-i ) + ~ , hn- i by Theorem 3,7 
i="!1 n - J - 1 

";1 ( n _ i) ";1 ( i ) 
= h· + h· ~ n-J'-1 / . ~ n-J'-l / 

/=0 /=n-j-i 

by change of index (i ~ n - i) 

";1 [( n _ i ) ( i )] _ 
= ~ n - j - 1 + n _ j _ 1 hi 

";1 [( n _ i ) ( i )] _ -8 n - j - 1 + n - j - 1 h i - i 

";1 [( n - i ) ( i )] _ 
= ~ n - j - 1 + n - j - 1 hi 
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[( 
11+1 ) ( n-I )] 2 2-+ + h"-J, 

n-j-l n-j-l "2 

which equals the right side of (5). 

PROOF OF (6). 

I:j+1 ( n - i) I:l ( n - i ) Ii = h; = h; 
;=0 n - j - 1 ;=0 n - j - 1 

j+1 ( .) + I: n ~ 1 hn-; by Theorem 3.7 
;= l +1 n - } - 1 

= t (. ~ 7~} + '=~-1 (n - ~ _l)h, 
by change of index (i ~ n - i) 

l ( n - i)- l ( n - i )_ 
= h· - h'-I t; n-j-l I 8 n-j-l I 

I:l-I( i )- I:~-I( i )-+ h· - h'-I 
;=0 n - j - 1 I ;=1 n - j - 1 J 

~ ( n - i ) - f (n - i-l)-
= ~ n - j - 1 h; - ;=0 n _ j _ 1 h; 

~ -I ( . ) 1-2 ( . + 1 ) 
+ t; n - ~ - 1 h; - t; n ~ j - 1 hi, 

which equals the right side of (6). 
From 0 ::: i ::: ~ - 1 we deduce n - i-I 2: ~ > i, and, hence, 

(; = ~ = ~) - (n _ ~ _ 2) 2: O. 
Therefore, all coefficients in (5) and (6) are nonnegative. Since 

f;(C(v, n)) = C : 1). for i = 1, ... , [~] - 1, 

an easy calculation gives 

h;(C(v, i)) = (V - n ~ i - 1) 
for C(v, i) i = 1, ... , [~J. 

- (v - n + i) and h;(C(v, i)) = i 
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So, because of (5) and (6), it suffices to show that 

(7) - (v - n + i) [n ] hi ::: i ' for i = 1, ... , 2 . 

For the proof of (7), we use the shellability of the simplicial sphere C. If F is a face 
of C, we set P := B(F) U {F} (set of all faces of F including F). Let FI , ••• , Fr 
be the shelling. We obtain 

k = 1, ... , r - 1, 

where G', j = 1, ... , Sk, aredistinct(n -2)-facesofC. WesetCi := U~=i+1 Pb 
i = 0, ... , r. In particular Cr = 0. For i = 1, ... , r - 1, let 

( 

Si ) 

Si := Pi \ n G~ , 
J=I 

Sr := 0. 

Si is readily seen to be a free face of Ci -I. We obtain Ci from Ci -I by deleting Si 
and all faces which contain Si, that is, by an elementary (card Si, n)-collapse. 

We denote by gi the number of elementary (i, n)-collapses in the shelling 
FI , ••• , Fr , that is, the number of elements of {k I Sk = I}. Since the number of 
j-faces deleted in an elementary (i, n)-collapse is C:~~J and since Cr = 0, 

h = ~ C : ~ ~ i)gi, for j = -1, ... , n - 1. 

Therefore, by definition of hi and Theorem 6.8, gi = hi for i = 0, ... , n. The 
number of all elementary (i', n )-collapses with i' ::: i in the collapse process 

C = Co :J CI :J ... :J Cr 

is hi = L~=o gj. Hence, by Lemma 7.3, we obtain (7). 

Exercises 

o 

1. Describe explicitly the collapse process of C = B(P) where P is the Barnette 
sphere with a shelling as found in 6, Exercise 2. 

2. Let J;(B(P)) = Ci(V, n), i = 1, ... , n - 1, and let P be an n-polytope. For 
which v is P automatically a cyclic polytope? 

3. Let P be a 3-polytope with v vertices. If P is decomposed into simplices whose 
vertices lie in vert P, we obtain a three-dimensional simplicial complex C. Find 
upper bounds for II (C), h(C), h(C) (as functions of v) which are sharp for 
v ::: 6. 

4. Given a simplicial n-polytope P with v ::: n + 3 vertices, find sharp lower 
bounds for fiCP), i = 1, ... , n - 1. 



IV 

Minkowski sum and mixed volume 

1. Minkowski sum 

A fundamental operation for convex sets is the following (which can be defined 
for arbitrary sets in JR."). 

1.1 Definition. For any two sets K, L in JR." , we call 

K + L := {x + y I x E K, y E L} 

the Minkowski sum or, briefly, the sum of K and L. 
The sum of two triangles K, L in a plane is either a triangle, a quadrangle, a 

pentagon, or a hexagon (Figure 1). 

Minkowski addition may increase the dimension, as is seen from the examples 
in Figure 2. 

1.2 Lemma. 
(a) If r denotes a translation, then, for any sets K, L in JR./l , 

r(K) + L = r(K + L) = K + r(L). 

(b) If K, L are both convex, closed convex or convex bodies, then, K + L is 
convex, closed convex, or a convex body, respectively. 

o o o 

FIGURE la,b,c,d. 

103 



104 IV Minkowski sum and mixed volume 

@ 
o K 

FIGURE 2a,b,c,d. 

PROOF. 

(a) r is given by a translation vector t. So, the assertion follows from (t + K) + 
L = t + (K + L) = K + (t + L). 

(b) Let x, x' E K, and y, y' E L. Then, for 0 S A S I, 

A(X + y) + (1 - A)(X' + y') = Ax + (1 - A)X' + AY + (I - A)Y' E K + L, 

if K and L are convex. The properties "closed" and "bounded" carry over 
from K and L to K + L since addition is a continuous operation and maps 
pairs of bounded sets onto a bounded set. 

o 

Remark. Most considerations about Minkowski sums are invariant under trans­
lations, which is so because of Lemma 1.2(a). If we draw figures, we shall, in 
general, not mark the origin. It is often helpful to visualize Minkowski addition 
for convex sets as follows: Hold L in one of its points, p say, and move L around 
by translations such that p attains all points of K. Then, the translates of L cover 
K + L, that is, K + L = UPEK(p + L). If pEL, it can easily be shown that 
K + L = K U UpEaK(P + L), provided K n L i= 0. 

1.3 Definition. If A is a real number and K C lRn is a set, then, we call AK := 
{Ax I x E K} a multiple of K. If AI, ... , Ar E lR and K I, ... , Kr are sets in lRn, 
we call AIKI + ... + ArKr a linear combination of K I, ... , Kr. 

Remark. A may be negative. However, (-I)K =: -K is not the negative of 
K with respect to Minkowski addition: In Figure ld, L = - K, but K + L = 
K + (-K) is a hexagon. For A E &::>0 the notion AK has two meanings, but, 
fortunately, for convex K both have the same value: K + ... + K = AK. 

'-.--' 
A times 

From the definition of linear combinations and Lemma 1.2(b), we have the 
following lemma: 

1.4 Lemma. If K I, ... , Kr are convex and AI, ... , Ar are any real numbers, 
then, AIKI + ... + ArKr is convex. 
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A very useful property of the Minkowski sum is that it respects the additivity of 
the support functions: 

1.5 Theorem. 
(a) Ifh K, hL are the support functions of the convex bodies K, L, respectively, 

then, hK + hL is the support function of K + L, 

hK+L = hK + hL. 

(b) IfF is a face of K + L, then, there existfaces FK, FL of K, L, respectively, 
such that 

In particular, each vertex of K + L is the sum of vertices of K, L, respectively. 
(c) If K, L are polytopes, so is K + L. 
(d) If K, L are lattice polytopes, so is K + L. 

PROOF. 

(a)hK+L(u) = SUPxeK,yeL(X+Y,U) = SUPxeK(X,U)+SUPyeL(Y'U) = 
hdu) + hdu) for any U E ]R1l \ to}. 

(b) For any convex body C and a vector U pointing away from C, according to 
1,5.3, let Hc(u) be a supporting hyperplane of C. Then, F = (K + L) n 
HK+L(U), We set h := K n HK(U), FL := L n HL(U), Then, HK(U), 
Hdu) and HK+L(u) are parallel hyperplanes, HK+du) = HK(u) + Hdu). 
Up to a translation of L, we may assume HK(U) = HL(u). Then, we obtain 

F = (K + L) n HK+L(U) = (K + L) n (HK(U) + HL(u)) 

= (K n HK(u)) + (L n Hdu)) = h + FL. 

(c) is a consequence of (b), since the sum of two vertices is a vertex and each 
vertex of K + L is obtained in this way. 

(d) is also a consequence of (b). 
o 

1.6 Definition. Let K, L be convex bodies in]R1l such that (aff K) n (aff L) is a 
point. Then, we call K + L the direct sum K EEl L of K and L. 

Figures 2a, b, and d illustrate direct sums; the examples in Figures 1 and 2c 
are not direct sums. The polar body (K + L)* of a sum of convex bodies has, in 
general, no plausible interpretation in terms of K*, L *. Only in the case of direct 
sums do we present such an interpretation. 

1.7 Definition. Let K, L be convex bodies such that K n L = to} c relint K n 
relint L. Then, we set K 0 L := conv(K U L) and we say K 0 L splits into K and 
L. 
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Examples are any convex quadrangle in the plane, which splits into two line 
segments, and any bipyramid in 3-space, in particular, an octahedron which splits 
into a square and a line segment. 

1.8 Theorem. Let K, L be polytopes in orthogonal subspaces oflRn such that 
o E relint K n relint L, dim K + dim L = n, and denote by K(*l, L(*l the polar 
polytopes of K, L relative to lin K, lin L, respectively. Then, 

(1) 

PROOF. Since 0 E relintK(*l nrelintL(*l,therightsideof(l)isdefined. We 
shall prove K EB L = (K(*) 0 L(*»)*, which is equivalent to (1). 

Let v be a vertex of Q := K(*) 0 L (*l. We denote the unit sphere with center 0 
by S. Let Hv be the polar hyperplane of v with respect to S, and let 0 E H;;. Then, 
by II, Theorem 2, I (d), Q* := nVEVert Q Hv-. Since each vertex of Q is either a 
vertex of K(*) or a vertex of L (*), we see that Hv is perpendicular either to lin K 
or to lin L. 

LetFbeafacetofQ,F = conv{vl, ... , Vr , Vr+I, ... , vs}wherevl, ... , Vr E 
vert K(*) and Vr+l, ... ,Vs Evert L (*) (s ::: n since dim K(*) = dim K and 
dim L (*) = dim L). Then, conv{ VI, ... , vr } is a facet of K(*) (relative to lin K(*l), 
so that aK := HVJ n ... n Hv, n lin K is a point, and, hence, HVJ n ... n Hv, is 
a translate g of lin L. Similarly, aL := Hv,+J n ... n Hv, n lin L is a point and 
Hv,+J n ... n Hvs a translate h of lin K. The intersection g n h is the polar face 
a := F* of F (the pole of the hyperplane aff F). Hence, a = aK + aL is true for 
any vertex a of Q* and vertices aK Evert K(*)(*) = vert K, aL Evert L(*)(*l = 
vert L. 

Since K EB L is determined by the sums of vert K and vert L, K EB L = Q* = 
(K(*l 0 L (*l)* follows. 0 

Remark. Theorem 1.8 provides a new proof of II, Theorem 3.7. If P is a k­
fold bipyramid over R, then P* is obtained from R(*) by adding k line segments 

L 

FIGURE 3. 
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h,·.·, h, thus 

Example. In ][~? consider a bipyramid (II, Definition 3.5 with K = Q, L = I). 
Figure 3 illustrates K, L in translated positions. 

Exercises 

1.. be a. If K or L IS not convex, K + L mayor may not convex. 
b. If K is not convex and not closed, K + L may be open, closed, or none of 

both. 
c. If K and K + L are convex bodies and L is convex, then L is a convex body. 

2. If K, L are convex bodies and if K has differentiable boundary, that is, K 
has a unique supporting hyperplane in each point of a K, then, a (K + L) is 
differentiable. 

3. a. Find two 3-simplices in JR.3 whose Minkowski sum has 16 vertices. 
b. Prove lo(P + Q) :::: lo(P) . lo(Q) for any pair of polytopes in JR.n (fo(-) = 

number of vertices). 

4. In JR.4 let Q be a convex r-gon and R a convex s-gon such that Q 0 R exists. 
Determine the I -vector of Q 0 R. 

2. Hausdorff metric 

Now, we will introduce a distance function which turns the set J( of all convex 
bodies in JR./l into a metric space. Here, we use the Minkowski addition of balls. 

2.1 Definition. Let B be the unit ball with center 0, and K a convex body in JR.n• 
Then, we call, for A :::: 0, 

K+AB 

the A-parallel body of K. 

2.2 Definition. Given two convex bodies K, L in JR./l, let d (K, L) denote the 
smallest A for which L lies in the A-parallel body of K and K in the A-parallel 
body of L, so that 

d(K, L) := inf{A I K + AB ::J Land L + AB ::J K}. 

We call d(K, L) the Hausdorff distance of K and L. 
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FIGURE 4. 

2.3 Theorem. Let /C denote the set of all convex bodies in ~/. The Hausdorff 
distance is a metric on /C, that is,for all K, L, M E /C, 
(1) d(K, L) ::: O. 
(2) d(K, L) = OifandonlyifK = L. 
(3) d(K, L) = deL, K). 
(4) d(K, L) :::: d(K, M) + d(M, L) (triangle inequality). 

Example 1. In ~2, let K := conv{2eJ,-2el,2e2}, L := conv{el, -el, el + 
2e2, -el + 2e2}. As is seen from Figure 4, d(K, L) = 1. 

PROOF OF THEOREM 2.3. 
(1) and (3) are true by definition of d. 
(2) If d(K, L) = 0, K + O· B ::J L, and L + O· B ::J K; hence, K = L. Clearly, 

d(K, K) = O. 
(4) Wesetr := d(K, M),s := d(M, L),andt := d(K, L). Then,K +rB ::J M, 

M + r B ::J K and M + s B ::J L, L + s B ::J M imply 

hence, r + s ::: t. 

K + (r + s) B ::J M + s B ::J L, 
L + (r + s) B ::J M + r B ::J K, 

o 

Remark. If we define doCK, L) := infxEK,YEL Ilx - yll, then, do is not a metric 
since (2) is, in general, violated. 
Also dl(K, L) := SUPXEK.VEL IIx - yll does not define a metric as is seen, for 
example, by choosing K =' L as a line segment. 

2.4 Lemma. For any two convex bodies K, L and a ball B, 

d(K, L) = d(K + B, L + B). 
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PROOF. We will proceed in several steps. 
(a) Let x be a point such that x + B C K + B. We assert x E K. Suppose, 

otherwise, x ¢ K. Let x' E K be the point nearest to x (x' = P K (x) 
according to I, Definition 3.2). Let 

H = {y I (y, u) = (x', u)} 

be the supporting hyperplane through x' with K C H- (according to I, 35). 
Then, the point in which (., u) takes the maximal value on x + B does not 
belong to x + B, a contradiction to x + B being a closed set. 

(b) Let K + BeL + B. We show K C L. In fact, p + BeL + B for every 
p E K is, by (a), equivalent to pEL for every p E K. 

(c) Proof of the lemma. For every A > 0, we have the following equivalent 
statements: 

(c.l) d(K, L) :::: A. 

(c.2) K + AB => Land L + AB => K. 

(c.3) K + AB + B => L + B and L + AB + B => K + B. 

(c.4) d(K + B, L + B) :::: A. 

o 

2.5 Theorem. Let K be any convex body. There exists a sequence of polytopes 
Pj C K which converges to K with respect to the Hausdorffmetric, thus, 

PI, P2 ,... --+ K. 

PROOF. Given any e > 0, assign to each x E aK the open ball Bx with center 
x and radius e. Then, {B x} is an open covering of a K . Since a K is compact, there 
exists a finite subcovering {Bx" ... , Bxq} of aK. Let P := conv{xl, ... , xq }. 

Then, P + eB => BXI U ... U BXq => aK; hence, P + eB being convex, 

P + eB => K. 

Trivially, P eKe K + eB, hence, d(P, K) :::: c. Therefore, a sequence 

PI, P2,... --+ K 

can be found. 

2.6 Theorem. Let K, K], K2, ... be convex bodies, and let ° E int K. If 

then, KnK1,KnK2, ••• --+ K. 

o 

PROOF. Let Bo be a ball with center ° and radius ro > 0, such that 2Bo C K. 
Then, d(Bo, K) ~ roo Since, for K], K2, ... --+ K, Ki + eiB => K => 2Bo for 
appropriate eJ, e2, ... --+ 0, there exists an io such that 

Ki => Bo for i ~ io. 
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K 

FIGURE 5. 

The same is true for the Ki n K. 
Let Q be any ray emanating from 0, and denote the points in which Q intersects 
a K, a Ki by p{} ,p;, respectively, (Figure 5). Then, 

Ki = U[O, pi]' 
aU{} 

and 

K n Ki = U[O, p{}] n [0, p;]. 
aU{} 

But [0, p{}] n [0, pi] equals [0, p{}] or [0, pi]. We set 

8i := sup lip; - p{}ll. 
{} 

Then, 

At the same time, 

SinceKI,Kz, ... ~ K,weobtain81,8z, ... ~ O,and,hence,KnKI,Kn 
K2 , ... ~ K. 0 

Remark. If K has no interior points, the theorem is false: Take, for example a 
sequence of disjoint line segments [Xi, Yi] in IR I whose endpoints Xi, Yi converge to 
0. Then, [XI, yd, [xz, yz]' ... ~ {O} =: K, but K n [Xi, y;] = 0, i = 1,2, ... 
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2.7 Theorem. Let K be a convex body, and 0 E int K. Then, 

if and only if 
for the polar bodies with respect to the 

unit sphere. 

PROOF. LetK1, K2, ... ----+ K.ByTheorem2.6,KnK1, KnK2, ... ----+ K, 
so we simply let Ki C K, i = 1,2, ... 

As in the proof of Theorem 2.6, we introduce Q, pe, pf and find 

(1) sup Ilpi - pell, sup IIp~ - pell, .. · ----+ O. 
all e all e 

Let He, Hie be the polar hyperplanes of pe, pf, respectively, i 
let 0 E He-, 0 E Hie-. Then, by definition of K*, Kt, 

K* = n He- Kt = n Hie-. 
all e all e 

1,2, ... , and 

Suppose K~, K;, ... + K*. Then, considering K* C Kt, i = 1,2, ... , we can 
choose a sequence of points qi E (aKt) \ K* such that IIql - PK·(ql)ll, IIq2 -
PK·(q2)1I, ... fr O. 

Let H(i) be the supporting hyperplane of K* in PK*(qi), and let Hi be the 
supporting hyperplane of Kt which has the same outer normal as H(i) has (Figure 
6). Then, for the distance (Xi between H(i) and Hi, (Xi ::: IIqi - PK.(qi)lI, and, 
hence, 

(2) 

We consider the poles pei, pfi of H(i), Hi, respectively; they are the intersections 
of the same ray Qi with aK, aKi, respectively. Since (Xi S d(Ki' K), it now 
follows that K 1, K 2, ... + K, a contradiction. 

Therefore K1, K2, ... ----+ K implies K7, K;, ... ----+ K*. The converse is 
also true since Kt* = Ki, and K** = K. 0 

FIGURE 6. 2 = q;, 1 = PK*(q;) 
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2.8 Theorem. Given a convex body, for anyone of the following conditions, there 
exists a convergent sequence PI, P2, . . . ~ K of polytopes satisfying it: 
(a) All Pi are simplicial. , 
(b) All Pi are simple. , 
(c) All Pi are inscribed into K. 
(d) All Pi are circumscribed to K. 

PROOF. 

(a) Given any sequence PI, P2, ... ~ K (see Theorem 2.5), we need only 
slightly disturb the vertices of each Pi in a sufficiently small neighborhood 
to obtain simplicial polytopes. 

(b) follows from (a) if Theorem 2.7 is applied to the polar of K relative to the 
affine hull of K. 

(c) is implied by the proof of Theorem 2.5. 
(d) is obtained from (c) by applying Theorem 2.7 to a polar body of K relative 

to aff K. 
D 

2.9 Theorem. Let K, K I , K2, ... be convex bodies, and let Bo = roB be a ball 
with radius ro > 0. If 

Bo +K I ,Bo +K2, ... ~ K, 

then, there exists a convex body Ko such that K = Bo + Ko. 

PROOF. This is a consequence of Lemma 2.4. D 

2.10 Theorem (Blaschke's selection theorem). Let {K"}"Ei be a set of infinitely 
many convex bodies, all contained in the unit ball B. Then, there exists an infinite 
sequence of different elements of this set, say K I, K 2, ... , which converges (in the 
Hausdorffmetric) to a convex body K also contained in B; thus, 

PROOF. If we add to each K" the ball Bo := 3B, we obtain 

° E B c int(K" + Bo) C 4B. 

Therefore, by Theorem 2.9, it suffices to find a convergent sequence among the 
K" + Bo. Again, we write K" instead of K" + Bo and assume B C int K" C 4B 
for all ot E I. So, in particular, all K" and the approximating polytopes we shall 
use are full-dimensional. 

We considerrays Q(l), ... , Q(r) emanating from 0, and the points /jl := Q(j) n 
aK", ot E I, j = 1, ... , r (Figure 7). If the rays are chosen appropriately, we 
obtain 

B p. . { (I) (r)} C ".= conv p" , ... , Pel ' ot E I. 
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FIGURE 7. 

Each set {PY)}, ex E I, j fixed, is contained in a closed line segment Si C Q(i). 
Therefore, the points 

(p~!), ... , p~») E SI X ... X Sr 

(topological product space, or a parallelotope in ~r) lie in a compact set, and, 
hence, we can pick from them a convergent sequence, say 

( (I) (r») ( (I) (r») ( (I) (r») PI , ... , PI ,P2"'" P2 ,... --+ p, ... , P 

such that p~!) =f:. p~!) for r =f:. s. Then, obviously, for P := conv{p(I), ... ,p(r)}, 
we obtain a Hausdorff convergence 

PI, P2 , .•• --+ P 

where Pr =f:. Ps for r =f:. s. Now we consider a further ray Q(r+l) emanating from 
0, and set p}'+I) := aKi n Q(r+!); i = 1,2, ... Again, there is a convergent 

b f (r+l) (r+l) h' h d b (r+l) (r+l) 
su sequence 0 PI ' P2 ' ... W lC we enote y Pll 'P12 , ... , 

(3) (r+l) (r+l) ~ (r+!) 
Pll 'P12 ,.. . -----,.. P . 

UT p._ { (I) (r) (r+!)} (h (j) (j) ."._ 
ne set Ii .- conv Pli ' ... '. Pli '. Pli were Pll ' P12 ' ... IS, lor ) -
1, ... , r, the subsequence of pi}), pi}), ... with the indices according to (3)), and 

P(l) := conv(P U {p(r+!)}). 

Then, 

(4) Pll, P12, ... --+ P(I), with vert Plj C aK lj 
for a subsequence K ll , K 12 , ... of KI, K2 , .•• 

We continue choosing rays Q(r+k) emanating from 0 such that, for a subsequence 
Pkl, Pk2 , ... of (4), using an obvious notation, 

Pkl, Pk2, ... --+ P(k) := conv(P(k_l) U {p(r+k)}), 
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k = 2,3, ... , vert Pkj C aKkj (KkJ, Kk2, •.• a subsequence of Kk-l.I, 

Kk- 1•2 , ••• ). 

Lete~ be the infimum of all e > OwhichpermitanopencoveringofS:= a(4B) 
by r + k open e-balls centered at qj = S n Q(j), and set ek := 2e~. We can choose 
the rays Q(rH) such that el, e2, ... , Bb ... ----+ O. 

Since P(l) C P(2) C ... the set Po := P(l) U P(2) U· .. is convex. Furthermore, 
Po is bounded, so K := Po (closed hull) is a convex body. We see now that 

Pu + BiB ~ K, and (trivially) K + ei B ~ Pu. 

Also, 

Pu + BiB ~ Ku, and (trivially) Ku + ei B ~ Pu 

where Prr =I- Pss for r =I- s. Hence the diagonal sequence consists of different 
elements and converges: 

o 

The following equivalence relationship for polytopes defines classes of 
polytopes which will be needed in the following two sections and in V, section 5. 

2.11 Definition. Two n-polytopes P and Q are called strictly combinatorially 
isomorphic if there exists a bijective, inclusion-preserving map cp : B(P) ----+ 

B(Q) such that the following condition is satisfied 
(5) For any face F E B(P), the affine hulls aff F and aff cp(F) are translates of 

each other. 

About general combinatorial isomorphism compare II, Definition 1.12. 

2.12 Lemma. Two n-polytopes P, Q are strictly combinatorially isomorphic if 
and only if "£ (P) = "£(Q) (compare I, Definition 4.14). 

PROOF. ,,£(P) consists of the normal cones N(x) of P, as introduced in I, Defi­
nition 4.7. Hereby, N(x) = N(x') for x, x' E relint F for any face F E B(P) (I, 
Lemma4.11). Sinceaff F is a translateof(N(x».L, the lemma readily follows. 0 

2.13 Lemma. If P and Q are strictly combinatorially isomorphic, then, P and 
P + Q are also strictly combinatorially isomorphic. 

PROOF. This is a direct consequence of Lemma 2.12. o 

2.14 Theorem. Let K1, ••• , Kr be corwex bodies. Then, there exist convergent 
sequences of polytopes 

(6) i = 1, ... , r 
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such that P1j , ... , Prj' are, for any fixed j, pairwise strictly combinatorially 
isomorphic. 

PROOF. The existence of sequences (6) is guaranteed by Theorem 2.5. If k := 
dim Ki < n for some i E {I, ... , r}, we consider, first, a sequence (6) relative to 
aff Ki, and, then, choose an (n - k)-fold pyramid over Pij contained in Pij + C j B 
for sufficiently small Cj > 0. Suppose Cij := d(Pij, Ki) if d(Pj) , Ki) > 0, 
i = 1, ... , r; j = 1,2, ... , otherwise cij := 7' Then, we set Pij := Pij + 
Clj PIj + ... + Crj Prj and obtain pairwise strictly combinatorially isomorphic 
polytopes which satisfy Pi!, Pi2 , ... ---+ Ki, i = 1, ... , r. 0 

Exercises 

1. Among all squares inscribed in a unit circle, find two which have largest possible 
Hausdorff distance. What is the value of this distance? 

2. We can extend the definition of Hausdorff distance to closed convex sets, al­
lowing the distance to become infinite. Find necessary and sufficient conditions 
for two unbounded polyhedral sets to have finite Hausdorff distance. 

3. Let K be a convex body and L = {p} be a single point. Then, d(K, L) = 
SUPXEK Ilx - pil. 

4. Given a two-dimensional convex body K, find a sequence of convex bodies 
K1, K2, ... ---+ K such that each Ki has a twice differentiable support func­
tion. (Hint: Approximate K by polytopes Pi, and "round off" the vertices of 
each Pi by arcs cut out of curves of the type X2 = cx~, r E Z~3). 

3. Volume and mixed volume 

We assume that it is known from calculus that any n-dimensional convex body K 
possesses an n-dimensional volume V (K). A map <l> of a set M C ]R.n onto a set 
M' C ]R.n is called a Lipschitz map if there exists a constant c :::: ° such that 

1I<l>(x) - <l>(y)1I ::s c· IIx - yll 

for any pair x, y EM. Clearly such a <l> is uniformly continuous on M. 
If a set M can be dissected into finitely many (n - I)-polytopes, its (n - 1)­

volume is the sum of the (n - I)-volumes of the polytopes. We further assume 
that it is known from calculus that, if M has finite (n - I)-volume and is mapped 
under a Lipschitz map onto a set M', then M' has finite (n - 1 )-volume. 

3.1 Lemma. If K is an n-dimensional convex body, then, a K has (finite) (n - 1)­
volume. 

PROOF. Since K is bounded, we find a simplex 11 which contains K. The nearest 
point map PK being Lipschitz (c = 1; see I, Lemma 3.7), we obtain the lemma 
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from 

o 

Volume and Minkowski addition are linked as follows. 

Theorem (H. Minkowski). 
Let KI, ... , Kr be convex bodies in JR", and Ai ~ 0, i = 1, ... , r. 
Then, V(AIKI + ... + ArKr) is a homogeneous polynomial of degree n in 

AI, ... , An 
r 

(1) V(AIKI + ... + ArKr) = L V(Kel"'" KeY'-el ... Ae", 
el.···.e,,=1 

the summation being carried out independently over the Qi, i = 1, ... , n. 

3.3 Definition. Arranging the coefficients on the right side of (1) such that 
V(Krr(el)"'" Krr(e,,» = V(Kel"'" KeJforanypermutation;rrofQI, ... , Qn, 
we call V (Kel , ... , KeJ the (n-dimensional) mixed volume of Kel , ... , Ke". 

PROOF OF THEOREM 3.2. We shall first carry out the proof for polytopes 
and deduce Lemma 3.4, Lemma 3.5, Lemma 3.6, and Theorem 3.7 for polytopes. 
Then, Lemma 3.8 extends all statements to arbitrary convex bodies. 

We apply induction with respect to the dimension n. For n = 1, the Ki are 
intervals [Pi, q;] or points Pi = [Pi, p;], Pi ::s qi· We find 

AIKI + ... + ArKr = [AIPI + ... + ArPr, Alql + ... + Arqr] 

V(AIK I + ... + ArKr) = Alql + ... + Arqr - (AIPI + ... + ArPr) 

= AI(ql - pd + ... + Ar(qr - Pr) 

= Al V(K I) + ... + Ar V(Kr) 

which is a polynomial of degree I in AI, ... , Ar • 

Suppose the theorem is true for n - 1 instead ofn. First, we assume K I, ... , Kr 
to be polytopes. 

Let u =f:. ° be a fixed normal direction. We consider the supporting hyperplanes 
HKj (u) and the faces 

We set 

Then 

Fj := Fj(u) := HKj(u) n K j , j = 1, ... , r. 

KA := AIKI + ... + ArKr 

FA (u) := HKA (u) n KA 

(A := (AI, ... , Ar», 
(Figure 8). 
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FIGURE 8. 

Volumes do not change under translations, so for every given U we can assume 
that all Fi lie in the hyperplane HKA (u) and apply the induction hypothesis to 
v ( FA (u )). Furthermore, 0 E K A can be arranged. If dim K A < n, the assertion 
of the theorem follows by inductive assumption. So, let dim KA = n, and let 
Ul, ••• , Um be all outer facet normals of KA , !luill = 1, i = 1, ... , m. We 
decompose K A into pyramids with apex 0 over the facets and obtain (v (.) denoting 
(n - I)-dimensional volume, hKA the support function of KA) 

1 m 

V(KA) = - "L, hKA (uj)v(FA(uj)) 
n j=l 

1 m 

= - "L,(A1hK1(uj) + ... + ArhK,(uj))V(FA(uj)). 
n j=l 

Since, by inductive assumption, v(F A (u j)) is a homogeneous polynomial of degree 
n - 1 in AI, ... , Ar , V (K A) is a homogeneous polynomial of degree n in the same 
variables. This proves the theorem for polytopes. 

Before we finish the proof, we collect some basic properties of mixed volumes 
for polytopes where we write KJ, ... , Kn instead of Kip . .. , Kin' I :::: i 1 :::: 

... :::: in :::: r. 

3.4 Lemma. V (K 1, .•• , Kn) = V (Kn(1), ••• , Kn(n)) for any permutation TC of 
(1, ... , n). 

PROOF. This follows from the definition of mixed volume. o 

3.5 Lemma. V(K, ... , K) = V(K) is the volume of K. 

PROOF. The proof is immediate with the equation A"V(K) = V(AK) = 
AnV(K, K, ... , K) where the first equality is true since V is an n-dimensional 
volume, and the second a consequence of Theorem 3.2. 0 

Examplel. ForplanarconvexbodiesK1,K2 wehaveV(KI +K2) = V(Kd+ 
V(K2) + 2V(K1, K2)' In Figure 9a, b and c the volume of the hatched areas is 
2V(K\. K2)' 
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FIGURE 9a,b,c. 

3.6 Lemma. V(A\K\ + A;K;, K2, ... , Kn) = A\ V(K\, K2, ... , Kn) + 
A; V(K;, K2, ... , Kn)forany A\ ::: 0, A; ::: O. 

PROOF. by Theorem 3.2. 0 

3.7 Theorem. V(K\, ... , Kn) can be expressed as a linear combination of 
volumes of sums of the Ki, i E {l, ... , n}, that is, 

11 
- L V(K\ + ... + Ki-\ + Ki+\ + ... + K II ) 

i=\ 

+ L V(K\ + ... + Ki-\ + Ki+\ + ... + K j _\ 

i<j 

+ Kj+\ + ... + Kn) - + ... 
n 

+ (_1)11-2 L V(Ki + K j ) + (_1)n-\ L V(Ki). 
i<j i=\ 

In particular, for n = 3, 

6V(K\, K2, K3) =V(K\ + K2 + K3) - V(K2 + K3) - V(K\ + K3) 

- V(K\ + K2) + V(K\) + V(K2) + V(K3). 

PROOF. Because of Lemma 3.4 and Lemma 3.6, we can treat the equation of the 
theorem in the same way as the equation 

(2) 
11 

- L(a\ + ... + ai-\ + ai+\ + ... an)" 
i=! 

II 

+ - ... + (-It-2 L(ai + aj)1I + (_1)11-\ La;' 
i<j i=\ 

in elementary algebra. 
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To verify (2) we proceed as follows. First, we look at all terms in which at 
occurs. In the first term, we find it once, in the second n - I times, in the third 
e;I) times, and so on. Altogether, it occurs 

(n - 1) (n - 1) 1 - (n - 1) + 2 - + ... + (_1)n-3 n _ 3 

+ (-1)n-\n - 1) + (_l)n-1 = (1 - 1)n-1 = ° 
times. In the same way, we proceed for a~-la2' and so on. The only term which 
occurs only once on the right side of (2) is n !al ... an (in the first term). All others 
cancel out. 0 

3.8 Lemma. The mixed volume V(KI , .•• , Kn) depends continuously on 
K I , ••• , Kn (in the Hausdorffmetric), hence, Lemmas 3.4 to 3.6 and Theorem 
3.7 extend to arbitrary convex bodies. 

PROOF. This follows from Theorem 3.7 since the ordinary volume and 
Minkowski sum depend continuously on the polytopes. 0 

The Proof of Theorem 3.2 is now readily completed by applying Lemma 3.8. 

Example 2. Let S := conv{O, el, e2, e3} be a simplex in 1R?, and II := [0, ed, 
h := [0, e2] line segments. We wish to calculate V(S, II, h). By Theorem 3.7, 

6V(S, h, h) =V(S + h + 12) - V(S + h) - V(S + h) 

- V(h + h) + V(S) + V(h) + V(I2). 

Clearly V(h) = V(I2) = V (II + 12) = ° since VO denotes three­
dimensional volume. For reasons of symmetry, V(S + h) = V(S + h). We 
know V (S) = ~,so we must only calculate V (S + h) and V (S + h + lz). We 

FIGURE 10. 
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obtain S + h from S by joining a triangular prism to it (see Figure 10) whose 
volume is evidently ~. Therefore, V (S + I,) = V (S + 12 ) = ~. 

From Figure 10, it is readily seen that V (S + h + 12) = 2 i. Therefore 

6V(S, h, h) = 2i -1 + i = l,hence, V(S, I" h) = i· 

3.9 Theorem. If K" ... , Kn are lattice polytopes in jRn, then, 
n!V(K" ... , Kn) is an integer. 

PROOF. By Theorem 1.5(d), sums of the Ki are lattice polytopes. But lattice 
polytopes can be dissected into lattice simplices. Each lattice simplex can, by a 
volume-preserving affine transformation, be mapped onto a simplex with integral 
coordinates on the coordinate axes of jRn; therefore, each has volume .;, k an n. 
integer. Hence, the theorem follows from Theorem 3.7. 0 

Exercises 

1. The circumference of a planar convex polytope P has length 2 V (P, B), where 
B is the unit disc. 

2. Let S be the simplex as in Example 2, and let h again be [0, ed. Find 

V(S, -S, II)' 
3. Let K be any convex body, I a line segment. Then, V(I, K, ... , K) can be 

interpreted as volume of a cylinder. (Hint: V(I, ... , I, K, ... , K) = ° if I 
occurs at least twice). 

4. A sum II + ... + Ir of finitely many line segments is called a zonotope. If 
I j = raj, b j ], we call b j - aj a spanning vector of I j , j = 1, ... , r. Express 
V (h + ... + Ir) by determinants of spanning vectors. 

4. Further properties of mixed volumes 

Though Minkowski sums have a plausible geometric meaning, this is not so for 
mixed volumes. We shall characterize mixed volumes in a way which, at least in 
a number of cases, displays them in a geometrical light. Our main aim will be 
presented in the next section. 

First, we let P be a polytope and B the unit ball. We introduce angular measures 
in the following way. 

4.1 Definition. Let F be a proper face of P. For x E relint F, we set 

8 F := ppl(X) n (P + B) - x 

and call 8 F the outer angle of Pin F (or in x). If dim 8 F(= dim(aff ElF» = k, 
we say vd El F) is the angular measure of P in F (or in x), where Vk 0 denotes 
k-dimensional volume. 
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4.2 Lemma. 

G)V(~'~) = L vk(8F)Vn-k(F). 
k n-k (n-k)-faces F 

PROOF. For k = 0, we have F P as an improper face. Then, we have 
8 F = {O}, and we set vo({O}) = 1. Then, Yep, ... , P) = Yep) = vn(P) is the 
volume of P (see Lemma 3.5). 

We consider P + AB, A :::: O. By Theorem 3.2, 

(1) V(P + AB) =V(P) + AG)V(B, P, ... , P) 

+ A2 (;)V(B, B, P, ... , P) 

+ ... + A"-l ( n )V(B, ... , B, P) + AnV(B). 
n - 1 

Conversely, we decompose P + AB as follows. 
k = 0: F = P is the "inner" part of P + AB, and has volume Yep). 
k = 1: Let F be a facet, and consider "above" F the prism with basis F and 

height A. The volume of the union of all such prisms is A L Vn-l (F) summed over 
all facets F. 

k = 2: Consider an (n - 2)-face F of P. Above F, we have a "log" (compare 
Figure 11) 

U [ppl(p) n (P + AB»). 
pErelint F 

I " I 
I II I 
I. +1.'" .",.,r ~.I"/~ _----_ I 

I ,," ",". I, -- __ "'1-
1",-",," :"'l._ :::. I 

""" ( ... ,,'" .",."" I ---.,...; 
"-_ ,. I .,., 

.. ~--- .... I,..'''' ~ -. .. -.....--, .. 

FiGURE 11. 
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The total volume of all such pieces of P + )""B is 

F an (n-2)-face 

We continue in this way and obtain, finally, 
k = n - 1: For any edge F of P, we find, "above," F a piece of P + )""B whose 

volume is )...."-l vn _1 (8 F )VI (F), so, altogether 

)....n-I L vn-I(8F )VI(F). 
F an edge 

Now, 

(2) V(P + )""B) =V(P) +).... 
(n-I)-faces F 

+ ... + )...."-1 L VII_I (8F )vI (F) + )....nV(B). 
I-faces F 

By comparing coefficients in (1) and (2), we obtain the lemma. D 

Example 1. Let P be a triangular prism with vertices 0, eJ, e2, e3, el +e3, e2 +e3. 
It is readily seen that 3V(B, P, P) = 3 +.J2 and 3V(B, B, P) = (2 + 4 .J2)n. 

Lemma 4.2 can be generalized such that B is replaced by any convex body Q. 
We introduce outer angles with respect to Q which depend on the shape of Q and 
also on the choice of ° E Q. Before we introduce generalized outer angles, we 
define the following notions. 

4.3 Definition. Let Q be a convex body in ~n , ° E int Q, and let M be a set of 
vectors in ~n. Then, we call the point set 

r~:= U (Q n HQ(u)) 
UEM\{O} 

the M-shadow boundary of Q. We say r~ is sharp if (x + M.l.) n Q is a single 
point for each x E r ~. If M is a subspace of ~n , we call r ~ the shadow boundary 
of Q in direction M.l.. 

The intuitive meaning of "shadow boundary" is best illustrated for M being an 
(n - 1 )-dimensional subspace in ~n. Under "illumination" of Q by rays of light 
in the direction of a spanning vector of the line M.l., the shadow boundary r ~ 
consists of those points on a Q in which the rays of light "touch" Q. 

Example 2. Let Q be a cube in ~3, M a two-dimensional subspace of ~3. In 
general, r~ is a hexagon on aQ (1234561 in Figure 12). If we choose P to be 
the octahedron Q* and F = [a, b] is an edge of P (compare Figure 12), then, 
r2(F) = F* (polar face of F on Q). 
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\ 2 

4 * F 

1 

FIGURE 12. 

Example 3. If Q = B is the unit ball and U is an r-dimensional subspace of JR" , 
then, r3 is an r-dimensional great sphere on aBo For a k-dimensional face F of 
any polytope P, the set r 2 (F) is a spherical cell on a B of dimension n - k - 1, 
and 

conv (r2(F) u {On = 8 F. 

Example 4. Let Q = P be an n-polytope, and let M be a hyperplane. Then, r~ 
is sharp if M is not perpendicular to the affine hull of an at least one-dimensional 
face of Q. 

4.4 Definition. Let U F denote the linear subspace of JR" which is a translate of 
aff F (F'some polytope). We say two polytopes P, Q are in skew position if, for 
any pair F := P n Hp(u), G := Q n HQ(u) of faces defined by the same outer 
normal u, we have 

UF n UG = {O}. 

Clearly, 

4.5 Lemma. If P and Q are in skew position, then, for any proper face F of P 
the N(F)-shadow boundary r2(F) of Q is sharp (N(F) the cone of normals; see 
I, Definition 4.12). 

Now we show the following lemma: 

4.6 Lemma. Let P, Q be n-polytopes in JR". Then,for any e > 0, there exists a 
polytope Q' such that 
(1) d(Q, Q') < e, and 
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(2) P and Q' are in skew position. 

PROOF. Let G1, ••• , Gr be those faces of Q for which faces F I , ••• , Fr of P 
exist, respectively, such that U Fi n U Gi =P {O}, i = 1, ... , r. Up to renumbering, 
let dim G1 = ... = dim Grl =: k" ... , dim Gr, = ... = dim Gr =: ks and 
kl > ... > ks ::: 1. From each G;, we choose a point 

q; E relintG;, i = 1, ... , r. 

Successively, we pull up qi to a point q: in the sense of III, Definition 2.3, where 
IIq: - qill < s can be assumed, i = 1, ... , r. 

First, we pull up the qi with dim G; = kl' then those qj with dim G j = k2, 
and so on. Since kl > ... > ks, in the ith pulling up the faces G i +l , ... , G r are 
not affected. So, as a result of the r pulling ups, we obtain a polytope Q' for which 
d(Q, Q') < s. 

If G j is contained in a nonsharp N(F)-shadow boundary r~(F) (F = Fj or 

some other face F of P) such that a translate of G j is contained in U F, then, r~;F) 
no longer contains a point of Gj , and, for qj E relint Gj, the vertex qj of e9' 
satisfies (UF + qj) n Q' = {qj}. This readily implies (2). 0 

4.7 Lemma. lfwe setJor the points q; in the proof of Lemma 4.6, 

qi(t) := qi + t(q: - q;), 0 ~ t ~ 1, i = 1, ... , r, 

thenJor Q(t) := conv (Q U {ql (t), ... , qr (t)}), P := {ql, ... , qr}, the N (F)-
shadow boundary r~i~) is sharp, provided 0 < t ~ 1, and the set 

e9'P := lim rEi~) c rE(F) 
t~O 

is a topological ball of dimension, at most, n - dim F - 1. 

PROOF. Each ts with 0 < t ~ 1 can be chosen instead of s so as to provide a 
sharp shadow boundary of the "pulled up" polytope Q (t). Each two such shadow 
boundaries represent subcomplexes of B(Q(t» which are isomorphic. Since the 
vertices of these subcomplexes converge to distinct points as t ~ 0, the lemma 
follows. 0 

4.8 Definition. We call a set P : = {q I, ... , q r } as chosen in Lemma 4.7 a pulling 
A Q P A Q 

set and say e F' is a local P -shadow boundary or local shadow boundary e F if 
it does not depend on P. We set 

e9'P := {sy I 0 ~ s ~ 1, y E e9'p}. 
Furthermore, let E F be the linear space which is an orthogonal complement of 
aff F, and let 1( F be the orthogonal projection onto E F. Then, 

e9'P := 1(F(e9'p) 
is called the outer (Q, P)-angle of P in F (or in a point of relint F). We set 
e9 := e9'P ifit does not depend on P and say e9 is the outer Q-angle of Pin 
F. 
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Figure 13 provides an illustration for a set e ~. P and its projection to e ~. p. E F 

is shown in a translated position (so it can be better visualized). Like a "Chinese 
fan", e ~. P is composed of triangles with one side ?n e ~. P ~hich is a tolygonal 
arc from 1 to 2. If P and Q are in a skew position, e~'P = e~ and e F'P = e~ 
do not depend on the choice of P. 

Clearly, e~'P has finite k-dimensional volume Vk(e~'P) for k = n - dim F. 

4.9 Lemma. Let P, Q be n-polytopes. Then, 

(3) G)V(~'~) = L Vk(e~,P)VIl-k(F). 
k n-k (n-k)-faces F of P 

PROOF. As in the case Q = B (Lemma 4.2), we consider a split of P + A Q into 
pieces "above" the faces of the "inner" part P of P + A Q, 0 < A ~ 1. However, in 
this case, we cannot use the nearest point map for describing these ~ieces. Instead, 
we observe that each of them is bounded by two translates of e~Q, and translates 
of F (compare Figure 13). For the volume of the piece, we obtain 

Vk(e~Q,P)Vn-k(F) = Akvk(e~,P)Vn_k(F). 

Now we apply the same arguments as in the proof of Lemma 4.2 and obtain 
Lemma 4.9. 0 

Example 5. Let P be a unit cube and e P* an octahedron (p* polar to P, compare 
Example 2), e > O. As an illustration, replace each circular arc in Figure 11 by a 
line segment with the same endpoints. Now, we readily obtain 

G)V(ep*, eP*, P) = 12· ~e2 = 6e2, 

_----- .J 
--- --- I _------ ---r-- -- -_--- _-1'"-

-- _----- 1....---- _---l ---- "---- -~:::: -------::---------- ----- ---

FIGURE 13. 
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4.13 Theorem. Let K J, ..• , Kn be convex bodies. Then, 
(a) V(K J, ... , Kn) ::: 0, 
(b) V(KJ, ... , KIl ) > 0 if and only if each Ki contains a line segment Ii = 

[ai, bi] such that bJ - aJ, ... , bll - all are linearly independent. 

PROOF. 

(a) If we replace each Ki by one of its points, Pi, i = 1, ... , n, and apply 
Theorem 4.12, we obtain (a) from V(PJ, ... , Pn) = 0 (which follows, for 
example, by Theorem 3.7). 

(b) From Theorem 3.7, we obtain 

n!V(h, ... , In) = V(h + ... + Ill) = I det(bJ - aI, ... , bn - an)l, 

and by (6), we know V(K J, ... , Kn) ::: V(It, ... , In). So, I det(b l -

aJ, ... , bn - all) I > 0 implies V(KJ, ... , Kn) > O. 
Conversely, let V (KJ, ... , Kn) > 0, and suppose I det(bJ - aJ, ... , bn -

an)1 = 0 for arbitrary ai, bi E Ki, i = 1, ... , n. Then, the linear hull of 
(KJ - KJ) U ... U (Kn - KIl ) has dimension, at most, n - 1, and, up to 
translations, Ki C H, i = 1, ... , n. Then, Kil + ... + Ki, cHand 
V(Kil +···+Ki,) =Oforarbitraryindexsets{iJ, ... ,ir } C {1, ... ,n}. 
By Theorem 3.7, this implies V(KJ, ... , Kn) = 0, a contradiction. 

o 

Finally, we prove a property of two-dimensional mixed volume needed in the 
following section. 

4.14 Theorem. Let A, B be planar convex bodies, and suppose there exist parallel 
lines g =j:. h which both support A and B. Then, 

(7) 2V(A, B) ::: V(A) + V(B). 

PROOF. We can assume A, B to be strictly combinatorially isomorphic 2-
polytopes, since a brief calculation shows that the inequality (7) is true if and only 
if it is true for A). := AA + (1 - A)B, BJ1- := /LA + (1 - /L)B, 0 < A < /L < l. 
(A = [1,2,3,4,5,6, a], B = [1',2',3',4',5',6', b] in Figure 14.) 

Consider g, h to be "vertical" lines (Figure 14), and let KA, KB be the "upper" 
polygonal arcs on aA, aB, respectively, having endpoints on g and h. By a trans­
lation with traces g, h we move B so that KB is "below" KA. Replacing A, B by 
AI., BJ1-' respectively, we can arrange, for sufficiently small /L - A > 0, that the 
following is true: 
(c) Let a, b be vertices of K A, K B, respectively, a, b fj. g U h, which correspond to 

each other under strict combinatorial isomorphism of A)., B J1-. Also let g', h' 
be the lines through a, b, respectively, parallel to g, h. Then, the quadrangle 
bounded by g', h', KA). and KBJt is contained in AI. (compare Figure 14). 

Again we write A, B instead of AI., BJ1-' respectively. From 

V(A + B) = 2V(A, B) + V(A) + V(B), 
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FIGURE 14a,b,c. 

we find that 

2V(A, B) - YeA) - V(B) = V(A + B) - 2V(A) - 2V(B). 

It will be more convenient to consider 

(8) YeA, B) - ~ YeA) - ~ V(B) = 2V( ~ (A + B)) - YeA) - V(B) 

since K 4 (MB) has vertices i" = ~ (i + i'), i = 1, ... , 6 (see Figure l4a,b). 

Ifwe consider the triangles (or trapezoids) of A, B, ~ (A + B) as illustrated in 
Figure l4c, we see that 

2V(~( ~ (A + B))) - V(~(A)) - V(~(B)) = O. 

In Figure l4b, an elementary argument shows that the volume of the hatched 
parallelogram is larger than that of the dotted parallelogram (or equal if they are 
degenerate). By a reflection in a line perpendicular to g, h and interchanging A 
and B, we obtain an analogous statement for a, b on the "lower" parts of a A, a B, 
respectively. If we sum the differences of such volumes for all vertices of A, B, we 
find that the right hand side of (8) is nonnegative. This proves the theorem. 0 

Exercises 

1. Let PI, P2, ... be a sequence of points in lRn converging to a point p, such that 
all points of the sequence are vertices of P := conv{PI, P2, ... } U {pl. Then, 
we call P a pseudopolytope. Find a pseudopolytope P in lR3 which has a sharp 
shadow boundary of infinite length. 

2. Let S : = conv {O, e I , e2, e3}; e I, e2, e3 be the canonical basis of lR 3. Calculate 
YeS, S, -S) with the aid of Lemma 4.11. 

3. If K, L are convex bodies and I = [a, b] a line segment in R3 , then, for the 
orthogonal projection n onto (aff I).l, 

V(K, L, I) = v2(n(K), n(L)) . lIa - bll. 
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4. In Theorem 4.14, let A and B be polytopes. Then, equality in (7) holds if 
and only if A, B are obtained, one from the other, by "telescopic extension in 
direction g", that is, by adding a line segment parallel to g (or a point). 

5 Alexandrov-Fenchel's inequality 

We now state one of the fundamental theorems in the classical theory of convex 
bodies. For a proof, we refer to Schneider [1993]. 

5.1 Theorem (Alexandrov-Fenchel's inequality). Let K, L, K), ... , Kn - 2 be 
convex bodies in JR.". Then, 

V(K, L, K), ... , Kn_ 2)2 ::::V(K, K, K), ... , Kn- 2) 

(AP) x VeL, L, K), ... , Kn-2). 

Let C:= {K), ... , Kn-2}, so that V(K, L, C):= V(K, L, K), ... , K,,-2)' We 
discuss some useful variations of Theorem 5.1. 

5.2 Theorem. For K).. := 'AK + (1 - 'A)L, LJ1. := J1K + (1 - J1)L, 0 :s 'A :s 1, 

o :s J1 :s 1, 

(1) V(K).., LJ1.' C)2-V(K).., K).., C) V (LJ1. , LJ1.' C) 

= ('A - J1)2[V(K, L, C)2 - V(K, K, C)V(L, L, C)], 

so that (AF) is true for K, L if and only if it is true for K).., LJ1. with 'A =f. J1. 

PROOF. We apply the linearity rules, Lemma 3.6 and Lemma 3.4, and verify (1) 
by elementary calculation. 0 

We notice that (AF) is trivially true if V(K, K, C) = 0 or VeL, L, C) = o. So 
we may assume V(K, K, C) > 0 and VeL, L, C) > o. Up to a homothety of L, 
we can arrange the side condition 

(2) V(K, K, C) = VeL, L, C) 

so that (AP) becomes equivalent to 

(3) V(K, L, C) :::: V(K, K, C). 

5.3 Theorem. Let K, L, K), ... , K,,-2 be polytopes, C = {K), ... , K,,-2}' and 
let V(K, K, C) > 0, VeL, L, C) > O. We choose pulling sets PK, PL, PKtV:0r 
K, L, K + L, respectively, such that the outer angles e~·PK, e~,PL, e~+ . K+L 
are defined for each (n - 2)-face F of P := K) + ... + K,,-2 (Definition 4.8). 
Then, (2) is equivalent to 

(4) L [v2(e~·PK) - V2(e~'PL)] vn-2(F) , ... , F,,-2) = 0 
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and (3) is true if and only if 

(5) L [V2(e~+L'PK+L) - 4v2(e~'PK)] vll -2(F", .. , FIl - 2) ::: 0 

is satisfied. 

PROOF. By Theorem 4.3, we may replace (2) by 

(2') L [v2(e~'PK) - V2(e~'PL)] vn-2(F" ... , FIl - 2) = O. 

Furthermore, by using (2), we obtain 

G)V(K + L, K + L, C) = L V2(e~+L,PK+L) vn-2(F" ... , Fn- 2) 

= 2G)[V(K, L, C) + V(K, K, C)], 

so that, if (2), or equivalently (2'), is valid, (3) becomes equivalent to 

(3') V(K,L, C) - V(K, K, C) 

1 ( )-' = 2:; L [v2(e~+L'PK+L) - 4V2(e~'PK)] 

x vn-2(F" ... , Fn-2) ::: O. 

Each of the sums is carried out for all (n - 2)-faces F of P = K, +. , . + Kn-2. 0 

5.4 Corollary. If K, L in Theorem 5.3 are replaced, according to Theorem 5.2, by 
appropriate strictly combinatorially isomorphic polytopes (denoted again K, L) 
and if P = K, + ... + Kn-2 is also strictly combinatorially isomorphic to K, L, 

K P L P K+L PK L then, we may choose e F' K, e F' L, e F ' + such that 

(6) 

and (5) in Theorem 5.3 becomes equivalent to 

(5') L [V2(e~·PK, e~,PL) - V2(e~'PK)] vn-2(F" ... , Fn - 2) ::: 0 

where the sum is taken for all (n - 2)-faces of P. 

PROOF. In Theorem 5.2, if the term I). - 111 is chosen small enough and 0 E 

(int K) n (int L), then, given any facet G of L, we may find a ray QG emanating 
from 0 which intersects relint G, relint G', and relint Gil where G', Gil are the 
facets of K, K + L, respectively, which correspond to G under strict combinatorial 
isomorphisms. Let PL consist of all QG n G and an arbitrarily chosen point on 
each (n - 2)-face of K, also PK consist of all QG n G' and points on (n - 2)-faces. 
Then, PK+L may be chosen as {a + b I a E PK, b E Pd, and e~·PK, e~·PL, 
e~+L,PK+L are quadrangles such that the sides containing 0 as an endpoint have 
an intersection different from {OJ. Then, (6) is satisfied, and (5') follows from 
Theorem 3.2. 0 
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Remark. Forn = 2, V(K, K, C) = V(K) = V(L) = V(L, L, C) in Corollary 
0, and (5') becomes equivalent to Theorem 4.14. 

We now tum to the question: When does equality hold in (AF)? 
Clearly a sufficient condition is K and L to be homothetic: If K = a + tL, 

t > 0, then, V(K, L, C) = V(a + tL, L, C) = tV(L, L, C), so that equality in 
(AF) follows. However, homothety of K and L is not necessary. 

Example 1. In ~?, let I j := [aj, bj ], j = 1,2,3, be line segments such that 
b] - a], b2 - a2, b3 - a3 are linearly independent. Then, for K := h + h 
L := lz + h, K] := h + lz, an easy calculation shows that equality holds in 
(AF). 

Example 2. Let K] be a 3-simplex in 1R3, and let K, L be obtained from K] by 
chopping off the vertices but leaving at least one point of each edge remaining 
(Figure 15). Then, (2') and equality in (3') are trivially true, so that equality in 
(AF) follows. 

Remark. The problem to find necessary and sufficient conditions for K, L, C 
under which equality in (AF) holds is currently unsolved (see the Appendix to this 
section). 

We present a special result: 

5.5 Theorem. Let K], ... ,Kn- 2 be strictly combinatorially isomorphic n­
polytopes, and let K, L be n-polytopes such that K + L is in skew position to a 
Kjo (and, hence, to each K j , j = 1, ... ,n - 2). Then, equality in (AF) holds if 
and only if, up to a homothety of L, we have 
(S) (Schneider's condition) If HKjo (u) is a supporting hyperplane of Kjo such 

that F = Kjo n HKjo (u) is an (n - 2)-face of K jo ' then, 

FIGURE 15. 
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PROOF. We can express (S) in terms of e~, e~. Consider the set 8~ (see 
Definition 4.8). By the assumptions of the theorem and by using (1) in Lemma 
5.4, we may suppose K, L to be strictly combinatorially isomorphic and both 
in skew position to P. Then 8~ is a polygonal arc. Both end points of 8~ are 
also end points of further local shadow boundaries. In fact, there is a one-to-one­
correspondence between the set of local shadow boundaries and the set of edges 
of the dual polytope P* of P. It provides a homeomorphism between the union 
of all local shadow boundaries of K and the union of all (closed) edges of P* 
(which carries the edge graph of P*). Since the edge graph of P* is connected, 
so is the union of all local shadow boundaries. Hence, from the definition of e~, 
(and, analoguously, e~), (S) is equivalent to the following condition: 
(S') For each (n - 2)-face F of P = K 1 + ... + Kn- 2, 

eK - eL 
F - F' 

It even suffices to show the following: 
(S") Let F be an (n - 2)-face of P, and let aK, aL be parallel edges of e~, e~, 

respectively, which do not contain O. Then, the lengths (XK, (XL of aK, aL, 

respectively, are equal. 
To deduce (S") from equality in (AF), we introduce the following operations. Let 

G = K n HK(U) be a face of K. Also, let H be a hyperplane parallel to HK(u) 

which separates vert G from (vert K) \ (vert G), such that vert G C int H+, 
(vert K) \ (vert G) C H-. Let s be the distance of Hand HK(U). Then, we set 

c(u, s)K := K n H-

and call c(u, 8) a cut operation (Figure 16). 
Suppose, in (S"), 

(7) 

Let G K, G L be the inverse images of aK, aL on the local shadow boundaries 
8~, 8~, respectively. Then G K, GLare also parallel line segments. Let G K = 
K n HKCu), GL = L n HrCu), F = P n Hp(u). 

We apply cut operations c(u, s), c(u, s') to K, L, respectively. As a consequence, 
trapezoids are cut off from e~, e~. Also other outer K -angles and L-angles are, 

G 
.r-------.-----,.- - - - HK(U) 

Ie 
- --,-- ~_t. ___ ---- H 

FIGURE 16. 
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in general, affected. We denote them by e~ =: e~(1)"'" e~(,) and e~ =: 
QL QL 
'CI F(1)' ••• , 'CI F(') • 

From each e~(i)' an area is cut off which can be split according to Figure 17. 
One part is a trapezoid Tk with upper base length c;aK and altitude d;s for 

constants c;, d;, 0 < C; :::: 1,0 < d; :::: 1, CI = dl = 1. The remaining part 
(shaded in Figure 17) can be split into triangles t~l, ... , t~Si (as indicated in Figure 
17) with areas eij . S2, eij constants, i = 1, ... , r; j = 1, ... , S;. 

We proceed analogously for e~(i)' From the strict combinatorial isomorphism 
of K, L, we see that the trapezoids Tl have upper base lengths CiaL and altitudes 
diS' for the same constants Ci, d i as above. Also, the corresponding triangles t~J 
h ,2, 1 . 1 aveareaSeijS,1 = , ... ,r,] = , ... ,Si. 

Hence, the change in (2'), as a consequence of c(u, c) applied to K and c(u, s') 

applied to L, amounts to 

r r Si 

(8) (aKC - aLS') L Cidi + (S2 - S,2) L L eij. 

i=1 i=1 j=1 

Since aK < aL, we find S > s' (both sufficiently small) such that (8) vanishes. 
Then, (2') is established for c(u, s)K, c(u, s')L instead of K, L, respectively. 

Now we investigate the change in (3'). Since Tk and Tl are strictly 
combinatorially isomorphic, 

. . 0 0 

Let the lower base lines ofTk, T{ have lengths CiaK +ciS, CiaL +cic',respectively, 

for appropriate constants ~i' i = 1, ... , r. Then, by a brief calculation (Figure 
18), 

10 
,--------------

I 

11 I 

3 

die 

Tk =[8,9, 10, 11] t~2 =[1,2, 12] i,4 
FIGURE 17. 1 . 3 tK = [5,6,7] 

t~ =[3, 11, 12] t~ =[4,7,8] 

9 

6 
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...... 1---- e ---4.~ 3 
..... ..... 

.......... 3" 
--- .... 

\ .......... 
..... ..... 

2" 

FIGURE 18. 
Tk = [1,2,3,4] Tk+L = [1,2",3", 4"] ~;. e' = b C; • e = d 

Tl=[1,2',3',4'] ~;.e=a c;·e'=c d;·Cik=e 

In the equation above, the quantity 8 ~iCi(S - s')2 stems from the homothetic 

triangles with base lengths ~iS);S', ! ~; (s + s') which are parts of Tk, TL, Tk +L' 

respectively. In the same way, for the triangles t~/, tZ j , t~~L' we find that 

Now the total change in (3') as implied by c(u, s), c(u, s') is 

(9) 4(s - S')(CtL - CtK) t c;d; - 8(s - S')2 t(C;C; + I:eij)· 
;=1 ;=1 j=l 

For sufficiently small s, s' (s > s'), the term (9) becomes positive. Since it must 
be subtracted from (3'), we obtain a contradiction to (AF). 

Therefore, CtK = CiL, and we obtain (S") and, hence, (S'), as a consequence of 
equality in (AF). 

If, conversely, (S') is true, the unions oflocal shadow boundaries of K and L (see 
beginning of the proof) are translates of each other, so that, by (2'), (3') equality 
in (AF) holds. 

This completes the proof of Theorem 5.5. 0 

Exercises 

1. Deduce from (AF) Minkowski's "Inequality of the first kind": 

V(K, ... , K, L) ::: V(K)(1l-1)/IlV(L)I/Il. 
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2. Let h, h h, h be line segments in IR4 such that the difference vectors of their 
end points are linearly independent. Show that equality in (AF) holds for 

K := 2h + 2h + h + h, L:= h + h + 213 + 214, 

KI := h + h, K2:= h + 14, 

but (S) is not true. 
3. In IR3, let K := conv{el' e2, e3}, L := conv{el, e2, 2e3}, KI := -K. Show 

that 

V(K, L, K])2 > V(K, K, KI)V(L, L, KI). 

4. In IR3 , let K I be a line segment. Characterize equality in (AP). 

6 Ehrhart's Theorem 

Let P be a lattice polytope, that is, a polytope in IRn whose vertices all lie in the 
(canonical) lattice 'Z/ . We denote by G (P) the number oflattice points contained in 
P. A similar theory can be developed for G (P) as for volumes and mixed volumes. 
Here we restrict ourselves to a special question: How does G(kP) depend on k 
for natural numbers k? The answer is given by Ehrhart's theorem. We shall need 
Ehrhart's theorem in the last section of chapter VIIT.1t turns out to be equivalent 
to the so-called Riemann-Roch-Hirzebruch theorem for torus-invariant invertible 
sheaves on smooth, compact, and projective toric varieties. 

First we consider a special case: 

6.1 Lemma. Let S := conv{O, aI, ... , an} be an n-simplex, where aI, ... , an E 

Zn. There exist constants fJI, ... ,fJn E Z~O such that, for any natural number k, 
the number of lattice points in kS is 

G(kS) = (n: k) + fJI(n + ~ - 1) + ... + fJnC), 

PROOF. Any lattice point y E kS has a unique representation 

(1) ai E Z~O, i = 1, ... , n, 

where x lies in the half-open interval (parallelepiped) 

A := {tlal + ... + t"an I ° ::: ti < 1, i = 1, ... , n}. 

Let Hi be the hyperplane which contains ial, ... , ian, for any fixed i E 

{O, ... , k}. We determine the numberoflattice points in H j n (kS), j = 1, ... , k, 
and those in the "layers" bounded by Hi-I and Hi for i = 1, ... , n. Then, the 
lemma is established by using (1). 

First, let x = 0 in (1). Then the combinations (1) which lie in Hj satisfy 

(2) al + ... + an = j, ° ::: ai ::: j, i = 1, ... , n. 
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o 

We claim that there are precisely r~~~I) partitions of the type included in (2). In 

fact, for n = 1, there is only 1 = W possibility. Suppose that the claim is true for 
n - 1 instead of n. Then, there are ("+~,~,-2) partitions 

al + ... + an-I = i-an 

of i-all. By summing, we find that the number of solutions of (2) is 
(3) 

~ (n + i-all - 2) = (n - 2) + ... + (n + j - 3) + (n + j - 2). 
~ n-2 n-2 n-2 n-2 

et,,=O 

By another induction (assuming the claim to hold for i-I instead of j) and by 
using the evident formula 

(p ~ q), 

we see that the right hand side of (3) amounts to 

(n + j - 2) + (n + j - 2) = (n + j - 1), n-l n-2 n-l 
as claimed. 

Now, we sum over the j, and use an analogous calculation by which we find the 
total number of solutions of (1) for x = 0, 

t (n + ~ - 1) = (n + k). 
j~ n 1 n 

If x lies properly between Ho and HI or on HI, the number of solutions of (1) 
reduces to ("+~-I). Similarly, we find ("+;-i) possibilities for each x properly 
between Hi-I and Hi or on Hi, i E {I, ... , n}. 
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Let fJi denote the number of lattice points in A properly between Hi -I and Hi 
or on Hi, i E {I, ... , n}. In the case k < n, fJj = ° for j E {k + 1, ... ,n}. 
Then, we obtain the formula of the lemma. 0 

Example 1 •• For al = (4, 1), a2 = (2,3) we see, with the aid of Figure 19, that 
fJI = 5, fJ2 = 4, and, hence, G(kS) = eik) + 5Cik) + 4(;) = 5k2 + 2k + 1. 
In particular, setting k = 3, gives G(3S) = 52. 

We call the set So := S \ (conv{O, aI, ... ,an-d U· .. U conv{O, a2, ... , an}) 
the pseudo-simplex associated with S. By G(M), we denote generally the number 
of lattice points contained in the set M. 

6.2 Lemma. G(kSo) is a polynomial in k E Z~o. 

PROOF. We will use induction on the dimension of So. For dim So = 0, there is 
nothing to prove. So let the lemma be true for the pseudosimplices of dimension 
less than n. 

We consider the proper faces F(1), ..• , F(s) of S which contain ° and satisfy ° < dim F(i) < n,i = 1, ... , s. Then,S\So = {O}UFci\)u .. . UFciS ) is a disjoint 
union. By inductive assumption, G(k(S \ So)) = 1 + G(kFci l») + ... + G(kFciS») 
is a polynomial in k. Hence, by Lemma 6.1, G(kSo) = G(kS) - 1 - G(kFci l») -
... - G(kFcis») is also a polynomial in k. 0 

Theorem (Ehrhart's theorem). Let P be a lattice polytope in ~n. Then, G(k P) is 
a polynomial in k E Z~o. 

PROOF. We can assume 0 to be a vertex of P. First, we decompose all faces of 
P which do not contain 0 into simplicial complexes whose O-cells are the given 
vertices (see III, Theorem 2.6). Then, we join each simplex, thus obtained, to 0 
resulting in a decomposition of P into a simplicial complex C whose O-cells are 
the vertices of P. The cells S(1), ••• , s(r) of C, which contain 0 and are =1= {OJ, 
have the following property that 

P = {a} U S6\) U ... U S6t) 

is a disjoint union. Now the theorem follows from Lemma 6.2. o 

Remark. If G(kP) = L~=o Yiki, Yi E z~o, is the Ehrhart polynomial according 
o 

to Theorem 6.3 and if P := relint P, then, by a proof similar to that of Ehrhart's 
theorem, one can show Ehrhart's reciprocity law: 

n 

G(k h = (_1)dimP LYi(-k( 
i=O 
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Exercises 

1. In :l!~?, let Ql := (4,1,1), Q2 = (2,3,2), Q3 = (3,2,1). Find G(kP) for 
P := conv{O, Q], Q2, Q3}' Calculate explicitly G(2P), G(3P), G(4P). 

2. Let C be the unit cube (with 2n lattice points). Verify G(kC) = (k + It by 
Lemma 6.1. 

a 
3. Let G(P) denote the number of lattice points on the boundary of a lattice 

a 

polytope P. Find a formula for G(kS) analogous to that in Lemma 6.1. 
4. 4. For the simplex S, as in Lemma 6.1, prove (VO denoting volume) 

n!V(S) = t (~)(-l)jG«n - j)S). 
j=O ] 

7 Zonotopes and arrangements of hyperplanes 

7.1 Definition. A Minkowski sum 

Z:= SI + ... + Sr 

ofline segments SI, ... , Sr in]Rn is calledazonotope.lfeachn ofthe1ine segments 
point in linearly independent directions we say the zonotope is independent .. 

The name "zonotope" is motivated by the "zones" obtained in the case n ::: 3 
and independent Z as the union of all line segments in the boundary of Z which 
are parallel to one Si, i E {I, ... , r} (Figure 20a). If Z is not independent, one 
can choose "zones" as indicated in Figure 20b. 

There are many interesting features of zonotopes and applications to other parts 
of geometry. We select only a few which we shall need in Chapter VII. 

1 _______ I. ... ..... 
..... ..... ..... 

FIGURE 20a,h. 
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7.2 Theorem. For n = 2, a polytope Z is a zonotope if and only if it is centrally 
symmetric. 

PROOF. Let Z be a zonotope. Up to translations, we can assume that all Si have 
midpoints in 0, i = 1, ... , r. So, Z is readily seen to be centrally symmetric. 

Conversely, if Z is a planar and centrally symmetric polytope, say, a 2k-gon Z = 
[al, ... , a2k], consider the parallelogram [ai, a2, ak+l, ak+2] and the polytopes 
ZI := [ai, ak+2, ... , a2b ail, Z2 := [a2, a3, ... , ak+l, a2] (Figure 21). 

Then the (2k - 2)-gon Zl U (Z2 + al - a2) =: Zo is again a centrally symmetric 
polytope and 

By induction, we can assume Zo to be a zonotope. Therefore Z is also a 
zonotope. 0 

Remark. Centrally symmetric polytopes in dimensions higher than two need not 
be zonotopes as is seen from a regular octahedron in]R3 which cannot be a zonotope 
because of the following theorem: 

7.3 Theorem. Each face of a zonotope Z is again a zonotope. 

PROOF. Let F be a facet of Z and H be a supporting hyperplane of Z for which 
F = Z n H is true. We may assume ° Evert F and Si = [0, bi], i = 1, ... , r. 
[0, b;] is either contained in H or satisfies [0, b;] n H = {OJ, say, [0, bi] c H 
for i = 1, ... ,s. Then F = SI + ... + Ss readily follows. 0 

7.4 Definition. A finite set of (n - I)-dimensional subspaces of]Rn is called a 
hyperplane arrangement of]Rn . The cones into which]Rn is split by the hyperplanes 
are said to be the cells of the hyperplane arrangement. 

Remark. It is often useful to consider the projective ((n - 2)-dimensional) hy­
perplanes defined by the hyperplanes of the hyperplane arrangement. For example, 

FIGURE 21. 
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for n = 3, plane arrangement can well be visualized by line arrangements in the 
real projective plane. 

The following theorem refers to complete fans as defined in III, 1. 

7.5 Theorem. Let Z = SI + ... + Sr be an n-dimensional zonotope in]R" , and let 
o be the center of symmetry of Z. Then, the complete fan I; defined by projecting 
the faces of Z* consists of the cells of a hyperplane arrangement. 

Any hyperplane arrangement containing at least n linearly independent 
hyperplanes is obtained in this way. 

PROOF. Let Hi be the (n - 1 )-subspace of]Rn orthogonalto aff Si, i = 1, ... , r. 
Each face F of Z which contains a translate of Si-we call it an Si-face-has 
an affine hull orthogonal to Hi; hence, F* is contained in Hi. If Z is projected 
orthogonally onto Hi, we obtain a polytope ZI whose faces are projections of 
Si-faces. The polar faces of ZI relative to Hi are the F*, Fan Si-face. Therefore, 
Hi carries a complete fan contained in I;. 

The one-dimensional space g spanned by a vertex v of Z* is the intersection of 
all hyperplanes Hj which are spanned by (n - 2)-faces of Z* containing v. g splits 
into two rays which are the one-dimensional cones, andpos F* = POS{VI, ... , vp} 
if {VI, .•. , vp} = vert F*. 

Conversely, if a hyperplane arrangement {HI, ... , Hr} is given such that not all 
Hi are linearly dependent, i = 1, ... ,r, then,]Rn \ (HI U ... U Hr) consists of 
open cones whose closures a are cones with apex O. If ai is a normal vector of Hi, 
i = 1, ... , r, then, for Si := [-ai, ad we obtain azonotope Z = SI + ... + S" 
and Z* spans a complete fan which is readily seen to have the above cones a as 
n-cones. 0 

FIGURE 22. 
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Example 1. If Z is a hexagonal prism with centrally symmetric basis, hence, Z* 
a hexagonal bipyramid, the projective line arrangement corresponding to it is of 
the type illustrated in Figure 22. 

Exercises 

1. A zonotope Z is independent if and only if aff Si and aff Sj are not parallel for 
i =f. j, and each proper face of Z is a spar (affine image of a cube). 

2. Let P be a 3-polytope whose facets are centrally symmetric. Then, P is a 
zonotope. (Hint: Show that any edge of P determines a "zone"; apply induction 
on r). 

3. Find simplicial arrangements of 6,7,8 or 9 lines in the real projective plane 
which do not correspond to bipyrarnids. 

4. Determine the f -vector of an arbitrary three-dimensional, independent zono­
tope. 



v 
Lattice polytopes and fans 

1. Lattice cones 

In I, 1, we introduced the (polyhedral) cone a as the positive hull of finitely many 

vectors x" ... ,Xk. 

(1) a = pOS{X" •.• ,xd = ~:::o x, + ... + ~:::o Xk 

It has an apex if there exists a supporting hyperplane H such that H n a 
to} (compare I, Definition 1.9). That property has an elementary geometric 
interpretation: 

Remark. Let H and H' be parallel hyperplanes in ~Il with 0 E H. Let a be a 
polyhedral cone with a n H' =1= 0. Then, H n a = to} if and only if H' n a is 
bounded. 

PROOF. Assume there is a 0 =1= x E H n a. Then, pos x C H n a is unbounded. 
If H =1= H', then, choose an a E H' n a; then a + pos x C H' n a is unbounded, 
a contradiction. 

Now assume that there is an unbounded sequence a" a2, ... in H' n a. The 
sequence lIa,II-'a" lIa211-'a2, ... of unit vectors has a cluster point a Ea. Since 
H and H' are parallel, it is easy to see that a E H, contrary to H n a = {O}. 

The following theorem enables us to apply results on polytopes to cones: 

1.1 Theorem. The following properties of an, at least, two-dimensional polyhe­
dral cone a are equivalent. 
(a) a has apex O. 
(b) There exists a hyperplane H' :f 0 such that H' n a is a polytope. 
(c) There exists a polytope P of dimension dim a-I such that 

a = pos P. 

143 
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PROOF. Suppose (a) to be true: Let H be a hyperplane with H n a = {OJ. We 

choose a hyperplane H' parallel to H such that H' n a =F 0. Then, H' n a is a 
polyhedral set, which is bounded according to the above Remark. This proves (b). 

Now, we deduce (c) from (b). Set P := H' n a, and suppose there is a vector 
x E a \ pos P. Since dim a > 1, there exists a vector a E H' n a such that x, 
a are linearly independent. Going over to the plane generated by 0, x, and a, we 
may assume that n = 2. Then, H' n a bounded implies H n a = {OJ for H as in 
the above remark; in particular, x f{. H. But, then, pos x n H' is not empty, though 
POsx n pos P = {OJ. 

Let (c) be true. Since dim aff P < dim a, we obtain 0 f/ aff P. Hence there 
exists a hyperplane H' including aff P but not O. Let H be the hyperplane parallel 
to H' through O. Then H n a = {OJ by the above remark. 0 

Remark. If a = ~, then, (b) holds, but neither (a) nor (c). So the condition 
dim a ~ 2 in Theorem 1.1 is essential. 

As a consequence of Theorem 1.1, we obtain the following theorem from 
Theorems 1.4 and 1.5 in II applied to (n - I)-polytopes: 

1.2 Theorem. Every polyhedral cone with apex 0 is a polyhedral set 

(2) 

where 

(3) HI n ... n Hr = {OJ. 

Conversely, any polyhedral set (2) satisfying (3) is a polyhedral cone with apex o. 

In this chapter, we restrict our attention mainly to the case where XI, ..• , Xk are 
lattice points: 

1.3 Definition. The points x E Z" C ~" are called lattice vectors. In (1), if the 
vectors XI, ••• , Xk are lattice vectors, then, we call a a lattice cone (or rational 
polyhedral cone). Similarly, we say that conv {XI, ••• , xr } is a lattice polytope if 
XI, ..• , Xr are lattice points. 

Remark. The condition "lattice vector" in the definition of a lattice cone may be 
replaced by "vector with rational coordinates", since mUltiplying all coordinates 
with their common denominator yields a lattice vector. To a lattice cone a C ~" 
corresponds a "rational" cone aQ := a n Q" such that a = CTQ. Thus, for lattice 
cones, we may go over to Q" instead of Zn and profit from the theory of Q-vector 
spaces, which is easier than that of Z-modules. 

Most properties of lattice cones we consider are not invariant under combi­
natorial isomorphisms (see definition in II, 1), not even under general linear 
transformations. Nevertheless, combinatorial facts are often a useful starting point. 
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For example, if a classification is to be achieved, we first look at the "coarse" com­
binatorial classification, then specify further. There is a special group of linear 
transformations which leaves invariant all properties of cones to be discussed. 

1.4 Definition. A linear transformation L : IRn --+ IRn and the matrix repre­
senting it, with respect to the canonical basis, are called unimodular if L(7l,n) = 
7l,n. 

Unimodular transformations can be characterized as follows. 

1.5 Lemma. A linear transformation L : IRn --+ 1R" is unimodular if and only 
if it is represented by a matrix A with integral entries and det A = ± 1. 

PROOF. Let A be unimodular. Evidently, A is invertible as a real matrix. From 
A(7l,n) C 7l,", we infer that A has integral entries: the columns of A are the image 
of the canonical basis vectors e j. In the same way, A -I is integral. Thus, A is 
invertible over 7l,; hence, detA is a unit in 7l,. The converse is obvious. 0 

Example. The linear transformation of 1R2 represented by 

A=(~ ~), 
a "shear-transformation" with {tel I t E IR} as axis, is unimodular. 

A cone need not have an apex. However, we can represent every cone in the 
following way. 

1.6 Lemma. 
(a) Any n-dimensional cone a is the vector sum of a cone ao with apex 0 and a 

linear space U; thus, 

a = ao + U, 

where 

dim ao + dim U = n. 

(b) If a is a lattice cone, ao and U can also be chosen to be lattice cones. 

PROOF. 

(a) The set U := a n (-a) is the maximal linear subspace of IRn included 
in a. We can choose the generators XI, ••• , Xk of a so that XI, ••• ,Xr E 

U, Xj f/. U for j = r + 1, ... , k, and no Xj, j = r + 1, ... ,k, is a 
positive linear combination of other elements of {XI, •.• , xd. We set ao := 
pOS{Xr+l, ... , xd. 

We claim that 

(4) (lin ao) n lin {XI, .•. , xr } = {OJ. 
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Otherwise, for at least one Xi E {Xr+l, ... , xd, Xr+l say, the projec­
tion parallel to lin {Xr+2, ... ,xd of Xr+l would be a point X ::j:. 0 in 
lin {Xl, ••. , xr} = POS{XI, •.. , Xr}, so that, for X = alXI + ... + arxr, 

al,.'" ar ~ 0, 

a contradiction to the minimality of {xr+l, ... ,xd. (4) and {Xl, 

... , xr } C U imply lin {Xl, •.. , Xr } = U, so part (a) of the lemma follows. 
(b) is a consequence of the way we proved (a). 

o 

It should be noted that U in 1.6 is uniquely determined, whereas, for dim U > 0, 
we can choose 0'0 in many ways. If we write such a decomposition a = 0'0 + U, 
we tacitly assume 0'0 to be of minimal dimension. 

1.7 Definition. U in Lemma 1.6 is called the cospan of a: 

U = cospanO'. 

The most elementary among the possible building bricks of a polytope is a 
simplex. Its counterpart for cones is the following. 

1.8 Definition. A cone a = POS{XI' ... , Xk} is called simple or a simplex cone if 
Xl, ..• , Xk are linearly independent. a is said to be simplicial if each proper face 
of a is a simplex cone. 

Remark. We introduce the notion "simplex cone" to avoid a double meaning of 
"simplicial cone" occuring in the literature. 

From linear algebra, we know Lemma 1.9. 

1.9 Lemma. 
(a) Let a = POS{XI, ... , xd be a simplex cone. Then, conv {Xl, ..• , xd is a 

(k - I)-simplex. 
(b) Any simplex cone has 0 as an apex. 

1.10 Definition. We say a lattice vector is primitive or simple if its coordinates are 
relatively prime. If a = POS{XI, ... , xd, where Xl, ... , Xk are primitive lattice 
vectors, then we call them primitive generators of a . 

A k-dimensional simplex cone a = POS{Xl, •.. , Xk} in ~" is said to be regular 
if Xl, ... , Xk are primitive, and if there exist primitive vectors Xk+ I, ... ,X" E Z" 
such that 
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If a = ao + cospan a is an arbitrary lattice cone, we call a regular if ao is a 
simplex cone that is regular. {OJ is also called regular. 

Some characterizations of regularity are readily shown: 

1.11 Lemma. The following conditions for an n-dimensional cone a = 
pos {XI, ... , xn} with apex 0 and XI, ... ,Xn primitive lattice vectors, are 
equivalent. 
(a) a is regular. 
(b) Any lattice point of 'I} is an integral linear combination of XI, ... , Xn. 
(c) Any element of a n Zn is a nonnegative, integral, linear combination of 

XI, ... , Xn· 
(d) There exists a unimodular linear transformation that maps the canonical 

basis vectors el, ... , en onto XI, ... , Xn, respectively. 

In later sections we need to split a given cone a into regular cones. The first step 
is cutting a into simplex cones, which we achieve here: 

1.12 Theorem. Any cone a = pos{al, ... , ar } with apex 0 can be split into 
simplex cones aI, ... , ak satisfying the following conditions 
(a) a = al U ... U ak, 
(b) ai n aj is aface ofai and ofaj, i, j = 1, ... , k, 
(c) ai = pos {ail' ... , aiq } for a subset {ail' ... , aiq} C {al, ... , ar }, i 

1, ... , k. 

PROOF. We aply III, Theorem 2.6 to the cell complex consisting of a and the 
faces of a. 0 

In the next section we shall need the following separation property (a 
consequence of a special case of the so-called Hahn-Banach theorem): 

1.13 Lemma (Separation lemma). Leta =pos{al, ... , ar }, a' = pos{bl , ... , bs } 

be cones with apex 0 such that dim a' = nand (relint a) n (int a') = 0. Then, 
there exists a hyperplane H such that a C H+, a' C H- (closed half-spaces). 

PROOF. Equivalently to the lemma, we claim, that A := conv«-a) U a') has a 
supporting hyperplane passing through O. Otherwise, since dim a' = n, we find 
that A = ]R1l, and, hence, 

0= al(-ai l) + ... + ap(-aip) + {3lbjl + ... + {3qb jq 

for appropriate ai, {3 j E ]R>o, P ::: 1, and q ::: 1 such that among the vectors 
ai I' ... , ai p' b jl' ... , b jq there are n linearly independent ones. Thus, 

alai l + ... + apaip = {3lbjl + ... + {3qb jq E a n a' =: ao. 
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Let a], a{ be the smallest faces of a, a', respectively, which contain aD. Then, it 
is easy to see that ail' •.• ,aip E a], and bjl , •.. ,bjq E a{, so we obtain 

(5) dim conv(a] U a{) = n. 

Let x E relint aD. Then, also, x E relint a1 and x E relint a{, hence, x E 

relint conv(a] U a{). If k := dim a{, choose k + 1 affinely independent points 
CO, ••. , Ck of a{ such that x E relint conv{co, ... , Ck}. Since dim a' = n, we 
can choose points CH], .•• , Cn, such that CO, .•• , Cn are vertices of an n-simplex 
Sea'. We see that a] intersects int S, and so, 

(relint a]) n (int S) =I- 0, 

which contradicts the assumption of the lemma. o 

As a particular application, we note a property for the dual cone a of a cone a 
with apex 0 (in 22 (c) we shall see that a automatically is full-dimensional). 

1.14 Corollary. Let a be a cone in]R.n with apex 0 and a be n-dimensional. Then, 

relint a n int a =I- 0. 

PROOF. Otherwise, there would be a hyperplane H with a C H+ and a c H­
by 1.13. For a normal vector v of H pointing into H+, by definition of a, (v, a) ~ 
O. Hence, a c H+ n H- = H, a contradiction to dim a = n. 0 

Exercises 

1. In]R.2, let a be a two-dimensional lattice cone with apex O. a can be mapped by a 
unimodular transformation onto a' = post e1, qe1 + re2} for some q, r E Z~O, 

q, r relatively prime, 0 ::: q < r. 
2. A subset r of a cone a is a face of a if and only if it satisfies the following 

conditions. 

a. r is a cone. 
b. If x E a \ r and x' E a, then, x + x' ¢ r. 

3. Carry out explicitly a subdivision of a into simplex cones if a = pos P, P a 
3-cube in {(~], ~2' ~3, 1)} C ]R.4. 

4. Extend Lemma 1.13 to the case where a or a' does not have 0 as an apex. 

2. Dual cones and quotient cones 

Now we tum to dual cones which are related to the original cones in the same way 
as polar polytopes are to the original polytopes. In fact, we shall see that there is 
a direct relationship between the two dualizations. 
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In I, 49 we have defined the dual cone of a cone a E IRn by 

a := {x E IRn I (x, a) ::: OJ. 

For m E IRn , we set m := (lR:::o mr If a cone r is included in a, then, obviously, 
a c i. Moreover, a.L := {x I (x, a) = O} satisfies a.L = a n (-a) c a. 
Equality holds if a is a linear subspace. 

Examples. If a is an angular region in 1R2, then so is a (see Figure la). If a is a 
ray in IRn , then a is a half-space H+ J a, where H = a.L. If a is a half-plane in 
1R3, then, so is a (Figure 1 b). For a quadrant a in 1R2 or an octant in 1R3, a = a. 

2.1 Theorem. Let a be an n-dimensional cone in IRn with apex 0, let bl, ... , br 

be inner normals of the facets of a. Then 

a = pos{bl , ... , br }. 

PROOF. Each hyperplane Hi := {x I (x, bi) = O} supports a; hence, 
(a, bi) ::: O. This implies a J pos{bl , ... , br }. If x satisfies (x, a) ::: 0, but 
x ~ pos{bl , ... , br } =: a, then, there exists a face pos{bi" ••• , bi,} of a and 
a bio ' such that x = -abio + /3lbil + ... + /3sbi, with positive a, /31, ... , /3s, 
and an ak such that (bij , ak) = 0 for j = 1, ... , s, but (bio ' ak) > O. Now, 
(x, ak) = -a (bio ' ak) < 0, a contradiction. D 

For the cone a in IRn , set V := aff a, and let U be the orthogonal complement 
of V. Then, a = (a n V) EB U and a n V is the dual of a n V in V. 

2.2 Lemma. Let a and ai be cones in IRn. 
(a) Ifdim a = n and a has 0 as apex, then, dim a = n, and 0- has 0 as apex. 
(b) cospan a = a.L. 
(c) a has 0 as apex, if and only if dim 0- = n. 
(d) (al + a2f = al n 0-2 (al + a2 Minkowski sum). 
(e) (al n a2f = al + a2. 
(t) J = a. 

FIGURE la,b. 
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PROOF. 

(d), (e), and (f) follow from the definition of dual cones. 
(c) Let a -# 0 have an apex. Then, there is a hyperplane H with H n a = 0, 

H+ :J a. Let b E a be a generator of the ray Ii +. In a sufficiently small 
neighborhood of b, we find linearly independent vectors b l , ... ,bl! such 
that, for Hi := {x I (x, bi) = OJ, we also have a n Hi = 0 and a C H/, 
i = 1, ... , n (otherwise H n a -# 0 would follow from a being a closed 
set). Clearly, bi E a, and, therefore, pos{ bl , ... , bl!} C a implies a to be 
n-dimensional. 

The converse is shown analogously. 
(a) Let U E int a. Then, for the facet normals bl , ... , br as in Theorem 2.1, 

for i = 1, ... , r. 

Hence, for iI := {x I (u, x) = OJ, by Theorem 2.1, we obtain, 

iI n a = {OJ. 

(b) We obtain the following equivalent statements: 

(bl) x E cospan a = a n (-a). 
(b2) (x, a) ::: 0 and (-x, a) ::: O. 
(b3) (x, a) = O. 
(b4) x E a.L. 

2.3 Lemma. Let r be a face of a, and let 0 1= m E re1int (r.L n a). Then, 

f = a + lR:,:o(-m). 

PROOF. If we can show that the obvious inclusions 

(1) rea n m.L Can (-mf 

o 

are equalities, then the claim follows immediately from 22 (e). For x E an (-m)~ 
we know that (x, m) ~ 0, while mEa means (x, m) ::: 0; hence, a n m.L = 
a n (-mf, For r :J a n m.L it suffices to verify the following: 

Ifv E a \ r, then, (m, v) -# O. 

Obviously we may assume that v -# -m. Going over to the plane generated by 0, 
v, and m, we may assume that n = 2. Then, lin r = m.L and v fj. lin r, hence, 
(v, m) -# O. 0 

As we see from Lemma 2.2, the structure of a is largely determined if, in 
a = ao + cospan a, we know the structure of ao relative to lin ao. So, we are 
mainly interested in theorems about duals of full-dimensional cones with 0 as an 
apex. 



2. Dual cones and quotient cones 151 

F'IGURE2. 

It turns out that we only have to apply the results of II, 2 since there is a simple 
relationship between polar polytopes and dual cones: 

2.4 Theorem. Let a be an n-dimensional cone in JR./l with apex O. Then, we can 
find an (n - I)-polytope P and a point u E relint P such that 

(a) a = pos P, 
(b) If P* denotes the polar of Pin aff P with respect to the unit sphere centered 

in u, and P* is the reflection 2u - P* of P* in u (Figure 2), then, 

v P-* a=pos. 

PROOF. By 22 (c) and 114, there exists a unit vector u E (int a) n (int a). We 
may assume that u = (0, 1). Let us decompose every x E JR./l = JR./l- 1 X JR. in the 
forrnx = (x',x/l).Sinceu E intaandu..l = JR.n- 1 x{O},weobtainu..lna = {O}. 
Then, u.L + u = IRn - 1 x{l}, and 

P := (JR./l- 1 xII}) n a =: P' x {I} 

is a polytope with u E relint P and 0 E relint P'. For the polar bodies P* in 
JR.n - 1 x {I} and P'* in JR.n - 1 , we, obviously, have 

p* = P'* x {I}. 

But (*, y') ::::: I on P' is equivalent to (*, I), (y', -I)} ::::: 0 on P, that is, 
to (y', -1) E -a, so that (since y' E P'* is equivalent to (y', I) E P* or 
(y', -1) E P* - 2u) 

a = - pos(P* - 2u) = pos(2u - P*) = pos P*. 

o 

2.5 Definition. By the assignment F t-+ F* of the faces of P respectively P* in 
aff P according to II, 21, we obtain an assignment 

r := pos F t---+ f:= pos(-F* + 2u) 
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between the faces of the cones a := pos P and a = pos P*. We call f the dual 
face of r. 

From II, Theorem 2.5 we find Theorem 2.6. 

2.6 Theorem. Let a be an n-dimensional cone with 0 as apex, and let /k(a) 
denote the number ofk-faces ofa. Then, 

for k = 0, ... , n - 1. 

2.7 Definition. Let a = ao + cospan a and a' = a~ + cospan a' be two n-cones 
in JR.n • Assume there are polytopes P in 0'0 and P' in a~ of codimension I such that 

0'0 = pos P and a~ = pos P'. 

Then we call a and a' combinatorially isomorphic, a ~ a', if P ~ P' 
and dim cospan a = dim cospan a'. Equivalence classes of combinatorially 
isomorphic cones are said to be types of cones. 

In II, Definition 2.7 we have introduced the quotient polytope P / F. It depends on 
the choice of the defining affine space U; its type, however, is uniquely determined. 
For cones, we introduce quotients as follows. 

2.8 Definition. If a is an n-dimensional cone with apex 0 and if r is a face of a , 
we define the quotient cone a / r as the type of 

where a = pos P, r 
polytope. 

pos(P/ F), 

pos F, P an (n - I)-polytope, and P / F a quotient 

Ifr is {OJ, then, F = 0, and, thus, a/{O} = a. 
Let us denote by [31 (-) the set of proper, at least one-dimensional faces. By 

Theorem 2.4 and Theorem 11,2.9 we derive Theorem 2.9. 

2.9 Theorem. Let [r, a] be the set of proper faces of a including r. Then we have 
bijective, inclusion-preserving and, inclusion-reversing maps 1/1 and ([J 

[r, a] 

The following result is of importance for the construction of toric varieties. 

2.10 Theorem. 
(a) If a is a lattice cone, then, so is a. 
(b) If a is regular, then so is a. 

PROOF. For the lattice cone a, we may consider all generators over Q instead of 
JR.: In the decomposition a = 0'0 + U for U := cospan a, the space U and (by 
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16 (b)) the cone ao have generators over Q~o. Since a = ao n U by 22 (d), we 
essentially have to analyze ao, and, up to a direct factor, we may do that in aff ao. 

Hence, we may assume that a = POS{XI, ••• , XI} with primitive generators X j is 
of full dimension n and has apex O. 

If H = lin r for a facet r of a , then, H = u.L for some u E Qn. We may assume 
that H = lin{x) , ... , xn-d; then, we may choose u as the solution of the system 
of equations (Xj, u) = Ojn, for j = 1, ... , n. If UI, ... , u/ denote the vectors 
thus constructed for the different facets of a, then, by 21, a = post u I, ... , u/}, 
which proves (a). 

For (b) we know, in addition, that n = t = I. Thus, the matrix A := 
(u~, ... ,u~) is inverse to the matrix (XI, ••• , xn). Since, by assumption, 
det A -I = ± 1, Cramers rule implies that A has integral entries. 0 

For a linear map L between vector spaces, we denote by L * the dual map; 
moreover, we identify the linear form (a, .) with a. 

2.11 Corollary. Let a C IRn and a' C IRr be lattice cones, and let L : IRn -+ 
IRr be a linear map such that L('Z/) C 'Z/ and L(a) C a'. Then, L(a) and L *(a') 
are lattice cones, and 

L*(a') ca. 

PROOF. Using elementary rules from linear algebra, we find that 

L *(a') = {L*(x) I (x, a') ~ O} C {L *(x) I (x, L(a)) ~ O} 

= {L*(x) I (L*(x), a) ~ O} C {v I (v, a) ~ O} = a. 

With respect to appropriate bases for 'Z/ and 'Z/, L * is represented by the 
transposed matrix of the matrix which represents L. Thus, L(Zn) C Zr implies 
L*(Zr) C Zn. Hence, by Lemma 2.10, a, a', and, thus, L(a) and L*(a') are 
lattice cones. 0 

Exercises 

1. Let a regular octahedron P be embedded in the hyperplane {(~), b 
~3, I)} oflR4. Find the dual cone of a := pos P. (Use appropriate coordinates 
for the vertices of P). 

2. In IRn a cone a is self-dual, a = a, if and only if a = pos{al, ... , an} and 
a), ... , an is an orthogonal basis of IRn • 

3. Let yEa. The follOWing conditions are equivalent (each implies all others) 

a. y E relint a. 
b. (y,u) > Oforallu E a \a.L. 
c. a n (pos{y}).L = a.L. 

d. a + lR~o(-Y) = a + (-a). 

4. For cones, prove a statement analogous to that of II, 2, Exercise 4. 
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3. Monoids 

3.1 Definition. A semi-group, that is a non-empty set S with an associative 
operation 

+ : S x S ----+ S, 

is called a monoid if it is commutative and has a zero, i.e., an element 0 E S for 
which 

s + 0 = s, for all s E S, 

and it satisfies the cancellation law 

s + x = t + x implies s = t, for all s, t, XES. 

3.2 Lemma. If (J is a cone in jRn, then, (J n Zn is a monoid. 

PROOF. From the definition of a cone (J, x + y is in (J if x, y E (J, in particular, 
x + y E (J n Zn if x, y E (J n Zn. The zero vector is the zero of the monoid. 0 

3.3 Definition. A monoid S is said to be finitely generated if there exist 
aJ, ... ,ar E S, called generators, such that 

s = z~o aJ + ... + z~o ar • 

A system of generators is called minimal if none of its elements is generated by 
the others. 

3.4 Lemma (Gordan's Lemma). If (J is a lattice cone in jR", then, the monoid 
(J n Zn is finitely generated. 

PROOF. By Lemma 1.6 and Theorem 1.12, we may assume (J to be a simplex 
cone, i.e., (J = pos{aJ, ... , ad where aJ, ... , ak are simple and k ~ n. 

Then the "fundamental parallelepiped" 

k 

F := {I>jaj I 0 ~ tj ~ I} 
j=J 

includes only finitely many lattice points. For each x E (J n -z}, there exists a 
lattice point y E L~=J z~o a j such that x - y E F. 0 

Example 1. For (J = pos{ (7, 2), (2, 5)} in jR2, it suffices to choose as additional 
generators (1, I), (2, 1), (3, 1), (1,2) (see Figure 3). 

Remark. We can obtain an example of a monoid which is not finitely generated 
by considering a non-closed cone (J: 

Let (J' = pos{eJ, e2} in jR2, (J := (J' \ pos {e2}. Then, (J n Z2 is not finitely 
generated (see also Exercise 2(a». 
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3.5 Lemma. Ifa has an apex, then, the monoid an Zn has (up to renumbering) 
precisely one minimal system of generators. 

PROOF. Let al, ... , at and b l , ... , bm be different minimal systems of 
generators and b l fj. (ai, ... , ad, say. There exist linear combinations, say 

and 

m 

r 

b l = L Ajaj for Aj E Z~o 
j=1 

ai = L J1ikbk, J1ik E Z;::o for i = 1, ... , t, 
k=l 

that yield a representation 

where YI = L~=I AjJ1 jl > 0, since the bk 's form a minimal system of generators 
as a monoid. On the other hand, YI ::: 1; otherwise, -b l E a, though a has an 
apex. That implies YI = 1 and Yk = ° for k :::: 2, since L~2 Ykbk = 0. As a 
consequence, r = 1 and, thus, bl = ai, a contradiction. 0 

3.6 Lemma. 
(a) A monoid S with generators ai, ... , ak can be embedded as a subsemigroup 

into a group G(S) which has ai, ... , ak as group generators (coefficients in 
Z). 

(b) G(a n Zn) = (a - a) n Zn . 
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PROOF. 

(a) is shown by a standard procedure in linear algebra used, for example, when 
the semi-group of natural numbers is extended to the group of integers or 
(IE \{O}, .) is extended to (Q \{O}, .). 

(b) This is clear from (a). 
o 

3.7 Definition. A monoid S is called saturated if ax E S for a E lE~o and 
x E G(S) implies XES. 

From the definition of a n lEn, we have Lemma 3.8. 

3.8 Lemma. For every cone a, the monoid a n IEIl is saturated. 

We remark that non-saturated monoids can easily be constructed from a n IEIl 
by omitting certain subsets of a n 1E1l, as in the following examples: 

Example 2. Let x" ... ,Xq E a n lEn. Then, S(x" ... , Xq) U {OJ, where 

S(X, , ... , Xq) := [(x, + a) U··· U (Xq + a)] n lEn 

is a submonoid of a n lEn (Figure 4). Also, [lEn n conv S(x" ... , Xq)) U {OJ is a 
submonoid. 

Example 3. For every monoid a n 7l,n, where the cone a = pos{a" ... , ad is 
generated by primitive lattice vectors a j, 

So := {a,a, + ... + akak I a" ... , ak E lE~o} 

is a submonoid. As is seen from Example I, So need not be equal to a n lEn. 

In general there are relationships between a" ... , a" which we discuss by using 
the following notion: 

o 

FIGURE 4. 
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3.9 Definition. Given a set X = {aI, ... , ar } C 7i}, we call a vector (A., J.L) E 

(lR.;::o)' x (lR.;::o)' a positive linear relation of X if L~=l A.iai = L~=l !-Liai. We 
denote the set of all positive linear relations of X by poslin X. 

3.10 Lemma. 
(a) poslin X is a lattice cone in lR.2r . 
(b) Z2r n poslin X is a finitely generated monoid in lR.2r . 

PROOF. If a, f3 E poslin X, clearly a + f3 E poslin X, also ta E poslin X for 
every t E lR.;::o. So, poslin X is a cone in lR.2r . Its linear hull is V := poslin X -
poslin X, and 

poslin X = V n (lR.;::o)2r. 

Since (lR.;::o)2r is an intersection of half-spaces and, thus, a polyhedral cone in lR.2r , 
poslin X is a polyhedral cone by II 16. Clearly, it has rational generators. This 
proves (a). 

(b) follows by Gordan's Lemma 3.4. 0 

We remark that poslin X also contains the trivial positive linear relations (J.L, J.L). 
These are generated by the relations 

(0, ... , 0, 1, 0, ... , 0, 0, ... , 0, 1, 0, ... , 0), i = 1, ... , r. 
i i 

Som even a nonempty set X of linearly independent vectors has a nonzero cone 
poslin X. 

Exercises 

1. Decompose a C lR3 into regular cones for a = pos{(l, 0, 2), (1, 1,3), 
(0,2,5)}. 

2. a. A monoid a = (lR;::o al + ]R;::o a2) n Z2 in ]R2, aI, a2 primitive and linearly 
independent, has aI, a2 as generators if and only if the simplex 

{x = alaI + a2a2 I al + a2 ~ 1, ° ~ ai ~ 1, i = 1, 2} 

does not contain a lattice point other than its vertices 0, aI, a2. 
b. A statement analogous to (a) in ]R3 is false. 

3. Let a be a polyhedral cone with apex 0. If the monoid a n Zll is finitely 
generated, a is a lattice cone. 

4. a. Prove dim(poslin X) = r + dim C(X) (see II, 4), where X has r elements. 
b. Find a system of generators for poslin X if 

X = {(l, 0, 0), (0, 1,0), (1,0,1), (0, 1, 1), (1, 1, -I)}. 

(Hint: First, apply a linear transformation which leaves the first two vectors 
fixed and maps (1, 0, 1) onto (0, 0, 1).) 
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4. Fans 

In I, 4 we introduced the fan E(K) of a convex body K as a set of outer normals 

N(x) = -x + P"K1(x), 

where an x E relint F is assigned to each proper face F of K. If K is a polytope P 
and so possesses only finitely many faces, E(K) consists of finitely many cones. 
Furthermore, if dim P = n,aIIconesa E E(P)haveOasapex,and,tox E int P, 
there is assigned -x + x = G as a cone. 

We now characterize those fans E = E(P) which stem from the outer cones 
of n-polytopes P. In III, Definition 1.7 we have introduced fans, in particular, 
polyhedral, simplicial, and complete fans. If not stated otherwise, we shall always 
mean by "fan" a polyhedral fan. 

As is illustrated by Figure 5, a cone of E need not be a face of a full-dimensional 
cone of E. Also E does not necessarily cover all of IRn. 

4.1 Definition. Let E, E' be fans in IRn, and L : IRn ---+ IRn a linear map such 
that, for each a' E E', there exists a a E E satisfying L(a' n'lln Can 'll.n. 
Then, we say that L is also a map of fans 

L : E' ---+ E. 

4.2 Theorem. To every fan E, there exists a simplicialfan E' such that E and E' 
have the same I-cones and the identity map id oflRn is a map of fans 

id ::E' ---+ :E. 

PROOF. This follows from III, Theorem 2.6. o 

The following notion will be fundamental for the "projectiveness" of the varieties 
to be introduced in Chapter VI. It specializes "polytopa}". 

FIGURES. 
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4.3 Definition. A fan I; is said to be strongly polytopal if there exists a polytope 
P* such that 0 E int P*, and 

I; = {pos F I F E B(P*)}. 

We call P* a spanning polytope of I;. 

In particular, a strongly polytopal fan is complete. In analogy to polytopal 
spheres, we could call a fan polytopal if it is isomorphic to a strongly polytopal 
fan. We do, however, not need this notion. We use P* in Definition 4.3 rather 
than P since the polar polytope of the spanning polytope of I; will occur more 
often in later applications. Also, in accordance with I, Definition 4.14, we derive 
Theorem 4.4. 

4.4 Theorem. A fan I; is strongly polytopal with spanning polytope P* if and 
only if I; is the fan I; = I;(P) of (normal cones of) the polar polytope P = P** 
ofP*. 

PROOF. The polar polytope P of P* is obtained as the intersection of all half­
spaces H;;; (see I, Definition 6.1) where Vi is a vertex of P*. So, if F is a facet 
of P* with vertices VI, ..• , Vb then, (1 = post VI, .•. , vd is the corresponding 
cone, V = Hv, n ... n HVk is a vertex of P, and 

N(v) = (1. 

Since each face is an intersection of facets (II, Theorem 1.11), to an r-dimensional 
face of P* there corresponds an (n - r - I )-face of P, and, for a relative interior 
point V of that face, we find that N ( v) = (1. 

The converse is true by definition of I;(P) in I, 4.14. 0 

4.5 Theorem. Given a complete fan 1:, there exists a strongly polytopal fan 1:' 
such that 

id : I;' ---+ I; 

is a map offans. I;' = I;'(Z) can be chosen to be thefan ofa zonotope Z. 

PROOF. We extend each (n - I)-cell of 1: to its linear hull and obtain, in this 
way, a hyperplane arrangement. By IV, Theorem 7.5, the theorem follows. 0 

From Theorem 4.4, it is readily deduced (compare IV, Definition 2.11): 

4.6 Lemma. P*, Q* are two spanning polytopes of the same fan I; if and only if 
P and Q are strictly combinatorially isomorphic. 

Figure 6 illustrates Lemma 4.6. If a vertex V of P* moves along the one­
dimensional cone it spans, the polar hyperplane moves into a parallel position. 
In higher dimensions, V can always be "slightly moved" along ffi.2:0 V without 
changing I; if P* is supposed to be simplicial. Dually, P must be simple, so that a 
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FIGURE 6. 

little parallel displacement of the affine hull of a facet transforms P into a strictly 
combinatorially isomorphic polytope. 

4.7 Theorem. Every complete fan :E in jR2 is strongly polytopal. 

PROOF. We intersect the unit circle about 0 with the one-dimensional cones of 
:E and choose as P* the convex hull of the points thus obtained. 0 

A statement analogous to Theorem 4.7, for n ?: 3, does not hold. However, we 
can characterize the case of strong polytopality: 

4.8 Theorem (Shephard's criterion). Let X := (ai, ... , ak) be a finite sequence 
of lattice vectors in Zn C U := IRn that span the one-dimensional cones of 
a complete fan :E, and let X {; be a Gale transform of X. Fo':. each prqper face 
u := pos{ajJ"'" ajk_,} of:E, we set C(u) := conv (X{; \ {tljJ"'" tljk_'})' :E 
is strongly polytopal if and only if 

(1) n relint C(u) =f:. 10. 
O'EL 

PROOF. We let bi := tiai, ti > 0, i = 1, ... , k. We wish to choose tl, ... , tk 
such that P := conv{b l , ... , bd is a spanning polytope of :E. From the Gale 
transform, X{; = (a l , ..• , ak ) of X (in jRk-n-l; see II, Definition 4.16), we 
obtain a linear transform X = (al, ... , ak) of X (with U as linear space) by 
setting ai := (ai, 1) E Ha C jRk-n, i = 1, ... ,k. 

Then, B := (hi, ... , hd = (tllal, ... , tk-Iak) is a linear transform of B := 
(b l , ... , bk ). Let b := hi + ... + hk • Clearly, b =f:. O. Therefore, by II, Lemma 
5.6, the perpendicular projection of B onto a 0!.1e-cod~mension_al subspace H of 

jRk-1! with normal b provides a Gale transform B := (b l , ••• , bk ) of B. 
Let c := (c' , 1) be the point in which the ray~jR>o b intersects Ha. Given a 

subsequence Y = (ajJ' ... ' aA_,) of X, we set Y = (ai" ... , ai,). Then, the 
following statements are equivalent (Figure 7). 

(2) b E relint pos{ai" ... , ai,}. 



(3) 

(4) 

(5) 

(6) 

b E relint pos{bil' ... , bd. 

e E relint POS{ail' ... , ad. 

e E relint conv{ail' ... , ad. 

e' E relint conv{ail' ... , ad = relint C(a). 
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A subsequence (bjl' •.. ,bjk_) of B represents a face of P if and only if 
pos{b j" ••• , bjk_,} is a face of the cone spanned by P after the embedding into 
{;. By II, Theorem 4.14, this is equivalent to condition (3). Since (3) and (6) are 
equivalent, we conclude that a spanning polytope P exists if and only if e' can be 
found such that (6) is simultaneously satisfied for every a E :E, that is, condition 
(1) is fulfilled. 0 

Examples of complete, nonstrongly polytopal fans: 

Example 1. In JR.3 let X = (aJ, ... , a6) come from the vertices of a regular prism 
P with 0 E int P, (see Figure 8). 

Let the fan :E be defined by the following facets: 

pos{aJ, a2, a3}, pos{a4' as, a6}, pos{aJ, a3, ad, pos{a3, a4, a6}, 

pos{aJ, a2, as}, pos{aJ, a4, as}, pos{a2, a3, a6}, pos{a2, as, a6}. 

Then, the affine relationships 

and 

b 

~~----~--~~--------~ 
I 

• L1 _ 

b;1 =t~ 0;1 \ 

I \ 
I \ I 
I \. 

H 

I 1\ 
I I \ I 
I I \\ I IRk-,,-1 --~------+---~-:....-¥----

(" 

FIGURE 7. 
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provide a basis for the space of affine dependences of X. A Gale transform X D is 
formed by the rows of the transposed of the matrix 

(~ 
(compare Figure 9). 

o -1 -1 0 1) 
-1 0 -1 1 0 ' 

It is readily seen that Shephard's condition is not satisfied: Look at the faces 

pos{a2, a6}, pos{a3, a4}, and pos{al' a5}' 

From the combinatorial point of view, the subdivided prism is equivalent to an 
octahedron. However, its position in space can be varied only by moving the 
vertices along their positive hulls so that an octahedron is not obtained (see Exercise 
1). 

Example 2. In JR.3 choose a 3-simplex T, a vertex v of T, and a triangle /),. C 

(JR.3 $ JR.) \ aff T. P := conv(T U /:,.) is then a polytope with 3 double-simplices 
and (in general) 4 simplices as facets. We denote the vertices of T by 1,2,3,4 = v 
(Figure 10), the vertices of /),. (after projection) by 5, 6, 7. We consider a Schlegel 
diagram of P, namely a central projection into T. 

We may place /),. such that we obtain facets Fl, ... , F7 , up to renumbering as 
follows: 

a5 

as 

a3 

Fl = [1, 2, 4, 5, 6] 

F2 = [2, 3, 4, 6, 7] 

F3 = [1, 3, 4, 5, 7] 

F4 = [2, 5, 6, 7] 

F5 = [4, 5, 6, 7] 

F6 = [1, 2, 3, 5] 

F7 = [2, 3, 5, 7]. 

~ 
a3 

a, 
~ 

FiGURE 8. FIGURE 9. 

a5 
a1 

as 

a2 



4 

2 

FIGURE 10. 

We split the double simplices F), F2 , F3 as follows: 

Split F) along [2, 4, 5] into two simplices 

Split F2 along [3, 6] into three simplices 

Split F3 along [1, 7] into three simplices 
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In a Gale transform of the polytope P, we have, as cofaces, [3, 7], [1, 5], [2, 6] 
and four triangles. Without calculating the coordinates explicitly, we see that it is 
of the structure shown in Figure 11. 

After the split we obtain additional cofaces [2, 3, 4, 5, 6], [1, 2, 4, 5, 7], 
[1,3,6,7] which have no interior point in common. So the fan ~ obtained by 
projecting the splitted faces of P is not strongly polytopal. 

The idea of Examples 1 and 2 underlies a general construction principle for 
nonstrongly polytopal fans: 

FIGURE 11. 
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4.9 Theorem. 
(a) There exist n-dimensional lattice polytopes, n :::: 3, with at least fo - nfacets 

(fo = number of vertices) which are simplicial but not simplices. 
(b) If P is such a polytope, 0 E int P, the facets that are not simplices can be 

dissected so that the fan obtained by projecting the new faces is not strongly 
polytopal. 

PROOF. 

(a) Let en be an n-dimensional cube with center O. In each edge s of en ,consider 
that the hyperplane Hs :) s perpendicular to lin s. We may assume that 
o E Hs-' Then 

is a polytope with 

and 

p.- n 
s edge of e" 

fo(P) = 2n + 2n, 

fn-I (P) = n .2n - I , 

(compare Figure 12 for n = 3). Above each facet of en, a new vertex occurs. 
On each Hs , there are as many such vertices as the number of facets that 
the edge lies on, that is, n - 1 vertices VI, ••• , Vn-I. If V, Vi are the end 
points of s, a facet of P is a bipyramid F over conv{vl, ... , vn-d. Since 
s \ {v, Vi} C relint F, F is a double simplex. 

Since fo - n = 2" + n < n . 2n- 1 for n :::: 3, (a) holds. 
(b) Let Fl , ••• , Fq , q ::: fo - n, be the facets that are simplicial but not simplices. 

We apply Radon's theorem (I, Theorem 2.1) and find, for each Fi , a partition 
of vert F;: 

vert Fi = Vi U V;', V; n V/ = 0, 

FIGURE 12. 
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such that 

(l) (conv Vi) n (conv V;') contains a relative interior point of Fi. 

The Gale transform of vert P has dimension fo - n - I, so the coface of 
each Fi is contained in a hyperplane Hi. 

After the split, the cofaces are enlarged by an Xi for Xi E Vi U V;', say 
Xi E Vi. We may assume Xi E H/. Then, X j E H/ for any other X j E ~, 
since, otherwise, 

o E relint conv({x I x E (vert P) \ (vert Fi )} U Vi) 

would be a coface of P and conv V;' would be a face of Fi , contrary to (1). 
Hence, 

- + 
Vi CHi' 

So, if we select, from each pair (Hi, H1), ... , (H:, Hq-), one half-space at 
random, the intersection of the interiors must be nonempty to fulfil Shephard's 
condition. Since q ::: fo - n = 2 + dim Hi, the selection can be made such 
that the interiors have no point in common (also if some ofthe Hj are linearly 
dependent). So by Theorem 4.8, we can construct a fan which is not strongly 
polytopal. 

o 

Besides the face-splitting according to Theorem 4.9 there is still another way 
to find examples for non strongly polytopal fans. By definition of "nonpolytopal" 
(III, 4) we have the following theorem. 

4.10 Theorem. Let ~o be an (n - I)-dimensional polyhedral sphere embedded 
into ]Rn as the boundary of a star-shaped set with 0 in its interior. If ~o is non­
polytopal, the fan ~ := {pos aD I aD E ~o} is complete but not strongly polytopal. 

As an example, consider the Barnette sphere (III, 4). 
We now tum to a second fundamental property of fans: 

4.11 Definition. A fan is called regular if all its cones are regular simplex cones. 

Example 3. We start with a prism, as in Example 1, choosing Xl := el, X2 := e2, 
X3 := e3, X4 := -e2 - e3, Xs := -el - e3, X6 := -el - e2. Split the faces, as 
in Example 1, but also split conv{x4, xs, X6} by a stellar subdivision (see III, 2) in 
direction -el - e2 - e3. 

The following characterization of regular fans is very useful. 

4.12 Theorem (Oda's criterion). A complete simplicial fan ~ is regular if and 
only if the following conditions are satisfied: 
(a) There exists in ~ at least one regular n-cone. 
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(b) If a = pos{X] , X2, ... , Xn}, a ' = pos{x;, X2, ... , Xn} are two adjacent 
n-cones, there exist integers a2, ... , an such that 

Xl + X; + a2X2 + ... + anXn = O. 

PROOF. Let:E be regular, det a = det(xJ, X2, ... , xn) 
X2, ... , xn) = -1, and, hence, 

det(xl + x;, X2, ... , xn) = O. 

Since X2, ... , Xn are linearly independent, we can write 

From 

1. Then, det(x;, 

det(Xl, x;, X3, ... ,xn) = det(xl, -a2X2, X3, ... , xn) 

= -a2 det(xl, ... , xn) = -a2, 

we see that a2 is integral. Similarly, a3, ... , an are shown to be integers. So (a) 
and (b) are true. 

Conversely, let (a) and (b) be valid. For two adjacent n-cones a 
POS{Xl, X2, ... , xn}, a ' := pos{x;, X2, ... , xn}, we deduce from (b) that 

det(xl, X2, ... , XI!) = - det(x;, X2, ... , xn). 

Since :E is complete, we shall see that all n-cones have the same absolute value 
of det a, that is I det a I =: c. Consider the set of all n-cones of :E with the same 
absolute value of 1 det a I. Suppose it does not cover ~" . Then, there is a gap which 
contains at least one n-cone ao, so the boundary of the gap contains at least one 
(n - I)-side of an n-cone a ' such that 1 det a'l =I- I det ao I, contrary to the initial 
assumption. 

By (a), therefore, all determinants of n-cones are ±l. 0 

We remark that (a) in Theorem 4.12 cannot be left out, as is seen from the 
example illustrated in Figure 13 where all 3-cones have determinant ±2. 

Exercises 

1. By direct arguments, show that, in Example 1 Xl, ... , X6 cannot be moved on 
their positive hulls so that they become vertices of a polytope that spans :E. 

2. In Example 2, find all possible splits of Fl , F2, F3 according to Theorem 4.9 
and investigate in which cases the resulting fan is polytopal and in which it is 
not. 

3. Show that the fan, in Example 3, is regular but not strongly polytopal. 
4. If a fan :E is strongly polytopal, each fan obtained from :E by a stellar subdivision 

is also strongly polytopal. 
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FIGURE l3. 

5. The combinatorial Picard group 

Given any fan :E we denote the set of its dual cones by ±, 
± := {a I a E :E}. 

Examples (Figure 14). 
If:E consists of the four quadrants of~.z, the eight octands of jR3, or, generally, 

the cones in which jR" is subdivided by the coordinate hyperplanes, all n-cones 
are self-dual. If we consider in Figure 14 the noncomplete fans consisting of {OJ 
and the one-dimensional cones, ± consists of jR2 and the half-planes which occur 
in the illustrations of ±. 

5.1 Lemma. If a = a) + ... + a" where ai are the I-dimensional faces of a , 
then a = a1 n ... n ar is an intersection of half-spaces. 

PROOF. This is clear from the definitions and Lemma 2.2. 

If :E is a fan and a E :E, we assign to a the monoid 

S := a n Zn. 

FIGURE 14. 

o 
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We obtain a system 

S = SCI;) := {S = a n 71," I a E I;) 

of mono ids assigned to I;. So, there are bijective relations between I;, t, SCI;) 

I; ~ t ~ S(I;). 

From anyone of them, we can always reconstruct the others. 
From the definitions and Lemma 2.2 we find that 

5.2 Lemma. For any two cones aI, a2 of a fan I;, 
(a) (al + a2f n 7!/ = (al n Zll) n (a2 n Zn), and 
(b) (al n a2fn Z" = (al n Zn) + (a2 n Zll). 

The monoids of SCI;) are all sub-semigroups of the additive group Zn. Now, 
we consider residue classes of the sub-semigroups in Z" . 

To each a E t, we assign ma E Zn such that the following condition is 
satisfied: 

(1) If ao is a face of a, ma - mao E cospan ao. 

Condition (1) guarantees that the inclusion of mono ids in SCI;) is preserved if we 
replace each monoid an zn by its residue class ma + S = ma + (a n Zll). 

5.3 Definition. AsystemP := {ma +a}aEL of translated cones is called a virtual 
polytope (with respect to the fan I;) provided {ma + a )aEL satisfies (1). 

If I; is strongly polytopal, we may choose {ma }aEL such that 

(2) n(ma + a) =: p 
aEL 

is a lattice polytope, and - P* spans I;. Then, P and P can be identified. More gen­
erally, (2) represents a Minkowski summand of the negative dual of the spanning 
polytope of I;. 

5.4 Lemma. The virtual polytopes with respect to the same fan I; are a 
commutative group 9 with respect to the following addition (PI := {m~ + a )aEd 

(3) P + P' := {ma + m~ + a)aEL. 

The zero element is t. 

Remark. In the case where P and P' can be identified with polytopes P and P', 
respectively, P + P' corresponds to the Minkowski sum P + P'. 

PROOF OF LEMMA 5.4. Since 0 E a, a + a = a, hence, 

(ma + a) + (m~ + a) = ma + m~ + a. 

Therefore, the addition of P and P' reduces to ordinary set addition. t is the 
zero element since (ma + a) + a = ma + a for any a E I;. 
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04 05 

FIGURE 15. 

The negative ofP = {ma + a }aeI: can always be obtained by choosing - P := 
{-ma + a}aeI: as illustrated in Figure 15, 16, and 17 (with M as in Lemma 5.5). 

We still have to show that (1) is preserved under the addition (3). Let ao be a 
face of a. Then, 

and 

imply 

(ma + m~) - (mao + m~o) E cospan ao, 
since cospan ao is a linear space. Hence, (1) remains true. o 

It should be noted that in - P = {-ma + a }aeI: only the apexes -ma are the 
negatives of the ma in p, whereas the cones a remain unchanged. 

We remark, further, that neither P nor - P needs to define a polytope, as Figure 
17 illustrates (where ~ is the fan given by the quadrants of~? and theirfaces). 

The following lemma is immediate from Lemma 5.4 and the definition of 
monoids belonging to S(~): 

5.5 Lemma. 
(a) The systems M := {ma + an Zn}aeI: = {ma + S}aeI: of residue classes 

assigned to the semi-groups of S(~) define a commutative group 9 with 

FIGURE 16, FIGURE 17. 
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respect to the addition (M' := {m~ + S}aE~::) 
(4) M + M' := {ma + m~ + S}aE~:' 
The zero element is S(b). 

(b) The groups 9 and 9 are isomorphic. 

Many properties of virtual polytopes remain true under translations (applied 
simultaneously to all ma + a, a E b) as is the case for polytopes. So, it is natural 
to assign to 9 or 9 the following group: 

5.6 Definition. If 9 is the group of Lemma 5.5, we call 9 / Z" the combinatorial 
Picard group Pic b of b. We denote its elements by P. 

The Picard group Pic b is a finitely generated, commutative group, and, hence, 
by the fundamental theorem on commutative groups, is equivalent to a direct sum 

Pic b ~ zq ED Zql ED· ., ED Zqp, 

where Zi denotes the finite cyclic group with i elements. Zql ED· .. ED Zqp is called 
the torsion of the group, q its Betti number. Torsion can be nonzero, as is in the 
following example: 

Example 1. In IR2, let b := {aD, aI, a2} where aD := to}, al := R::o el, and 

We consider mao = mal = 0, mal = el. Then, (mal + al) n (mal + (2) is a cone 
whose apex (0, ~) is not a lattice point-which it need not be since al + a2 (j. b 

(Figure 18). The virtual polytope P := {m a; + adi=0.1.2 is not obtained from i; 
by simultaneous translation via a lattice vector, so it does not represent the zero 
element of Pic b. However, 2P = {2ma; + ai} is obtained from i; by adding e2 

to each cone, and so does represent zero. It is readily seen that Pic b ~ Z2. 

FIGURE 18. 
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A situation, as in Example 1, does not occur if at least one cone a E E is 
n-dimensional. 

5.7 Lemma. For Pic E to be a torsion-free group, it is sufficient that E contains 
an n-cone L 

PROOF. Suppose Pic E contains an element of finite order. Then, there is a virtual 
polytopeP = {ma +a}aeL andanaturalnumberr suchthatrP = {rma +a}aEI: 
can be obtained from t by adding a lattice vector c. Since r is n-dimensional, 
{rm r} = cospan r is a lattice point, and, hence, rmr = c. Since mr is also a 
lattice point co, P = Co + t, so that P represents the zero element of Pic E. 0 

If E contains an n-cone, we can calculate Pic E explicitly. First, we discuss the 
simplicial case: 

5.8 Theorem. Let E be a simplicial fan in]R1Z which contains at least one n-cone, 
and let k be the number of one-dimensional cones of E. Then, 

Pic E ~ Zk-IZ . 

PROOF. We assume, first, that E is not only simplicial but also regular. Since 
E is simplicial, a virtual polytope P is determined by an arbitrary choice of the 
me for all one-dimensional Q E E. For any such Q, we may replace me by any 
other point of the hyperplane me + Q.l. We may choose, for the sake of our proof, 
me not necessarily as a lattice point. The hyperplane me + Q.l must, however, 
always contain at least one point of Zn . It is convenient to let me be the foot of 0 
on me + Q.l. If QI, ... , Qk are alII-cones of E, we write 

(Xi ~ 0, IIc;!1 = 1, i = 1, ... ,k. 

Then, 

(3) (Ci' x) = (Xi 

is an equation of me, + Qf. Let di be a multiple of Ci such that the hyperplane 
Hi = {x I (di , x) = I} has the following properties: 
(a) There exists a lattice point on Hi. 
(b) There does not exist a lattice point y such that 0 < (di , y) < 1. 

Then, each hyperplane parallel to Hi and containing a lattice point is given by 
an equation 

(4) (di , x) = ri 
where ri is an arbitrary integer. 

From the regularity of E, we deduce that (by Cramer's rule), for d ij , ..• , dim 

representing m :::: n simple vectors which span a face of E, the system (4) of 
equations (i = ii, ... , im ) has a lattice point as a solution. Therefore, the vectors 
(rl' ... , rk) E Zk can be chosen arbitrarily as representatives of virtual polytopes. 
Since we identify virtual polytopes which differ only by a translation vector E '!lIZ 
and by considering Lemma 5.7, Pic E ~ Zk / Zn ;;;:: Zk-IZ. 
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If E is simplicial but not regular, we proceed as above. However, the numbers 
ri E Z cannot be chosen arbitrarily since, in general, the systems (4) for i = 
ii, ... , im do not have integral solutions, only rational ones. Multiplying one ri 
and all solutions of the respective equations (4) by an appropriate integral factor 
yields an integral solution. So the vectors (rl' ... , rk) which represent defining 
elements of Pic E can be varied in each component. Since Z has only to} and 
groups isomorphic to Z as subgroups, it follows again that Pic E ~ Zk-II. D 

5.9 Theorem. Let E be a fan in IRn which contains at least one n-cone, and let 
QI, ... , Qk be the one-dimensional cones of L We consider all maximal faces 
ai, ... , aq of E which are not simplex cones, and set, for ai = Qi, + ... + Qis' 
i = 1, ... , q, 

La, := C(dil , ... , di,) (space of linear dependencies) 

and 

A := dim L. 

Then, 

Pic E ~ Zk-n-).. . 

PROOF. We consider the vectors (rl' ... , rd introduced in the proof of Theo­
rem 5.8 as representatives of virtual polytopes. They can no longer be chosen as 
arbitrary lattice vectors. We must find the relationships which they satisfy. 

Let ai be given as in the theorem, and let ma, be the corresponding defining 
lattice vector of a virtual polytope. The one-faces of ai are spanned by vectors 
di I' .•. , di,; they satisfy 

(5) 

(dis' ma,) = ris 
where the individual equations are introduced as in (4) (compare Figure 19). 

It is useful to introduce the following matrix A. If Lal is embedded in 
C(dl , ... , dk) canonically, we may write a basis of La, as row vectors in k com­
ponents. We choose this basis as the first rows of A. The next rows are chosen as 
a basis of L a2 , analogously. Continuing in this way, the last rows of A are a basis 
of La •. 

By II, Lemma 4.8, A may be considered to be composed of linear transforms 
(column vectors) of the sequences (dil , ... , diJ as follows 

basis of Lal 0 ....... 0 dh 0 ..... . .... 0 dl" 0 ...... . 

basis of Laq o .... 0 dq , 0 ....... . ........ 0 dqsq 0 

= 
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Now, the conditions for r = (rl, ... , rk) E 71} to represent a virtual polytope 
a:e, by 11,_ Lemma 4.8 (and the fact that (dil , •.. , diJ is a linear transform of 
(dil , ••. , di,)) 

Art = o. 
Since A has rank A, the vectors r span a subspace of]Rk of dimension k - A. So 
we obtain 

o 

Remark. In the above proof, the vectors a in II, Lemma 4.8, attain a concrete 
meaning as points ma. In the case where the Pi are ordinary polytopes, it suffices 
to consider all vertices of the Pi as points ma. 

Example 2. If I; is simplicial, no nonzero space La; occurs, so that A = 0 and 
Theorem 5.9 reduces to Theorem 5.8. 

Example 3. Let I; in]R3 be spanned by the cube with vertices ±el ± e2 ± e3. We 
obtain L to be 4-dimensional and, hence, Pic I; ~ z. 

Example 4. In Example 3, we replace the generator el + e2 + e3 of a I-cone by 
e := 2el + 2e2 + 3e3, and change all faces containing el + e2 + e3 by taking e as 
the generating vector instead of el + e2 + e3. (Figure 20). Now, dim L = A = 5 
so that Pic I; = {a}. 

Remark. The fan of Example 4 cannot be spanned by the faces of a closed poly­
hedron (with planar faces). This is readily seen from the fact that those three 
spanning rectangles which meet on lR;:::o( -el - e2 - e3) determine the remaining 
three rectangles, the resulting polyhedron being a projective image of a cube. Then, 
however, e would have to be a multiple of e) + e2 + e3 which is not true. 

Definition. We call tL (I;) : = k - n - A the combinatorial Picard number of I;. 

FIGURE 19. 
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FIGURE 20. 

Example 5. If E consists of an n-cone a with k generators and all faces of a, 
then A = k - n and fL(E) = O. 

We investigate more thoroughly the case of complete fans E. In this case we 
may choose (E (n) the set of n -cones of E) 

if ao is a face of a E E(n), 

where, of course, Equation (1) must be observed. So, if E(n) = {ai, ... , aq } and 
ai := ma;> i = 1, ... ,q, the cones 

{al + ai, ... , aq + aq } 

determine an element P of Pic E. We write 

Definition. We call P an associated polytope of E, if E = E( - P), that is, if E 
is spanned by -P* (compare Theorem 4.4), or, in other words, if E is the fan (of 
normal cones) of -P (Figure 21). 

Clearly, 

1: (-P) 

FIGURE 2l. 
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5.12 Lemma. Let :E be complete and strongly polytopal, and, let - P* be a 
spanning polytope of :E, so that P is an associated polytope of :E. Then, for 
vert P = {a), ... , aq }, 

P = PCP) = [a) + pos(P - a), ... ,aq + pos(P - aq )] 

is an element of Pic :E from which :E can be reconstructed. Thus, 

:E = :E(-P) for P = (a) + pos(P - ad) n··· n (aq + pos(P - aq ». 
Any (Minkowski) summand P' of P can also be written in the form 

P' = (a~ + pos(P - a)) n ... n (a~ + pos(P - aq» 

where an obvious assignment 

provides a surjective map 

XP' : vert P ---+ vert P'. 

5.13 Definition. If P' is a lattice summand of an associated polytope P of the 
strongly polytopal fan :E (possibly P' = P), we call (for a; := Xp'(ai), ai E 
vert P) 

PCP') := [a~ + pos(P - ad, ... , a~ + pos(P - aq )] 

a polytope element of Pic :E = Pic :EC - P). 

5.14 Lemma. Let:E = :E( - P), and let P', P" be lattice polytopes such that 

P = P' + P". 

Then, 

PCP) = PCP') + PCP"). 

In particular, for any natural number r, 

PCr P) = rPCP). 

PROOF. This follows directly from the above definitions and Lemma 5.12. D 

The following theorem will enable us to find a finite system of generators of 
Pic :E( - P), consisting of polytope elements. 

5.15 Theorem. For any P EPic :E C - P) there exists a lattice polytope Po, strictly 
combinatorially isomorphic to P (hence also associated with :E), and a natural 
number r such that 

P = PCPo) - PCr P). 
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PROOF. Let P = (al + UI) n ... n (aq + uq ). Since u; n Z" = S;, we have 
a 1 - I-relationship between the u; and the S;. We can also represent P as an 
intersection of half-spaces, 

where 0 E int P is assumed, 

and H; n P, i = 1, ... , k are the facets of P. 
Moreover, any representative of 

P = [bl + UI, ... , bq + uq ] 

can be characterized by 

{HI-, ••• , Hk-}, 

where each H;- is a translate of H;-, i = 1, ... , k. Further, by definition of P, 
we obtain a natural assignment 

k n· .. n H· 'I lp 

for any subset {i I, ... , i p} C {1, ... , k}, as a result of the translations. In 
particular, the vertices a; and b; are intersections such that 

b· - if. n .. ·nH· J - JI j,' i = I, ... ,q. 

For any positive integer r, we define 

Per) : = (rHI- + H I-) n ... n (rHk- + Hk-) 

= HI(r)- n ... n H?)- , 

where Ht) := rHi + Hi. i = 1, ... , k. Furthermore, we set 

bjr) := H}:) n··· n HX). 

We claim that 
(a) bY) = raj + bj is a point, and 

(b) for sufficiently large r, {bir), ... , br)} = vert Per)' 

PROOF OF (a). 

H(r) = r HJ· + bJ· 
JQ Q Q 

forie E {iI, ... ,is}, 

hence, 

bY) := HX) n ... n Hi:) = (rHjl + bj ) n ... n (rHj, + bj ) 

= r(Hjl n ... n HjJ + bj 

= raj + bj , a point. 

PROOF OF (b). For sufficiently large r, raj + bj ¢ conv{rai + bi I i =j:. j}, 
since a j is strictly separated from (vert P) \ {a j} by a hyperplane. This proves 
{b(r) b(r)} p 

I , ... , q evert (r)· 

We show that bY) ¢ Ht) for i ¢ {jl, ... , is}. 
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In fact, since aj has positive distance from any Hio with i f/. {h,···, is}, 
we obtain ~ bY) = aj + ~ bj f/. H; + ~ b; for sufficiently large r, and, hence, 

bY) f/. rH; + bi = H;(r). 

Therefore, if B, B' are sufficiently small balls with the same radius and centers 
aj' bY), respectively, the sets B n P and B' n p(r) are translates of each other. 
Hence, 
(2) 
pos(P - aj) = pos[(B n P) - aj] = pos[(B' n p(r» - bjr)] = pos(p(r) - bj\ 

In B, B', respectively, 

dim(HjQ n P) = dim(Hj;) n p(r» = n - 1, 

so Hj~) n p(r) is a facet FX) of p(r) , e = 1, ... , s. 

Suppose (vert p(r» \ {b~r), ... ,br)} =I 0. Then, the edge graph of any 

polytope being connected, we find an edge [bj), b] of p(r) for which b E 

vert p(r) \ {b~r), ... , br)}. (1) implies (up to renumbering the Hj~» 

aff[bj), b] = Hj~) n ... n Ht) =: g. 

Since there is a b~r) =I bj) on the line g (by Equation (2», we find b = bj); 
otherwise, there would be three vertices of p(r)' This proves (b). 

So, we have a bijection rp between vert P and vert p(r) which is inclusion­
preserving for facets and maps each facet onto a facet with the same outer normal. 
Therefore, for sufficiently large r, we obtain a strict combinatorial isomorphism 
between P and Po := p(r)' Since rH; + iI; = Ht), i = 1, ... , k, we conclude 
that 

P + P(r P) = P(Po}. 

o 

Example 6. Consider I:(P} to be the fan consisting of the quadrants of]R2 and 
theirsides,wherePisthesquarewithal = O,a2 = eJ,a3 = e2,anda4 = el+e2. 
Figure 22 illustrates an equation P + P(3P) = P(Po}. 

FIOURE22. 
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5.16 Definition. If:E = :E(P) is strongly polytopal, we call the group g, in 
Lemma 5.4, the polytope group of :E. 

5.17 Theorem. Let:E = :E(P) be strongly polytopal. . 
(a) The polytope group g is the smallest group into which the semi-group of all 

polytopes strictly combinatorially isomorphic to P can be embedded. 
(b) Pic:E can be generated by fn-I (P) - n - A + 1 polytope elements strictly 

isomorphic to P where A is defined according to Theorem 5.9. 

PROOF. (a) is a consequence of Theorem 5.15; (b) follows from Theorems 5.9 
and 5.15. 0 

As the following examples show, summands of P can also be chosen for 
generators of g or Pic :E: 

Example 7. If:E consists of the cones into which IRn is split by the coordinate 
hyperplanes, we can set Pi = [0, ei] (line segments), i = 1, ... , n, and we obtain 
a system of n polytope elements generating 

Pic :E ~ Z/ . 

Example 8. In the example of Figure 15, we may choose PI := [0, ed, P2 := 
[0, e2], P3 := conv{el, e2, el + e2}. Therefore, 

Pic:E ~ Z} . 

Exercises 

1. Find Pic ~ for ~ being spanned by the n-cube with vertices ±el ± ... ± ell. 

2. Let the facets of the cube C with vertices 0, el, 2e2, 3e3, el +2e2, el +3e3, e2+ 
3e3, el + 2e2 + 3e3 be numbered 1, ... , 6 such that opposite sides have sum 
equal to 7 (as in the case of a die). Let Hi be a half-space with face i on its 
boundary such that the outer normals Pi of Hi are outer normals of C, in the case 
i = 2, 4, 5, and point into the cube in the case i = 1, 3, 6. Then, Ht, ... , Hi; 
define a virtual polytope P. Find the smallest k such that 

P + P(kC) = P(Po) 

for a three-dimensional polytope Po. 
3. Given any natural number r, find two polytopes P, pI, P >ft P', such that 

r = J.l(:E(P)) = J.l(:E(P I)). 
4. If P = P' . pI! is the join of two polytopes pI, pI! (III, Definition 1.13), 

determine the combinatorial Picard number J.l(:E (P)) from J.l(:E (PI)) and 
J.l(:E(pI!)). 
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6. Regular stellar operations 

In III, 1 and 2, we introduced the concepts "cell complex", "star", "closed star", 
"link", "join" and "stellar subdivision". The cell complexes considered here are 
fans, so all cells are cones. The join of two cones a, a', for which a n a' = {O}, 
(rather than equal to 10 as in the case of polytopes) and also (lin a) n (lin a') = {O}, 
can be written as a + a'. 

Of special interest are the following operations. 

6.1 Definition. A stellar subdivision s(p; a) of a regular fan E (in direction 
p where p = lR;::o p) is called regular if it preserves regularity. We also write 
s(p; a) = s(p; a). Its inverse operation is, then, also called regular. 

In the following, if we express a cone a as a = POS{ql, ... , qr}, we assume 
automatically ql, ... , qr to be generators of a n Zn and, hence, simple vectors. 

6.2 Theorem. Let E be regular, a E E, a = POS{XI, ... , xd, x], ... , Xk sim­
ple, and let p = lR;::o p, P simple. s(p; a) is a regular stellar subdivision o/E if 
and only if 

(1) p = XI + ... +Xk· 

PROOF. Let a be a face of an n-dimensional regular cone 0- (where 0- need not 
be in E). We set 

so that det 0- = ±l. s(p; a) splits 0- into n-dimensional cones, 

0-1 := pos{p, X2, ..• , Xk, Xk+l, ... , xn}, •.. , o-k 

:= POS{XI, ... , Xk-I, p, Xk+I,· .• , xn}. 

If (1) is true, we obtain 

det o-i = det(x], ... , Xi-], x] + ... + Xb Xi+l, ... , xn) 

= det 0- = ± 1, i = 1, ... , k. 

So, all new cones are again regular. 
Conversely, let 0-], ... , o-k be regular, and let 

al > 0, ... , ak > O. 

Then, 

det(x], ".,xi_],a]x] + ... + akXk,Xi+], ... ,xn) = aideto- = ±ai = ±l. 

Since ai > 0, this implies that ai = 1, i = 1, ... , k. P = XI + ... + Xk is 
simple, since otherwise, for p = rq, r > 1, q E Zn, we would have 

±1 = det(rq - X2 - ... - Xk, X2, ... , xn) = r det(q, X2, ... , xn) = r . s 

for s E Z, a contradiction. Therefore, (1) is true. D 
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'-­---

(J = (j = pos{eJ, ez, e3} 
FIGURE 23a,b. (a) 

p = eJ + ez + e3 

Examples. 
Under a unimodular transformation L, regularity is preserved, and stellar sub­

divisions are carried over as follows. Let a subdivision be applied, according to 
Theorem 6.2, in the direction p = XI + ... + Xk. Then, after applying L, we 
subdivide in the direction 

L(p) = L(xd + ... + L(xd. 

6.3 Lemma. Let (J := POS{XI, ... , xd,k > 1, be a regular cone, let a be 
a face of the regular n-dimensional cone (j := POS{XI, ... , Xk, Xk+I, ... , XII}, 
and let p:= XI + .,. + Xk. Then,for ai := POS{XI, ... , Xi-], p, Xi+l, ... , Xk, 
... , XII}, i E {I, ... , k}, we can set J = pos{YJ, ... , Yk> ... , YIl} and 0\ 
pos{y;, ... , Y:_I' Yi, Y:+I' ... ,y~, Yk+I, ... , YIl} such that 

(2) -Y; + Yj = yj, j = 1, ... , i-I, i + 1, ... , k. 

PROOF. Since (2) remains valid if a unimodular transformation is applied, we 
can assume X; = e;, i = 1, ... , n. Then, a; has as generators Y; = el -
e;, ... , Y;_I = ei-I - e;, Yi = e;, Y;+I = ei+1 - e;, ... 'Yk = ek - ei, 
Yk+1 = ek+]' ... , Yll = ell' (See Figure 23b for the case n = 3, k = 2, i = 1). 
This proves the lemma. 0 

6.4 Lemma (Farey's lemma). Let a = POS{XI, X2} be a two-dimensional cone of 
a regular fan ~ in ll~?, XI, X2 simple, and let 

a = alxl + a2X2 E (int a) n Z2 

be simple. Then, by applying finitely many regular stellar subdivisions, ~ can be 
turned into afan which contains lR~o a as a one-dimensional cone. 

PROOF. Up to a unimodular transformation, we may assume XI = el, X2 = e2. 
If al = a2 = 1, the lemma is proved after applying one subdivision. If al > 
a2, we apply s(lR~o(el + e2); (J). Let L be the shear for which L(el) = el, 
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L(a) 
a 

FIGURE 24. 

L(e1 + e2) = e2· We map a = (a1, (2) onto L(a) = (a1 - a2, (2) =: (a;, a~) 
(Figure 24). 

If a2 > al we interchange the parts of e1, e2. So either a; < a1 or a~ < a2. 
We divide a; ,a~ by their greatest common divisor, and repeat the same procedure. 
After a finite number of steps, a will be transformed into (1, 1) so that only one 
more subdivision is needed. D 

Lemma 6.4 can be generalized to higher dimensions (see Exercise 4 below). 
However, there are no known analogs, for n > 2, to the following two strong 
theorems. 

6.5 Theorem. Let~, ~' be regular and complete fans in 1R2• Then, there exist 
regular stellar subdivisions S1, ... , s p' s;, ... , s~ such that 

~, '~'. ~II sp 0 .•. 0 S1 ~ = Sq 0 •.. 0 s1 ~ =. ~ , 
or, in other symbols, 

s' 
~" ? 

s' 
~ ~'. 

P ROO F . By applying Farey' s lemma several times, we can arrange for each I-cone 
of ~ to be a I-cone of~' as well. So, let a = POS{X1, X2} be a 2-cone of ~ such 
that a I-cone p' E ~' \ ~ is contained in a. Up to a unimodular transformation, 
we may assume X1 = e1, X2 = e2. Let p' = lR~o a' = lR~o(a;, a~), a' a simple 
vector. 

If there is no other I-cone of ~' \ ~ contained in a, we find a~ = det(e1, a') = 
1 = det(a', e2) = a;, so that, by applying s(lR~o(el + e2); a) we obtain p' as a 
cone of ~ (after subdivision). 

Suppose a second I-cone p := lR~o ii = 1R~o(a1' (2), with simple ii, in ~' \ ~ 
exists. If p' or p equals p := 1R~O(e1 + e2), again we apply s(JR~o(el + e2); a). If, 
however, no cone of~' \ ~ equals p, first, assume that pCp' + P =: a' E ~', 

det a' = 1. We can let pcp + lR~o e2. Then, a; > a~ ~ 1, a2 > a1 ~ 1. We 
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obtain 

a contradiction. 
If p ct. p' + p, we can assume that pep + 1R~0 e2 EE'. Then, al 

and 1 = al . 1 - a2 . 0, a contradiction. 

Given regular, complete fans E, E' in 1R2, does there always exist a fan E" 
which, conversely to Theorem 6.5, can by successive regular stellar subdivisions, 
be transformed into E as well as into E'? The answer is no, as can be seen from 
the fans of Figure 25. 

However, any regular, complete fan can be obtained by a chain of regular stellar 
subdivisions from one or the other fan of Figure 25. 

6.6 Theorem. Let Eo be the fan spanned by el, e2, -el - e2 in 1R2, and E(k) 
thefan spanned by el, e2, -el, -e2 + kel, k E Z \{l, -I} (according to Figure 
25). Given any regular and complete fan E in 1R2, we can find regular stellar 

bd· . . I I h th t su IVlslOnssl, ... ,sporsl, ... ,SqSUC a 

spo ... osIEo=E or s~o ... OS;E(k)=E. 

In other symbols, 

or 
s' 

I 
---+ 

s' 
-4 

PROOF. Suppose in E there exists a convex quadrangle A := conv{O, aJ, 

a2, a3} whose vertices are 0, a1, a2, a3, such that the generator a2 is adjacent 
to the generators aI, a3. We call A a reducible quadrangle. Up to a unimodular 
transformation, we may assume al = el, a2 = el + e2. Then, det(el + e2, a3) = 
CX32 - CX31 = 1, where a3 = (CX3J, CX32). Since el + e2 is a vertex of A, CX31 < 1. 
Similarly, since a3 is a vertex of A, CX32 > 0. This readily implies a3 = (0, 1). 
Now, we apply S-l (1R~0 a2, pos{al, a3}) and eliminate, in this way, a generator. 

Doing this as often as possible, we obtain a fan E' without a reducible 
quadrangle. So, conv{O, aI, a2, a3} is always a triangle A'. 

(0,1) (0,1) 

(1,0) (-1,0) 

(-1,-1 ) 

FIGURE 25. 
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In such a triangle A', we can assume al = eI. a2 = e2. Suppose, among the 
generators a3, a4, ... , following a2 counterclockwise, there is at least one on or 
"above" the line g through ai, a2. Among these generators, let ai = (ail, ai2) 
be one with maximal ai2. Then, ai+1 = (ai+l.I, ai+I.2) must lie "below" the line 
{tai I t E IRl (since I: is complete). In the case ai+l, I > 0, either ai+1 is adjacent 
to al and conv{O, ai+I. aI. a2l is reducible, or the same contradiction is obtained 
for the generator b #- a2 adjacent to al. 

In the case ai+I,1 < 0, conv{O, ai-I, ai, ai+d is reducible. Therefore, ai+I,1 = ° and, hence, ai+1 = -a2. Now i = 3, since, otherwise, conv{O, ai-I. ai, ai+d 
would again be reducible, and a4 = -e2 is readily seen to be adjacent to al. Now 
1 = det(a2, a3) = -a32 = 1, hence, a32 = -1, and a31 ::: 2. This proves I: to 
be of type I:(k)' 

However, if a3 = (a31' (32) lies "below" g and "above" h := {tel I t E IR}, we 
again obtain a contradiction to A' being a triangle. In the case a3 = -el, "below" 
h there can be only one more generator a4. Hence, I: is of type I:(k)' 

So let a3 lie "below" h. Clearly a31 < ° (since I: is complete). Suppose, for 
a4 = (a41' (42), a41 > 0, a42 < 0. Then, conv{O, a4, ai, a2l would be reducible. 
Therefore, either a42 = ° and a4 = ai, or a41 :::: 0. In the former case, we find 
a31 = a32 = -1, hence I: is of type I:o. In the latter case, a41 = 0, since, 
otherwise, 0, e2, a3, a4 would be vertices of a convex quadrangle. So a4 = -e2, 
and I: is again of type I:(k)' 0 

If we consider Theorems 6.5 and 6.6 and attempt to apply the case n > 2, there 
is no reasonable conjecture for n > 2 analogous to Theorem 6.6. 

Oda's conjecture (strong version). . Theorem 6.5 is also true for three­
dimensional fans. 

As an example, we illustrate combinatorially how the fan of Example 1 in 4 and 
the fan with generators el, e2, e3, -el - e2 - e3 can be succesively subdivided 
into a common regular fan. All stellar subdivisions can be chosen to be regular 
(Figure 26). 

We remark that a "weak version" of Oda's conjecture meanwhile has been 
shown: 

Any two, complete, regular, three-dimensional fans can be transformed into 
each other by a chain of finitely many operations which are either regular stellar 
subdivisions or inverses of such. 

Regular stellar subdivisions can also be characterized by dual operations. As 
we have seen in III, 2, the dual combinatorial operations are "cutting off faces". 
How does regularity come in? Theorem 6.10 below will give an answer. First, we 
characterize regularity of a strongly polytopal fan I: = I: (-P) with associated 
polytope P by properties of P. 

6.7 Lemma. A strongly polytopalfan I: = I:( -P) (compare Definition 4.3 and 
I, Definition 4.14) is regular if and only if P possesses the following properties 
(a) P is simple. 
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FIGURE 26. 

(b) For any vertex Xo of P and the lattice points XI, .•. , Xn adjacent to Xo on 
edges of P, the vectors XI - XO, •.• ,Xn - Xo span 'I} integrally. 

PROOF. This is clear from Lemma 1.11, Theorem 4.4, and Theorem 2.1 O(b). 0 

6.8 Definition. We call a lattice polytope lattice regular if it satisfies conditions 
(a), (b) in Lemma 6.7. 

Remark. The term "regular polytope" is defined by congruent edges and the 
existence of enough symmetries. To avoid confusion we use the words "lattice 
regular". 

6.9 Lemma. Let F be a proper face of a lattice regular polytope P. Then, the set 
1i of all lattice points on edges of P, not on F but adjacent to vertices of F, lie in 
a hyperplane H := aff 1i. 

PROOF. Let a Evert F, and let a + bl , ... , a + bn be the adjacent lattice points 
of a on edges of P, where 

a+bl, ... ,a+bk E F, 

k = dim F. 

Up to a translation, we can set a = O. Since det(bj, ... ,bn ) = ±1, we can, by 
a unimodular transformation, arrange bl = el, ... ,bn = en. Then, all points 
bi = ei, i = k + 1, ... ,n, lie in the hyperplane 

H = {x = (~I' ... , ~n) I ~k+1 + ... + ~n = I}. 

H remains invariant if we translate P, such that another vertex of F moves to 0, 
and then apply a unimodular transformation which leaves H (as a whole) fixed 
and maps the lattice points adjacent to 0 on edges onto el, ... , en. So, the lemma 
follows. 0 
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F'IGURE27. 

6.10 Theorem. To a reguldr stellar subdivision s(p; a) of a strongly polytopal 
regular fan E = E ( - P) there corresponds the following operation on P or a 
lattice polytope strictly combinatorially isomorphic to P. 

Let p = lR?;O u, u simple, and let H be the supporting hyperplane of P with 
outer normal u. If the edges emanating from the face F : = P n H, but not in F, 
do not all have at least three lattice points, we replace P by 2 P. Then, we cut off 
F from P by a hyperplane parallel to H that passes through the lattice points of 
P closest to those on F but not in F (Figure 27). 

PROOF. This follows readily from Theorem 6.2 and Lemma 6.9. o 

We remark that the spanning polytope P* of E is not uniquely determined, but 
can be varied by moving the vertices on the I-cones of E. Dually, the hyperplanes 
which carry facets of P can be translated, provided the combinatorial structure of 
P is not changed. 

Exercises 

1. Let the fan E =: Ep in lR3 have 3-cones al := pos{el, e2, e3}, a2 := 
pos{el, -el -e2, e3},a3 := pos{e2, -el -e2, e3},a4 := pos{el> e2, p},a5 := 
POS{eI, -el-e2, p},a6:= pos{e2, -el-e2, p} where p = -e3+ret +se2, 
r, s E Z. Find a sequence of regular stellar subdivisions and inverse regular 
stellar subdivisions which transforms Ep into E_eJ • 
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2. Let :E be the fan spanned by the simplex ~ with vertices el, ... , ell, 
-el - ... - en, and let :E ' be the fan into which JR." is split by the coordi­
nate subspaces (spanned by the crosspolytope C). Find sequences SI, ••• , sp 

and s;, ... , s~ of regular stellar subdivisions such that 

~ I I~' sp 0 ... 0 SI ~ = Sq 0 ... 0 sl ~ . 

3. For n = 3, find polar polytopes P, p' (up to strict combinatorial isomorphism) 
of P* := ~, p l* := C in Exercise 2 such that the construction of Theorem 6.10 
can be carrried out explicitly for the dual operations of SI, .•• , S p' s;, ... , s~, 
respectively. 

4. Extend Farey's lemma to arbitrary dimension n ::: 2, and prove it. 

7. Classification problems 

We wish to classify fans under reasonable restrictions. From the point of view of 
applications in algebraic geometry, the main emphasis is placed on regular fans. 
For the sake of simplicity, we restrict ourselves to complete fans. Regularity is not 
an invariant under combinatorial isomorphisms of fans, not even invariant under 
all linear transformations. The appropriate equivalence relationship is given by 
unimodular transformations. 

7.1 Definition. We call two fans :E, :E ' unimodular equivalent if there exists a 
unimodular transformation L : JR./1 --+ JR./1 which preserves 7l/1 , such that L maps 
the cones of L bijectively onto the cones of :E '. 

So, on the one hand, by considering regular complete fans, we restrict the large 
variety of possible fans. On the other, combinatorially equivalent fans need not be 
unimodularly equivalent, which again enlarges the number of possible types. In 
fact, classification problems are solved only under strong limitations. 

Complete fans are combinatorially isomorphic to polyhedral spheres. We note, 
first, that not all polyhedral spheres represent, conversely, complete fans (an ex­
ample is given in III, Theorem 5.5). Already this requires sorting out polyhedral 
spheres if we want to have complete fans. 

We now list several properties of fans and their logical dependencies. 

7.2 Definition. We call a complete fan :E rational, if all its cones are rational, and 
polyhedral if it is spanned by a (not necessarily convex) polyhedral sphere, that 
is, any a E :E has a representation a = pos Fa, where dim a = I + dim F and 
{Fa I a E L} is a polyhedral sphere (see III, Definition 1.9). 

The list below refers to properties of :E which are not invariant under 
combinatorial isomorphisms (compare III, 5). 



,/ 

o rational complete 

t 
~ rational simplicial 

complete 

t 
@J regular complete 
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IT] complete 

'" @] polyhedral 

,/ 

t 

@J strongly polytopal 

'" ,/ [2J regular strongly polytopal 

7.3 Lemma. In the list above, no implication can be reversed. 

PROOF. IT] fr 0: We choose a complete fan in ]R2, which contains post ej + 
,J2e2} as a I-cone. 

o fr ~: See, for example, any nonsimplicial complete fan. 

~ fr @J: Choose, for example, the complete fan in ]R2 with generators 
ej, e2, -2el - e2. 

IT] fr ITl See 5, Example 4 (Figure 20). 

@] fr~: Any nonsimplicial polytope provides a counterexample. 

@]fr @J: The Barnette sphere (see III, 5) can be realized in]R4 such that its 
cells span a fan :E. Since the Barnette sphere is not polytopal, :E is not polytopal, 
and, hence, not strongly polytopal. But, also, polytopal fans need not be strongly 
polytopal, see the Examples I and 2 in section 4. 

@J fr [2]: Consider the fan :E illustrated in Figure 8 of 4. We choose XI = el, 
X2 = e2, X3 = e3, X4 = -e2 - e3, Xs = -el - e3, X6 = -el - e2. We split the 
cone POS{X4, Xs, X6} by introducing the additional generator X7 = -el - e2 - e3· 
We leave the other cones unchanged. In this way, we obtain a regular complete fan 
which is not strongly polytopal. 

@J fr [2J: Consider the fan of Figure 13 in section 4. 0 

7.4 Definition. A regular complete fan is called minimal if it cannot be obtained 
from another regular complete fan by a regular stellar subdivision. 

Theorem 6.6 can be looked at as a classification theorem: 

7.5 Theorem. Any two-dimensional minimal regular complete fan is unimodular 
equivalent to :Eo or :E(k), k E Z \ {I, -I} (see Figure 25). 
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As we mentioned in section 6, no analog of Theorem 7.5 is known for dimension 
n > 2. Results have only been found for small numbers g of generators. We restrict 
ourselves to n = 3 and to g ::: 6. 

7.6 Lemma. Let I; be a regular complete fan in R3, and suppose ao, aI, a2, a3 
are generators such that st(R:;::o ao, I;) consists of 0"1 := pos{ao, aJ, a2}, 0"2 := 
pos{ao, a2, a3}, 0"3 := pos{ao, a3, ad and their faces. IfO, ao, aI, a2, a3 are the 
vertices of a polytope, either 2ao = al + a2 + a3 or ao can be eliminated by the 
inverse regular stellar subdivision s-I (R:;::o ao, pos{al, a2, a3}). 

PROOF. Up to a unimodular transformation, we can let al = eJ, a2 e2, 
ao = e3. For a3 = (a, fJ, y) we obtain from the regularity of I; 

a3 is "above" lin{el, e2} and "below" aff{el, e2, e3}, hence, we obtain, from ex = 
fJ = -1, that y = 1 or y = 2. This implies 2ao = al + a2 + a3 or ao 
al + a2 + a3. In the latter case, we can apply Theorem 6.2. 0 

7.7 Theorem. Any three-dimensional minimal regular complete/an with g ::: 6 
generators is unimodular equivalent to one o/the/ans shown in Figure 28 where, 
in b, r =1= 1, -1, in b', r ::: s, r ::: 0, (r, s) is differentfrom (0, 0), (1,0), and, in 
c, (r, s) is different from (1, 0), (0, 1), (-1, 0), and (t, -1). 

FIGURE 28. 
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FIGURE 29a,b,c,d. 

PROOF. First we find all polyhedral simplicial2-spheres with at most six vertices. 
If there are only four vertices, we obtain Figure 29a, which is a Schlegel diagram. 

Also for five vertices, there is, combinatorially only one type (Figure 29b). If 
there are six vertices, we know from II, Theorem 6.7 that the polytopal types are 
those illustrated in Figure 29c, d. By II, Theorem 6.7, any simplicial sphere with 
six vertices is isomorphic to one of them. 

Now we look at the regular realizations. If we extend the arguments of Lemma 
7.6, we see that, up to a unimodular transformation, only the upper left fan in 
Figure 28 is a regular realization in the case of four one-dimensional cones. 

Let the given fan have five generators. Up to a unimodular transformation we 
assume eJ, e2, e3 to be three ofthem. Let a = (a" a2, (3) and b = (fh, fh, fh) 
be the remaining ones such that the following determinants of three-dimensional 
cones are to be considered: 

det(e2, a, e3) = -a, = 1 

det(a, e" e3) = -a2 = 1 

det(e2, a, b) = -ad33 + a3/3, = -1 

det(a, e, , b) = -a2/33 + a3/32 = -1 

det(e"e2,b) = /33 =-1 

We obtain a = (-1, -1, (3) and b = (/3" /32, -1) with a3(/3, - /32) = o. If 
a3 = 0, we set r := /3" s := /32 and obtain the cases illustrated in the lower 
left fan of Figure 28 where, for reasons of symmetry, r ~ s and r ~ 0 may be 
assumed. (r, s) = (0,0) has already been considered in case b. (r, s) = (1,0) 
yields e1 = b + e3. If a3 -I 0, hence, /31 = fh, we obtain from det(a, el, b) = 
-1 + a3/32 = -1 that /31 = /32 = O. For r := a3, we find the cases illustrated in 
the upper right of Figure 28, where r -I 1, -1 because of Lemma 7.6. 

So, let the fan have six generators. Again, we can assume that el, e2, e3 span a 
three-dimensional cone of the fan. 

Claim The given fan does not have the combinatorial structure illustrated in 
Figure 29c. 
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PROOF. Let a := (aI, a2, (3), b := (th, fh th), c := (Yl, Y2, Y3) be the 
remaining generators such that the determinant equations for the 3-cones are 
(1) det(el' e3, a) = -az = 1, 
(2) det(e2, e3, a) = al = -1, 
(3) det(el, ez, b) = th = -1, 
(4) det(el' a, c) = aZY3 - a3YZ = -Y3 - a3Yz = 1, 
(5) det(ez, a, c) = a3Yl + Y3 = -1, 
(6) det(el, b, c) = thY3 - thyz = -1, and 
(7) det(ez, b, c) = -f3IY3 - Yl = 1. 

The equations (4) and (5) imply 

(8) 

From Lemma 7.6, we deduce that one of the following three cases must hold: 

(9) a3 = 0, (9') a3 < ° or (9/1) a3::: 2. 

Case (9) 

From (4), we find Y3 = -1. Also, since f33 = -1, we see that 0, el, ez, b, c are 
vertices of a polytope, hence, by Lemma 7.6, el + ez + c = 2b and, therefore, 
Y3 = -1 = 2f33 = -2, a contradiction. 

Case (9') 

From (8) we have Yl = Yz =: y. From (6) and (7), we find that (f31 - f3Z)Y3 = 0. 
Since a3 < ° implies Y3 < 0, we obtain f31 = f32 =: f3. From (5) and (7), we 
obtain 

(to) 

Since Y3 < 0, we have a3(1 + f3Y3) :s 0. Using (9') this implies 1 + f3Y3 ::: 0, 
and, hence, 

(9' A) f3:s 0, or (9'B) f3 = 1 and Y3 = -1 

Case (9'A) 

f3 = ° implies Y = -1,and, hence, by (5), Y3 = a3 -1, so that a = (-1, -1, (3), 
b = (0,0, -1), and c = (-1, -1, a3 - 1). Now a + b = c, contrary to the 
minimality of the fan. So, let f3 < 0. We set a3 := -a3, f3' := -f3, y~ := -Y3, 
so that a3 > 0, f3' > 0, y~ > 0. Rewriting (10), we see that 

(11) 

with only positive parameters. The left side of (11) is positive, the right side 
nonpositive, a contradiction. 

Case (9'B) 

By(5), Y = O,sothatb = (1, 1, -1),c = (0,0, -1), and,hence, b = el +ez+c, 
contrary to the minimality of the fan. 
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Case (9") 

Geometrically, this means that the point e3 lies "below or on" the affine plane H 
spanned by the points el, e2, a. If b lies "above" the plane H' spanned by el, e2, 

c, we interchange the roles of e3 and b, so that (9) or (9') occurs again. 
Suppose, therefore, b lies below or on H'. Clearly, b and c also lie "below" H 

(otherwise the fan were not complete). Since,83 = -1 and,8 := ,81 = ,82, we find 
,8 :::: 0.Furthermore,Y3 < Oandy := YI = Y2 < 0.By(4),1 = -Y3-a3Y > 3, 
a contradiction. 

This proves our claim. 
In the octahedral case Figure 29d, we assume el, e2, e3 to be generators and 

to span a cone of the fan. We set a = (aI, a2, a3), b = (,81, ,82, ,83), and c = 
(YI, Y2, Y3), where a is adjacent to e2, e3 and b is adjacent to el, e3. By calculating 
all determinants which involve a, b, or c, we obtain the following equations: 

(i) al = -1, ,82 = -1, Y3 = -1. 

a2,81 = 0, ,83Y2 = O.(ii) 

(iii) 

Up to change of notation, we can interchange el, e2 and a, b simultaneously, also 
el, e3 and a, c or e2, e3 and b, c. Therefore, there is no loss of generality if we 
let a2 = 0 to satisfy the first equation of (ii). For the second and third equations 
of (ii), we have solutions a3 = ,83 = 0 or a3 = Y2 = 0 or YI = ,83 = 0 or 
YI = Y2 = O. In case YI = ,83 = 0, it follows from (iii) that a3 = 0 or,81 = 0 
or Y2 = O. In all cases, one of the vectors a, b, c has only one nonzero coordinate 
and another one only two nonzero coordinates. We may assume a2 = a3 = 0 and 
fh = 0 so that 

We set t := ,8J, r := YI, S := Y2 and obtain the cases of the lower right of Figure 
28 where (r, s) =f. (1,0), (0,1), (-1,0), (t, -1), since in these cases c + e3 

equals el, e2, -el, b, respectively, so that the fan were not minimal. 0 

Remark. Instead of working directly with determinants, as in the last part of the 
proof of Theorem 7.7 one can use Oda's criterion (Theorem 4.12) 

XI + x; + UX2 + VX3 = 0, U, v E Z, 

where XI, x;, X2, X3 are generators such that pos{Xj, X2, X3} and pos{x;, 
X2, X3} are cones of the fan. u, v are then called weights (of the edge [X2, X3]). 

The classification proceeds by characterizing weighted edge graphs of simplicial 
spheres which belong to minimal complete regular fans. 
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Exercises 

1. Any complete fan in 1R2 is combinatorially isomorphic to a regular complete 
fan. 

2. The fan in 1R3, spanned by the faces of an icosahedron, is isomorphic to a regular 
complete fan. 

3. Find out for which pairs of integral vectors (t, r, s) the fans in the lower right 
of Figure 28 are the same up to a unimodular transformation. [Hint: (1, r, s), 
(1, -r, r + s) is such a pair.] 

4. Find (up to unimodular transformations) all minimal regular complete fans in 
1R4 with g ::; 6 generators. 

8. Fano polytopes 

We consider a special class of fans; their cells are spanned by the faces of polytopes 
which are defined as follows. 

8.1 Definition. Let x" ... , Xr be simple lattice vectors which are the vertices of 
a polytope P with 0 E int P. Then, P is called a Fano polytope provided the 
complete fan it spans is regular. 

8.2 Theorem. In 1R2, up to unimodular transformations, there exist five Fano 
polytopes, as illustrated in Figure 30. 

PROOF. We may suppose e" e2 to be adjacent vertices of P. Let a = (a" (2) =I­
e2 be adjacent to e,. Then a2 = det(e" a) = -1, and, since e, e2 := {(~l' ~2) I 
~, + ~2 = I} is a supporting line of P, al ::; 1. 

Similarly, for the vertexb = (f3I,fh) =I- e, adjacenttoe2,f3, = -1,f32::; 1. 
We denote the vertices adjacent to a, b and different from e" e2 by a' = (a;, a;), 
b' = (f3;, f3~), respectively. 

First, suppose a I = f32 = 1. Then, a; + a; = det(a, a') = -1, and f3; + f3~ = 
det(b', b) = -1, and, hence, a' E {-eJ, -e2}, b' E {-e" -e2}.1t follows that 
either a' =I- b' and a' = -e2, b' = -e, or a' = b' equal to -el or -e2. In both 
cases, no further vertex exists, and we obtain polytopes of type:F4 or :F5. 

If a, = 1 and f32 ::; 0, then, again, a; + a~ = -1. Furthermore, a~ ~ -1. 
This implies f3~ > -1, hence, f32 = 0, and we obtain a polytope of type :F3 or :F4. 



8. Fano polytopes 193 

The same conclusion is drawn for fh = 1 and al ~ O. So let al ~ 0 and 
fh ~ O. Then, a, b belong to {-el' -e2, -el - e2}, and we readily obtain one of 
the types F I, F2, F3, F4. 0 

Remark. Types F3, F4, F5 are not minimal in the sense of the preceding section. 
By inverse regular stellar subdivisions F3 can be reduced to F I, and F4, F5 just 
as well to FI as to F2• 

The direct analogs of FI and F2 in R? are the simplex T = conv{el, e2, e3, 
-el - e2 - e3} and the octahedron conv{el, -e), e2, -e2, e3, -e3}. We present 
a further example (Figure 31). 

Remark. In dimensions three and four, all Fano polytopes (up to unimodular 
transformations) have been classified by Batyrev (there are 18 and 121 types, 
respectively). For higher dimensions, partial results are known. We prove one of 
them. 

First, we remind ourselves of the split of polytopes (IV, 1). If PI, P2 are polytopes 
in complementary linear subspaces of IR,n, 0 E relint PI,O E relint P2, then, PI 0 

P2 := conv(PI U P2) is said to split into PI, P2. Dually, Pt E9 P{ = (PI 0 P2)*' 
Furthermore, we define the following polytopes that generalize F5: 

8.3 Definition. A polytope P(k) := conv{el, -el, ... , eb -eb el + ... + 
eb -el ... - ed, k even, or a unimodular copy of it, is called a del Pezzo polytope. 

8.4 Theorem. Any n-dimensional, centrally symmetric, Fano polytope P splits 
into line segments and del Pezzo polytopes, 

r + kl + ... + ks = n. 

PROOF. The proof proceeds in several steps. First, we claim that 
(1) Let F := conv{e), ... , en}, and -F be facets of P. Then any further vertex 

a = (aI, ... , an) of P satisfies 

j = 1, ... ,n. 

e, 

FIGURE 31. 
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Proof: We consider the unimodular transformation (for row vectors) 

Then, L(F) = conv{el, el + ez, ... , el + en}, L(-F) = conv{-el' -el -
ez,· .. , -el-en}.LetFj := conv{el, el +ez, ... , el +ej_l, el +ej+l, ... , el + 
en} be a facet of L(F), and let Fa := conv({a} U Fj ) be a facet of L(P) adjacent 
to L(F). Since HI := {~I = I} and -HI are supporting hyperplanes of L(P), 
we see that either a = -el - e j or al = O. In the latter case, 

aj = det(el' el + ez, ... , el + ej_l, a, el + ej+I, ... , el + ell) = -I, 

since Fa spans a regular cone pos Fa. 
The hyperplane aff Fa has (for a i= -el - e j) an equation 

~j - ~I = -1. 

Its intersection with Ho := {~I = O} supports the polytope L(P) n Ho in Ho, and 
hence Hj := {~j = -I} supports 

L(P) = conv (L(F) U L(-F) U [L(P) n HoD, j = 2, .. . ,n. 

For reasons of symmetry, - Hj also supports L(P), j = 2, ... , n. 
WeobtainL(P) C H I- n· .. nH,-; n (-HI-) n·· . n (-H,-;), which is also true 

for a = -el - ej. Hence, (1) holds for L(P) instead of P. Since L -I preserves 
~2' ... , ~n, (1) also follows for P in the case j = 2, ... , n. 

To verify (1) for j = 1, we consider the facet Fb = conv{b, el + ez, ... , 
el + en}, b i= el, of L(P). For b = (fh, ... , fin), either b = -el or fil = O. In 
the latter case, 

-fi2 - ... - fin = det(b, el + ez, ... , el + en) = -1. 

The supporting hyperplane aff Fb of L(P) has an equation 

~z + ... + ~n = 1 

which remains invariant under L -I. Therefore, 

- 1 :s g2 + . . . + ~Il :s 1 

for all points of P. Since L -I (0, ~2, ... , gn) = (-gz - ... - gn, b ... , gil), we 
obtain I~II :s I, and, hence, (1) for j = 1. 
(2) Leta = (ai, ... , an), a' = (a~, ... , a;,) be vertices of P, both not contained 

inFU(-F).Then,forj = 1, ... ,nneitheraj =aj = Inoraj =aj = 
-1 is true. 

Proof: Again, consider L(P) so that, as we have seen above, 

al = a; = O. 
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Suppose, for a j > 1, exj = exi = -1. Then, a, a', Fj would be contained in 
the supporting hyperplane {~I - ~j = I}, and, hence, P would not be simplicial 
contradicting regularity. By symmetry, it follows that ex j = exj = 1 is not possible, 
either. Since ex j, exi remain invariant under L -I for j = 2, ... , n, (2) follows for 
j = 2, ... , n. We may assume n > 1 (for n = 1, (2) is trivial). By interchanging 
the roles of exl and some ex j f=. exl, (2) also follows for j = 1. 
(3) Any vertex of P not in F or - F can, up to renumbering of coordinates, be 

written as 

a = (1, -1, ... , 1, -1, 0, ... , 0) 

(there may be no zeros). 
Proof: Since all vertices not in L(F) U L(-F) of L(P) lie in {~I = O}, those 

of P which are not in F or - F lie in 

~I + ... + ~Il = O. 

So, the claim follows from (1). 

PROOF OF THE THEOREM. According to (3), let a = (1, -1, ... ,1, -1, 
0, ... ,0) be a vertex of P not in F or - F. Since P is centrally symmetric, 
-a = (-1,1, ... , -1,1,0, ... ,0) is also a vertex. We write all vertices of P 

(except those in F and - F) as rows of a matrix: 

1 -1 1 -1 0 0 
-1 -1 1 0 0 

0 0 0 0 

* 
0 0 0 0 

2k, 

Because of (2), the lower left part of this matrix consists of zeros. The split of 
the matrix represents a split of the polytope into P = P(k, J 0 Po, where dim Po = 
n - k l . 

We repeat the procedure until there is no further vertex a rf. F U (- F) and 
obtain a split 

P = Pro) 0 P(k,J 0 ... 0 P(kJ. 

PrO) contains only vertices e;, -ei, i = 1, ... , r = n - kl - ... - ks, and, hence, 
splits into r intervals. 0 

Exercises 

1. Find three Fano polytopes with eight vertices in ]R3 each two of which are not 
related by a unimodular transformation. 
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2. Find (up to unimodular transformations) all Fano polytopes in]R3 with at most 
six vertices. 

3. Prove the converse of Theorem 8.4: All split polytopes presented there are Fano 
polytopes. 

4. Prove that a Fano polytope in ]Rn with two facets F, - F (symmetric with 
respect to 0) has, at most, 2n + 2 vertices. 



Part 2 

Algebraic Geometry 



VI 

Toric Varieties 

1. Ideals and affine algebraic sets 

From its beginning, algebraic geometry is concerned with sets of zeros of finitely 
many polynomials. These affine algebraic sets form a basic part of the theory, usu­
ally as "charts" of which more general varieties are built up (by "gluing together"). 
The underlying field of coefficients may be general or restricted to one of the fields 
ij, JR, Co of rational, real, or complex numbers, depending on the topic discussed 
and the methods used. 

We shall set up a framework which, on one side, fits the special type of varieties 
to be considered, and, on the other side, is general enough to include quite a num­
ber of basic algebraic geometric concepts. Though we stick to rather "classical" 
geometric objects, in many cases, we need modem terminology to formulate the 
equivalents of combinatorial geometric facts in algebraic geometry. 

As a coordinate field, we choose the field C of complex numbers throughout. 
Many results could be extended to the cases of other fields, but we do not stress this 
possibility. There might be a question about "real" geometry which requires real 
coordinates. For our purposes, it is enough to give real illustrations by choosing 
polynomials "as real as possible" (for example, ~~ + ~i - 1 representing a circle, 
rather than ~~ + ~i + 1, which has no real zeros). We can do this because most 
facts considered do not depend on specific values of the coefficients of polynomials, 
avoiding exceptional cases. For the general setting, the coordinate field C is, in a 
way, more convenient, since any nonconstant polynomial has a zero in C. 

Polynomials are considered to be C-valued functions of a complex vector space 
V. If ~ := (~1, ... , ~m) is a coordinate vector of V with respect to some basis, a 
polynomial f is given as a linear combination of monomials 

where Ai E Co i j E Z~O, and only finitely many Ai are nonzero. The ring of all 
such polynomials (under ordinary addition and multiplication) is denoted by 

C[~l' ... , ~m] =: C[~]. 

199 
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Any (finite) set of polynomials determines a geometrical object in V, namely, 
the set of its common zeros. The sets thus obtained are called affine algebraic sets 
(see Definition 1.1); for a single nonconstant polynomial, they are called (affine 
algebraic) curves, if dim V = 2, surfaces, if dim V = 3, and hypersurfaces in 
general. On the other hand, for a given subset M of V, we consider the collection 
of all polynomials vanishing on M; it has the structure of an ideal in the ring of 
all polynomials. The relation between polynomial ideals and affine algebraic sets 
is our first object of study. 

1.1 Definition. Let F be a subset of e[~] := e[~], ... , ~m]. The set 

for all f E F}, 

is called the (complex) affine algebraic set V (F) <....+ em defined by F. If F' c F, 
we say V (F) is an (affine) algebraic subset of V (F'). We set V (f) := V ({n). 

Evidently such an affine algebraic set is a closed subset of em (with respect to 
the usual topology). 

First, we recall the definition and some elementary properties of ideals in a ring 
R (which is always assumed to be commutative with unit element 1). 

1.2 Definition. An additive subgroup a of R is called an ideal in R if 

r . a E a holds for arbitrary a E a and r E R, 

or briefly 

R· a ca. 

In other words, a is closed with respect to multiplication by arbitrary ring elements. 
If a =I R, we call a proper. If F is a subset of R, then, the set of all finite R-linear 
combinations 

R . F := {r] . a] + ... + rk . ak I rj E R, aj E F, k E Z2:;o} 

is an ideal, called the ideal generated by F. In particular, for F = {a}, the ideal 
R· a := R . {a} =: (a) is called the principal ideal generated by a. As examples, 
we have the "zero ideal" 0 := R . (0) = (0) and the ideal R = R . 1 = (1). 

If F is a subset of e[~] and if a is the ideal generated by F, then, clearly, every 
polynomial in a vanishes on V(F), and we even have the following lemma: 

1.3 Lemma. If F isasubsetofe[~] and a the ideal generated by F, then V(F) = 
Yea). 

Thus, we see that every affine algebraic set can be defined by an ideal. On the 
other hand, given an arbitrary subset of em , we associate with it an ideal as follows: 
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1.4 Definition. For a subset Z of em, the set 

iz := {f E e[~] I flz = o} 

is an ideal, called the (vanishing) ideal of Z. 
If V is an affine algebraic set V (a) in em, then we also write av instead of iV(a)' 

Note that the inclusion a C av in general is proper. Evidently, we have the 
following relationships: 

1.5 Lemma. 
(a) If F C F', then, V(F) ::) V(F'). 
(b) IfZ c Z', then iz ::) iz•. 

To study the relationship between ideals and affine algebraic sets more closely, 
we, first define the sum and the product of two ideals (respectively cosets) of 
R so that they are again ideals (respectively, cosets). More generally, we set the 
following definition: 

1.6 Definition. For an ideal a of R and subsets S, Sj of R, define 

L Sj := n:= Sj I Sj E Sj}, 
finite 

S . a := {L7~lsiai I m E Z::,:I, Si E S, ai E a, }, 

(f + a)(g + a) := fg + a for f, g E R. 

Clearly, S . a is an ideal of R, included in a. 

1.7 Lemma. For ideals a and a' in e[~], the sets a + a' and a . a' are also ideals, 
and 
(a) V(a· a') = V(a n a') = V(a) U V(a'), 
(b) V(a + a') = V(a) n V(a'), and 
(c) V(e[~]) = 0, and V(o) = em. 

PROOF. 

(a) The equation f(a)!'(a) = ° implies f(a) = ° or f'(a) = 0, since e has 
no zero divisors. Using Lemma 1.5, we obtain the equalities. 

(b) Fora E V(a)nV(a'), f E a,andf' E a', we obtain (f+ !')(a) = O,and, 
hence, a E V(a + a'), which implies "::)". The opposite inclusion follows 
from 15. 

(c) is obvious, since I E e[n 
o 

Remark. The properties above show that the collection of all affine algebraic 
subsets of em is the family of all closed sets of a topology on em, which we 
shall call the Zariski topology (see Definitions 123 and 124). As we have seen 
above, affine algebraic sets are closed subsets of em; hence, the Zariski topology 
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is coarser than the usual topology on em. It can be defined for affine algebraic 
varieties over an arbitrary field of coefficients. For x = (Xl, ... , Xm) E em, 
{X} = V(~l - Xl, ... , ~m - xm); hence, everyone-point subset of em is affine 
algebraic and, thus, closed in the Zariski topology. We denote by 

the ideal i{x}. 

Now, we consider some examples of ideals and affine algebraic sets: 

Example 1. a:= R . (~f + ~i - 1) is an ideal in R := e[~l, ~2]. 

Example 2. a:= R . (~l - 1)(~2 - 1)(~3 - 1) is an ideal in R = e[~l' ~2, ~3]· 

Example 3. a:= R . (~f + ~i - 1) + R . (~l - ~2) is an ideal in R = e[~l, ~2]. 

Example 4. a: = R . (~1 - ~2) + R . (~l + ~2) = R . ~1 + R . ~2 is an ideal in 
R = e[~l, ~2]. 

On the geometric side, V(a) is a (complex) circle in Example 1, the union of 
three planes in e3 in Example 2, the two intersection points of a complex line and 
a complex circle in Example 3, and one point in Example 4. 

We are now going to introduce the notion of the (reduced) coordinate ring of 
an affine algebraic set V (a) in em. Hilbert's famous "Nullstellensatz" shows that 
V(a), endowed with the Zariski topology, is entirely determined by its coordinate 
ring. First we recall the notion of a residue class ring of R: If a is an ideal in R, 
then the set 

Ria := {f + a I fER} 

of all cosets, with sum and product of co sets defined as in 1.6 forms a ring. 

1.8 Definition. If a is an ideal in R = e[x] and av is the ideal of all polynomials 
vanishing on V(a), we call Rlav =: R v , sometimes also denoted by R, the 
coordinate ring or the ring of regular functions of the affine algebraic set V (a). 

Let f E Rv. Any two polynomials g E f + av and g' E f + av define the 
same map glv : V -+ e-

We remark that Rv has no nilpotent elements, that is, nonzero elements a power 
of which is zero. Note that the elements of Rv can be interpreted as the restrictions 
of polynomial functions to the affine algebraic set V from the ambient space em 
and conversely. In particular, the generators ~j := ~j + av of Rv are the restrictions 
of the coordinate functions, which explains the name "coordinate ring". 

1.9 Lemma. For every sequence Yl ~ Y2 ~ ... of algebraic sets, there is an 
integer r such that Yr = Yr+l = ... 
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PROOF. Let iy, C iyz C ... be the corresponding chain of ideals in R := 

e[~I' ... , ~I1], and let i = U~I i y,. By Hilbert's Basissatz (compare, for example, 
van der Waerden [1967]) the ideali is finitely generated, that is, i = R· 711 + ... + 
R . 71k where 71j E R. Since 71j E i = U~I iy" 71j E iY'j for some i j E 1£>0. 
Let m : = max {i j I j = I, ... , k}. Then, 71 j E i Ym for j = I, ... , k, and we get 
iYm = iym+, = ... which equals i. 0 

1.10 Definition. A proper ideal p of R is called a prime ideal if r s E p implies 
rEp or s E p. A proper ideal m of R is called a maximal ideal if m C m' for an 
arbitrary proper ideal m' implies m' = m. 

We note the following elementary result: 

1.11 Lemma. An ideal a of R is 
(a) prime if and only if Rja is an integral domain, 
(b) maximal ifand only if Rja is afield. 

As fields have no zero divisors, we evidently have 

1.12 Corollary. Every maximal ideal is prime. 

Affine algebraic sets whose vanishing ideal is prime playa special role: 

1.13 Definition. An affine algebraic set V C em is called irreducible or an 
affine algebraic variety if it is not the union of two proper algebraic subsets. If 
VI C V2 c em are two affine algebraic varieties, we say that VI is a subvariety 
of V2. It determines an ideal denoted by i VI_ Vz . - {f E R Vz I f I VI = O} = 
iVI jivz c e[~I, ... , ~m]jivz = Rvz · 

1.14 Lemma and Definition. Each algebraic set X is a finite union of irreducible 
algebraic sets Xi' If we assume Xi if- Xj for i i= j, then, the Xi are determined 
uniquely and are called the irreducible components of X. 

PROOF. Suppose X is not a finite union of irreducible algebraic sets. Then, in 
particular, X is not irreducible, so that X = Y U Y' where Y ~ X and Y' ~ X. If Y 
and Y' are both finite unions of irreducible sets, then, so is X. Therefore, at least one 
of them, Y say, is not a union of irreducible components. By repeating this reasoning 
and using induction, we can find an infinite sequence X ~ Y =: YI ~ Y2 ~ .•. such 
that none of the Yi is a finite union of irreducible algebraic sets. So, the sequence 
does not get stationary, contrary to Lemma 1.9. 

Therefore X = X I U· .. U Xk is a union of finitely many irreducible components. 
We may assume Xi if- Xj for i i= j (otherwise we leave out Xi). 

Suppose X = X; U ... U X~ is another such representation. For each j E 

{I, ... , k}, Xi = Xj n X = (Xj n X;> U ... U (Xi n X~,), Since Xi is 
irreducible we find that X j n X; = X j' for some i, hence, X j C X;. But, also, 



204 VI Torie Varieties 

x; c Xq for some q, hence, X j C X; C Xq, and, therefore, X j = X; = Xq. So, 
each Xj is an X;, and, analogously, each X; is an p' Therefore, the Xi are uniquely 
determined. 0 

1.15 Lemma. An affine algebraic set X is irreducible if and only ifYix is prime. 

PROOF. Assume X is irreducible, and let f· g E ix . Then, V(f . g) = V(f) U 
V (g) ~ X. Since X is irreducible, V (f) ~ X or V (g) ~ X which means f E i x 
or g E ix. Hence, ix is prime. 

If X is not irreducible, then, X = X' U X", X' ~ X, X" ~ X, hence, ix ~ ix" 

ix ~ ix". We may assume f E ix, \ iX", g E ix" \ ix'. Then, f . g E iX'ux", so 
that ix is not prime. 0 

The "Nullstellensatz" is the higher dimensional analog of the "Fundamental 
Theorem of Algebra". 

1.16 Theorem (Hilbert's Nullstellensatz). Let a C C[~] be an ideal, and let 
f E C[~]. Then, f E iV(a) ifand only if there exists a natural number k such that 
fk E a. 

1.17 Corollary (Weak version of Hilbert's Nullstellensatz). Every maximal ideal 

ofC[~] is of the form 

(1) 

for a unique point x = (Xl, ... , xm ), and, conversely, every such ideal is maximal. 
In particular, the maximal ideals of C[~] are finitely generated. 

PROOF OF THEOREM 1.16. We need only show the "only if part" of the 
theorem. So, let fk rt a for every k, and let m ~ a be the maximal ideai of 
R := C[~] for which, also, fk rt m for every k. First, we claim that, for each 
i E {I, ... ,m}, there exists an (X,i such that ~i - (X,i E m. We may assume i = 1. 
If ~l - fJ ¢ m for each fJ E C. then, fkp E m + R(~l - fJ) for some natural 
number kp, so there are polynomials Pp E m and qp E R such that 

(2) 

Since C is uncountable, we find nonnegative integers d and k such that {fJ Eel 
degree of qp = d and kp = k} is an infinite set. The polynomials fER of degree 
::: d cleatly form a vector space of finite dimension over C. Therefore we can find 
distinct numbers fJl, ... , fJr E C and numbers )10\, ••• ,Ar E C \ {OJ such that 

(3) 
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Forq := L:;=I A.i(~1 - f31)··· (~I - f3i-d(~1 - f3i+I)··· (~I - f3r) E e[~d, we 
obtain, using (2) and (3), 

r 

fk q = I>i[P,Bi + q,Bi(~1 - f3i)] 
i=1 

r 

= LA.iP,Bi(~1 - f31)··· (~I - f3i-l)(~1 - f3i+I)··· (~I - f3r) Em. 
i=1 

On the other hand, we see, from q E e[~d and from f31, ... , f3r being dis­
tinct, that q(f3I) ::j=. 0, so that q is not the zero polynomial. We write q(~I) = 
Y(~I - YI) ... (~I - Yr-I) (using the Fundamental Theorem of Algebra), where 
y, YI, ... , Yr-I E e and Y ::j=. O. Using (2), we obtain 

fk . q . qYl ... qY,-l = Y . fk . qYl (~I - YI) ... qY,-l (~I - Yr-I) 

= Y ·lUkYl - PYl)· .. UkY'-l - PY'-l) Em. 

Hence f k+kYl +·+kY,-l E m, a contradiction. 

Proceeding in the same way for ~2, ... , ~m, we find ai, ... , am such that 

(4) 

Let hEm be arbitrary. Then, we can write 

h(~I' ... , ~m) = h«~1 - al) + ai, ... , (~m - am) + am) = g + c 

for some g = L:7~1(~i - ai)gi(~) E m and c E Co From c = h - gEm 
we conclude c = O. Therefore m = {h E e[~] I h(al, ... , am) = O} = ma. 
Since m ::J a we have (ai, ... ,am) E V (a). On the other hand, f fj. m, hence 
f(al, ... ,am) ::j=. 0 so that f fj. iV(a). 0 

PROOF OF COROLLARY 1.17. Choose f = 1. Since it is shown that m = ma 
in the proof of Theorem 1.16, the corollary follows from (4). 0 

We now list some useful consequences of Hilbert's Nullstellensatz. The first is 
essentially a restatement, where Home -alg(C[·], e) denotes the set of e-algebra 
homomorphisms (which, by definition, send 1 to 1): 

1.18 Corollary. There is a one-to-one correspondence between the points x of 
em, the maximal ideals mx ofe[~I' ... , ~m]' and the evaluation homomorphisms 
e[~] --+ C, f H- f(x): 

em ~ {m C e[~] I m is a maximal ideal} ~ Home -aJg(e[~], e). 

The proof of the last equivalence stems from the fact that those algebra homo­
morphisms are uniquely determined by their kernels, which are maximal ideals, 
(see Lemma 1.20). 
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The next result characterizes the points of an affine algebraic set in ideal­
theoretic terms: 

1.19 Corollary. If a is an ideal in e[n then 

V(a) = {x E em I a c mx}; 

in particular, 

iV(a) = U E erg] I fk E a}, and V (a) = V (iV(a»' 

PROOF. We only show the last part. By Theorem 1.16, V(a) = V(U I fk E 

a for some k E Z>o}) = V(iV(a»' 0 

By the following obvious lemma, the points of an affine algebraic set V = V (a) 

correspond precisely to the maximal ideals of the coordinate ring Rv (or of the 
residue class ring Ria): 

1.20 Lemma. Let a be an ideal of a ring R. Then, the maximal ideals of the ring 
k := Ria are precisely those of the form m := mla with m maximal in Rand 
a C m. 

That yields a generalization of Corollary 1.18: 

1.21 Corollary. If V is an affine algebraic set with coordinate ring Rv , then, 
there is a one-to-one correspondence between the sets 

V +---+ {m C Rv maximal ideal} +---+ Home -alg(Rv, C). 

For the set of maximal ideals, there is the following standard notion in 
commutative ring theory: 

1.22 Definition. The set of all maximal ideals of a ring R is called the (maximal) 
spectrum of R and is denoted by spec R. 

Now, we introduce topological considerations into the investigation of affine 
algebraic sets. We recall that a topology on a set X is a collection of subsets of 
X, called open sets, such that arbitrary unions and finite intersections of open 
sets are open, and also 0, X are open. X is then called a topological space. Bi­
jective maps between topological spaces which preserve open sets, are said to be 
homeomorphisms. 

On many occasions, we shall use "ordinary" topology which is induced in en by 
the ordinary open sets of ]R2n . But, for many purposes, another ("non-Hausdorff") 
topology, which we introduce now, is helpful. 

1.23 Definition. A subset of an affine algebraic set X is called Zariski open if it is 
the complement of an algebraic subset which, in tum, is said to be Zariski closed. 
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1.24 Lemma and Definition. Let {XdiEI be a family ofZariski closed (open) 
subsets of an affine algebraic set X. Then, there exists a finite subset 10 C I such 
that nEI Xi = niE10 Xi (UiEI Xi = UiE10 Xi). In particular, the Zariski open 
sets define a topology on X, called the Zariski topology. 

PROOF. For finite intersections, there is nothing to prove. Suppose it is false for 
infinite intersections. Then, for any finite subset 10 C I, nEl Xi ~ niE10 Xi. By 
increasing 10 succesively, we find a decreasing chain of algebraic sets which does 
not become stationary, contrary to Lemma 1.9. 

Passing over to complements, we obtain the corresponding statement for 
unions. 0 

Remark. The finiteness properties of Zariski topology expressed in Lemma 
1.24 have no analog in ordinary topology and make Zariski topology a powerful 
instrument. 

Remark. IfweassociatewitheachidealaofRthesubsetV(a) = {m E specR I 
a em}, then, obviously, the collection of all these sets V (a) is the family of closed 
sets of a topology on spec R, which is also called Zariski topology. It is, then, a 
consequence of Corollary 1.21 that an affine algebraic set V, endowed with the 
Zariski topology, is homeomorphic to spec Rv of its coordinate ring Rv. 

Remark. For an ideal a of the polynomial ring C[~], the residue class ring R := 
C[~]/a is generated as a C-algebra by the classes ~j := ~j + a for j = 1, ... , m. 
Conversely, a finitely generated C-algebra R can be written as a residue class ring 
C[~l' ... , ~m]/aforsome m and a suitably chosen ideal a. Such a presentation and, 
hence, the affine algebraic set V (a) in Cm defined by these data, is not unique. The 
preceding Remark shows, however, that any two such "models" are homeomorphic. 
Thus, we can associate with such a finitely generated C-algebra R a well-defined 
"abstract affine algebraic set," namely, its spectrum spec R, endowed with the 
Zariski topology. Moreover, if R is an integral domain, that is, without zero divisors, 
then every such ideal a is prime, and we may consider spec R as an abstract affine 
algebraic variety. 

Remark. In commutative ring theory, there is the more general notion of the 
prime spectrum spec R of a commutative ring R, that is the collection of all prime 
ideals p of R. That notion is very useful in abstract algebraic geometry. If R = R v 
is the coordinate ring of an affine algebraic set, the elements of spec IR are in one­
to-one correspondence with the (irreducible) subvarieties of V. For our purposes, 
the more restricted notion of a maximal spectrum is sufficient. 

From polynomials, we now proceed to rational and regular functions, thus, 
providing tools for the study of divisors in chapter VII. 

Let Y be an affine algebraic variety, and let Ry be its coordinate ring. Since Ry 
is an integral domain, we can consider its quotient field Ky : 
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1.25 Definition. By a rational function, we mean any element of a quotient field 
Ky. We say that a rational function I E K y is regular at p E Y if in an open set 
U which contains p, we can express I as I = * for g, h E Ry, h(p) =1= o. If I 
is regular at each point of U, it is called regular on U. A rational function regular 
on Y is simply said to be a regular function. 

1.26 Lemma. A rational function I E Ky is regular ifand only if I E Ry. 

PROOF. If I E Ry , it is clearly regular. So, let I E Ky be regular. For any p 
let I = f where gp' hp E Ry and hp(p) =1= o. We set Up,J := {x E Y I 
hp(x) =1= oj. By definition, p E Up,J, and so, {Up,J}pEY is an open covering of 
Y. By Lemma 1.24 we can choose a finite subcovering {Up,,J }P,EY for appropriate 
Pi E Y, i = 1, ... , k. We set gi := gpi' hi := hp,. Consider the ideal i := 
Ry . hi + ... + Ry . hk CRy, and suppose i =1= Ry. Let m be a maximal ideal 
which contains i. By Hilbert's Nullstellensatz, m = mx = {v E Ry I vex) = O} 
for some x E Y. In particular, hi(x) = 0 for i = 1, ... , k. But x E Up,,J for 
some i, so that hi (x) =1= 0, a contradiction. Therefore i = Ry, and i 3 1 = I: Ji gi 
forappropriateJi E Ry,hence, I = I: Jilgi = I:Jihi E Ry. 0 

1.27 Lemma. Let U f be the set 01 all points olY at which a given rational function 
I is regular. Then U f is a nonempty Zariski open set. 

PROOF. Using the notation as in the proof of Lemma 1.26, we may, write U f = 
U pEU f U p,J. Therefore, U f is a union of Zariski open sets, and, hence, Zariski is 
o~n. 0 

Remark. Note that f E Ky defines a map f : Uf -+ C, P t--+ f(p) = !pi~;· 

We extend the notions of Definition 1.8 and Definition 1.13 as follows. 

1.28 Definition. A Zariski open subset U of an affine variety Y is called a quasi­
affine variety. We define on it the ring 01 regular functions 

Ru := {f E Ky I I is regular on U}. 

Let F be a subset of Ru. By an algebraic subset of U we mean the set 

V = V(F, U):= {x E U I I(x) = o for all IE F} 

(compare Definition 1.1). For F = {f}, we set V(f, U) := V({f}, U). We say 
that an algebraic subset V of U is irreducible or a subvariety of U if it is not the 
union of two algebraic subsets of U, both different from V. As in the case of an 
affine variety each algebraic subset of U is a finite union of uniquely determined 
irreducible components. Each subvariety V of U determines an ideal 

iv.u := {f E Ru I flv = OJ. 

Remark. Let UI C Y, U2 C Y be two quasi-affine varieties. Then, RUJ = RU2 
does not imply U I = U2. Example: Rc" = Rc" \{pl for n ~ 2 and some p E e". 
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1.29 Lemma. Let U be a quasi-affine variety in Y. Then, the following is true. 
(a) If DeY is irreducible, so is D n U. If D n U =f:. 0, then, D n U is (in the 

Zariski topology) an open and dense subset of D. 
(b) If D c U is an irreducible algebraic subset of U, then, the Zariski closure D 

of D is irreducible in Y and satisfies D n U i D. Moreover, ib.Y = iD,u n Ry. 
(c) The Zariski topology induces a topology on U (also called Zariski topology) 

whose closed sets are the algebraic subsets of U. 

PROOF. 

(a) Let DeY be irreducible, D n U =f:. 0, and suppose D n U is not irreducible. 
Then, D n U = DI U D2 for DI, D2 Zariski closed in D, and we can find 
fl' h E Ru suchthatfl E iDz.U \ iDI .U,J2 E iDI .U \ iDz,u, Clearly, fl' h E 

iDIUDz.U' Choose a PI E DI such that fl (PI) =f:. O. We have fl = !PI where 
PI 

gPI' hpl E Ry and hpl(PI) =f:. O. Then gPI E (iD2 .U \ iDI .U) n Ry. In an 
analogous way, we find gpz E (i DI .U \ iD2 .U) n Ry. Since gPI . gpz E iDnu.u , 
we obtain 

D ::J (DnV(gpl 'gP2' Y»U(Dn(Y\U» ::J (DnU)U(Dn(y\U» = D. 

Since D is irreducible and Dnu =f:. 0,thisimpliesD = DnV(gpl 'gP2' y), 
hence, gPI . gP2 E iD.y. But gPI ¢ iD.y, gP2 ¢ iDy , contrary to iD.y being 
prime (Lemma 1.15). Since DnU = D\ [(Y\ U)nD] and since (Y\ U)nD 
is a closed subset of the variety D we conclude that D n U is a Zariski open 
and therefore dense subset of D. 

(b) Let D cUbe irreducible. Then, iD.U C Ru is prime (Lemma 1.15). Also, 
iD.U n Ry is obviously prime and defines the subvariety DeY. By definition, 
ib.y = iD.U n Ry is the largest ideal in Ry which is contained in iD.U, so it 
corresponds to the smallest algebraic subset of Y containing D, and, hence, 
to D. Note that D n U ::J D n U = D. 

Let f E iD.U C Ru. For P E D, f = ~ for gp, hp E Ry, hp(p) =f:. O. 
In particular, gp = f . hp E ib,y, Since gp E ib.y, we obtain gp = 
f· hp E ibnu.u, and, since ibnu.u is prime, we see that f E ibnu.u' Finally, 
iD.U C ibnu.u and D ::J D n U ::J D, hence, D = D n u. 

(c) By Lemma 1.24, D = U~=I Di where the Di are irreducible. Then, D = 
k -

Ui=1 Di • 
- - k - k 

By (b), Di = Di n U, hence, D n U = Ui=1 (Di n U) = Ui=1 Di = D. 0 

1.30 Lemma. Let UI C U2 C Y be two quasi-affine varieties in the affine variety 
Y, and let D C U2 be an irreducible subvariety of U2 such that iD.U2 C RU2 is 
generated by one element gD E Ruz ' that is, iD,U2 = gD . RU2 . Then, iDnul.ul = 

gD' Rul · 

PROOF. Let f E iDnul,ul' For P E D n UI. we may write f = ~P where 
gp, hp E Ry, hp(p) =f:. O. gp is regular on U2 and gplDnul = O. Since D is 
irreducible, we see that gplD = 0 which implies gp E iD.U2 and hence gp = 
gD . wp where wp E RU2 . Therefore f = gD . whP and L = whP follow which 

P gD P 
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means that L is regular in all points of D n UI • Since g D (x) f. 0 in UI \ D, 
gD 

regularity of L holds everywhere in UI , and f E RUJ • g D follows. 0 gf) 

1.31 Definition. Let X, Y be quasi-affine varieties, and let cp : X -+ Y be a map 
such that, for every fER y, f 0 cp E R x. Then, we call cp a morphism. 

Any morphism cp defines a ring homomorphism cp* : Ry -+ Rx by f H­

cp*(n := f 0 cpo 

Example 5. Let U C Y be Zariski open in Y. Then the inclusion U yo Y 
determines a morphism of quasi-affine varieties. cp* : Ry -+ Ru is the restriction 
of a regular function on Y to the subset U. We may, then, interpret cp* : Ry -+ Ru 
as the inclusion Ry C Ru. 

Example 6. Let U be an affine variety and Z CUbe a subvariety of U. Then, 
the inclusion Z yo U determines a morphism cp : Z -+ U. One easily proves 
that cp* : Ru -+ Rz is a surjection and ker cp* = iz,u, In particular, we get that 
Rz = Ru/iz,u, 

The following lemma is evident. 

1.32Lemma. Letcp : Z -+ U beamorphismofaffinevarieties. Then,forx E Z, 

*-1 ( ) 
ml'(x) = cp mx · 

1.33 Definition. A morphism q; is said to be an isomorphism if it is bijective and 
if q;* is an isomorphism. By an open inclusion, we mean an isomorphism onto 
some Zariski open set. By a closed embedding, we mean an isomorphism onto a 
Zariski closed subset. 

1.34 Lemma. Let q; : X -+ Y be a morphism of affine varieties, and let q;* 
R y -+ Rx be the corresponding morphism of rings. Then, 
(a) q;* is an isomorphism if and only if q; is an isomorphism, and 
(b) cp* is surjective if and only if cp is a closed embedding. 

PROOF, 

(a) We need only show the "only if" part. Let cp* be an isomorphism and, hence, 
define a bijection between maximal ideals of Rx and cp*-I(Rx ). Then, by 
Lemma 1.32, cp is a bijection. 

(b) If cp is a closed embedding, it splits into an isomorphism CPo : X -+ cp(X) 
and the inclusion q;(X) C Y where cp(X) is closed in Y. Then, cp* splits into 
a surjection Ry -+ Ry /il'(x),y = RI'(x) and an isomorphism CPo : RI'(x) -+ 
R x, so q;* is a surjection. 

Conversely, if cp* is a surjection, then, its kernel is a prime ideal determining a 
subvariety Z of Y. The points of Z are in one-to-one correspondence with maximal 
ideals of Ry which contain iz and, hence, with ideals ofthe form q;*-I (m), where 
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m is maximal in Rx. Therefore, by Lemma 1.32, Z = q;(X). By (a), we see that 
q; : X ~ q;(X) is an isomorphism. 0 

1.35 Definition. Let U be a quasi-affine variety. We say that U is an affine variety 
if and only if U is isomorphic to some affine variety V C em. 

Example 7. e \{O} ----+ Y = {(x, y) E e2 I xy = I}, x ~ (x, x-I). 

1.36 Definition. Let X be an affine algebraic variety. By the dimension dim X 
of X, we mean the supremum of all integers n such that there exists a chain 
o #- Xo c X Ie· .. C Xn = X of distinct irreducible sets. 

Example 8. The dimension of e I is I, since the only irreducible sets are the whole 
space and a single point. 

1.37 Definition. Given a ring R, the height of a prime ideal P is defined as the 
supremum of all integers such that there exists a chain Po C ... C PII = P of 
distinct prime ideals. The supremum of heights of all prime ideals of R is called 
the (Krull) dimension of R. 

1.38 Lemma. IfY is an affine algebraic variety, then, the dimension ofY is equal 
to the dimension of its coordinate ring Ry • 

PROOF. The irreducible affine algebraic sets contained in Y C en correspond 
to those prime ideals in R := e[~I' ... ,~n] which contain iy. These ideals are in 
one-to-one correspondence q; to prime ideals in R y = e[~I' ... , ~n]/iy: 

q; : R ----+ Ry = R/iy 

P ~ q;(p). 

So, the above definitions imply the lemma. o 

We recall some elementary facts on rings and fields. Let RI :J R2 be two rings. 
We say that a E RI is integral over R2 if there exists a polynomial w(x) = 
x" + an_Ixn- 1 + ... + ao in R2[X] such that w(a) = O. The elements of R], 
which are integral over R2, provide a ring R2 :J R2, and we have RI :J R2. 

If all elements of RI :J R2 are integral over R2, we call RI integral over R2. If 
R3 :J R2 :J RI are rings such that R3 is integral over R2 and R2 is integral over RI 
then, R3 is integral over RI. Let RI :J R2 where R2 is a domain with quotient field 
K. For an a E RI which is integral over R2, let w(x) = xk + ak_Ixk- 1 + ... + ao, 
ai E K for i = 0, ... , k - I be a polynomial of minimal degree such that 
w(a) = O. Then, it follows that ao, ... ,ak-I E R2. 

Let K I :J K 2 be fields. We call elements a I, ... ,at E K I algebraically depen-
dent over K2 if there exists a polynomial W(XI' ... , Xt) E K2[XI, ... , xtl such 
that w(al, ... ,at) = 0, otherwise, algebraically independent. A maximal set of 
algebraically independent elements is called a transcendency basis. Its cardinality 
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does not depend on the transcendency basis and is called the transcendency degree 
tr deg KI of KI over K2. 

A transcendency basis can be chosen from any set of generators of KI over K2. 
If {ai, ... , a/} is a transcendency basis, then, each element a of K I is algebraically 
dependent over the field K2(aJ, ... , at) which means that there exists a polyno­
mial W E K2(al, ... , a/)[x] such that w(a) = 0 or, equivalently, there exists a 
polynomial W E K2[XI, ... ,x/, x/+d such that w(al, ... , at, a) = O. (For more 
about transcendency degree compare, for example, Winter [1974], p. 41). 

1.39 Lemma. Let X ~ Y be affine algebraic varieties in en. Then, tr deg K y > 
tr deg Kx. 

PROOF. We may choose the coordinate functions ~I' ... ,~k (up to a permu­
tation) as a transcendency basis of K y, k = tr deg Ky. So, we have iy ~ ix C 

C[~I, ... , ~n]. If I E ix \ i y , then, I is algebraically dependent on the quotient 
field C(~I, ... , ~k) C Ky. Thus, we find 1m + am-I· 1m- I + ... + ao = 0 
for ai E C(~I' ... ' ~k)' that is, ai = gil hi, gi, hi E C[~J, ... , ~k]. This im­
plies Wm . 1m + Wm-I . Im-I + ... + Wo = 0 where Wi = gi . ho ... hi-I· 
hi+1 ... hm- I E C[~I' ... ' ~k], i = 0, ... , m - 1, Wm = ho ··· hm- I. Since 
I E ix, we obtain Wo E ix . But Wo is not zero on Y, since, otherwise, we 
could divide by I. Thus, Wo = Wo (~I' ... ,~d is a nonzero polynomial de-
termining the algebraic dependence of ~I, ... '~k on X. So we conclude that 
tr deg Kx < tr deg Ky. 0 

1.40 Lemma. Let X C Y be affine varieties in en. Iltr deg K y ::: tr deg K x + 2 
then there is an affine variety X' such that X ~ X' ~ Y. 

PROOF. Let dim Y = k. Since Y C en is an affine variety, the functions 
~I' ... , ~n generate the ring Ry = C[~J, ... , ~n]/iy. We consider an element 
W E iy which is a nonzero polynomial represented as a sum W = Wo + ... + Wm 
of homogeneous polynomials Wi of degree i, where i = 0, ... ,m. We may as­
sume that Wm -=I O. Substituting new coordinates ~~ = ~n,~: = ~i - ai~11 or 
~i = ~: + ai~n, ai E C, i = 1, ... ,n - 1, we obtain 

W(~{, ... , ~~) = Wm (aJ, ... , an-I, 1) . (~~)m 

+ terms in which ~~ is of degree < m. 

Since Wm is a nonzero homogeneous polynomial, we find ai, ... , an -I E C such 
that wm(al, ... , an-I, 1) -=I O. 

Then, we see that ~~ is integral over C[~{, ... , ~~_d/(iy n C[~{, ... , 
~~-d) CRy. We write again ~i instead of ~:, i = 1, ... , n. By repeating the 
same procedure, we find ~I' ... , ~b ~k+I' ... , ~n such that ~I' ... , ~k provide a 
transcendency basis of K y , and ~k+J, ... '~n are integral over ~I' ... '~k which 
means that Ry is integral over C[~I' ... , ~k] CRy. 

Let ~I, ... , ~/ form a transcendency basis of Rx. Then, ix,y n C[~I' ... , 
~tl = O. In particular, tr deg Kx = I. By assumption, I ~ k - 2. Let p C Ry 
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be a maximal ideal for which p n (C[~I' ... , ~/+d . (R y \ ix,y» = O. By def­
inition, p C ix,y. If f, g tJ. p, then, by the maximality of the ideal p, we find 
a . f = PI + WI(~I, ... , ~l+d . CI where aERy, PI E p, CI tJ. ix,y, and 
b . g = P2 + W2(~]' ... ,~I+I) . C2, where b E Ry, P2 E p, C2 tJ. ix,y. Hence, 
a . b . f . g = P + WI (~I' .•• , ~1+1) . W2(~I, .•• , ~1+1) . CI . C2 with pEP and 
CI . C2 tJ. i x .y , so that f . g tJ. p, and we conclude that p is prime. 

By definition, p ~ ix.y CRy. Hence, p defines a variety X' such that X' ~ X. It 

remains to show that Y ~ X' or, equivalently, that p =1= 0 in Ry • 

In fact, suppose p = 0 in Ry • Then, by the definition of p, for any nonzero 
ideal i ::) P = 0, i n (C[~I' ... , ~l+d . (R y \ ix.y» =1= 0. Since I ::: k - 2 
and ~I' ... , ~/ form a transcendency basis of Rx = Ryjix.y, we can find an 
irreducible polynomial v E C[~I' ... , ~l, ~1+2] \ C[~], ... ,~Il in ix,y. Then, the 
ideal i := Ry . v satisfies i n (C[~I' ... , ~l+d . (R y \ ix.y» =1= 0. 

Now, f . v = g . h for some f E Ry, g E C[~I' ... ,~l+d, and h tJ. ix,y. In 
particular, g and v are relatively prime polynomials in ~ I, ... , ~k' 

Let w(x) := x' +a,_lx,-1 + ... +aO,ai E C[~I"'" ~d, i = 0, ... , r -1, 
be a polynomial of minimal degree such that w(h) = 0. Then, (~ Y w( i . f) = ° 
and 

I g, V , g ,-1 g' 
W (x) := (-) w( -x) = x + a,_1 -x + ... + ao-

v g V v, 

is a polynomial of minimal degree such that w' (f) = 0. Hence, ai ~;=; E 

C[~], ... , ~dfori = 0, ... , r-1.Inparticular,vdividesadori = 0, ... , r-1. 
Hence, ai E ix,y so that h' E ix,Y, a contradiction. This proves that p =1= 0. 0 

From Lemmas 1.39 and 1.40, we conclude that each chain of varieties can be 
completed to a maximal chain, that is, Xo C X Ie· .. C Xl = X such that 
Xo is a point and tr deg KXi = tr deg KXH + 1 = (i - 1) + 1 = i. The other 
assertions being evident, we obtain the following theorem: 

1.41 Theorem. 
(a) IfY is an affine variety, then dim Y = dim R y = tr deg Ky. 
(b) Each chain of irreducible varieties can be completed to a chain of maximal 

length. 
(c) If X is a variety in Y, then, dim X equals dim Y minus the height ofix in Ry. 

Corollary. Let U C X be a quasi-affine variety in an affine variety X. Then, 

dim U = dim X = tr deg K x = tr deg K u . 

PROOF. Let Yo C YI C ... C Y/ = U be a maximal chain in U. Then, 
Yo C ... C Yl = X is a maximal chain in X. Otherwise, by Lemma 1.29 and 
Theorem 1.40 we could complete it and intersect again with U obtaining a longer 
chain. 0 

Example 9. dim en = n. 
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Exercises 

1. For each of the following algebraic sets A, find the ideal a in C[~I' ... , ~n] 
satisfying A = V(a): 

a. A is a finite set of points. 
b. A is the union of all coordinate hyperplanes of en . 
c. A is an m-dimensionallinear subspace of en, 0 < m < n. 
d. A is the union of a hyperplane H and a point not on H. 

2. Prove that linear manifolds of en (translated linear subspaces) are algebraic 
varieties. 

3. Find a subalgebra of C[~I' ~2] which is not finitely generated. 
4. Any morphism of quasiaffine varieties is continuous with respect to Zariski 

topology as well as with respect to ordinary topology. 

2. Affine toric varieties 

Let R := C[~J, ... , b] be the polynomial ring in 2n variables, n ~ 1. Then, 

a := R(~I~n+1 - 1) + ... + R(~n~2Jl - 1) 

is an ideal in R. For_Zi := ~i + a E Ria, i = 1, ... , 2n, we, thus, have (writing 
simply 1 instead of 1 E Ria) 

ZjZn+j = 1, 

and, hence zjl = Zn+j for j = 1, ... , n. 

2.1 Definition. The elements of 

C[Z, Z-I] := C[zJ, ... ,Zn, zjl, ... ,Z;;-I] = C[~J, ... ,b]/a 

are called Laurent polynomials, whereas terms 

A . za = AZ~I ... z~", for a = (aI, ... ,an) E Zn, A E C*, 

are said to be Laurent monomials .. 

The monic (Le., A = 1) Laurent monomials form a (multiplicative) group. The 
key for the construction of toric varieties is the fact that the mapping 

(1) 

provides an isomorphism (again denoted by lJ) between the (additive) group 71} 
and the (multiplicative) group of monic Laurent monomials. 

2.2 Definition. The support of a Laurent polynomial f = Lfinite AaZa , is defined 
as 

supp(f) := {a E Zn I Aa =f. OJ. 
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We, obviously, have 

supp(f ± g) C supp(f) U supp(g) and supp(fg) c supp(f) + supp(g) 

for f, g E C[Z, C l ],and supp(1) = {OJ. Hence, if a ring R of Laurent polynomials 
is "monomial" in the following sense, then the set U feR supp f is a submonoid 
ofZ": 

2.3 Definition. A ring R of Laurent polynomials is called a monomial algebra if 
it is a C-algebra generated by Laurent monomials. 

The set of all Laurent polynomials, with support in a given submonoid of Z" , 
clearly is a monomial algebra. For a lattice cone a, we know that the set a n Z" 
is a submonoid, which, by Gordan's lemma, is even finitely generated. Thus, we 
have the following lemma 

2.4 Lemma and Definition. For a lattice cone a, the ring 

Ra := {f E C[Z, Z-I] I supp f C a} 

is a finitely generated, monomial algebra. 

We note that Ra, being a subring of C[Z, Z-I], has no zero divisors. Moreover, 
we recall that every finitely generated C-algebra without zero divisors defines 
an abstract affine algebraic variety, namely, its maximal spectrum. The varieties 
defined by the rings Ra are basic for the algebro-geometric objects to be considered 
in the sequel: 

2.5 Definition. For a lattice cone a, the maximal spectrum Xa .- spec Ra is 
called an (abstract) affine toric variety (or torus embedding). 

As we always may consider such a cone a as a lattice cone in the subspace lin a 
with respect to the lattice lin a n Zll, we tacitly shall assume, in general, that a is 
n-dimensional. In particular, that holds for the cones we have to consider in later 
sections, namely, those which are duals of strictly convex lattice cones in ffi." . 

The reason to call the variety Xa "toric" will be explained in 2.8 below. 
Now, we now want to study the subvarieties that realize such an abstract variety 

Xa in suitable affine spaces Ck • We recall that these geometric realizations are 
obtained by introducing coordinates, which corresponds to a choice of generators 
of the monoid a n Zn . In particular, we have to discuss transformations between 
different coordinate systems. 

Example 1. The largest possible n-dimensional cone is a := ffi.". Then, viewed 
as a monoid, a n Z" = Z" has generators el, ... , ell, -el, ... , -e'l> so the 
associated algebra is Ra = C[ZI, ... , Zn, ZI 1 , ••• , Z,;I]. The corresponding toric 
variety Xa can be described in C21l with coordinates ~1, ••• , ~21l as solution set of 
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the equations 

~i~n+i = 1, i = 1, ... ,n. 

Hence, Xa = V(~I~II+1 - 1, ... '~n~211 - 1). For n = 1, we obtain a (complex) 
hyperbola with {~I = O} and {~2 = O} as asymptotes (Figure 1); compare section 1, 
Example 7. 

We may also realize Xa as the set of points 

T:= {(Zl, ... ,Zn) E Cn I Zi::j:. O,i = 1, ... ,n} = (C\{Onn, 

which is isomorphic to V(~I~n+1 - 1, ... , ~1I~2n - 1) under the projection C 211 -+ 
C. The inverse ofthe restricted projection V(ZIZn+l - 1, ... , ZnZ2n - 1) -+ T 
is given by 

2.6 Definition. The set T := (C \ {O}Y =: (C),' is called a (complex algebraic 
n-)torus. 

We note that T includes the real n-torus (§I )n; in fact, T can be identified with 
(§I)" X (lR>o)n (see section 3). The name "algebraic torus" certainly reflects that 
relationship, a deeper relationship comes from the theory of algebraic groups. We 
remark that the notion of an algebraic torus should not be confused with that of a 
compact complex torus, which will, however, not be used in our text. 

Remark. The realization of the torus T in C 211 provides a closed subset of C2n , 

whereas, as a subspace of Cn , the torus T is not closed. 

We mention thatthe choice of monomial generators el, ... , en, - (el + ... + ell) 
corresponds to another realization of the n-torus, this time as an affine algebraic 
subvariety in C"+1• In the coordinates ZI, ... , Zn, Zn+J. the variety is defined by 
the single equation ZI •.• ZII • Zn+1 = 1 (see Exercise 4). 

FIGURE 1. 
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As in the special case of the torus T, we are going to look for suitable coordinates 
in some affine space ek ih which an abstract affine toric variety Xu can be realized 
as an affine algebraic variety given by a finite set of algebraic equations. 

Let A = (a" ... , ad be a system of generators of the monoid a n 'l} (which 
exist by Gordan's lemma). If we set 

Ui := ZOi E e[z, z-'], for i = 1, ... , k, 

then, Ru = e[u" ... , ud. With the indeterminates~" ... , ~b there is an algebra 
homomorphism 

({JA: e[~" ... ,~d -+ e[u" ... ,ud, ~i t-+ uifori = 1, ... ,k. 

Our aim is to determine the ideal a : = a A : = ker ({J A (which depends on the choice 
of A), so that 

The definition of aA can be rephrased as follows. For every / E e[n / E aA if 
and only if ({J A (f) = 0, which, in tum, is equivalentto / (u) = ° in e[u]. 

We consider integral positive linear relations (v, p,) (see V 39) for the system 
A, i.e., equations of the form 

(2) v . A = p, . A, where p" v E Z~o, 

and v . A := L~=' v ja j. Such a relationship provides a monomial equation 

zV.A = (zal)VI ... (zak)v, = (zal)1l1 ... (ZOk)1lk = ZIl·A, 

or, in terms of the generators u j = ZO j of Ru, a binomial relationship 

(3) 

Thus, it is clear that for such a relationship (v, p,) the corresponding binomial 
~ v _ ~ Il is an element of the ideal a A • In fact, we want to show that a A is generated 
by those binomials: 

2.7 Theorem. For every lattice cone a, the corresponding affine toric variety Xu 
is realized by the affine algebraic variety V (aA) in ek , where A = (a" ... , ad 
is a system 0/ generators o/the monoid a n Zn and the ideal aA O/e[~I, ... , ~d 
is generated by finitely many binomials o/the form ~v - ~Il. 

PROOF. By Lemma V 3.10, the monoid of all integral, positive, linear relation­
ships (2) is finitely generated. Hence, it suffices to show that every element of aA is 
asumofbinomialsasabove.Forapolynomial/ = LAv~v,f(U) = LAvUv = 
L AvZv'A , so for every a E a n Zn, the coefficient Ca of za is Lv; v.A=a Av. / E aA 

if and only if all these co's vanish. Hence, in that case, if Av =f. 0 for some multi­
index v E Z~o' there is another one, say p, =f. v, which satisfies v . A = p, . A and 
All =f. O. The corresponding binomial AV<~v - ~Il) is in aA; subtracting it from 
f yields a polynomial in aA with strictly fewer terms than f. The proof is thus 
obtained by an obvious induction. 0 
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We have seen in Corollary 1.17 that the points of V := V(aA) correspond 
bijectively to the maximal ideals m of the polynomial ring e[~], which contain 
aA, and also to the ideals til := m/aA of the ring Ru , which is just the coordinate 
ring Rv. Hence, the generators UI, ... , Uk of Ru are the coordinate functions on 
Xu that realize Xu in ek • A point with coordinate vector x = (Xl, ... ,Xk) E ek 

represents a point of Xu if and only if the relationships XV = x ll hold for all (v, JL) 
that satisfy (2). 

In 2.7, the description of the affine variety V (aA) in ek representing an abstract 
affine toric variety Xu, allows some immediate conclusions which will be used in 
the sequel: 

2.8Theorem. Fix a system A = (aI, ... , ak) of generators for the monoid a nZn 
and set V := V(aA). 
(a) The mapping y : T -+ V given by t := (tI, ... , til) ~ (ta" ... , tak ) sends 

T bijectively onto the open subset V n e*k of V. 
(b) For arbitrarily chosen X E V and t E T, the point (ta'xI, ... , takXk) also 

belongs to V. 

PROOF. 

(a) It is clear that each y (t) satisfies the defining binomial relationship from 
above and that all points in y (T) have nonzero coordinates. Choose a lattice 
point a in a such that all translated points a + ei also lie in a , where el, ... , en 
denotes the canonical basis of]Rn. The Laurent monomials za =: fo(u) and 
za+ei =: Ji(u) all belong to the coordinate ring Ru = e[u] c e[z, Z-I]. 

For a point yet), Ji(y(t» = tita = tdo(y(t», hence we recover ti = 
Ji (y (t»/ fo(y(t»; in particular, y is injective. On the other hand, each point 
X of V n e*k lies in im(y): As the monomials fi take nonzero values on x, 

X = y(fI(x)/fo(x), ... , fn(x)/fo(x». 

(b) is readily verified. 
o 

Thus, we have seen that each n-dimensional, affine toric variety includes the 
n-torus as an open subset. Moreover, (b) says that the torus T, looked at as an 
abelian group, operates in a natural way on such a variety (see section 5 for more 
details on the torus action). 

Example 2. For a := pos({el, e2}), the monoid an 7!} has linearly independent 
generators eJ, e2. Therefore, a = 0, the zero ideal, and 

Xu = e2 • 

The same is true for each cone 

a = POS({ei + ve2, e2}), for v E Z. 

More generally, if (j = pos({aI, ... , an}) is a regular lattice cone in ]R", then, 
again, a = 0; hence, Xu can by identified with the affine space en. 
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Example 3. For a := pos({el, el + 2e2}), the monoid a n 7l} is generated by 

al = el, a2 = el + 2e2, a3 = el + e2. There is a linear relationship 

al + a2 = 2a3, 

and, hence, a monomial equation 

Xa is a quadratic cone with "singularity" in (0, 0, 0) (Figure 2) (more on 
singularities in section 8). 

We are going to discuss in more detail the transition from one such system of 
coordinate functions on Xa to another one. There are two cases. Here, we can 
profit from the decomposition a = ao + cospan a of Lemma V 1.6. By Theorem 
2.12 below, we essentially have to consider the following cases: 
(l) The cone a has an apex. 

Then, by V, Lemma 3.5, the monoid a n 7i," has a minimal system A 
(aI, ... , ak) of generators, which is unique up to renumbering. Therefore, we 
have distinguished minimal systems of coordinates Ul := Za" ... , Uk := Za,. 

We may, however, introduce additional generators and, thus, additional coordi­
nates. As an example, consider the an affine plane ((:2 as affine toric variety Xa 
for a := pos({el, e2}) C ]R2 (see Example 2 above). Choosing the additional 
generator a3 := el + e2 for the monoid a n 7l}, we obtain the representation 
C[~l' b ~3]/(~1~2 - ~3) = ((:[Ul, U2, u3]for the abstract coordinate ring Ra. The 
corresponding model for Xa is the quadric surface in ((:3 given by the equation 

which is identified with ((:2 through the parametrization 

(Ul,U2) r+ (Ul,U2,Ul 'U2), 

with the inverse given by the projection 

(Ul,U2,U3) r+ (Ul,U2). 

• (J 

FIGURE 2. 



220 VI Torie Varieties 

This can be easily generalized to the case of an arbitrary cone (J with an apex. The 
additional generators a j for j = k + 1, ... , k' are positive integral combinations 

~k h h d· I· h· Vjl Vjk aj = L.d=1 Vjiai,SOwe avet ecorrespon mgreatlOns IpSUj = u l ···uk . 

The model V C ek for Xu that corresponds to the minimal system of generators, 
with coordinates (UI, •.. , Uk), is mapped to the model V' C ek' via 

where the extra coordinates U j are given by the relations from above. The inverse 
map is again given by the projection onto the first k coordinates (UI, .•• , Uk). 

(2) cospan (J i= {OJ. 
Here, in any case (except a = ~), there exist different minimal systems of 

generators of (J n Z/. We consider the following: 

Example 4. For the half-plane (J = pos({el, -el, e2}) and fixed v E Z,,:o the 
monoid (J n Z2 has el, -el, b = vel + e2 as generators, (see Figure 3 for v = 2). 
In particular, UI := ze l = ZJ, U2 := z-e l = Zil, U3 := ze2 = Z2 and VI := UI, 

V2 := U2, V3 := zve l +e2 = ZrZ2 are two coordinate systems, and 

VI = UI UI = VI 

V2 = U2 

V3 = U¥U3, and 

are transformation formulae for the coordinates. 

We now intend to introduce a notion of isomorphy under which Xu and C* x e 
are isomorphic: 

2.9 Definition. Let <l> : ek --+ em be a monomial mapping (i.e. every nonzero 
component of <l> is a monomial in the coordinates of ek ), and let Xu "-+ ek 

and Xu l "-+ em be (realizations of) affine toric varieties. If <l>(Xu) C Xu" then 
qJ := <l>lx" is a morphism called an (affine) toric morphism from Xu to XU'. If qJ 

is bijective and the inverse mapping qJ-I : Xul --+ Xu is again a toric morphism, 
then, we call qJ a (toric) isomorphism, we say that Xu and Xu l are isomorphic, and 
write Xu ~XUI or, briefly, Xu ~ XU'. 

torie 

• 

FIGURE 3. 
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Moreover, if a = a', then, we call rp a coordinate transformation. 

Because of Lemma 2.10 below, we do not have to really distinguish between 
the abstract affine toric varieties and their geometric realization. We also want to 
justify this for toric morphisms. Such morphisms Xa --+ Xa, are closely related 
to monomial homomorphisms if : Ra' --+ Ra of the coordinate algebras, where 
the algebra homomorphism if is called monomial if it is given by monomials in 
the monomial generators: 

Remark. Every toric morphism rp : Xa --+ Xa" uniquely determines a monomial 
homomorphism rp* : Ra' --+ Ra and vice versa. 

PROOF. Let rp be given. Then, by definition, there is a commutative diagram 

Xa V(a) "-+ Ck 

1~ 1 1$ 
X a, V(a') "-+ Cm 

where <I> is monomial, i.e., of the form <I>(x) = () .. \XC1 , ... , AmxCm). The 
corresponding algebra homomorphism 

<1>* : C[y\, ... , Ym] ---+ C[x\, ... , Xk], g t-+ go <I> 

maps Yj to AjXCj and, thus, is monomial. It is readily seen that 

(4) <I>(V(a» C V(a') if and only if <I>*(a') C a. 

Hence, <1>* induces a monomial homomorphism 

rp* : Ra , = C[y]/a' ---+ 

II 
C[v] 

C[x]/a = Ra 

II 
C[u] 

Conversely, a monomial homomorphism if : Ra' --+ Ra can be lifted to a mono­
mial homomorphism 8 : C[y] --+ C[x] with 8(a') C a. That corresponds to a 
monomial morphism 

<I> : C k ---+ Cm, X t-+ (8(y\), ... , 8(Ym» 

with <1>* = 8.Wehave8(a') C a,hence, <I> (V (a» C V (a') by (4),so <I> induces 
a toric morphism rp : Xa --+ Xa,. 0 

We note that toric morphisms are continuous with respect to the induced metric 
topology, since they are given by polynomials. In particular, if two affine toric 
varieties Xa and Xa, are isomorphic, then, they are homeomorphic. Hence, on an 
abstract toric variety, there is a well-defined "complex" topology, which is finer 
than the Zariski topology. 

Remark. For the "gluing maps" in section 3, we need, in particular, the toric 
morphisms that come from an inclusion a' C a of n-dimensional cones. For 
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systems of monoid generators A of a n 7L," and A' of a' n 71/, there are positive 
integral linear combinations a; = v(i) . A, which yield monomial identities za; = 
zv(i).A, i.e., Vi = uvU>. It is clear that the corresponding toric morphism induces 
an isomorphism between the copies of T which are included in the affine toric 
varieties Xa and Xal. 

Up to a toric isomorphism, the geometric realization of an abstract toric variety 
does not depend on the choice of coordinates: 

2.10 Lemma. If Ra ~ C[uI. ... , Uk] = C[~]/a and Ra ~ C[VI, ... , vm ] = 
C['1]/a' are two representations of Ra by coordinate rings, then, there exists a 
coordinate transformation between (uI. ... , Uk) and (VI, ... , Vm). 

PROOF. Let A = (aI. ... , ak) and B = (b l , ... , bm ) be systems of generators 
of the monoid a n Zll, and let Ui := za; and Vj := Zbj be the corresponding 
coordinates. We can represent each b j as a positive integral linear combination of 
the ai's, and conversely. This provides the coordinate transformation. 0 

With an appropriate notion of isomorphisms, on each of the levels 

lattice cones - coordinate algebras - affine toric varieties 

one object determines the other two. So, for lattice cones, we set a C IRn = lin a 
and a' C IRm = lin a', we call a and a' isomorphic and write a ~ a', if m = n 
and there is a unimodular transformation L : IRn ---* IRIl with L(a) = a'. Then, 
the monoids a n ZIl and a' n Zn are isomorphic as well. 

We call the coordinate algebras Ra and Ral monomially isomorphic, and we 
write Ra ~ Ral or, briefly, Ra ~ Ral, if there exist mutually inverse monomial 

mon 
homomorphisms Ra *+ Ra,. 

Then, we obtain the following theorem: 

2.11 Theorem. For lattice cones a C IRn = lin a and a' C IRm = lin a', the 
following conditions are equivalent: 

(a) a ~ a' (b) Ra ~Ral (c) Xa ~Xal. 
mon torie 

PROOF. The implications "a) ~ b) ~ c)" are clear, so we are left with "c) ~ 
a)". We have seen in the Remark above that every toric morphism cp : Xa ---* Xal 
induces a (monomial) homomorphism of monomial C-algebras cp* : Ral ---* Ra. 
First, we show that cp* extends uniquely to a monomial homomorphism 

8 tr'[ -I -I] tr'[ -I -I] 
... : \L,. WI, WI , ... , Wm , wm ~ \L,. Zl, Zl , •.• , Zn, zn 

of the Laurent polynomial algebras with Ral C C[w, w-I ] and Ra C C[z, C l ]: 

Choose a lattice point b E a' such that all lattice points b + e j for j = 1, ... , m 
also belong to a' (this is possible since a' is of full dimension). With go := wb and 
gj := wb+ej = Wjgo we set 8(wj) := q;*(gj)/q;*(go), which is a well-defined 
Laurent monomial of C[z, Z-I] since cp*(go) and cp*(gj) are Laurent monomials. 
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Thus, we have 8(wj) = AjZCj with Aj E C* and Cj = (Cjl, ... , Cjn) E 'l} for 
j = 1, .. . ,m. 

As q; : Xa -+ Xa l is a toric isomorphism by assumption, we immediately find 
that 8 is a Laurent monomial C-algebra isomorphism, so its inverse maps Zi to 
J.LiWdi with J.Li E C* and di = (dil , ... , dim) E Zm for i = 1, ... , n. Thus, we 
have 

n 

8 _1(, C) , n 8-1( Cji) Wj =" II.jZ J = II.j . .. Zi 
i=1 

n , n Cji c··d· = II.j . J.Li W JI , for j = 1, ... , m, 
i=1 

so we obtain (using an analogous calculation for Zi = 8(J.LiWdi» the equations 

n 

L Cjidik = 8jb Aj n J.L? = 1, L dijCjk = 8i b 

i=1 

and 

Consequently, the integral matrices 

(Cji) j=I, .... m;i=I.. .. ,n and (dij )i=I, ... ,n;j=I, ... ,m 

are inverse to each other; in particular, m = n. 
By the construction of 8, SeRa') c RO'o Let A = (al,"" ak) and B = 

(b l , ..• , bl ) denote systems of generators of the monoids a n Z" and a' n 7l..n , 

respectively. Then, 8 maps each generator Vs = wbs of Ral to a monomial KsU Ps = 
KsZ A.p , in the generators Ui = za, of Ra, where Ks E C* and Ps E 7l..~o for 
s = 1, ... , l. On the other hand, 8Cwhs ) = n~=1 CAjZcj)b'j, so L~=I cjbsj = 

L;=I ai Psi is a positive integral linear combination of the ai's. Together with the 
analogous statement for E)-I, this implies that a and a' are isomorphic lattice 
cones. 0 

Let us discuss the case of a lattice cone a with nontrivial U := cospan a. Via 
the decomposition a = ao + U of Lemma V 1.6, it can be reduced to the case of 
cones with apex 0: 

2.12 Theorem. For an n-dimensional lattice cone a in ]Rn, set d := n - dim ao. 
Then, the affine toric variety Xa has the structure of a Cartesian product 

Xa ~ Xao X C*d. 

In particular, if the cone (J is regular, then, 

Xa ~ Cn- d xC*d. 
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PROOF. We choose sets of generators aI, ... , ak' forao n Zn andbJ, ... , bk" for 
U nZn ,respectively. Their union generates the monoid a nZn . Every linear relation 
of the form L Viai = L J1 j bj is trivial, so any linear relation involving both sets 
of generators splits uniquely as the sum of a relationship involving only aI, •.. , ak' 

and another one involving the only bl , ... , bk". Let U I, ... , Uk' and VI, ••• , Vk" 

be the corresponding coordinate functions for representations V' of Xao in Ck' 

d V" f X '" *d· k" . I Th an 0 u = C m C ,respective y. en, UI, ••• , Uk', VI, ••• , Vk" are 
the coordinates for the affine subvariety V of e' +k" representing Xa. There is no 
algebraic relationship of the form I(u) = g(v) with nonconstant polynomials I 
and g, so a point (x, y) E e' x Ck" lies in V if and only if x lies in V' and yin 
V" '" tr<*d· V V' V" h· h hi· 0 = IL- ,I.e., = x ,w IC proves t e calm. 

Exercises 

1. For k E Z>o, find coordinates and equations for Xa , where a := pos({el, el + 
ke2}). 

2. Find coordinates and an equation for Xa , where a := pos({el, e2, el + e2 + 
2e3})· 

3. Determine Xa for a = IRn. 
4. The n-torus T has the two representations by the points assigned to 

specC[UI, ... , Un, ui l , ... , U;I] ~ specC[UI, ... , Un, (UI··· Un)-I]. 

Find the change of coordinate functions. 

3. Toric varieties 

We are now going to construct general toric varieties by "gluing" affine ones. The 
gluing information is encoded in a fan :E in IRn, but not in the most straightforward 
way: For the present purpose, it turns out to be essential to pass to the duals a (see I, 
49 and V, 2) of the cones a E :E and to consider the associated affine toric varieties 
Xa. The condition that the cones of:E have 0 as apex guarantees that their duals are 
all of the same dimension n. If r is a face of a cone a, then, we have an inclusion 
a c r. By the Remark preceding Lemma 2.10, the induced toric morphism 
o/r.a : Xi -+ Xa is an isomorphism given by a coordinate transformation on the 
copies of the complex algebraic n-torus T included in both varieties as an open 
subset. We want to show that o/T.a is an open inclusion. That will allow glueing 
any two such affine toric varieties Xa, Xa' along the open subsets corresponding 
to the common face r := a n a'. 

To prove that claim, we choose a simple lattice vector m E relint(rl. n a). Its 
existence follows from the proof of V, Lemma 2.3, and it satisfies 

T = a + lR:::o(-m) 
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and, hence, 

i n Zn = (0- n Zn) + Z:::o( -m). 

The monoid i n Zn is, thus, obtained from 0- n Zn by introducing the additional 
generator -m that lies in cospan i. We may assume that ak := m occurs as the last 
member in a system of generators a I, ... , ak of 0- n Zn . The monoid i n Zn is, thus, 
generated by ai, ... , ab aHI := -m. It is now readily seen that all nontrivial 
relationships between these generators are sums of relationships involving only 
al, ... , ak,andtheobviousrelationshipak+ak+1 = O.Infact,givenarelationship 
"HI "HI . h d L..i=1 Viai = L..j=1 JLjaj Wit Vi, JLj E Z:::O an Vk+1 ~ JLHI, say, we may 
subtract JLHlak+1 on both sides and, thus, reduce it to JLk+1 = O. Adding VHlak 
on both sides and using ak + aH I = 0, then, leaves us with a relationship involving 
only a" ... , ak. 

On the side of the monomial algebras Ra and Ri with the corresponding gen­
erators Ui := zai , the additive relationship ak + ak+1 = 0 corresponds to the 
multiplicative relationship UkUk+1 = 1 in Ri. As that is the only "new" defining 
relationship when passing from Ra to Ri, and as the generators Ui are just the 
coordinate functions on the toric varieties Xa and Xi, we, thus, see that the pro­
jection (XI, ... , Xk, Xk+ I) ~ (XI, ... , xd identifies Xi with the open subset of 
Xa given by (Xk =I 0) (called a "principal" Zariski open subset). We have, thus, 
proved the following result: 

3.1 Lemma. With the above notation, we have a natural identification 

Xi ~ Xa \ {Uk = OJ. 

Remark. In general, the "hyperplane section" Xa n {Uk = O} is not a linear 
subspace, as is seen in the following example. For a := pos{el, e2, e3} C ]R3 

and the face L := POS{eI}, we may choose m := a4 := e2 + e3. Then, Xa is 
the affine 3-space ([3, embedded in ([4 by the coordinates Ui := Zi for i :::: 3 and 
U4 = Z2Z3. Therefore, the "hyperplane section" Xa n (U4 = 0) in ([4 consists of 
the two coordinate planes (U2 = U4 = 0) and (U3 = U4 = 0) that meet in a line, 
namely, the U I -axis. 

For two cones a, a' E :E, let L := a n a' be the common face. Choosing an 
appropriate coordinate system VI, ... , VI for Xa" according to the lemma above, 
we have isomorphisms 

Xa \ {Uk = O} ~ Xi ~ Xa, \ {VI = OJ. 

Their composition yields a toric isomorphism (see 2.9) 

corresponding to the coordinate transformation 

of Xi. 
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3.2 Definition. The above isomorphism 1/Ia,a' is called the gluing map that glues 
together Xa and Xa l along Xl:. 

Using these gluing data, we can now construct a general toric variety as follows: 

3.3 Definition. Let E be a fan in]Rn. In the disjoint union UaEL Xa, we identify 
two points x E Xa and x' E Xa l that are mapped to each other by the gluing 
map 1/1 a.a" The set of points, thus, obtained is called the toric variety (or torus 
embedding) XL determined by E. 

We still have to check some properties in order to justify the notation toric 
variety for XL' For our purpose, it suffices to see that XL is a topological space 
endowed with an open covering by affine complex varieties that intersect (Zariski) 
open subvarieties. Such a covering is given by the (copies of the) affine toric 
varieties Xa, for a E E, that are naturally included in XL' thus, defining the 
topology. So, these data are provided by construction. In fact, we consider two 
different topologies on XL' corresponding to the two topologies on affine toric 
varieties, namely, the "ordinary" or "complex" topology and the Zariski topology 
(Definition 1.24), Next, we note the following result, essentially already stated in 
2.8: 

3.4 Lemma. Each affine toric variety Xa contains the torus T as a Zariski open, 
dense subset. 

PROOF. The zero cone 0 '- {OJ is a face of every cone a E E, and its dual 
o = ]Rn yields Xo = T. 0 

Moreover, all these embedded tori 1/Io.a (T) are identified under the gluing maps 
(see also the Remark preceding 2.10), thus, proving the following lemma: 

3.5 Lemma. There is a natural, open, dense embedding o/the torus T into XL' 

Finally, we note the following result: 

3.6 Lemma. With respect to the "ordinary" topology defined by the ordinary 
topologies on the affine toric varieties Xa, the space XL is Hausdorff. 

PROOF. If two different points x, x' lie in the same affine open subvariety Xa, 
they have disjoint, open neighbo~hoods. Assume that we have x E Xa \ Xa l 
and x' E Xal \ Xa for different cones a, a ' E E. As these cones intersect in a 
common face r, we find a lattice point m E rJ. satisfying m E relint(rJ. n a) and 
-m E relint(rJ. n a'). Then, Uk := zm and v, := z-m are coordinate functions 
on Xa and Xa" respectively. It follows from 31 that they satisfy Uk(X) = 0 and 
v,(x' ) = 0 and that we have UkV, = Ion the intersection Xi = Xa n Xa l. It is, 
thus, clear thatthe sets {lukl < I} C Xa and {lvd < 1} C Xal have the desired 
property. 0 
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We remark that only a weaker "separation property" holds for the Zariski 
topology. 

We can also express the gluing construction on the abstract level (see 2.5), 
without the explicit use of coordinates. The natural inclusion of a face in a cone 
of I; induces natural inclusion maps (denoted "<-+" and "~", respectively): 

and 

r 
Rf 

a, 
Ra, 

Xf = spec Rr <-+ spec Ra = Xa, 

thus, providing the gluing maps. 
For the following examples, we recall the definition of the complex projective 

n-space J[D" as the space oflines (i.e., one-dimensional complex linear subspaces) 
in 1(:11+1. Any nonzero vector v := (IJo, IJI, ... , IJIl) defines a line I(: ·V, and two 
such vectors v, Vi E 1C"+1 \ {O} define the same line if and only if one is a (nonzero) 
scalar multiple of the other. We may, thus, associate with any element I(: ·V of J[D" 
its homogeneous coordinates [IJo, IJI, ... , IJIl] where at least one component IJi is 
nonzero, and all components are determined only up to a common (nonzero) scalar 
factor. The subset Uj := {[IJo, IJI, ... , IJIl] E ]P'" IIJj -=f. O} can be identified with 
the affine n-space I(:" by means of the bijective mapping 

Uj --+ I(:n 

[IJo, IJI,"" IJIl] t---+ (IJo/lJj,··., IJj-J/IJj, IJj+I/IJj,.·., IJIl/IJj), 

that defines the jth system of inhomogeneous coordinates (also called affine co­
ordinates) (~j,i )j=1. .... n on J[D". The projective n-space is, thus, endowed with a 
covering by n + 1 copies of the affine n-space. For 0 ::s j < k ::s n, the transition 
from the coordinates (~j,i) to (~k.i) that provides the gluing of Uj and Uk is readily 
seen to be given by a monomial transformation. To see that ]P'" is a toric variety, 
we note that the intersection n;'=o Uj is immediately identified with 1C*1l, that is, 
the torus T is embedded in JID". Moreover, the natural torus action (see section 5) 
on I(:n = Uo by componentwise multiplication extends to ]P'" in the obvious way 

«(tl, ... , til)' [IJo, IJI,···, IJIlD t---+ [IJo, tIIJh"" tllIJIl]. 

In Example 1, we show that the complex projective plane r is a toric variety; the 
general case ofJ[D" is discussed in Example 5. 

Example 1. Let the projective plane jp'2 = {[IJo, IJI, IJ2] I IJi E 1(:, not alllJj = 
O} be given, the homogeneous coordinates IJo, IJI, IJ2 being determined only up to 
a common multiple. 

It is covered by three affine planes Ao := {(l, IJI IJo l , 172IJo l) I IJo -=f. O}, 
Al := {(IJolJ;-l, 1, IJ2IJ;-I) IIJI -=f. O} andA2 := {(IJOIJz l , IJIIJZ I, 1) IIJ2 -=f. O}. 
Setting ZI := IJIIJo 1, Z2 := IJ2IJo 1, we obtain 
Ao = {(ZI, Z2)}, Al = {(Z;-l, Z2Z;-I)}, and A2 = {(ZZI, ZIZZI)}. 

We find isomorphic coordinate rings, each representing an affine plane (compare 
Figure 4): 
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00 

01 

FIGURE 4. 

al := 1R:::0 e2 + 1R:::0( -el - e2), 

Ral = ([:[zll, zll Z2], 

a2 := 1R:::0 el + 1R:::0( -el - e2) 

Ra2 = ([:[ZIZzl, ZZI], 

Example 2. Given pI x pI = {([1]0, 1]1], [~o, ~d) I (1]o,1]d =1= (0,0), 
(~o, ~I) =1= (O,O)}. 

We may cover pI x pI by four "charts", that is, affine planes. We set 

-I 
ZI := 1]1 TJo ' 

Ao = {(ZI, Z2)} = Xao ' AI = {(Z;-I, Z2)} = Xal' A2 = {(ZI, Zzl)} = Xa2 , 
A3 = {(zll, Zzl)} = Xa3' where ao, ... , a3 are given as is seen from Figure 5a. 

Figure 5b illustrates the restriction of pI x pI to its real points. 

Example 3 Hirzebruch surfaces 1ik. We consider a hypersurface in pI x p2 = 
{([1]0, 1]d, [~o, ~I, ~2]) I (1]0,1]1) =1= (0, 0), (~o, ~I, ~2) =1= (0,0, O)} given by an 
equation 

k k 
TJo~o = TJI ~I' k E Z. 

It is called a Hirzebruch surface 1ik. By a modification of the arguments in 
Example 2, we find four affine planes as charts whose gluing together depends on 
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FIGURE 5a,b. 

k. They are given by the spectra of the following rings (compare Figure 6): 

Ruo = C[zel , ze2 ] = C[ZI, Z2], 

RU2 = C[z-e2 , zel+ke2 ] = C[Z;-I , ZIZ~], 

RUI = C[z-el , ze2 ] = C[Z;-I, Z2], 

R v - rr<[ -el-ke2 -e2] _ rr<[ -I -k -I] 
"3 - \l.- Z , Z - \l.- Zl Z2 ' Z2 . 

1 

We return to these examples later on. We now discuss a method to get a simplified 
"real" picture of what a toric variety looks like. We write the complex parameter 
Z E C using polar coordinates (r, ~): z = re iil = r(cos ~ + i sin~) with 
r := Izl > 0 and 0 :::: ~ := arg(z) < 2rr (Figure 7). 

The absolute value map 

is continuous (with respect to the usual metric topology) surjective, a group ho­
momorphism; for every r > 0, the "fiber" {z Eel Izl = r} is a circle of 
radius r. 

(k,-1 ) 

FIGURE 6. 
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FIGURE 7. 

Applying the absolute value to each component of (Z 1, ... , Zn) E T, we obtain 
the map 

\11: T = «((:*)n ---+ (JR>ot, (ZI,.'" Zn) ~ (Izd,· .. , IZnD 

that is again a continuous surjective homomorphism. Each fibre 
\11-1 (rl' ... , r,,) is the cartesian product of n circles, so it is a compact real torus 
of real dimension n. We note that \11 admits an obvious continuous surjective 
extension to a map IjI : ((:Il -* (Ilho)n. 

On the other hand, applying the "argument" mapping 

1') : c* ---+ §I := {z E c* I Izl = I}, z r---+ zllzl 

to each component of (Z I, ... , Zn) E T, we obtain the map 

e: T = «((:*)n ---+ (§I)" , (ZI,"" Zn) ~ (zIIlzIi, ... , zn/lznl). 

That is again a continuous surjective homomorphism. On the compact real n-torus 
(§ I)n embedded in T, that map is the identity; in topology, such a map is called 
a "retraction". Each fibre e-1(x), for some point x E (§l)n, is isomorphic to 
(JR>oY. It is obvious to see that the product mapping 

(\11, e): T ---+ OR>o)" X (§l)n, 

(Zl, ... , Zn) ~ «Izd, ... , IZnl), (zIIlzll, ... , zn/lznD) 

actualIy is a homeomorphism (with respect to the product topology) and a group 
isomorphism, thus, exhibiting T as a product of two factors: 

3.7 Definition. We calI the subgroup (§l)" C «((:*)" the compact factor Tcp , and 
(lR>o)n c (C*Y the radial factor T rad of the torus T = (C*)n. 

For an affine toric variety V = XiJ that is realized in ((:k by the choice of a system 
of generators (ai, ... , ak) of the monoid a n Zn' the embedded torus inherits this 
product structure. Moreover, if two affine toric varieties XiJ and XiJ' are glued, it 
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is immediately clear from the description that the gluing map ""a,a' respects this 
product structure and, thus, identifies the compact factors and the radial factors of 
the embedded tori, respectively. 

We have already noted that the projection III : T --+ Trad onto the radial 
factor can be extended to a map'" of the toric variety e" onto (R?:o)n, i.e., onto 
the closure of the radial factor. This fact can be generalized to any affine toric 
variety Xcr: For any geometric realization V = V(aA) in some ek given by a 
choice of generators as mentioned above, the equality'" (V) = V n (~?:d holds. 
That follows easily from the structure of the binomial relationship (3) preceding 
Theorem 2.7. Moreover, it is clear that this set is just the closure (in the "ordinary" 
topology) of the radial factor of the embedded torus in V. We denote with X1ad the 
corresponding subset of Xcr. 

3.8 Definition. The subset UaEL X~ of a toric variety XL is called the manifold 
with corners Mc(X L) associated to XL' 

Figure 8 shows Mc(X L ) for Examples 1 to 3. 

Remark. As the binomial relationships and the gluing maps for affine toric va­
rieties are given by normalized monomial functions (that is with coefficient 1), 
toric varieties can be defined over any field. In particular, using the field ~ of real 
numbers instead of c:. we, thus, obtain the "real part" of a (complex) toric variety 
XL' Then, the manifold with comers associated with XL is also contained in the 
real part (see Figure 8a where Mc(XL ) is the dotted area). However, the theory 
of toric varieties does not wholly work for ~ instead of e since, often, Hilbert's 
Nullstellensatz is used, which is no longer true if we replace e by R 

Example 4. We obtain the torie variety]P>2 x ]p>1 by the fan of Figure 9a (spanned, 
for example, by the bitetrahedron eonv{el' e2, -el - e2, e3, -e3}). Figure 9b 
shows Mc(p2 x ]p>1); Figure 9c illustrates ]p>2 X]p>1 and a homeomorphic image 

I 
I 

\ I 
\I 

\ 
\ 

FIGURE 8a,b,c. 
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FIGURE 9a,b,c. 

of Mc(p2 x ]pI) (using a circular disc with diametrically opposed points on the 
boundary, identified as a model for the real part of ]p2, a line segment with end 
points identified for the real part of]PI). 

Remark. In our Examples 1 to 4, the defining fan 1: is always spanned by a convex 
polytope P. In all these cases, the associated manifold, with comers Mc(XI:), is 
seen to be (isomorphic to) the polar polytope P* (see I, 6) of P. 

Example 5. The n-dimensional complex projective space JP>": Generalizing Ex­
ample 1, we see that ]P" is the toric variety determined by the fan 1: with the 
n-dimensional cones 

(Jo:=pos(el, ... ,en) and 

(Ji :=pos(el, ... ,ei-l,ei+I, ... ,en,-(el +···+en» fori = 1, ... ,n. 

The n + 1 toric varieties X;:,; for i = 0, ... , n, covering X I:, are just the copies 
Ui ~ en of the affine n-space that correspond to the system of inhomogeneous 
coordinates. 

Example 6. So far, all fans have been complete, that is, they have covered ffi.n • 

We shall give a characteristic property for toric varieties X I: with complete 1: 
(compactness) in section 9. As an example, for a noncomplete fan, let 1: consist 
of the four one-dimensional cones in Example 2 together with {OJ. Then, XI: is 
obtained from ]pI x ]pI by deleting four points, namely, the origins of the four 
charts Ao, ... , A3 in Example 2. 

3.9 Definition. An affine toric variety Xu is said to be regular or smooth or 
nonsingular if (J is regular (see V, section 1), quasi-smooth or Q-factorial if (J is 
a simplex cone. A toric variety X I: is called regular or smooth or nonsingular if, 
for any (J E :E, X;:, is regular. We say XI: is quasi-smooth if, for any (J E 1:, X;:, 
is quasi-smooth. 

Examples 1 to 5 are regular toric varieties. Example 7 is nonregular. 
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0 2 
-------~---

FIGURE lOa,b. 

Remark. For our purposes, we do not need to discuss more refined notions like 
tangent spaces and differentials. Of course, these concepts are very important in the 
general theory of complex varieties; thus, one has to use them for a more thorough 
study of toric varieties. 

Example 7. The projective quadratic cone: For the complete fan ~ in lR.2, defined 
by el, el + 2e2, and -el - e2 (Figure lOa), we know from section 2, Example 3, 
that XaJ is the affine quadratic cone, whereas Xa2 and Xa3 are affine planes as they 
are defined by regular cones. We illustrate the real part of X b in Figure I Db: the 
affine quadratic cone XaJ is completed by the "circle at infinity" that represents a 
complex projective line I. That line I, in tum, is the union of a coordinate axis of 
Xa2 and another one of Xa3 . The real picture is that of a "pinched (real) torus"-the 
inner tube of a tire with a "meridian" squeezed to a point. 

Example. Let ao, ... , an be simple lattice vectors which span lR.n nonnegatively 
and, hence, define a (uniquely determined) complete fan ~. We call X b a weighted 
projective space. 

Exercises 

1. Let ~ be the fan obtained from the regular octahedron conv {el, e2, e3, 
-el, -e2, -e3} by projecting its faces from O. Show that X b = pi X pi X pl. 

2. In lR.2, let ~ be obtained by projecting from 0 the faces of the square Q := 
conv{el + e2, el - e2, -el + e2, -el - e2} and adding {OJ. Find the affine 
toric varieties which define X b' 

3. Let ~ := {lR.:;:o e! + lR.:;:o e2, lR.:;:o e3 + lR.:;:o(-e! - e2 - e3), Faces}. Describe 

Xb · 

4. Find analogs of the Hirzebruch surfaces in dimension three which are 
hypersurfaces in p! x p3. Find their fans and their defining affine toric varieties. 
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4. Invariant toric subvarieties 

In the present section, we want to associate with each cone u in a fan 1': a toric 
variety X 'Eja that is embedded into X'E as a closed subvariety. In the systematic 
discussion of the torus action on a toric variety, we shall see that X 'Eja is an orbit 
closure. 

To begin with, let u be a cone with apex 0 in ]Rn, and let r be a proper face of 
the dual cone a. We note that, for dimensional reasons, r is never the dual of a 
cone with apex 0 in]Rn, (see V, Lemma 2.2(c». 

Let a I, ... , ak be a system of generators of the monoid r n 71/ . We extend it to a 
system a I, ... , ak, ak+ I, ... , aq of generators of a n Z". These systems provide 
coordinates 

(with Ui := za i for i = 1, ... ,q as in section 2) for the affine toric varieties Xr 
and X". We may assume that ak+J. ... ,aq ¢ r n Z". In that case, it is easy to see 
that none of the coordinate functions Uk+I, ... , uq is invertible on X,,, so there is 
a natural mapping 

cp : Xr 
(UI, ••• , ud 

X-a 

(UI, ... ,Uk,O, •.. ,O). 

In fact, in all monomial relationships ni=1 U~i = n)=1 uji, as in section 2, 
formula (3) (following 2.6), with cti > 0 for some i > k, f3 j > 0 for some j > k. 

In the special case r = {OJ, the cone a has an apex, so the origin 0 E Cq is a 
point of Xa, and we obtain cp(X r ) = {OJ c Xa. 

Since every linear relationship between aI, ... , ak in a also holds in r (and 
vice versa), the equations that characterize X r , according to Theorem 2.7, remain 
unchanged under cpo Therefore, 

4.1 Lemma. cp is an injective affine toric morphism. 

We may, thus, identify Xr and the closed subvariety cp(Xr ) = X" n (Uk+1 

... = uq = 0) of Xa. 

4.2 Definition. A closed subvariety of the affine toric variety Xa is called an 
invariant affine (closed) toric subvariety ifitis oftheform cp(Xr ) = Xa n (Uk+1 
... = uq = 0) as above. 

We note that, in general, if a closed subvariety Y of an affine toric variety X is 
an affine toric variety itself, it is not invariant under the torus action introduced in 
the next section. As an example, consider the affine quadratic cone Y ""--+ «:3 or 
the affine plane «:2 realized in «:3 by the coordinates (UI, U2, UI + U2). For that 
reason, we call subvarieties, satisfying the conditions of the definition, "invariant". 
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Example 1. If a = a = pos(el, e2) is the first quadrant in jR2, and r = pos(el), 
then cp(X r ) is the ~I axis of the affine plane Xi'! = 1(:2. 

Example 2. In jR2, we consider the cone a = pos(el, el + 2e2), its dual a 
pos(2el - e2, e2), and the face r = pos(2eJ - e2) of a. With respect to the 
generators al = 2el - e2, a2 = el, a3 = e2 of the monoid a n 71}, we have three 
coordinates Ui = za, for Xi'!, satisfying the equation UIU3 = u~. With respect to 
these coordinates, Xr = Xi'! n (U2 = U3 = 0), i.e., the ~I-axis. For r' = pos(a3), 
we get X r , = Xi'! n (UI = U2 = 0), i.e., the ~3-axis. 

Remark. We can also give an alternative description of the invariant affine toric 
subvarieties without using coordinates: A linear endomorphism of jRn that maps 
the monoid a n 71/ surjectively onto r n 71/ induces a surjective homomorphism 

Ri'! ---+ Rr , hence an injective map 
Xr = spec Rr ---+ spec Ri'! = Xi'! 

(maximal ideals of Rr are lifted to maximal ideals of Ri'!)' 

Now let a fan 1: and a fixed cone a E 1: be given. We consider the star st(a, 1:) 
of a in 1:, i.e., the set of all cones a' E 1: that contain a as a face (see III, 1). 
Using the orthogonal projection rr : jRn -+ a-L onto the linear subspace a-L of 
jRn, we obtain the collection of cones (Figure 11) 

1:/a := {rr(a') I a' E st(a, 1:)} 

that is easily seen to be a fan in a-L, called a quotient fan of 1: (compare III, 
Definition 3.3). 

FIGURE 11. 
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Obviously, the elements n(a') E 'L,/a are lattice cones with respect to the 
lattice n(ZIl). We now consider the dual ('L,/af of the fan in a-L. 

4.3 Lemma. 
(a) We have the equality 

('L,/af = {a' n a-L I a' E st(a, 'L,)}, 

and each cone r = a' n a-L E ('L,/afis a face of the corresponding cone v, 
a. 

(b) The following diagram is commutative (st (., .) denoting the set of dual cones) 

st (a, 'L,) 

.J,n 

'L,/a 
JT(a')~JT(a'r 

--+ 

st(a, 'L,) 
.J, na-L 

('L,/af 

PROOF. This follows easily from the definition of dual cones. o 

We now show that we can embed the toric variety XY.la, given by the fan 'L,/a 
in a-L, into X Y.. 

4.4 Lemma. 
(a) To each cone r = a' n a-L in ('L,/af there corresponds an invariant toric 

embedding Xr ~ XiI'. 
(b) Each such embedding Xr ~ XiI' is compatible with the gluing of the affine 

toric varieties in XY.la and in Xy', respectively. As a consequence, the choice 
of a determines an embedding of X Y.la into X Y. as an invariant closed toric 
subvariety. 

PROOF. 

(a) r is an element of ('L, / a f and a face of a'. So, we can apply Lemma 4.1. 
(b) is a consequence of (a). 

o 

Note that, under n, the lattice Z" need not be projected onto a-L n Zn. 
Furthermore, 'L, need not be simplicial. 

Example 3. In the fan 'L, defining the projective plane p2 (see section 3, Example 
1), we choose a := pos(e2). Then, 

st(a, 'L,) ={ao, 0'1, a}, st(a, 'L,) = {ao, aI, lR. el + lR.:::o e2} and 

a-L = lR.el, 

Thus, we see that X Y.la is a projective line, namely, a coordinate line of p2. 
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Example 4. For j[ll\ x j[ll\ (see section 3, Example 2), we obtain the following 
invariant toric subvarieties: the four projective lines 

j[ll\ x{o}, j[ll\ x{oo}, {o} X j[ll\, and {oo} x j[ll\ 

(their real points form the four circles in Figure 5b), and the four points in which 
these lines intersect. The defining cones for these invariant toric subvarieties can 
readily be found. 

Example 5. For the Hirzebruch surface 1tk (see section 3, Example 3), general­
izing the previous example, which is just the special case k = 0, we obtain four 
projective lines and their four points of intersection as proper toric subvarieties. 
An illustration of1t\ will be given in section 6, Example 3. 

Example 6. For ~ x j[ll\ (see section 3, Example 4), the fan 1; is spanned by 
the bitetrahedron conv{e\, e2, -e\ - e2, e3, -e3} in ~3 (see Figure 9a in sec­
tion 3). It contains five one-dimensional cones (spanned by the vertices), nine 
two-dimensional cones (spanned by the edges), and six three-dimensional cones 
(spanned by the facets). Correspondingly, there are five two-dimensional, nine 
one-dimensional, and six zero-dimensional, invariant, (affine) toric subvarieties. 
In the illustration of the real part of XL given in Figure 9c, the two-dimensional 
toric subvarieties are represented by the horizontal plane in the middle (~ x {O}) 
and the horizontal planes on top and at the bottom that have to be identified (both 
represent j[ll2 x {oo}), the two vertical planes through the center, and the cylindrical 
boundary (each of them represents a product Ii x j[ll\ , where Ii is a coordinate line 
of j[ll2). The one-dimensional toric subvarieties are projective lines. Two of them 
are represented by the two diametrically arranged pairs of parallel lines on the 
cylindrical boundary and another two by similar pairs on the top and the bottom 
plane; these pairs are to be identified. One is given by the pair consisting of the 
"upper" and the "lower" boundary circle, which are to be identified, and the iden­
tifying diametrically opposite points. Another one is represented by the middle 
circle with the same identification. The remaining three are given by inner line 
segments. The nonnegative part of each projective line is contained in the hatched 
part of Figure 9c or is represented by an edge of the prism of Figure 9b. 

Exercises 

1. Find all invariant toric subvarieties of j[ll" (considered as a toric variety; see 
Example 5 in section 3). 

2. Find all invariant toric subvarieties of XL in Exercise 1 of section 3. 
3. Any invariant toric subvariety of a toric variety XL determined by an (n -

1)-face a of 1;, is either a torus, an affine line, or a projective line. 
4. Any invariant toric subvariety of a regular toric variety is again regular. 
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5. The torus action 

Let T := (e*)" be the n-dimensional algebraic torus. It is clear that T is a group 
with respect to coordinatewise multiplication. As such, it "operates" on itself. In 
this section, we discuss the extension of that operation to a natural torus action on 
a toric variety. 

We recall that an action (or operation) of a group G (with the composition 
written multiplicatively) on a set X is a mapping G x X -+ X, (g, x) 1-+ gx, that 
satisfies the two conditions g(hx) = (gh)x and ex = x for arbitrary g, h E G 
and x EX, where e E G denotes the neutral element of the group. In particular, 
we always have g-I(gx) = x,soforfixedg E G,themappingX -+ X,X 1-+ gx 
is a bijection. We also say that G is a transformation group acting (or operating) 
on X. For a fixed element x E X, the subset Gx := {gx I g E G} of X is called 
the orbit of (or through) x. It is clear that each point of X lies on a unique orbit. 
If there is only one orbit, the action is called transitive. In particular, a group acts 
on itself transitively by multiplication. If H is a subgroup of G, then, an action of 
G on X obviously induces an action of H on X. 

Now let a be a cone in ~n with apex 0, and let A = (aI, ... , ak) be a system 
of generators of the monoid an7/.,". As we know from Theorem 2.7, the choice 
of A determines a geometric realization of the affine toric variety Xa as an affine 
algebraic subvariety V of ek • Moreover, we know from Theorem 2.8(a) that the 
mapping T -+ ek given by t 1-+ (ta" ... , t ak ) maps T bijectively onto the 
open dense subset V n (<C*)k of V, the embedded torus (cf. Lemma 3.4). Next, 
we recall from 2.8(b) that, for x = (xj, ... , Xk) E V and t E T, we have 
UO' XI, ... , tak Xk) E V. The mapping T x V -+ V, thus defined, is a torus action 
on V that extends the natural action of the torus on itself. The embedded torus is 
an orbit of that action, called the "big" orbit. 

To see that the action is independent of the choice of A, we recall from 2.10 
that, for every two systems of coordinates (UI' ... , Uk) and (VI, ... , vm) on an 
abstract affine toric variety Xa, corresponding to different choices A and A' of 
monoid generators and thus to different geometric realizations V = V(a) in ek 

and V' = Vea') in em, there is a coordinate transformation ({J : V -+ V'. In 
the remark preceding 210, we have already noted that ({J induces a bijection-in 
fact, a coordinate transformation-between the embedded copies of the torus in 
V and V', respectively. Then, it is easy to see that, for every given point x = 
(XI, ... , Xk) E V, its image ({J(x) = (YI, ... , Ym) E V', and for every t E T, 
({J(ta, XI, ... , t ak Xk) = (ta; YI, ... , ta~, Ym). The identification of the abstract affine 
toric variety Xa with its geometric realization V C ek is, thus, compatible with 
the torus action on V, so, 

5.1 Theorem. With the above notation, the map 
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is an action of the torus on the affine toric variety Xa, called the natural torus 
action. It extends the natural action of the torus on itself. The embedded torus is 
an orbit of the action, called the "big" orbit. 

Now, let I: be a fan in JR.1l • For a cone (1 E I: and a face r of (1, it is obvious 
that the identification Xi ~ Xa \ (Uk = 0) of Lemma 3.1 is compatible with 
the natural torus action on these affine toric varieties. This immediately implies 
that all gluing maps 1{!a,a' respect the torus action, too. That proves the following 
result: 

5.2 Theorem. For a fan I: in JR./l, the natural torus actions on the affine toric 
varieties Xa,for (1 E I:, are compatible with the gluing maps and, thus, yield a 
natural torus action on the toric variety XL' The statements of Theorem 5.1 carry 
over to this more general case. 

As the torus action on an affine toric variety Xa is given by monomials, the 
following result is immediately clear: 

5.3 Theorem. With respect to the "complex" and the Zariski topology, the torus 
action T x X L ~ XL is given by a continuous map. The big orbit is an open, 
dense subset, so every other orbit is contained in its closure. 

Thus, the torus acts on X = XL as a group of continuous transformations; 
in particular, for each element t E T, the map X ~ X, x r+ tx is a 
homeomorphism. 

Without entering further into the discussion, we mention that toric varieties 
are algebraic varieties, the torus is an algebraic group, and it acts as an algebraic 
transformation group. 

Now, we want to discuss the behavior of invariant toric subvarieties with respect 
to the torus action. As at the beginning of the previous section, we first consider 
the affine case. Using the same notation, we, thus, look at a cone (1 with apex 0 in 
JR./l and a face r of the dual cone a-. With respect to a suitable "toric" coordinate 
system Ul, ••. , uk. Uk+l, ... , uq on Xa, Xr ~ Xa n (Uk+l = ... = uq = 0). 
From the description of the natural torus action on X a given in Theorem 5.1, we 
get the following justification of the name "invariant, affine, toric subvariety": 

5.4 Lemma. Each invariant, affine, toric subvariety X r of an affine toric variety 
Xa is invariant under the natural torus action on Xa. 

The smallest invariant, affine, toric subvariety of Xa which can be thus obtained, 
corresponds to the smallest face of a- , namely, to cospan a-. We want to show that 
cospan a- it is a distinguished orbit of the torus action on Xa. 

5.5 Lemma. The invariant, affine, toric subvariety of Xa corresponding to 
cospan a- is an embedded torus of dimension dim cospan a- = n - dim (1. The 
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subvariety is the only closed orbit of the natural torus action on Xc" and it lies in 
the closure of every other such orbit. 

PROOF. To simplify the notation, we write y := cospana. We can choose 
a system of generators ai, •.• ,ak of the monoid a n 71} with the follow­
ing properties: The elements ai, ..• , a p , ap+1 := -(al + ... + a p ) with ° S p := dim y are a minimal system of generators for the monoid y n 71}, 
and ai ~ Y for i = p + 2, ... ,k. Without loss of generality, we may as-
sume that ai = ei for i = 1, ... , p holds. The corresponding coordinates 
u" •.. , up, Up+1 := (UI'" Up)-I are invertible functions on Xc" whereas 
Up+2, ... ,Uk are not invertible. To see that the torus acts transitively on Xy , we 
choose an arbitrary point x = (XI, ... , Xp , Xp+l, 0, ... ,0) E Xy (with Xi =I ° 
and XI ... xp . Xp+1 = 1). Then, t = (xII, ... , X;I, 1, ... , 1) lies in the torus 
T, and satisfies tx = (1, ... , 1, 1,0, ... ,0). This proves that the torus T acts 
transitively on X y, so Xy is an orbit. Moreover, we can immediately identify Xy 
with the subtorus T' := {t E T I tp+1 = ... = til = I} of dimension p and 
identify the induced action of T' on X y with the natural action of T' on itself. 

Next, we want to prove that Xy is the only closed T -orbit in Xi'!. For every point 
X E Xi'!, we know that the first p + 1 coordinates are always nonzero. Hence, for a 
point X ~ X y, there is at least one nonzero coordinate Xi with i ::=: p + 2, and it is 
clear that this coordinate is nonzero for all points on the orbit T x. We observe that, 
by suitably choosing the basis elements e p+ I, ... , ell of Zn, we may assume, for 
every generator ai with i ::=: p + 2, the last n - p components to be nonnegative, 
and at least one of them to be strictly positive. 

This is a consequence of the general fact that each cone (J with apex ° is contained 
in a regular cone, which we prove as follows. Let H be a hyperplane for which 
H n a = {OJ (compare V, 1). Up to a unimodular transformation, we may assume 
H = pos{el, ... ,en-d, and a C H + lR;o:o en, butnota C H.Foranappropriate 
natural number r, the hyperplane H + ren intersects a in a lattice polytope P. 
Any translation of P by a translation vector c E H n Zn parallel to H may be 
extended to a unimodular shear of lRn with axis H. We can choose c such that the 
shear maps P and, hence, a into pos{el' ... , en}. 

Now consider the subtorus Til := {t E T I tl = ... = tp = I} that is com­
plementary to T'. For every).. E C, the element t"()..) := (1, ... ,1,).., ... ,)..) 
1· . Til d "(') - ( ,Pp+2 ,PI ) . h 11 les III ,an t /I. X - X""" xp , Xp+l, /I. Xp+2, ... , /I. Xk Wit a ex-
ponents fJp+2, ... , fJk positive. All these points t"()..) X are in the orbit Tx. On the 
other hand, the limit point limA--*o til ()..) X = (XI, ... , xp , x p+!, 0, ... , 0) clearly 
lies in X Y' so the orbit T X is not closed. As X y is an orbit itself, it lies in the closure 
of T x, as follows easily from the continuity of the action. D 

5.6 Lemma. Every invariant, affine, toric subvariety X, of Xa contains a unique 
orbit Or that is relatively open and dense in Xr, that is, Xr is an orbit closure. 
Conversely, every orbit closure in Xi'! is such an invariant toric subvariety Xr for 
a unique face T of a . D 
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PROOF. Using Theorem 5.3, the first part follows easily from the next result. 
For the second, we use a decomposition of the cone iT as given in V, Lemma 
1.6. We can find a basis {el, ... , ep, ep+I, ... , en} of the lattice 7L,n such that 
{el, ... , ep} is a basis for y n 7L,n (with y := cospaniT as before).Consider 
the linear subspace U' := lin{ep+l, ... , en}. Then, v := iT n U' is a (lattice) 
cone with apex 0 satisfying iT = y + v and dim y + dim v = n. By suitably 
modifying the basis {e p+ I, ... , en} of U' n 7L," if necessary, we may assume that 
v C pos{ep+l, ... , en} holds. Every face of iT can be uniquely written in the form 
T = Y + TO, where TO = Tn v is a face of v. Let A(v) := {ap+2, ... , ad be the 
unique minimal set of generators of the monoid v n 7L,n (see V, Lemma 3.5 applied 
to lin(v». Then, A(TO) := A(v) n TO is the minimal set of generators of TO n 7L,n. 

Now consider a point x E Xi} that is not in the closed orbit. Hence, with 
respect to the coordinate system (UI' ... , uP' Up+l, Up+2, ... , Uk) correspond-
ing to the minimal set of generators A := A(iT) := {al, ... , ap, ap+l, 
ap+2, ... ,ad with ai := ei for i ::: p and ap+1 = -(al + ... + ap) (see 
the proof of Lemma 5.5), there are coordinates Xi #- 0 for some i ::: p + 2, so 
A(x) := {ai E A I Xi #- 0, i ::: p + 2} is not empty. Then, TO := v n lin A(x) 
obviously is the smallest face of v containing A(x). From the structure of the 
relationships defining Xi}, it is not difficult to check that A(x) = A(TO) holds. 
Then, T := U' + TO has the property that the point X lies in the open, dense orbit 
of X r, so X r is the closure of the orbit T x. 0 

5.7 Theorem. The natural torus action on an invariant toric subvariety Xr of Xi} 
is given by the induced action of a subtorus T' of T. 

PROOF. We can choose a basis (el, ... , en) of the lattice 7L," such that 
(el, ... , er ) is a basis of lin T, and T C cospaniT + pos{el, ... , er}. Ac­
cordingly, we have a system of monoid generators aI, ... , am, am+l, ... , ak 
for iT n 7L,n with T = pos{al, ... , am}, and ai ¢. T for i ::: m + 1. Let 
UI, ... , Urn and UI, ... , um, Um+l, ... , Uk be the corresponding coordinates on 
Xr and Xi}, respectively. Then, the natural torus action of (C*Y on Xr is given 
by s(x!. ... , xm) = (SG'XI, ... , sGmxm ) for s = (Sl, ... , sr) E (c*y. It 
is immediately clear that this is compatible with the induced action of T' := 
{t E T I tr+1 = ... = til = 1} on the invariant affine toric subvariety 
Xr ~ Xi} n (Um+1 = ... = Uk = 0). We remark that the complementary 
torus Til := {t E T I tl = ... = tr = I} acts trivially on Xr . 0 

For a fixed cone a in the fan b, we now consider the invariant toric subvariety 
X "£/a of X "£. It is endowed with its own natural torus action. By Lemma 5.6, we 
know that, in the affine case, an invariant toric subvariety is an orbit closure and 
the natural torus action is induced from the natural torus action on the ambient 
variety by restricting it to a suitable subtorus. It is now easy to see that this holds 
in the general case, too. 
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5.8 Theorem. 
(a) Any orbit is the embedding Tk of a torus of some dimension k between 0 and 

n. 
(b) X I: is the disjoint union of all its orbits; their number is finite. 

PROOF. 

(a) follows from Lemma 5.6. 
The first part of (b) is a consequence of the definition of an orbit. The second 

part follows inductively, since any toric subvariety X I:/a contains a torus Tk of 
dimension k as a dense subset and X I:/a \ Tk is covered by lower dimensional 
tori whose closures are again toric subvarieties associated with the proper faces of 

E~. 0 

5.9 Definition. We call each Tk an embedded torus. Tn = T is said to be the big 
torus in XI: (compare Lemma 3.5). 

Example 1. pI is covered by the one-dimensional torus <C* and two zero­
dimensional tori, one consisting of 0 E C, the other of 00 (on the Riemann 
sphere of complex numbers). 

Example 2. pI X pI (see Example 2 in 3). T = ((:*2 is the two-dimensional orbit. 
There are four one-dimensional orbits and four zero-dimensional ones. 

Remark. Torus actions can be used to characterize toric varieties. In fact, the 
original definition and the name of toric varieties stem from the theory of algebraic 
groups (Demazure 1970, Mumford et al. 1973, T. Oda 1973). 

Exercises 

1. Find all orbits on a Hirzebruch surface (see Example 5 in section 4). 
2. Find all orbits of X I: ~ pI X pI X pI as introduced in Exercise 1 of section 3. 
3. Prove that any torus action on]p>" (Example 4 in section 3) is a projective linear 

transformation of P . 
4. Consider the subgroup To of T consisting of all matrices C with ICII = ... = 

Icnl = 1. Find all orbits of To for pI x pI (see Example 2 above). 

6. Toric morphisms and fibrations 

In section 2 we introduced toric morphisms for affine toric varieties. We will 
extend them, now, to general toric varieties and characterize the extensions 
combinatorially. 
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6.1 Theorem. Let La : jRn -----+ jRr, La (71./') C Zr be a linear map which induces 

a map offans 

L :"E -----+ "E ' 

(see V. 4.1). Then, L gives rise, in a natural way, to a map 

\11 : XL -----+ XL' 

whose restriction \11" .- \I1lx" to any affine piece X" of XL is an affine toric 
morphism 

In particular, this map is continuous with respect to the complex and to the Zariski 
topology on XL and XL'. 

6.2 Definition. We call \11 =: i a toric morphism. 

PROOF OF THEOREM 6.1. Leta E "E. By V,Corollary2.11,thedual map L* 
yields L*(a') c a if L(a) C a'. Furthermore, a, a', L*(a') are lattice cones. 
Let a), ... , ak be generators of a n Zn and b), ... , bm be generators of a' n Zr. 
We write 

(1) 
aij E Z~o, i = 1, ... ,m, j = 1, ... , k. 

Because 

(2) 

is a homomorphism of monoids, we obtain a ring homomorphism 

and the induced morphism 

spec R" =: X" -----+ L X"' := spec R", 

of the affine varieties defined by R" and R",. In the coordinates u) := 
za J , ••• ,Uk := za, of X" corresponding to a), ... ,ak and the coordinates 
(w), ... , w m ) of X", corresponding to b), ... , bm , 

(3) 

so that we obtain an affine toric morphism. 
If (u), ... ,Uk) is represented in another affine chart Xi, r E "E, by 

(v), ... , vq ), the change of coordinates is obtained by a linear transformation 
of the lattice vectors which define the coordinates (see proof of Lemma 2.10 and 
the definitio~ of gluing map in section 3). Since L is the same linear map for all 
generators, L is readily seen to be compatible with the gluing maps. As affine 
toric morphisms are continuous with respect to both topologies (see the discussion 



244 VI Toric Varieties 

following Definition 2.9), it is clear that the maps obtained by gluing are again 
continuous. 0 

6.3 Definition. Let X E, X E' be toric varieties with embedded tori T C X E, 

T' C XE'. 
Let W : X E ~ X E' be a map, and a : T ~ T' a homomorphism such that 

(1) W(c . x) = a(c) . W(x) for all c E T. 

Then, we callW equivariant (with respect to a). 

6.4 Theorem. Every toric morphism W is equivariant with respect to a suitable 

homomorphism of the embedded tori. 

PROOF. Since T is dense in XE, it suffices to prove (1) for all x E T. Let wiT 
be given by 

VI = U~" ... u~lq , 

Upl a pq vp = u l ••. uq . 

Then, for c = (CI, ... , cq), ai := (ail, ... aiq), 

so that a(c) := (cal, ... , caq ) defines a homomorphism T ~ T' with respect 
to which W is equivariant. 0 

Example 1. Let a := pos{el, el + 2e2}, a' := pos{el, el + 4e2}, and let Lo 
be defined by Lo(el) = el, Lo(el + 2e2) = el + 4e2, so Lo(a) C a' holds. 
Then, Lo can be represented by the symmetric matrix A := (~ ~), and Lo by the 
transposed matrix At = A. 

The vectors al = 2el - e2, a2 = e2 and a3 = el generate a n 71}, and 
bl = 4el - e2, b2 = e2 and b3 = el generate a' n Z2 (Figure 12). Then, 

so that in the corresponding affine coordinates Ui = zai of Xc; and Vi = Zbi of 
Xc;, , for i = 1,2,3 (with UIU2 = u~ and VI V2 = vi), 

(UI' U2, U3) ~ (uf, u~, U3)· 

The map is surjective but not injective. 

Example 2. Let b be the complete fan in]R2 with generators el, e2, -2el - e2, 
-el - e2, and let I;' be the fan ofp2 with generators e], e2, -el - e2. We consider 
Lo = id = Lo. 

The toric variety X E is covered by three affine planes (:2, together with Xc;, 
defined by the nonregular cone a := pos{e2, -2el - e2} (Figure 13). We note 
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that XiI is the affine quadratic cone, see Example 3 of section 2. We study the 
restriction of W = i onto XiI. In addition to al = -el + 2e2, a2 = -e], we 
need a third generator a3 = -el + e2 for a n 'Ii.?, whereas b l = -el + e2 and 
b2 = -el generate a' n 'l.? Now, b l = a3 and b2 = a2 so that, for Ui := za" 
i = 1,2,3, the affine toric morphism Wa := wlx,; is given by 

(u 1, U2, U3) f-----+ (U3, U2) 

and is a toric morphism of the quadratic cone XiI defined by UtU2 = u~ into the 
affine coordinate plane XiI' ~ ((:2 of p2. The line {(u I, 0, O)} is mapped onto 
one point (0, 0), and the points (U3, 0) for which U3 "I ° have no inverse image. 
Therefore, wa is neither injective nor surjective. (W, however, is surjective.) 

6.5 Definition. Let L = L I • L" be the join of two fans L I, L" (see III, 1.12 to 
1.14) such that 
(a) L' is contained in a k-dimensional subspace U of IRn , ° < k < n, 

• b1~,e2 •• 
0" b2 04 -- e1 

. . 

FIGURE 13. 
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(b) I;" can be projected bijectively onto a fan I;o lying in the orthogonal 
complement U J. of U. 

Then, we call I;o a projection fan of I; perpendicular to I;', and say that I; has 
a projection fan (with respect to I;', I;"). 

Remark. The following example shows that I; = I;'. I;" need not have a 
projection fan with respect to a given decomposition. 

Let I;' := {IR~o e" 1R~0 e2, {O}}, I:" := {IR~o e3, 1R~0( -el - e2 + e3), {O}}. 
Then, the join I; = I;' . I;" exists, but the projection of I;" onto IR e3 is not 
injective. However, 

6.6 Lemma. If I: = I:' . I:" and I:' is complete (relative to U = lin I I;'I), then, 
I: has a projection fan I;o (in UJ.). 

PROOF. Let rr be the perpendicular projection onto U J.. Suppose, for a", 7:" E 

I;", a" n 7:" = {OJ, we have rr(a") n rr(7:") 3 a =1= O. Let b E rr-I(a) n a" 
and c E rr-I(a) n 7:". Then, the line g through b, c is parallel to U, and the linear 
hull of g is a plane, which intersects U in a line g'. If QIo Q2 are the two rays of 
g' emanating from 0, QI + 1R~0 b c a' . a", QI + 1R~0 c c a' . 7:" for some 
a' E I:' and Q2 + 1R~0 b c 7:' . a", Q2 + 1R~0 c C 7:' . 7:" for some 7:' E I:' 
(a', 7:' exist because of the completeness of I:'). Since QI + 1R~0 b, QI + 1R~0 C, 

Q2 + 1R~0 b, Q2 + 1R~0 c all lie in a half-plane, one of the first two sets intersects 
one of the second two outside U, so that [(a' . a") n (7:' . 7:")] \ U =1= 0 or 
[(a' . 7:") n (7:' . a")] \ U =1= 0, contrary to the definition of "join". 0 

6.7 Theorem. Let I:, I:', I:" be regular fans in IRn such that I: = :E' . :E", and 
let I:o be the projection fan of I: perpendicular to lin II:'I. Then, the projection 
rr : I: ~ I:o induces a map of fans such that, for any ao E I;o, we have an 
isomorphism 

(5) 

(Here 00 is the dual cone of ao relative to lin ao, and ji is defined according to 
Theorem 6.1 and Definition 6.2). IfI;o = I;" (up to a unimodular transformation) 
we obtain, in particular, an isomorphism 

6.S Definition. We call ji a fibration of X I: with base space X I:o and fibers 
ji-I(PO) ~ {p} x XI:' ~ XI:' for any Po E XI:o and apE ji-I(PO). Then, 
X I:' is said to be the typical fiber of the fibration. In short, we say that X I: is an 
XI:,-fiber bundle over XI:o. In the case XI: ~ XI:' X XI:II, we call the fibration 
trivial. 

PROOF OF THEOREM 6.7. By Definition 6.5, each a" E I:" is injectively 
mapped by rr onto a ao E I:o, whereas rr(a') = {OJ for every a' E ~'. So we 
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FIGURE 14. 

find rr(a ' . a") = ao. Since rr(71n ) C tln the linear map rr induces a map of fans 
which we denote also by rr: 

We consider the induced toric morphism 

From X(al'a")V ~ Xijl x Xij" and Xij" ~ Xijo (dual cones ai, a", ao, relative to 
appropriate lower dimensional spaces), we find that 

For a fixed a", this is true for each a I E I: I, so that 

n-\X"o) ~ X:E' x Xijo' 

This readily implies the theorem. o 

Example 3. Let I: be the fan of a Hirzebruch surface 1ik (Example 3 in section 
3). Then, I: = I:' . I:", where I:' covers a line, so that XI;I is a projective line. 
Therefore all fibers are projective lines, "twisted" in XI;, and 1ik is a IP'l-fiber 
bundle over IP'l . 

We illustrate the real points of 1i 1 as a closed Mobius strip (Figure 14). 
We denote the real projective plane by IP'Zr)' represent it as a circular disc with 

diametrically opposite points identified, and identify lP'~r) (real projective line) with 
a circle so that IP'Zr) x lP'~r) is represented by a full torus in]R3. By the equation 

I'}o~o = I'}l~l, 

a twisted band in IP'Zr) x lP'~r) is given which is a (projective) Mobius strip. The fibers 
are the lines (represented by line segments) of which the Mobius strip is composed. 
The real part of X I;' x Xij" is obtained from the Mobius strip by leaving out one of 
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the fibers, that is, "cutting the Mobius strip" so that it becomes an ordinary strip, 
the cartesian product of an affine line and a projective line. 

Exercises 

1. Let b .- {postel, e] + 3e2}, postel + 3e2, e2}, pos{e2, -ed, 
post -e], -e2}, post -e2, e]}, faces} and let L be the perpendicular projection 
onto ]R. e2. Find L explicitly. 

2. Given I!D" as toric variety and L = 2 . I, I the identity map, describe L in 
projective coordinates. 

3. If a point p is deleted from a projective plane p2, a fibration of p2 \ {p}, with 
a projective line as base space exists. Find a fan for jp>2 \ {p} and describe the 
fibration according to Theorem 6.11. 

4. Find the three-dimensional analog of Example 3 (b' two-dimensional). 

7. Blowups and blowdowns 

We are now going to study a special case of a toric morphism and its inverse 
operation. 

7.1 Definition. Let b be a regular fan, and let s(p; a) be a regular stellar 
subdivision of b (V, Definition 6.1). Then, the toric morphism 

ilia : Xs(p;a)'E ----+ X 'E 

induced by the identity map I, ilia = J (see Theorem 6.1), is called an equivariant 
blowdown or in short a blowdown of Xs(p;a)'E. The inverse operation Ill;] is said 
to be an (equivariant) blowup of X'E' 

Example 1. Let a : = post e1 - e2, e2} be a cone of some regular fan b in ]R.2. By 
s(e1; a), we decompose a intoa1 = postel - e2, ed and a2 = pos{e1, e2}. Then, 
a = pos{e], e1 + e2}, a1 = postel + e2, -e2}, and a2 = pos{e], e2}(Figure 15). 

We set u] := ze l = Z1, U2 := ze l +e2 = Z]Z2, u; := z-e2 = Z;-1, u; := 
ze l +e2 = Z]Z2(= U2), u~ := ze l = Z1 (= U1), u~ := ze2 = Z2· 

The two affine planes XU1 = {(u;, u;)}, XU2 = {(u~, u~)} are mapped under 
the blowdown III into the affine plane Xu = {(U1, U2)}: 

XU1 ----+ Xu Xu, ----+ Xu 

(u;, u;) r-+ (u; u;, u;) (u~, u~) ~ (u~, u~u~). 

The projective line with charts {(u;, O)} = {(z;:!, O)}, {(O, u~)} = {(O, Z2)} is 
mapped onto the point (0,0). For (U1, U2) =f. (0,0), the blowdown is bijective. 
We illustrate the blowdown for XU1 in Figure 16. The line u; = 0 which is projected 
onto (0, 0) lies on a hyperbolic paraboloid. 
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FIGURE 15. 

7.2 Theorem. Let XL be a regular toric variety, and let X LO be an invariant toric 
subvariety defined by the star st(a; ~) :::::: ~o of a in ~; 1 < k := dim a :::: n. 
(a) Under the blowup W;I, any point x of XLo is replaced by a (k - 1)­

dimensional projective space. 
(b) The blowdown Wa is a toric morphism which is bijective outside W;I (X Lo). 

PROOF. Leta = pos{al, ... ,ad, and let p := al + ... +ak. First, we assume 
that dim a = n for a a E st(a; ~), a = pos{al, ... , ak, ak+l, ... , an}. Then, by 
the regular stellar subdivision in direction p, a is split into n-dimensional cones 
ai := pos{al, ... , ai-I, p, ai+l, ... , ak, ... , an}, i = 1, ... , k. By V, Lemma 

U3 

FIGURE 16. 
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6.3, we can set 

and 

(}-i = pos{bl - bi, ... , bi- I - bi, bi, bi+1 - bi, ... , bk - bi, bk+I, ... , bn }, 

where i = 1, ... , k. Therefore, X~ has coordinates (UI, ... , un) = (Zb l , ... , Zb,,} 
and Xij, has coordinates (VI, ... , Vn) = (Zbl-b" ... , Zb'-I-b" Zb" Zb'+I-b" ... , 

Zbk-b, , Zbk+l, ... , Zb,,). Wa Ix., is given by the equations 

Its inverse is defined for Vi # O. If Vi = 0, the images of all points 
o 0 0 0 

(VI,"" Vi-I,D, Vi+I,"" Vb Vk+I,"" Vn) are (0, ... ,0, Vk+I, ... , vn), for 
any fixed set ~ := {~k+1' ... , ~n} of coordinates, that is, the fiber xg) of Wa Ix., 

o o. (i) (i) 
above (0, ... ,0, Vk+I, ... , Vn) IS an affine (k -I)-space Xo . Any two such Xo 

v v 

are isomorphic to each other and to xg). But the xg), i = I, ... , k, can be con­
sidered as the affine charts of the projective (k - I)-space defined by generators 
bl - b2, b2 - b3, ... , bk-I - bko bk - bl they all lie in (pos{p})l.. and have sum O. 

If the maximal dimension of a cone (j E st(a; E) is less than n, say r = 
dim (j < n, J. has a cospan # to}. We define the ai as above, replacing n by r, 
i = 1, ... , k. Then, 

cospan (j = cospan (}-I = ... = cospan (}-ko 

so that X~, Xijl' ... , Xijk have the same coordinates Uj for j > k. Hence, all 
arguments above can be applied. 0 

In Example 1, n = k = 2, hence, (j = a, and the ai are those introduced there. 

Example 2. Suppose a = (j = pos{el, ez, e3} in JR3 (see V, 6, Figure 23a). 
Independent of a fan to which a belongs, we obtain a blowup in (0, 0, 0) of X~ = 
((;3 in which (0, 0, 0) is replaced by a projective plane. The fan of the projective 
plane has generators el - e2, e2 - e3, e3 - el. The affine charts of the projective 

I h d· (-I -I) ( -I -I) d ( -I -I) pane ave coor mates ZlZ2 ,Z2Z3 ,Z2Z3' Z3Z1 ' an Z3Z1 ,ZIZ2 . 

Example 3. Let a := pos{el' e3} in JR.3 (see V, 6, Figure 23b). If for some 
fan :E, (j = pos{el, e3, e2} E st(a, E), we set 0'1 := pos{el + e3, e3, e2}, 

0'2 := pos{el' el + e3, e2}. Then J. = pos{el, e3, e2}, (}-I = pos{el, e3 - el, e2}, 
(}-2 = pos{el - e3, e3, e2}. As coordinates for Xijl' we obtain (VI, V2, V3) = 
(ze l , ze3-el , ze2 ), and, for Xij2' (v;, v;, v~) = (ze l-e3 , ze3 , ze2 ). If (UI, U2, U3) = 
(ze l , ze3 , ze2 ) are the coordinates of X~, the blowdown Wa induces in Xijl the 
map (VI, V2, V3) ~ (VI, VIV2, V3), which is bijective for VI # ° and maps 
{CO, V2, V3)} onto {CO, 0, V3)}. Similarly, Wa induces in Xij2 the map (v;, v;, v;) ~ 
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(v;v~, v~, v~), which again is bijective for v~ =1= ° and maps {(v;, 0, v~)} onto 
(0, 0, v~)}. Since V2 = v; -I and V3 = v; for any fixed V3 = v~ = p, the sets 
{(O, V2, p)} and {(v; , 0, p)} can be considered charts of a projective line which is 
mapped under Wa onto (0, 0, p). 

In the above arguments, if e2 is replaced by -e2, we see that, for p-I instead 
of p, the inverse image of (0, 0, p-I) is also a projective line. Since {(O, 0, p)}, 

{(O, 0, p-I)} are affine charts of the projective line XI:o' we obtain an illustration 
of case (b) of Theorem 7.2. 

If a bounds a second 3-cone a = pos{el' e3, b}, then, clearly, (b, e2) < 0, 
so that, in the above arguments, e2 is replaced by -e2. As a result, we find that, 
under the blowup W;I, any point of the projective line with charts {(O, 0, V3)}, 

{(O, 0, v3 1)} is replaced by a projective line. 

Now, we will translate the results on fans, which we collected in V, 6, into the 
language of toric varieties. 

7.3 Definition. We call X I: complete if ~ is complete, that is, covers all of]Rn . 

Remark. In section 9, we shall see that "complete" is equivalent to "compact". 

From V, Theorem 6.5, 

7.4 Theorem. Let X I:, X"I;' be regular, complete, two-dimensional tork varieties. 
Th h . " bl .[,-1 .[,-1 .[,1-1 .T,I-I h h 
1, en t ere eXIst equlvanant owups '¥ 1 , ••• , '¥ P , '¥ I , ••• , '¥ q ,suc t at 

~ XI:II +---

where X 1:" is again a regular, complete, two-dimensional toric variety. 

V, Theorem 6.6 implies 

7.5 Theorem. Any regular, complete, two-dimensional toric variety can be succes­
sively blowndown into either a Hirzebruch surface 1tk, k =1= ±1, or into r. Hence, 
there exist equivariant blowdowns WI, ... , Wr , W;, ... , W; such that either 

k =1= ±1, or XI: 

Remark. In the case k = ± 1, 1tk can be further blowndown to r. 

Oda's conjecture (strong version). Theorem 7.4 is also true forregular, complete, 
three-dimensional toric varieties. 

Remark. A weak version of Oda's conjecture has been shown for arbitrary di­
mension. Given any two regular, complete, n-dimensional toric varieties X I:, XI:', 
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there exists a sequence of operations, that are either blowups or blowdowns and 
transform XL into XL' (see Appendix to this section). 

Exercises 

1. Transform any Hirzebruch surface into JPl2 by an alternating sequence of 
equivariant blowups and blowdowns. 

2. Translate the stellar subdivisions, in the example illustrated in Figure 26 of V, 
6, into equivariant blowups, where the left upper fan is given by V, 4, Example 
2, and the right upper fan is one of a projective 3-space. Present equations for 
all blowdowns. 

3. Let 1: consist of one regular n-cone (J and the faces of (J. Any equivariant 
blowup \II-I gives rise to a fibration \II-I (X Lo ) ----* X LO where X LO is a toric 
subvariety of XL. 

4. By using Farey's lemma generalized to higher dimensions (V, 6, Exercise 4), 
prove De Concini-Procesi's Theorem: Given regular fans 1:, 1:' which have 
the same point sets 11:1 = 11:'1, there exists a fan 1:" obtained from 1: by 
a finite sequence of regular stellar subdivisions such that each cone of 1:" is 
contained in a cone of 1:'. In terms of toric varieties, there exist equivariant 
blowups \11;-1, ... , \II~I and a toric morphism ¢ such that 

XL ~ ----* XL" ~ XL'. 
WII wi l ¢ 

8. Resolution of singularities 

If an n-dimensional toric variety XL is regular, it is composed of pieces 
Ck x C*n-k, and hence, in whichever sense of the word, nonsingular. In the case 
n = 1, XL is either an affine line or a projective line or C*. Therefore, 

8.1 Lemma. Anyone-dimensional toric variety is regular. 

If n = 2, the simplest case of a "singularity" is that of the apex of a quadratic 
conical surface (equation UIU2 = u~; see section 2). In its fan, a cone (J = 
pos{ el, el + 2e2} occurs which has determinant equal neither to 1 nor to -1. 
The size of 1 det (J 1 is, in a way, a measure of how bad a singularity is. In higher 
dimensions, a similar observation can be made for n-dimensional simplex cones 
(J (which may have arbitrarily large 1 det (J I). 

We are interested in resolving singularities. Before this we will give a pragmatic 
definition of singularity. 

8.2 Definition. A point x E X L is called singular or a singularity of XL if 
some affine chart X;;, (J E 1:, to which it belongs, is not of the type Ck x C*Il-k 
according to Theorem 2.12. 
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8.3 Lemma. If a singularity x of XL lies in an orbit Tk of XL' according to 
Theorem 5.8, then, all points of the orbit Tk are singularities. The big torus does 
not contain singularities. 

PROOF. If one point of Tk lies in Xu, so do all points. Therefore, the lemma is 
true by the definition of a singularity. Since T = en, there is no singularity in 
T. 0 

8.4 Definition. Let XL be a toric variety which has singularities, and let XL' be 
a regular toric variety for which 1 ~ 1 = I~' I, and a toric morphism 

\11 : XL' ---+ XL 

exists isomorphic on the tori. Then, we call \11 a resolution of (the singularities of) 

XL· 

8.5 Theorem. Any to ric variety XL with singularities possesses a resolution \11. 
We may choose \11 as composed ofmorphisms \111, ... , \I1q which stemfrom stellar 
subdivisions Sl, ..• , Sq: 

t 

PROOF. First, by stellar subdivisions, we tum ~ into a simplicial fan ~' (compare 
V, Theorem 4.2). Let a E ~'be a nonregular maximal cone, dim a = k. We 
apply induction on k and assume that a (k - I)-face ao of a has been made 
regular by stellar subdivisions of 1:. Thus, a is split into k-simp1ices. Let T be 
one of them, T = TO + Q, where TO C ao and .0 is regular. Up to a unimodular 
transformation, we can assume .0 = pos{el, ... , ek-d. Then, Q = Ilho a, a 
simple, a = aIel + ... +ak-] ek-] +aekCin]Rk spanned by .),a], ... , ak-=-], a E 

Z~o. 
If a = 1,. is regular. If a > I, there exists a lattice point b = fh ej + ... + 

f3k-jek-1 + ~ a, 0 :s f3i < I, i = 1, ... , k - 1. We obtain 

a' := 1 det(e], ... , ei-I, b, ei+I, ... , ek-I, a)1 < a = det(ej, ... , ek-I, a). 

We apply to ~ the stellar subdivision s(b; ~) in direction b. All k-dimensional 
cones affected by s(b; ~) split into cones with smaller determinant of generators. 
Hence, after a finite number of steps, we end up with only regular cones. 0 

Example 1. Let a := pos{ej, el + 2e2} belong to any fan ~; a = pos{e2, 2e] -
e2}. The coordinates of Xu are (Uj, U2, U3) = (ze z, z2e l -ez, ze l), so that UIU2 = u~ 
is the equation of the conical surface. We subdivide a in direction ]R~o(el + e2). 
Let aj := pos{e] , el + e2}, cJ] := pos{e2' el - e2}. Then, we may set XUI = 
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{(VI, V2)} = {(ze2 , ze1-e2 )}, and \{II is given by 

(UI, U2, U3) = (VI, vlvi, VIV2). 

SO, first, we map each point (VI, V2) onto the point (VI, V2, VI V2) of a regular 
quadratic surface, and then project onto the conical surface {(VI, VI v~, VI V2)}. 

Hereby, the line {(O, V2)} is mapped, first, onto the line {(O, V2, O)} and then onto 
the point (0, 0, 0), whereas the lines {(c, V2)} for c#-O are mapped onto the lines 
{( C, V2, CV2)} and, then, onto the parabolas {( c, cv~, CV2)} (Figure 17). 

The mapping \{II in Example 1 is based on a stellar subdivision and looks much 
like a blowdown (which it is not, since Xi! is not regular). In fact, we can look at 
\{II as induced by a blowdown, if we consider the affine space C3, in which Xi! is 
embedded, as an affine toric variety Xc, r = f = pos{el, e2, e3}' By the regular 
stellar subdivision in direction el + e2, we define a blowup \{I-I of Xi. One of 
the charts of \{I-I (Xi) is given by Xi!o where 0'0 = pos{el, el + e2, e3}, and, 
hence, <70 = pos{e2, el - e2, e3}. The coordinates of Xi!o are, then, (VI, V2, V3) = 
(ze2 , ze1-e2 , ze3 ), so that (UI, U2, U3) = (VI, VIV~, V3). Now, V3 = VIV2 again 
represents the above surface, this time obtained from the quadratic cone by blowing 
up C3 along {(O, U2, O)}. 

What we have seen in Example 1 refers to a general idea of how to resolve sin­
gularities. In the example, the conical surface, we started with, and the embedding 
space were both toric varieties. This need not be so. In many cases, it is useful to 
choose the embedding space as a toric variety and embed singUlar nontoric vari­
eties in it. We do not develop the general theory but illustrate it only in a further 
example. 

Example 2. Let JPl2 be given as a toric variety (see section 3, Example 1) by the 
fan with I-cones generated by el, e2, -el - e2. The homogeneous coordinates are 

FIGURE 17. 
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FIGURE 18. 

[gl : g2 : g3] (related to the coordinates of the affine toric charts as explained in 
section 3). We consider a curve given by the equation 

(1) 

It has singularities in (;(1,0, 0), (;(0, 1,0), and 00, 0, 1), that is, in the zeros 
of the three affine charts of p2 (Figure 18 provides a qualitative picture). Here 
"singularity" can be understood as in the above definition although the curve is 
not a toric variety (by Lemma 8.1). 

As in Example 1 of section 3, we write the affine charts as Ao = {(ze1 , ze2 )} = 
{(ZI, Z2)}, Al = {(z-e1 , z-e1+e2)} = {(zi l , zil z2)}, A2 = {(ze1-e2 , ee2 )} = 
{(ZIZ;-I, Z;-I)}. 

We blow up 0 in each of the affine planes AI, A2, A3, replacing ° by a projective 
line pi . The resolution of singularities can be geometrically understood as follows. 

-

FIGURE 19. 
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FIGURE 20. 

As Figure 19 illustrates, each line of Ai passing through 0 of Ai is "lifted" under 
the blowup to a line of the ruled surface. So, the two tangents of the curve in 0 
"take along" the point of tangency to different points of pI (Figure 19). Doing 
this for all three charts, we obtain, from (1) a curve without self-intersection. It is 
contained in the surface obtained from WZ by the three blowups, called a del Pezza 
surface. 

In the present example. we may even go a step further and transform the new 
curve back into pZ without creating new singUlarities. We choose a different system 
of charts of WZ, those obtained from the generators -el, -ez. el + ez. We apply 
blowdowns given by the inverse stellar subdivisions s.;-I, SSI, Sil. as illustrated in 
Figure 20 (Sl' SZ. S3 the stellar subdivisions giving rise to the above blowups). It is 
readily checked that the curve obtained has (in coordinates WI = z-e l , Wz = z-e2 ) 

an equation 

1 - w~ + w~ = 0, 

so that its extension in WZ is a projective ellipse. 

Exercises 

1. Consider an arbitrary complete (rational) fan E in ]R2 with 3 generators. Find 
a resolution of XL' 

2. Given the fan E as in Figure 13 of V, 4. Resolve the singularities of XL' 
3. In Example 2 we have described the resulting curve after the blowups and 

blowdowns in WI, wz-coordinates. Find the equations of the curve in coordinates 
given by the other two charts of the projective plane. 
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4. Consider the real part of the curve (1) in Al after choosing ~3 = J=T. Show 
explicitly that the curve consists of two graphs of functions ~2 = f(~I)' ~2 = 
g(~I). Find the tangents in (0,0). 

9. Completeness and compactness 

A fan 1; is called complete if its cones cover ]Rn. We have also called a toric 
variety X I: complete if 1; is complete (section 7). We now wish to characterize the 
completeness of X I: by topological means. 

9.1 Theorem. A toric variety X I: is compact if and only if 1; is complete. 

PROOF. 

I. Let XI: be compact. By induction, we show that 1; is complete. For n = 1, 
the projective line is the only compact toric variety; its fan is complete. For n > 1, 
suppose 1; is not complete. Then there is a one-dimensional cone p E 1; on the 
boundary of 11;1; so 1;0 := rr(st(p; 1;» is also not complete. But the subvariety 
X I:o is closed in X I: and, hence, also compact. Therefore, by induction, 1;0 would 
have to be complete, a contradiction. 

II. If a sequence of points has no accumulation point, either it has a subsequence 
in a subvariety which also has no accumulation point or we find a subsequence 
(Xi)iEZ>o in the big torus such that, for each m E Z~o' either (Zm(Xi»iEZ>o or 
(z-m (Xi»iEZ>o is bounded. In the former case, we assume the assertion to be true 
by induction. In thelattercase, we let M := {m I (zm (Xi»iEZ>o is bounded}. Then, 
pos M is a cone for which M = (pos M) n Zn and pos M U pos( - M) = ]Rn. 

Hence, pos M contains a half-space, and we find a a E 1; such that a Cpos M. In 
Xii, all coordinates u~, ... , u~ are bounded, hence, (Xi)iEZ>o has an accumulation 
point, a contradiction. 0 

Since the embedded torus T is dense in XI:, from Theorem 9.1, 

9.2 Theorem. If 1; is complete, X I: is a compactification of the torus T. 

9.3 Theorem. 
(a) Each toric variety XI: possesses a toric compactification XI:' (1; C 1;' and 

X I:' compact). 
(b) If X I: is smooth, XI:' can also be chosen smooth. 

PROOF. 

(a) follows from III, Theorem 2.8. 
(b) We apply Theorem 8.5 to XI:'. From the construction of 1;' in the proof of 

III, Theorem 2.8, it is readily seen that all cones of 1; can be left unchanged 
when 1;' is made regular. 

o 
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Example. Given E = {~~O eJ, ~~O e2, lR.~o( -el - e2), {O}} we obtain as X I: a 
noncompact variety p2 \{p, q, r} where p, q, r are noncollinear points. Filling in 
the three 2-cones, we compactify by adding p, q, and r. 

Exercises 

1. Given E '- {1R.~o eJ, lR.~o( -ed, lR.~o( -e2), lR.~o(el + 2e2), lR.~o e3, 

lR.~o(el + e2 - e3), IR.~O(e2 - e3), {On, find a regular compactification XI:I 
of XI: such that E and E' have the same I-cones. 

2. Let E consist only of {OJ and finitely many I-cones. Describe XI:. 
3. Let E be thecompletefanin~3 with generators eJ, -el, e2, -e2, e3, el +e2 -e3 

such that the four octands of ~3, which contain lR.~o e3, are in E. Consider E', 
as introduced in part II of the proof of Theorem 9.3, and describe XI:'. 

4. Let p2 be given as toric variety by the fan E with generators el, e2, -el - e2. 

Let \1111, ... , \11;1, ... be the blowups obtained successively by introducing 
the new generators el + e2, ... , el + ke2, ... If we apply the infinite sequence 
of blowups, we obtain a generalized toric variety X in an infinite-dimensional 
space. Collect information about X; show that X is not compact. 



VII 

Sheaves and projective toric varieties 

1. Sheaves and divisors 

In VI, Lemma 1.27, we introduced rational functions as functions whose restriction 
on an appropriate Zariski open set Uo is regular, that is, represented by a quotient 
f = g / h of polynomials g, h with h nowhere 0 on Uo. Even more concretely, 
we may choose Uo to be a Zariski open subset of the torus T so that the rational 
functions on XL are all given by rational functions on T. 

For further investigation of a toric variety XL, it is useful to study systems of 
rational functions on XL. This may be done in several ways; one is that of sheaves; 
another is that of divisors. We first introduce the idea of sheaves. We do not need 
sheaves in full generality. Dealing with rational functions makes things easier than 
dealing with general objects of algebraic geometry. 

1.1 Definition. Let R be a (commutative) ring with 1, and let M be a commutative 
group (written additively) together with a multiplication 

RxM ~ M 

(a, x) f----+ ax 

such that the following rules are satisfied, 

and 

a(x + y) = ax + ay, 

(a +b)x = ax +bx, 

a(bx) = (ab)x, 

I· x = x. 

for all a, b E R, x, Y EM, 

Then, we call M an R-module or, briefly, a module. 

Remark. A module is a generalized vector space, the field of scalars being 
replaced by a ring. Of course, any vector space over a field K is a K -module. 

259 
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1.2 Definition. A module homomorphism q; : M ---+ M' of an R-module M 
into an R' -module M', R a subring of R', is a map for which 

q;(ax + by) = aq;(x) + bq;(y), for all a, b E R, x, Y EM. 

If R = R' and q; is bijective, we call it a module isomorphism. 

Example 1. Consider the set M of all polynomials in one variable with integral 
coefficients. Then M is a Z-module. It has an extension to a IC-vector space of 
polynomials with complex coefficients. If a homomorphism of this vector space 
into another IC -vector space is restricted to M, we obtain a module homomorphism. 

Clearly, 

1.3 Lemma. Any commutative group G can be considered a Z-module by setting 
1 . x = x, (-1) . x = -x, and k . x = x + (k - 1) . x, k E Z. 

Therefore, if we discuss modules, we include commutative groups by consider­
ing them as Z-modules. 

1.4 Definition. Let X be a toric variety with Zariski topology. To each open subset 
U of X, let a ring F(U) of rationallC-valued functions on U be given such that 
the following is true: 
(a) For any pair V C U of open subsets of X and any f E F(U), the restriction 

flv belongs to F(V). 
(b) Let U = U U a be a union of open sets U a, ex in some index set, and, for each 

ex, let an element fa E F(Ua) be given such that 

falv.nv~ = ftJ Iv.nvp 

for any such pair fa, ff!. Then, there exists an element f E F(U) such that 

flv. = fa, for all a. 

Then, we call the collection F := F(U)vcx a sheaf of rational functions on 
X, in short, a sheaf (in this book). 

A rational function f is determined by its restriction flv to any Zariski open 
set U. Therefore, for the sake of a simplified notation, we identify f and f I v. 
Restriction from U to V determines the inclusion F(U) ~ F(V). 

1.5 Lemma. Let F and :F' be sheaves and {Ua }aEi a covering of X by Zariski 
open sets. If F(U) = :F'(U) for each U contained in some Ua, then, F = P. 

PROOF. Let V be an arbitrary Zariski open set of X. Then, we deduce from 
(b) that F(V) = naEi F(V n Ua) = naEi P(V n Ua) = :F'(V); hence, 
F = F'. 0 



1. Sheaves and divisors 261 

Remark. (b) is a "gluing property" by which collections of "local" functions are 
pasted together to "global" functions on X (as an open set). 

1.6 Theorem. To each open subset U of a toric variety X E, we assign the ring 
of regular functions on U, and denote it by O(U). Then, 0 is a sheaf of rational 
functions on X E . 

1.7 Definition. 0 is called the structure sheaf OX'E of XE. 

PROOF OF THEOREM 1.6. (a) and (b) are immediate from the definitions. 0 

1.8 Theorem. For the sheaf 0 = Ox 'E of a toric variety, 
(a) O(Xa) = Ra is a ring of Laurent polynomials for any (J E ~. 

(b) O(X{or) ~ C[z, e l ] = C[Z), ... , Zn, zl), ... , Z;;-l], and 
(c) O(XE) = c if~ is complete. 

PROOF. 

(a) This has been shown in the proof of VI, Lemma 1.26. 
(b) is a special case of (a). 
(c) Let f E O(XE). Then, f is a Laurent polynomial, and f E naEE RXa 

implies supp f E naEE a = {OJ so that f is a constant function. 
o 

Remark. From Theorem 1.8, we see that the structure sheaf defines on each 
affine piece Xa of a toric variety (as a special open subset) a module of Laurent 
polynomials. For other open subsets this is not true, in general. As an example, 
consider, in Xal of Example 2 below, an open subset U := Xal \ {(z), Z2) I 
Z) - Z2 = OJ. Then, ZI~Z2 E O(U), but ZI~Z2 is not a Laurent polynomial. 

1.9 Definition. Let F be a sheaf of rational functions on XL which assigns to 
each open set U of XL an O(U)-module F(U) ofrational functions on U. Then, 
F is called a sheaf ofOx'E -modules. 

The next theorem presents the sheaves we are mainly concerned with in the 
present chapter. 

1.10 Theorem. Let X E be a toric variety. To each cone T E ~, let a vector 
my E Zn be given such that the following is true: 
(a) If TO is a face of T, then, my - m yo E cospan ro. 

Then, we obtain a sheaf F of O-modules of rational functions by setting 

(1) 

(2) 

F(0) :={O}, 

F(U) :=zm, O(U) for any nonempty, open set U C Xi, and 

for open sets Ui C Xii' i = 1, ... , s. 
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PROOF. First, we show that F(U) is well defined. An open set U may be con­
tained in different affine charts Xi, Xi" which are also open in X 1:. Then, we must 
show that 

(I) 

In fact, TO := TnT' is a common face of T and T'. Therefore, by (a), mr - mro E 

cospan ro and mr, - mro E cospan ro, hence, mr - mr, E cospan ro. From To C T 

and TO C T', we obtain Rio :J Ri and Rio :J Ri'. It follows that zmr-mr, E Rio, 
and, hence, by (2), zmr Rio = zmr, Rio' So, the claim (I) is true. 

If U is not contained in any Xi but intersects Xii' ... , X is' we set 

U = (U n Xii) U ... U (U n Xi,) 

and, by applying (3), obtain 

F(U) = zmrlO(U n Xii) n ... n zmrs O(U n Xi,). 

So, using (I), we see that F(U) is again well defined. The sheaf properties (a) and 
(b) are evident. 0 

Example 2. Consider p2 as represented by the fan in Example 1 of VI, 3. We 
have O(Xao ) = C[ZI, Z2], O(Xal ) = C[Z)I, Z)I Z2 ], O(XaJ = C[ZIZ2 I , Z21]. 

IfwechooseF(Xao ) := O(Xao),F(Xal ) := ZI0(Xal),F(Xa2) := Z20 (Xa2 ), 
all other elements of F are determined. We find mao = 0, mal = el, ma2 = e2 
and, for aij := aj n aj, i, j = 0, 1,2, i < j, choose maO! = 0, ma02 = 0, 
mal2 = el (see Figure 1a). 

Another sheaf is obtained by setting F'(Xao ) := O(Xao )' F'(Xa,) := 
ziIO(Xa,), F'(Xa2 ) := Z210(Xa2), m~o := 0, m~1 := -el, m~2 := -e2· 
Figure 1 b illustrates that the compatibility condition (a) can be satisfied: For the 
cones ajj := aj n aj, i, j = 0,1,2, i < j, we choose mao, := 0, ma02 := 0, 

ma '2 := -el· 

FIGURE la,b. 



1. Sheaves and divisors 263 

There is a difference between F and F' in Example 2 which we shall consider 
later. F has "global sections", namely, F(Xao ) n F(Xa) n F(Xa2 ) = {aZI + 
/3Z2 + y I a, /3, y E C}' that is, all linear functions in ZI, Z2. However, F' has no 
such elements except O. 

1.11 Definition. Let F be a sheaf of O-modules on a toric variety X I:. Each 
f E F(U) is called a section of F, and we say that the section zm, in Theorem 
1.10(2) generates F on the open piece Xi. If f E F(XI:), we call f a global 
section of F and F(XI:) the O(XI:)-module of global sections, of F. 

We now tum to objects which are based on the zeros and poles of rational 
functions and which are in close relationship to sheaves of such functions. 

1.12 Definition. A subset D of a Zariski open subset Y of XL is called a prime 
divisor on Y if, for each a E I:, the intersection D n Xa n Y is an (n - 1)­
dimensional subvariety of Xa n Y. In particular, in the case Y = XL' we say 
that D is an invariant prime divisor if D n Xa is always an invariant affine toric 
subvariety of Xa' Formal linear combinations 

are called (Wei/) divisors on Y, in particular, invariant divisors on Y = XL 
if DI, ... , Dr are invariant prime divisors. By the sum of two divisors D = 
Li niDi, D' = Li n;Di' we mean D + D' := Li(ni + nDDi. Let YI C 
Y2 C XL be Zariski open sets in X I:. If D = Li nj Dj is a divisor on Y2, we 
call DIYt := LD;nYt#0 nj(Dj n YI ) the restriction of D to YI . If ni > 0 for 
i = 1, ... , r, we say that D is effective and write 

D 2: O. 

1.13 Lemma. Let X be a quasi-affine variety such that Rx is a unique factorization 
domain (as is always true if X = Xa for a regular a E I:, compare the next 
lemma), and let D be a prime divisor on X. Then, iD,x is generated by one function. 

PROOF. iD,x is prime since D is prime. Each f E iD,x may be written as 
f = fl ... fk X where fl' ... , fk are prime elements and x is a unit of Rx. Then, 
for at least one i E {1, ... ,k} the prime ideal Rx J; is contained in iD,x. But iD,x 
has height 1, so that Rx J; = iD,x. 0 

1.14 Lemma. Let a be a regular cone, and let D be a prime divisor on Xa. Then, 
iD,x.; C Rx.; is generated by one function. 

PROOF. By VI, 2.12, Xa ~ C k x en-k C en for some k E {O, .,., n}. By 
Definition 1.12, D' := D n Xa is prime on Xa. By VI, 1,29 b), if c en is also 
prime. Since the ring C[~I' ... , ~n] is a unique factorization domain, we see, from 
Lemma 1.13 that ib',IC" C C[~I' ... ,~n] is generated by one element. Therefore, 
by VI, Lemma 1.30, iD,x.; is also generated by one element. 0 
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Let f be a rational function on XL' and let D be a prime divisor on Y. We assume 
that~, has at least, one I-cone. We can find an open set Xi with dim r = 1 such 
that D n Xf =1= 0. Since Xf ~ ex ([:*11-1, we see that Xi is smooth. 

By Lemmas 1.14 and VI, Lemma 1.30, iDnX,nY.x,nY C RX,nY is generated by 
one function gD, so that iDnX,nY,x,nY = RX,nY . gD. Since iDnX,nY is prime, 
gD E RX,nY is a prime element. We represent f as a quotient f = f for 
g, h E Rx,nY. We set 

and 

1.15 Lemma. 

nD.g := max{r I g~ divides g, r ~ O}, 

nD.h := max{s I gb divides h, s ~ O}, 

nD,J :=nD,g - nD.h· 

(a) n D. f does not depend on the choice of the representation f = *' or on the 
choice of the generator gD ofivnx,nY.x,ny. 

(b) nD,J remains unchanged ifwe replace Xi n Y by another quasi-affine open 
set U for which D n U =1= 0 and iDnu,u C Ru is generated by one element. 

(c) nD,f =1= 0 only for a finite number of prime divisors. 

PROOF. 

(a) Suppose f = f = ~. Then gh' = g'h, and hence, nD.g + nD.h' 
nD.g' + nD,h. This implies nD,f = nD.g - nD,h = nD.g' - nD,h', If g~ is 
a further generator of iDnX,nY.x,nY, then, gD = g~ . x for some unit x of 
RX,nY, so that go divides g if and only if g~ divides g, analogously for h. 

(b) We set U' := Xi n Y. Suppose gDnu generates iDnu.u C Ru and gDnu' 
generates ionu'.u' C RU'. We have D ct (Xl: \ U) U (Xl: \ U') = Xl: \ 
(U nU') so that D nun U' =1= 0. Now, by VI, Lemma 1.30, we obtain 

Runu' :) ionunu'.unu' = Runu' . gonu = Runu' . gDnu'· 

Therefore, g Dnu and g vnu' differ only by a unit on Runu', 
(c) Given a prime divisor D, we know there exists an Xi, dim r = 1, such that 

D n Xf n Y =1= 0. Then, for any representation f = *' where g, h E Rx, 
we consider all prime divisors Di, r, i = 1, ... , I, which are irreducible 
components of V(g· h, Xi) C Xi. Butno,J =1= 0 implies D C V(g· h, Xf) 
and b n Xi C V (g . h, X f). From the irreducibility of D and by VI, Lemma 
1.29 b), we get b n Xi = Di.r> for some i, and D = b n Xi n Y = 
Di . r n Xi n Y. Since there are only finitely many Xf and finitely many Di .r , 

for each r we conclude that only finitely many divisors D satisfy nD,f =1= O. 

1.16 Definition. A divisor is called principal on Y if it is of the form 

(f) := L nD,JD. 
D prime on Y 

o 

We say a divisor is locally principal or a Cartier divisor if, for each x E Y, there 
exists a Zariski open subset U of Y such that x E U and the divisor is principal on 
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U. Two Cartier divisors D, D' are called linearly equivalent if D - D' is principal. 
If D - D' ~ 0, we write D ~ D'. We say a Cartier divisor is T -invariant or, in 
short, invariant if it remains the same under each torus action. 

Example 3. Let XL = en, and let fi E C[~1"'" ~n] be prime polynomials, 
i = 1, ... , k. For f = ftl ... f;', ai E Z, and setting Di := {fi = O}, 

i = 1, ... , k, (f) = L:=l aiDi· 

From Lemma 1.14 we obtain Lemmas 1.17 and 1.18. 

1.17 Lemma. Let (J be a regular cone, and let D be an arbitrary Weil divisor on 
Xu' Then D is principal on Xu' 

1.18 Lemma. Let Y be a Zariski open subset of a toric variety XL' and let Do = 
Li niDi be a Weil divisor on Y. Then, {f E Ky I (f) + Do ~ O} is a vector 
space (of rational junctions) over C. 

PROOF. 

Let (f) + Do ~ 0, (f') + Do ~ 0, and let D be a prime divisor on Y. 
We find a regular cone r such that D n Xr n Y -:f=. 0. Then by Lemma 1.14, 

ionx,ny,x,nY C Rx,nY is generated by one element go. We set f = *' f' = *' 
where g, h, g'h' E Rx,nY. Then, 

gh' + g'h 
f + f' = -=-------,----=-­

hh' 

Wesetno:= niforD = Di,andno = o otherwise. By assumption,no.f +no ~ 
h' 'ii 0. From f = *p, we obtain nO,gh' + no ~ nO,hh' and from f' = ~h' we find 

nO,g'h + no ~ nO,hh', Hence, by definition ofnO,gh' andnO,g'h, nO,gh'+g'h + no ~ 
nO,hh', so that 

nO,f+f' + no ~ O. 

Since this is true for any D, we conclude that (f + 1') + Do ~ O. o 

1.19Lemma. Let f = L~=l aizm, be a Laurentpolynomial on XL whereai -:f=. 0, 
i = 1, ... , k. Define f' (z) := f(t· z), t in the torus T. Then, the following vector 
spaces (of polynomials) over C coincide: 

lin{p I t E T} = lin{zm, I i = 1, ... ,k}. 

PROOF. We note that 
k k 

P (z) = f(t . z) = L ai (tz)m, = L aitln, zm,. 
i=1 i=1 

We wish to choose t(i) = (tii ), ••• , t?», i = l, ... , k, such that the system 

k k L ai t (1)m, zm, = p(l) (z), ... , L a;t(klm, zm, = p(') (z), 
i=1 i=1 
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looked at as a system of linear equations in the variables zm" ... , zmk , may be 
resolved. The determinant of the coefficient matrix is readily seen to be 

Let P = (PI, ... , Pn) be a sequence of different prime numbers, and lett(i) := 
(pi, ... , P:.>' i = 1, ... , k. A little calculation shows that, up to a nonzero 
constant, /). is a non-vanishing Vandermonde determinant (as used in the proof ofII, 
Theorem 3.11). So, the zlll j occuring in I may be expressed as linear combinations 
f 110) II(k) 0 o , ... , . 

1.20 Lemma. Let I be a Laurent polynomial on X;; such that (f) ::: 0. Then, I 
is regular on X;;. 

PROOF. From (f) ::: 0, we obtain (F) ::: 0, and, hence, by Lemma 1.19, 
(zm i ) ::: 0, which implies mi E a, and zm i is regular on X;;, i = 1, ... , k. Then, 

I = L~=I aizmi is also regular. 0 

1.21 Lemma. Let I be a rational function on X;;. II (f I u) ::: ° lor some open 
U C X;;, then, I is regular on U. 

PROOF. We write (f) = LD prime nD,f D. The coefficients nD,f can be negative 
only in the case D n U = 0 or, equivalently, D C Xu \ U. We set Y := 
UnD./<OD C X;; \ U. Fix a point p E U,andchooseanyg E iy,xii \ ip,xii·For 

any prime divisor DeY, g E iD and nD,g > 0, which implies (f ·l) > ° 
for sufficiently large k. By Lemma 1.20, I ·l E RXii . Finally, I = f/ where 

l(p) -j=.O,and/·gk,l E RXii·Hence, I is regular at each p E U. 0 

We are now able to build up sheaves by the aid of divisors. 

1.22 Theorem. Each Cartier divisor D on X = XL determines a sheal LD as 
lollows: 

LD(U) = {f E Kx I (f) + D ::: Oon U}. 

PROOF. The sheaf properties are readily verified by using the preceding 
lemmu. 0 

We shall prove special properties of these sheaves in the following section. 
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Exercises 

1. Let JP'1 x JP'1 be given as a toric variety X ~ (see VI, 3, Example 2). Find sheaves 
F I , F 2, F3 such that the global sections are as follows: 

FI (X~) = {eta + etlZt + et2Z2 + et3ZlZZ I eta, ... , et3 E C} 

F2(X~) = {eta + ettZI I eta, etl E C} 

F3(X~) = {OJ. 

2. Consider ~ x JP'1 as a toric variety X ~ (VI, 4, Example 6). Does there exist a 
sheaf according to Theorem 1.11 satisfying FI (X~) = {eta + etlZI + etzzz + 
et3Z3 I eta, ... , et3 E C}? 

3. Consider JID'I as a toric variety. Find the structure sheaf and a sheaf whose global 
sections are all linear functions in n complex variables. 

4. Define isomorphisms between sheaves, and show that, if F, F' are sheaves 
according to Theorem 1.10 for which ma, = ma + a for all (1 E b and a fixed 
lattice vector a, then, F, F' are isomorphic. 

2. Invertible sheaves and the Picard group 

Now we will now investigate further the sheaves introduced in section 1. We define 
tensor products of them and introduce the so-called Picard group. 

2.1 Definition. We call two sheaves F, F' of Ox); -modules isomorphic, F ~ 
F', if there exists, for any open set U of X ~, an isomorphism CPu between the 
O(U)-modules F(U), F' (U) such that CPu I v = CPv for each open subset V cU. 

2.2 Definition. A sheaf F of Ox L -modules is said to be invertible if there exists 
a covering {U a} of X ~ by Zariski open sets such that 

for all Ua E {Ua}. 

2.3 Lemma. The sheaves introduced in Theorem 1.10 are invertible. 

PROOF. We choose {Ua} = {X,,}aE~;' By definition F(X,,) = zmaO(X,,). 
Multiplication by e ma clearly provides a module isomorphism 

F(X,,) . .::::; O(X,,). 

o 

For F(X,,), the meaning of "invertible" can be made concrete. 
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IfwesetF'(Xa):= z-ma O(Xa),then,by setmultiplication,F(Xa)·F'(Xa) = 
O(Xa). In combinatorial terms (see Figure 2) it means that 

(rna +17) + (-rna +17) = 17. 

So, O(Xa) attains the meaning of a unit element. This observation will be 
extended to the sheaves themselves. Before we do so, we will achieve two things. 
In Theorem 2.13, it will be shown that all invertible sheaves on a toric variety XL 
are of the type introduced in Theorem 1.10. Here, we will introduce a multiplication 
for invertible sheaves which allows us to define unit elements and inverse elements 
in the set of invertible sheaves on XL. 

2.4 Lemma. The sheaf.cD introduced in Theorem 1.22 is invertible. 

PROOF. We can cover XL by Zariski open sets U contained in Xa for some 
u E ~ such that D = (g) on U for g E KXE • By Lemma 1.21, 

.cD(U) = {f E KXE I (f. g) ~ 0 on U} = {f E KXE If· g E O(U)} 

= g-10(U). 

Multiplication by g provides the module isomorphism 

.g 
---+ 

Let us recall the definition of a tensor product. 

O(U). 

o 

2.5 Definition. Let A, B be modules over a ring R. Consider all formal linear 
combinations of elements of Ax B with coefficients in R. Then, an R-module 
Mo is obtained. In Mo, we define the submodule a generated by all elements 

(a + ai, b) - (a, b) - (ai, b), 

FIGURE 2. 



and 

2. Invertible sheaves and the Picard group 269 

(a, b + b') - (a, b) - (a, b'), 

(ra, b) - rea, b), 

(a, rb) - rea, b), 

where a, a' E A, b, b' E B, r E R are arbitrary. Then A ® B := Main =: Mis 
an R-module which we call the tensor product of A and B. 

From the definition we readily see the following lemma: 

2.6 Lemma. The tensor multiplication in the definition of a tensor product is a 
map 

®: AxB ----+ M 

(a, b) 1---+ a ® b 

satisfying the following properties for all a, a' E A,b,b' E B,r E R, 

(a + a') ® b = a ® b + a' ® b, 

a ® (b + b') = a ® b + a ® b', 

and (ra) ® b = a ® (rb) = rea ® b). 

Example 1. Let V, V' be vector spaces over a field K, dim V = n, dim V' = n'. 
We write the elements of V as column vectors, with respect to some basis of V, 
and the elements of V' as row vectors with respect to a basis of V'. The matrix 
product 

defines a tensor product in a natural way. As a result, V ®K V' =: M(n, n') 
is the K -module of all n x n' -matrices with entries taken from K which is an 
n . n' -dimensional vector space over K. 

Note that not all n x n' -matrices are of type a ® b. For example, the unit matrix 
(~ ~) is readily seen not to be a tensor product. 

Example 2. Let R = C, and let A, B be rings of Laurent polynomials with 
coefficients in C. For f E A, g E B, we set 

f ® g := f· g, in particular, Zk ® zr : = zk+r, 

and, in this way, obtain A ®c B. In particular, if A := l(:[z11, B := I(:[Z2], the 
element ZI + Z2 of A ®c B ~ I(:[ZI, Z2] is not the tensor product of an element 
of A and an element of B. 
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2.7 Definition. Let F, 9 be sheaves of OXr. -modules. For any open subset U of 
XL, we set 

(F ® 9)(U) = (F ®oxr. 9)(U) := F(U) ®oxr.(U) 9(U), 

and call F ® 9 the tensor product of the sheaves F and 9. 

2.8 Lemma. F ® 9 is a sheaf of Ox r. -modules. 

PROOF. By definition of the tensor product of modules over a ring, we know that 
(F ® 9)(U) is an OXr. (U)-module. We have 

(f ® g)lu = (flu) ® (glu). 

All defining properties of a sheaf follow by definition. 

2.9 Lemma. Let F, 9, 1t be sheaves ofOxr.-modules. Then, 

(F ® 9) ® 1t ~ F ® (9 ® 1t) 

PROOF. By 

(a ® b) ® c ~ a ® (b ® c), 

and 

for any a E F, bE 9, c E 1t, 

o 

a bijection is given between the generating elements of (F ® 9) ® 1t, F ® (9 ® 
1t) , respectively. Its extension to linear combinations provides an isomorphism. 
Similarly, C commutativity is shown to hold. 0 

2.10 Theorem. 
(a) Let F be an invertible sheaf of rational functions on XL' Then, F = CDJ' 

for some Cartier divisor D;: on X. 
(b) Let FI = CDJ', and F2 = CDJ'2' Then,;::1 ® F2 = CDJ', +DJ'2 or, equivalently, 

DF,®F2 = DF, + DF2' 

(c) Two sheaves FI = CDJ', and;::2 = C DJ'2 are isomorphic if and only if DF, 

and DF2 are linearly equivalent. 

PROOF. 

(a) As we have seen above for each of the sets U of the given covering we have 
a module isomorphism 

((Ju : F(U) --+ O(U). 

We set fu := ((Ji/ (1). Then, F(U) = O(U)· fu. Each fu defines a principal 
divisor (fu) on U. We assert that two such divisors (fu), (fu') coincide on 
un U'. In fact, {u is a section of (F ® F-1)(U n U') = O(U n U') and, 

lU' 

hence, is regular. The same is true for Ii" . So, {v has no zeros and poles on 
JU lU' 

U n U' and represents a unit fo of Runu'. Therefore, fu = fu' . fo, so that 
fu and fu' represent the same divisor. 

We associate with F a Cartier divisor as follows. Given a prime divisor D, 
we choose a Zariski open set U for which D n U =I=- 0, and we set 

nD,F := -nD.Iu· 
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As we have seen, the number nD.F does not depend on the special choice of 
U. We set 

D;::= L nD,;:D 
D prime 

which is readily seen to be a Cartier divisor; hence, F = CDr It satisfies 

CD],(U) = {f E KXE I (f) + D;: ::: ° on U} 

= {f E KXE I L E O(U)} 
fv 

= fv . O(U) = F(U). 

(b) Let F 1, F2 be two such sheaves. We assert that CD]'I ® C D]'2 = CD]'I +D]'2' In 
fact, CD]'I (U) = f . O(U), C D]'2 (U) = g . O(U), hence CD]'I +D]'2 (U) = 
f . g . O(U) = (f . O(U» ® (g . O(U» = CD]'I (U) ® C D]'2 (U). By 
Lemma 1.5, the two sheaves coincide. 

(c) Now, CD~ ~ CD~ implies CD~ -D~ ~ CD~ ® C-D~ = O(XI:). Let 
_(I '2 'I '2 'I 'I 

f = cP (1) generate CD]'I -D]'2' Then, (f) = D;:I - Dh Hence, D;:I and 
D;:2 are linearly equivalent. The converse is also true. 

o 

2.11 Theorem. The invertible sheaves of Ox E -modules define a commutative 
group with respect to tensor multiplication (and after identifying isomorphic 
copies). 

PROOF. The group properties follow from Lemmas 2.8, 2.9, the definition of 
"invertible", and by setting F-1 = C-D]' for each F = CDr 0 

2.12 Definition. The group introduced in Theorem 2.11 is called the Picard group 
Pic XI: of XI:. 

2.13 Theorem. Any invertible sheaf F on X I: is isomorphic to one of the sheaves 
introduced in Theorem 1.10. 

PROOF. ByTheorem2.10,F = CD]' for some Cartier divisor D;:. The restriction 
of D;: to the big torus T is, by Lemma 1.17, a principal divisor (fo) for some 
rational function fo on X I:. Let 

Do := D;: - (fo), 

and let Fo be the invertible sheaf defined by Do (see Theorem 1.22). Then, by 
Theorem 2.10, 

F = CD], ~ C Do = Fo. 

Therefore, it is sufficient to prove that Fo satisfies the conditions of Theorem 1.10. 
Note that the sets of zeros and poles define invariant divisors on X I:. 
We choose some a E ~. To each I-face of a, there corresponds an invariant 

divisor Di , i = 1, ... , k. The intersection is a closed orbit Oa := DI n· .. n Dk. 
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Given apE 0 a, the Cartier divisor - Do can be represented on some neighborhood 
U of p by a principal divisor (f), that is, (f) = - Do on U. We can find a monomial 
zm such that (f . zm) ::: ° on U. By Lemma 1.21, f . zm is regular on U, and 
we may represent f . zm as a quotient f . zm = *' where g, h are Laurent 
polynomials regular on X(j and h(p) =I- 0. Finally, (f) = (g . z-m) = -Do on 
some neighborhood of p, and l' := g . z-m is a Laurent polynomial. 

Consider the divisor (f') + Do. The prime divisors D 1, ••• , Dk do not occur in 
(f') + Do. The other divisors occur with positive coefficient since they intersect 
the torus and l' is regular on the torus. Therefore, (f') + Do ::: 0. Analogously, 
(r) + Do ::: 0, and we find f' = L~=I aizmi • By Lemmas 1.18 and 1.19 
(zm i ) + Do ::: 0, which means, by Lemma 1.21, that ~; is regular at p. For at 

I h f . t mi ( ) .../.. 0· '" Zmi I' 1 Ul b· east one suc unctlOn, -1' p -;- ,smce L..-i ai 7' = y; = . vve 0 tam 
(zm i ) = (f) = -Do in some neighborhood of p. But, in the representation 
of (zm i ) and - Do, only the prime divisors D 1, ••• , Dk occur. Their coefficients 
are equal since the divisors are the same on some neighborhood which intersects 
DI, ... , Dk. Thus, - Do = (zl1l i ) on X (j which implies 

.ro(X(j) = {f E KXii I (f) + Do ::: o} = {f E KXii I (f. z-m) ::: o} 

= zmO(X(j). 

The other sheaf properties are evident. o 

We can also express the Picard group in terms of Cartier divisors and in terms 
of invariant Cartier divisors. 

2.14 Theorem. 
(a) The Cartier divisors of X = X I; define a group Dive X under addition. 
(b) The principal divisors are a subgroup Div p X of Dive X. 
(c) The T -invariant Cartier divisors of X = X I; define a group Div~ X under 

addition. 
(d) The principal T -invariant Cartier divisors provide a subgroup Div~ X of 

Dive X. 
(e) Pic X 

PROOF. 

DiVe XI Divp X Div~ XI Div~ X. 

(a) to (d) readily follow from the definitions. 
(e) We assign to each D the sheaf.r = CD (Theorem 1.22). Then, by Theorem 

2.10, we obtain a homomorphism whose kernel is the group of principal 
divisors. This shows the first isomorphism. The second readily follows from 
Theorem 2.13. 

o 

2.15 Theorem. For any toric variety X I;, the combinatorial Picard group Pic 1; 

(V,S) and the Picard group of X I; are isomorphic (as groups), 

Pic 1; ~ Pic XI;. 
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PROOF. By Theorem 2.13, each sheaf F of rational functions on X~ is isomor­
phic to a sheaf as introduced in Theorem 1.10. The latter sheaves are determined 
by the systems ma , a E ~. Now, the theorem readily follows from V, Lemma 
5.5. 0 

2.16 Theorem. Let X ~ be an arbitrary n-dimensional toric variety where ~ con­
tains at least one n-cone, and let,forany a E ~,the space of linear dependencies 
of the generators of a be denoted by La. If a" ... , a p are all maximal cones 
which are not simplex cones, we set 

L := La, + ... + Lap and A:= dimL. 

For k being the number of I-cones of~, we obtain 

Pic X ~ ~ Zk-n-i. . 

PROOF. See V, Theorem 5.9. o 

Example 3. Pic X ~ = {OJ if X ~ is affine (~ consisting of one cone a and the 
faces of a), as is true, in general, for affine varieties in algebraic geometry. 

Example 4. Pic X ~ = {OJ is also possible for compact toric varieties, as is seen 
from V, 5, Example 4. 

Example 5. Pic X ~ = Zk-n if ~ is simplicial and contains an n-cone. 

Example 6. Pic lIP" = 'I., since, as a toric variety, lIP" = X I: is given by a simplicial 
fan with k = n + 1. 

2.17 Definition. We call J.L(X~) := k - n - A the Picard number of X~. 

Exercises 

1. Find /-L(X~) for ~ being spanned by the faces of a pyramid with basis Q. 
2. If the singularities of a toric variety X I: are resolved according to VI, section 

8, how does /-L(X~) change? 
3. In any dimension n, find a compact toric variety XI: for which /-L(X~) = O. 
4. Find a centrally symmetric rational realization of a dodecahedron fl, and 

determine Pic X ~ for the fan spanned by the faces of fl. 

3. Projective toric varieties 

In this section, we shall study a condition under which a compact toric variety 
X ~ may appropriately be "embedded" into a projective space Y. The respective 
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condition for 1: is that of "strong polytopality" (V, Definition 4.3). First, we recall 
some facts on projective spaces and introduce some basic notions in a way which 
fits into the special situation we will discuss. 

Each point of JPl' can be described by homogeneous coordinates [xo, ... , x,] 
(see VI, section 3), which are defined up to common multiples by nonvanishing 
complex numbers. We will consider the polynomial ring C[xo, ... , x,]. 

3.1 Definition. By a form of degree k we mean a homogeneous polynomial 
of degree k. The vector space of all forms of degree k will be denoted by 
C[xo, ... , Xr h· 

Note that each f E C[xo, ... , x,] can be represented as f = /;1 + ... + /;[ 
where 0::: i) < ... < if ::: k and /;j E C[xo, ... , X,]i j , j = 1, ... , I. 

The forms of degree k do not define functions on JPl', since [AxO, ... , 
Ax,] = ;xo, ... , x,] for).. =1= 0 but f(AxO, ... , Ax,) = )..k f(xo, ... , xr ) which, 
in general, does not coincide with f (xo, ... , x,). However, the zero set of the 
form is well defined. 

3.2 Definition. Let F), ... , Fk be forms on JPl' . 
A set Z = {x E JPl' I F) (x) = ... = Fk (x) = O} is called an algebraic subset 

of JPl'. 

As in the case of algebraic subsets of affine varieties, each algebraic subset Z 
of JPl' defines the homogeneous ideal 

iz.lP" := {/;, + ... + /;[ I fii Iz = 0, j = 1, ... , l}. 

So, the ideals are of the same type as those for affine sets, and, hence, have the 
same properties. In particular, they are finitely generated. 

3.3 Lemma and Definition. The algebraic subsets of JPl' may be considered as 
the closed sets of a topology on JPl', called the Zariski topology on JPl'. 

PROOF. This follows from the above remarks about the ideals iz.lP'" 0 

OnJPl', we can define rational functions f = j;- where F), F2 E C[xo, ... , X,]k 
for some k ::: O. We may assume F), F2 to be relatively prime. Then, f is a well 
defined, regular function on the set X = JPl' \ {x I F2 (x) = O}, and it satisfies 

)..k F) (xo, ... , x,) 
f()..xo, ... , Axr ) = k = f(xo, ... , x,) 

).. F2(xo, ... , x,) 

for any ).. =1= O. Let U be a subset ofJPl'. The set Ru of all rational functions regular 
on U is readily seen to be a ring. In analogy to VI, Definition 1.8, we call it the ring 
of regular functions on U. One should keep in mind, however, that its elements are 
not functions of the homogeneous coordinates Xo, ... , x" but of the points they 
represent. Furthermore, the degrees of the forms F], F2 are supposed to be equal. 
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Example 1. We consider the rings Ruo, ... , Ru, where Vo, ... , Vr are the affine 
charts ofY. Recall that Vi = {[xo, ... , xr] I Xi =I OJ, i = 0, ... , r. 

We see that Ru; = {f = ~ I k ~ 0, F E C[xo,·.·, xr]d = 
tr[ Xo X;_I X;+I X,] '" tr[ ] h _ Xj_1 ~ ._ 
Il.- X;"'" x;, x;, ... , X; = Il.- YI, ... , Yr were Y j - X. lor j -

1, ... , i and Yj = * for j = i + 1, ... , r. Moreover, we have a bijection 
. V trr d fi db [ ] (XO X;_I X;+I X,) Th CPi· i ~ Il.- e ne y Xo, ... , Xr r----+ X;, ... , x;, x;, ... , X;. e 

corresponding ring homomorphism 

cP; : C[YI, ... , Yr] = Re ~ Ru; 

is an isomorphism. Hence, CPi is an isomorphism in the sense of VI, Definition 
1.33. 

Thus, Y can be covered by open sets Vi that are isomorphic to C', a result 
which we have already found by considering Y (for r = n) as a toric variety XL' 

where 1: has n + 1 cones 0'0, ... , an of dimension n and Vi = Xu;, i = 0, ... , n 
(compare VI, section 3). 

3.4 Lemma. The Zariski topology on Y, as defined in Lemma 3.3, coincides 
with the Zariski topology for Y considered as a toric variety XL (compare VI, 
Definition 1.24). 

PROOF. It is sufficient to prove that, on each Vi (introduced in Example 1), the 
topology defined by regular functions and the topology induced by the Zariski 
topology on XL are equal. 

First, let Z be the zero set of finitely many forms 

z = {p E Y I Fj(p) = 0, j = 1, ... , s}. 

F . 
Then,ZnVi = {p E Vi I ~(p) = 0, FJ· E C[xo, ... ,xrk,j = 1, ... ,s}. 

X· J J 

Hence, Z n Ui is the zero set of regular functions which defines a closed set in the 
induced topology of XL' 

Conversely, let Z C Ui be the zero set of regular functions of Ru;. Then, 

z = {p E Ui I Ii(p) = 0, Ii E Rup j = 1, ... , s}. 

Setting Fj := x: j Ii we associate a form Fj E C[xo, ... , Xr lk j with each Ii 
? such that Z is described as 
x/ 

z = {p E Ui I Fj(p) = 0, j = 1, ... , s} 

= Vi n {p E Y I Fj(p) = 0, j = 1, ... , s}. 

This completes the proof of the Lemma. o 

3.5 Definition. We call a compact toric variety XL projective if there exists an 
injective morphism 
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of X I:. into some projective space such that <l> (X I:.) is Zariski closed in JP>'. We 
consider JP>' as a toric variety whose big torus T has dimension r. We say <l> is 
equivariant. if it is equivariant in the sense of VI. Definition 6.3. where the image 
<l>(To) of the big torus To acts on <l>(XI:.) as a subgroup of T. If an equivariant <l> 
exists. we call X I:. equivariantly projective. 

Let rp : X I:. <:....+ JP>' be an equivariant morphism. We obtain 

rplTo : To ---+ T = {[xo •...• xr] I Xi =1= O. i = 0 •...• r} 
Z = (ZI •...• Zn) r----+ [zmo •...• zm,]. 

The monomials zm j are defined up to a common mUltiple zm. so that 
(zmo+m • ...• zm,+m) may also be chosen as a representative. 

In V. section 5. we introduced the notion of an associated polytope P of a 
strongly polytopal fan :E. We obtain P by translating and intersecting the duals of 
all cones of :E so that :E = :E (-P) becomes the fan of normal cones of - P (see 
also I. section 4): 

P = (al + pos(P - al)) n ... n (aq + pos(P - aq )). 

Figure 3 illustrates ai. ai and -ai = pos(ai - P) for some i E {I •...• q}. 
Sometimes. we write ma; instead of ai. 

If bl •••.• bq E Zn are chosen so that they satisfy the compatibility condition 
(1) in V. section 5. instead of p. we obtain either 0 or a polytope 

Q = (b l + (1) n ... n (bq + aq ). 

which can be lower dimensional. For sufficiently large r E Z:::o. Q is a summand 
of r P (see V. Theorem 5.15). If :E is not strongly polytopal. Q can still be a 
polytope. However. it does not carry enough information to reconstruct :E from it. 

3.6 Definition. If a sheaf F of OXE -modules is given according to Theorem 1.10. 
and if:E = :E (- P) is the fan of a polytope - p. we call P = P(:F) an F-polytope. 

Clearly: 

.... .... 

FIGURE 3. 
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3.7 Lemma. If P = P(F) is an F-polytope, then any lattice polytope strictly 
combinatorially isomorphic to P is also an F-polytope. 

3.8 Lemma. Let:E = :E(-P) be thefan ofapolytope -Po Then,? := nP has 
the following property. For any lattice point a of?, the generators of the monoid 
aa n 7L," := [pose? - a)] n 7L," lie in? - a. 

PROOF. First, let a be a vertex of ? We decompose aa into simplex cones 
LI, ••. , LS (see V, Theorem 1.12). For each monoid Li n 7L,n, we see from the 
proof of Gordan's lemma (V, Lemma 3.4) that there are generators in the par­
allelepiped spanned by the simple lattice vectors ail, ... ,ain for which Li = 
pos{ ail, ... , ain}, i = 1, ... , s. This parallelepiped is readily seen to lie in ? - a. 

Let a E relint F where F is a face of P, 1 ::: dim F ::: n. We set aa := 
pose? - a) = {fl (x) ::: O} n ... n {fk(X) ::: O} for functionals fl' ... , fk. For 
any vertex v of F, we find av := pose? - v) = {fl (x) ::: O} n· .. n {fi(x) ::: O} 
where I > k. Let L := pos(F - v) = {fl (x) = ... = fk(X) = O} n {fk+1 (x) ::: 
O} n ... n {fi(x) ::: OJ. Since a E relint F, "L:=o ai(mi - a) = 0 where 
ai E 7L,>o and mi are the vertices of F, i = 0, ... ,s. We may assume v = mo. 
Then, a - v = "LJ=I ai(mi - a) + (ao - 1)(v - a) which means that a - v 
is in the monoid M generated by all m - a for m E P. Hence, all elements 
m - v = (m - a) + (a - v) are in M so that, by the first part of the proof, 
av n7L,n c M.Notethatfk+l(a - v) > 0, ... , fiCa - v) > o since a E relint F. 
Now, for p E aa n 7L,n, fk+1 (p + A(a - v» > 0, ... , fi(p + A(a - v» > 0 for 
sufficiently large A. Moreover, fl (p + A(a - v)) ::: 0, ... , fi(p + A(a - v)) ::: O. 
Hence, p + A(a - v) E av and p E av + A(V - a) c M, so that M = aa n 7L,n 
follows. 0 

3.9 Definition. By a rational map f/J : X ---+ Y, we mean a morphism from a 
Zariski open set V of X to Y, f/J : V -+ Y. 

Each sequence (zmo, ... , zm,) of monomials defines a rational map to ]p>r, 

possibly a morphism, which, then, is readily seen to be uniquely determined. 

3.10 Lemma. A rational map, defined by (zmo, ... , zm,), is a morphism if and 
only if, for each p E XL' we can find a monomial zm such that the monomials 
(zm+m u, ... , zm+m,) are regular at p and do not all vanish there. 

PROOF. Let Xu be a smallest affine piece of X L which contains p. It is sufficient 
to find an extension of f/J on Xu. Assume zm+m i (p) :f= O. Then, also, zm+m i :f= 0 
on all of Xu, and we obtain a well defined morphism 

f/Ja : Xu 
x 

Vi 
(zmO-m i , ••• , 1, ... ,zmr-mi ). 

_mJ+m 

~mi+m are regular on Xu. o 

3.11 Theorem. A toric variety XL is equivariantly projective if and only if:E is 
(complete and) strongly polytopal. 
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PROOF. Let:E be strongly polytopal, and let P be an associated polytope with 
a set of vertices {ma I a E :E(n)}, so that P = naEI:(n)(ma + a). We also 
consider the cones aa as introduced in Lemma 3.8. For any a E P, we may 
assume the generators of each aa n Zn to be contained in P - a; if this is not so, 
we replace P by nP (see Lemma 3.8). Let mo, ... , mr be all lattice points in P, 
andletai := pos(P - mi),i = 0, ... , r (compare Lemma 3.8). We consider the 
rational map 

(1) 
rp : XI: 

p 
----+ 
!---+ 

Y 
[zmO(p), ... , zm,(p)] 

where zm j (p) = pm j in case p = (PI, ... , Pn) E T (but the monomials zm j are 
not defined in each point of XI:)' Then, 

rp I Xci : XiY; 
I 

Ui 

p (zmo-m;(p), ... , zm,-m;(p)) 

is a morphism, for each i = 0, ... , r. Therefore, rp is a morphism. More-
. R - Ir'[ Xo X;_I X;+I X,] R _ Ir'[ mo-m; over, SInce V; - II..- x."'" x;-: , x;, ... , x.' Xci - II..- Z , ••• , 

zm,-m;] is generated by zmo-m;, ... , zm,-m;, (rpIXci)* : Rv; --+ RXci is a surjection. 
Hence, by VI, Lemma 1.34, rplxa is a closed embedding. 

We still have to show that rp is a bijection. Suppose rp(p) = rp(q) E Ui' Then 
all zmj-m; are regular at p and q, j = 0, ... ,r, hence, p, q E XiY. But rplxa is an 
embedding, so that p = q. 

Conversely, let rp : X I: --+ Y be an equivariant embedding, given by rational 
functions zmo, ... , zm,. For a E :E(n) and 0 0 = {p}, rp(p) E Ui for some i. As 
rp is equivariant, rp(To) is a subgroup of the big torus T ofY. Hence, rp-I(Ui ) = 
rp-I(Ui n rp(XI:)) ~ Ui n rp(XI:) is an affine open, To-invariant subset of XI: 
and contains XiY. Hence, X := rp-I(Ui) = UiE10 XiY; :::> XiY for some index set 
fa, and ai E :E. We consider the cone a' := niE10 ai. The intersection a' n Zn 
represents all monomials which are regular on X. rpl,p-I(V;) : rp-I(Ui) --+ Ui is 
a closed embedding. Then, by VI, Lemma 1.34, rp* is a surjection. The functions 
rp*( ~) = zmo-m;, ... , rp*( ~) = zm,-m; are regular on Ui and span Rq,-I(U;). 

Since rp-I(Ui ) is affine, it equals Xa l , and 0 0 , is its only minimal orbit. Hence, 
0 0 , = {p} and Xa , = XiY is the smallest open invariant subset containing p. 

Finally, we see that, for each a E :E(nl, the m j - mi, j = 0, ... , r, (i as 
above), generate a n Zn. We choose mi = ma for the cones a E :E(1l). For any 
T E :E, we choose a a :::> T, a E :E(n) and set mr := mo. Note that the system 
{ma + a I a E :E(1)} is a virtual polytope. The polytope P = naEI:(I)(ma + a) 
contains mo, ... , mr and is of maximal dimension. The ma, for a E :E(n), are 
clearly the vertices of P. The associated fan :E ( - P) is seen to equal :E. Hence, :E 
is strongly polytopal. 0 

3.12 Theorem. Let X I: be equivariantly projective, and let 
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be the embedding which is induced by the rational map cp in (1). Then, <I>(X:d is 
the set of common solutions of finitely many monomial equations 

(2) 

which arise from affine relationships 

aOmio + ... + akmh = ak+lmik+1 + ... + armi, 
ao + ... + ak = ak+l + ... + ar, aj E z~o, j = 1, ... , r. 

PROOF. We consider the ideal i C C[xo, ... , xr], generated by all forms F E 

C[xo, ... , xr], for which F (zmo, ... , zm,) is the zero Laurent polynomial (as, for 
example, F(xo, Xl, X2, X3) = XOX2 - XlX3 in Example 3 below which satisfies 
F(zmo, zm l , zm2 , zm3 ) = zmo+m2 - zm l +m3 == 0 since mo + ml = m2 + m3)' We 
know, by Hilbert's basis theorem (or as a consequence of V, Lemma 3.l0), that i 
is finitely generated. It defines a subvariety 

Z := {x E JP>' I F(x) = 0 for all F E i}. 

We assert that Z = <I>(X~;). In fact, for Ui as above, 

iznu u = {Fk I F E C[xo, ... , Xr]k n i, k:::: O} 
j. I X 

Xo Xi-l Xi+l Xr 
= {f E C[ - , ... , -, -, ... , -] 

Xi Xi Xi Xi 

On the other hand, we deduce from <I> I X.;; : Xi]; ~ Ui being an embedding that 

. * Xo Xi-l Xi+l Xr 
l<l>(Xr)nu;.u; = ker(cp : C[ - , ... , -, -, ... , -] 

Xi Xi Xi Xi 

= iznu;.u;. 

Hence, <I> (X I;) n Ui = Z n Ui for i = 0, ... , r, and we conclude that <I> (X~:;) = 
Z. 

Let F be any form of degree k in i, and write F = LiE! aixi where I is a 
finite set of vectors i = (io, ... , ir) E (Z~oy+l such that io + ... + ir = k. Let 
m := (mo, ... , mr) andm· i := moio + ... + mrir. Then, F(zmo, ... , zm,) = 
LiE! aiz',,·i = O. For 1m := {i E I 1m· i = m} and M := {m . iii E l}, we 
obtain F(zmo, ... , zm,) = LmEM(LiE!m ai)Zm == 0, and, hence, LiE!m ai = O. 
If for i E 1m, ai :j:. 0, then, there is an a j :j:. 0 with j E 1m. By subtracting 
ai (Xi - xj) from F, we find a form with a number of monomials smaller than F. 
Proceding by induction we find that F = Lbi(xi - xj) where m . i = m· j. 
Hence,moio+" ·+mrir = mojo+" ·+mrjr andio+" ·+ir = jo+"'+ jr' 
This proves the theorem. 0 

Example 2. If E has generators el, ... , e'l> -el - ... - en (see VI, section 
3, Example 5), we may choose, as an associated polytope, the simplex P := 
conv{O, -el, ... , -en}. Since the vertices of P are the only lattice points of P 
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and since there are no affine relations between them, each point [Yo, ... , Ylll of 
IP'" represents a point of XL' that is, 

Example 3. Hirzebruch surfaces Ho = pI X pI and HI (see VI, 3, Example 3 
with 1: reflected in 0). 

For Ho = jpl X jpl, we can choose a square with side length 1 as P, so there 
are four coordinates (Yo, YI, Y2, Y3), and we obtain an embedding of jpl x jpl into 
~ by one equation YOY2 = YIY3. For HI, we find an embedding into jp4 which is 
represented by the following equations in the coordinates Yi := zmi (Figure 4), 

YOY2 = YIY4, - 2 d Yl Y3 - Y2' an YOY3 = Y2Y4· 

It is readily seen that none of these monomial equations is a consequence of the 
others. 

Remark. The search for equations can be achieved as follows. For each vertex m 
of P, consider all m - mi, for mi E (P n 'Z.") \ {m} as generators of a and look 
for a basis of the space of all positive linear relations in the sense of V, 3. Use them 
to represent Xa according to VI, Theorem 2.7, and make the monomial equations 
homogeneous (by setting ~i = 1'i., i = 1, ... , k, and multiplying the monomial 

Yo 
equations by an appropriate power of Yo). Collect all equations obtained in this 
way, and sort out those which are consequences of others. This search is not at all 
trivial and leads to questions of linear programming. 

For k > 1, the number of equations for a Hirzebruch surface increases rapidly 
(compare Exercise 1). So, the equivariant projective representation ofHk according 
to Theorem 2.2 is, in general, rather awkward. The original definition of Hk by 
one equation in jp2 x pI is much more elegant. Furthermore, it can be shown by 
other methods that Hk is always embeddable into a ~. 

m3 m2 

D 
m4 m2 

ma ml ma ml 

FIGURE 4. 
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3.13 Theorem. Given a compact toric variety XL, there exists a projective toric 
variety X L' and an equivariant morphism 1/J : XL' ---+ XL (induced by the 
identity map oflR" ). 

PROOF. This is a conclusion from V, Theorem 4.5. D 

3.14 Definition. An invertible sheaf F of rational functions is called very ample if. 
for a basis so • ...• Sr of the vector space F(X L) of global sections (see Definition 
1.11). the assignment x t-+ [so(x) • ...• sr(x)] provides a closed embedding If> : 
XL -+ JID'". We say F is ample with amplenessfactor kif F(k) := F ® ... ® F 
(k times) is very ample. If F = LD (see Theorem 1.22) is ample. we also say that 
D is ample. 

If XL is equivariandy projective. hence. possesses an F-polytope P = P(F), 
then. by Lemma@-5, F is ample with n as an ampleness factor. The invariant global 
sections correspond to the lattice points of P. We have used this fact implicitly in 
the proof of Theorem 3.12. 

Exercises 

1. Find an embedding of the Hirzebruch surface 1{2 into p5 by setting up five 
quadratic monomial equations none of which is a consequence of the others 
and which imply all equations (2). 

2. Find an embedding JlDI x JlDI X JlDI into JlD7 by an appropriate 3-cube as polytope 
P. Find nine quadratic monomial equations none of which is a consequence of 
the others and which imply all equations (2). 

3. Find a polytope P for the weighted projective space introduced in VI, 3. 
Example 8. 

4. Represent JlDP x JPfl, P. q E Z,,=o. as a toric variety, and find a polytope P for 
the embedding JlDP x JPfl Yo JID'" according to Theorem 3.12. 

4. Support functions and line bundles 

In section 2 we have shown that the Picard group of a toric variety has four 
isomorphic characterizations 

Pic XL ~ DiVe XLI Divp XL ~ Div~ XLI Div~ XL ~ Pic~. 

We shall add three more descriptions. This illustrates nicely the interaction of 
different algebraic geometric and combinatorial concepts in the special case of 
toric varieties. We use seven "languages" to express the same facts. 

First. we introduce piecewise linear functions defined on the point set I ~ I which. 
in the case of a complete projective toric variety. are the negative support functions 
of polytopes - P, where ~ = ~ ( - P) (see I, Definition 4.14). 
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01 
h(x) 

-p 

FIGURES. 

Example 1. Let ~ be the fan of pI x pI consisting of the four quadrants 
a], ... , a4 ofll~? and their faces. We choose as P the square with vertices mal = 0, 
m a2 = ej,ma3 = ej +e2,ma4 = e2. WeobtainP = (mal +aj)n·· ·n(ma4 +174), 

and, for the corresponding sheaf, we have the defining modules zmUj O(Xa), 
i = 1, ... , 4. We set 

h(x) = -h_p(x) = { 
(0, x) = ° 
(ej, x) 

(eJ + e2, x) 
(e2, x) 

for x E aj, 
for x E a2, 

for x E a3, 
for x E a4. 

Clearly, h(ed = -h_p(el) = 0, h(e2) = -h_p(e2) = 0, h(-ed 
-h_p(-e)) = -1,andh(-e2) = -h-p(-e2) = -1 (Figure 5). 

Example 2. We choose the same :E as in Example 1 but characterize, in Figure 
6, a virtual polytope, which is not a polytope, by a function h whose negative is 
not convex. 

h(x) 

FIGURE 6. 
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4.1 Definition. Given a complete fan ~, we call a function 

a virtual support function of ~ if it satisfies the following conditions: 
(1) h is continuous. 
(2) For each a E ~,there exists an ma E Zn such that 

hex) = (ma, x) for all x Ea. 

An immediate consequence of Definition 4.1 and V, Definition 5.3 is the 
following. 

4.2 Lemma. h is a virtual supportfunction ifand only if the set {ma + o-}aeL is 
a virtual polytope, that is, the set {ma }aeL satisfies the compatibility condition 

(3) ma - mao E cospan 0-0 if ao is a face of a. 

The following theorem is also readily obtained by using the results of V, section 
5: 

4.3 Theorem. 
(a) The virtual support functions of~ define a group SF(~) under addition. 
(b) The linear functions obtained in case all ma equal the same lattice point 

define a subgroup LF(~) ofSF(~). 
(c) We have 

Pic ~ ~ SF(~)/ LF(~). 

Example 3. We consider the fan ~ introduced in V, 5, Example 4. As we remarked 
there, ~ cannot be spanned by the (planar) faces of a spherical polyhedron. Hence, 
there is no continuous function which is linear on each a E ~. So, no virtual 
support function and hence no Cartier divisor exists, which proves again Pic XL = 
{OJ. 

Now we tum to a notion that is closely related to that of sheaves and is used in 
many parts of algebraic geometry and complex analysis. 

4.4 Definition. Let {Ua }aeI be a Zariski open covering of a toric variety XL' and 
let gaf3 for ct, f3 E I be invertible maps on U a n U f3 satisfying the following cocycle 
condition: 

For any ct, f3, Y E I, gf3y . gya = gf3a on Ua n Uf3 n Uy. 

We glue together each pair Ua x ~,Uf3 x C by the map gaf3 x id: 

ga/J x id: (Ua n Up) x C -4- (Ua n Up) x C 
n n 

Up xC 
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As a result, we obtain a point set C. We say (C, {g",B}), or briefly C, is a line bundle 
with transition maps g",B' The map rr : C -+ XL, defined by (x, c) r-+ x in any 
U" x C, is called the projection map of C. 

By definition, each g",B preserves all fibers rr- I (x). Moreover, rr- I (x) has the 
structure of a one-dimensional vector space over C. 

Example 4. C = X L X C with g",B = id for each pair a, f3 E I (if any covering 
is given) is called the trivial line bundle. 

Note that, for any open set U contained in some U,,' we can find an isomorphism 

(5) lu." : rr-I(U) ---+ U x C 

such that, for any x E U, 

lu."lrr-l(x) : rr-I(x) ---+ {x} x C 

is an isomorphism of one-dimensional vector spaces. 

4.5 Definition. Let (C, g",B), (C, g~,B)' be two line bundles on XL with respectto 
open coverings {U" }"ei, {U", }"'ei' and with projection maps rr, rr', respectively. 
We say C and C are isomorphic if there exists a bijective map 1/1 : C -+ C which 
leaves each fiber as a whole fixed, rr' 0 1/1 = rr, such that, for any U c u" n U,B, 
a E I, f3 E I' and lu,,, as in (5), the map composition 

I-I !/tl.-I(v) I t. 
U x C ~ rr-1(U) ---+ rr ' - (U) ~ U xC 

is of the form 

(x, t) 1--+ (x, <p(x)t) 

for some regular and invertible function <p on U. 

Remark. The definition of a line bundle does not depend on the special covering 
{U"},,ei. If we proceed to a finer covering {U"'}"'ei', then, for each a ' El', 
U" = UUa,CUa U", and we set g~'f!,(t) := g",B(t) for t E U", n U,B' C u" n Uf!o 
It is readily checked that the g~'f!' are well defined and (C, g"p), (C, g~,,B') are 
isomorphic. 

Lemma 4.6 is an immediate consequence of Definition 4.5. 

4.6 Lemma. Let {U"},,el be a Zariski open covering 01 XL, and let (C, g",B), 
(C' , g~,B) be two line bundles on XL with respect to this covering. C and Care 
isomorphic if and only if there exist invertible functions g" on U" such that 
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Next, we introduce tensor products of line bundles. 

4.7 Definition. Let (£, gap), (C, g~p) be two line bundles on X I: (relative to the 
same covering {Ua lael})' By the tensor product £ ® C of £ and C we mean the 
line bundle defined by the transition maps 

The line bundle given by 

- -I gap := gap 

is said to be the inverse line bundle £-1 of £. The group of all line bundles on X I: 
(up to isomorphisms) under ® is denoted by Lb X I:. 

4.8 Theorem. Pic X I: ~ Lb X I:. 

PROOF. Given an invertible sheaf F, we introduce, for each Zariski open subset 
U of X I:, the function fv as in the proof of Theorem 2.1 O. In particular, for 
a covering {Ualael , we set fa := fVa and obtain, on Ua n Up, an invertible 
function gap := fa . f p- I • If f~ defines the same element of the Picard group as 
fa does, there exists an invertible function ga and a rational function f such that 
f~ = f· ga . fa. So, gap satisfies the condition in Lemma 4.6, and we obtain a line 
bundle (£, gaP) which, up to an isomorphism, is unique. Tensor products of line 
bundles, then, correspond to tensor products of invertible sheaves, and it is readily 
seen that we obtain a group isomorphism of Pic X I: and Lb XL (after identifying 
isomorphic copies). 0 

We can construct, explicitly, an invertible sheaf from a line bundle. To do so, 
we introduce sections (compare the sections of sheaves in Definition 1.11). 

4.9 Definition. Let (.c, gap) be a line bundle on XI: with respect to the covering 
{U a lael, and let U be any Zariski open subset of X I:. By a section of.c on U, we 
mean a map s : U -+ rr-I(U) given by 

sa : Ua n U 
X 

(Ua n U) X C 
(x, gSa (X» 

where gSa is regular on U a and satisfies gSa / gsP = gap for each fJ E I. The set of 
sections on U is denoted by reU, f). 

r(u, £) has the structure of an O(U)-module. Sums s + Sf are defined by the 
sums gSa + g;a' For f E Rv = O(U), the product f . s is defined by the functions 

f . gSa' 
For any fixed a E I, we consider the injective map 

ia : r(u, £) 
s 
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We set F(U) := ia(r(U, .e)) and obtain Lemma 4.10. 

4.10 Lemma. F is an invertible sheaf of rational functions. 

Analogously to invariant Cartier divisors, we now introduce the following toric 
notion for line bundles. 

4.11 Definition. Let (.e, gar) be a line bundle on X L with respect to the covering 
(X.r }aeL.1f for each element i of the big torus T the map 

1/11 .e --+ 
1/11 Ix.; xC : X.r x C --+ 

(x, c) t---+ 

satisfies 

t rna - rnT • gar (x) = gar(tx), 

then, we call .e equivariant. 

.e 

Example 5. Let.e = XL X C. For any m E Zll, we define the torus action 1/1 by 
1/11 (x, c) = (tx, tmc). Denote the set of equivariant ("trivial") line bundles, thus 
obtained, by Tr XL. 

We denote the group of all equivariant line bundles (under ®) by Elb XL. For­
getting about torus action, we obtain a morphism Elb XL --+ Lb XL whose kernel 
is Tr XL (as introduced in Example 5). Moreover, we readily obtain Theorem 4.12. 

4.12 Theorem. For the group Elb XL of equivariant line bundles, 

LbXL = Pic :E 

In summarizing, we obtain the following diagram of "languages" and a sevenfold 
characterization of Pic XL: 

Virtual 
polytopes 

/ 
Virtual 
support 
functions 

Line bundIes 

\ 
Equiveriant 
line bundles 

Invertible 
sheaves 

\ 
Invariant 
Cartier Pic I: Pic XI: 

divisors / \ 
SF(I:)/ LF(I:) Div~ XI:/ Div~ XI: 

Cartier divisors I I 
/ LbXI: 

\ 
DiVe XdDivp XI: 

/ 
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Exercises 

1. Find the statements analogous to Example 1 for any Hirzebruch surface. 
2. Find the transition functions gar of line bundles on Xl. where (a) Xl. = JlVI, 

(b) Xl. = pI X pI X pI, and (c) Xl. is a Hirzebruch surface. 
3. In the language of virtual polytopes, verify directly that Pic Xl. = ° in Example 

3. 
4. Consider ~ := {Jl~~o el, lR~o( -el), to}} as a fan in 1R2. Describe Pic Xl. and 

its analogs in all seven languages, as mentioned in the text. 

5. Chow ring 

The theory of divisors and virtual support functions, as considered in the preceding 
sections, was based on combining linearly toric (n - I)-subvarieties of a toric va­
riety Xl.. We wish to extend the theory to linear combinations of toric subvarieties 
of any dimension k, ° ::: k ::: n - 1, and embed Pic Xl. into a ring built up by 
such varieties. We restrict ourselves to ~ being regular and complete. 

To achieve this, we could use a standard procedure in algebraic geometry, that 
is, defining "k-cycles" and "rational equivalence" as analogs of "divisors" and 
"linear equivalence". It is, however, more convenient for us to proceed somewhat 
differently, making use of the various "languages" presented in section 4. 

5.1 Definition. Let Xl. be a complete smooth toric variety, and let QI, ... , Qk be 
the one-dimensional cones of ~. To each Qi, we assign an indeterminate variable 
Ui,i = 1, ... , k, andconsiderthepolynomialringZ[UI, ... , Ud. We introduce 
the following ideals in this ring. 
(1) Let 11 be generated by all monomials Ui, •.. Ui" 1 ::: i1 < ... < is ::: k for 

which Qi, + ... + Qi, (j h. 
(2) Let b be generated by all linear polynomials alj UI + ... + akj Uk. j = 

1, ... , n where ai := (ail, ... , ain) E Zn is the simple vector for which 
Qi = lR>o ai, i = 1, ... ,k. 

Then, we call Z[UI, ... , Ud/(Il + b) the Chow ring Ch(X l.) of Xl.. We set Ui 
for the residue class determined by Ui , i = 1, ... , k. 

Example 1. Let Xl. be the Hirzebruch surface with generators al = (1,0), 
a2 = (0, 1),a3 = (-1,0),a4 = (r, -l).Then,llisgeneratedbyUIU3andU2U4. 
Thedefininglinearpolynomialsofb are UI - U3 +rU4 and U2 - U4. Using Lemma 
5.3 below, we see that Ch(Xr.) = {<WI + f3U2 + YUIU2 + 8 I ct, {3, y, 8 E Z}. 

5.2 Lemma. Pic X l. is isomorphic to the additive subgroup of all linear 
polynomials ofCh(X l.). 
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PROOF. We represent Pic XI. as SF(L:)/ LF(L:) according to Theorem 4.3. To 
each linear polynomial al U 1 + ... + akUk. we assign a piecewise linear function 
h : IXI.I ----+ JR by setting h(ai) := -ai, i = 1, ... , k, and extending linearly 
on each cone of L:. Since L: is simplicial, the extension is well defined. So (1) and 
(2) in section 4 are satisfied. Conversely, any h satisfying (1) and (2) in section 4 
defines a linear polynomial by setting ai := -h(a;), i = 1, ... , k. 

The linear functions of LF (L:) are integral linear combinations of the functions 
(e;, x) where el, ... , en is the canonical basis of JRn • From 

we see that b 
follows. 

i = 1, ... ,n, j = 1, ... ,k, 

LF(L:). Since a does not contain linear elements, the lemma 
o 

5.3 Lemma ("Shifting away" lemma). Let L: be regular and complete. If cr = 
O;j+"'+Oi, E L:,wesetPa := U;j ···U;,andpa:= [PO'] = Pa+a+b.Ifcris 
afaceofcr' E L:anddimcr > O,thenthereexistconescrj E L:,dimcrj = dimcr, 
j = 1, ... , q, and integers Cj such that no crj is aface ofcr' and 

PO' = CIPaj + ... + CqPaq • 

PROOF. Let r be a face of cr such that dim cr = 1 + dim r (for dim cr = 0, 
there is nothing to prove). Since L: is complete, we may assume dim cr' = n. 
Up to renumbering the Oi = JR:::o ai, i = 1, ... , k, let cr' = 01 + ... + On, 
cr = 01 + ... + Os, and r = 02 + ... + Os (or to} if dim cr = 1). By definition 
of b and the regularity of L:, 

(1) (2) det(al . .. a,,) = ±l. 

Solving (1) for u], ... ,Un by Cramer's rule and by using (2), we obtain 
u], ... , Un as integral linear combinations of Un+l, ... , Uk. In particular, 

b,,+I, ... ,bk E Z. 

Since L: is complete, k > n, so that at least one bi #- 0, n + 1 :::: i :::: k. Now, 

PO' = UI ... Us = (bn+1un+1 + ... + bkUk)U2 ... Us 

= bn+lull+IU2' .. Us + ... + bkUkUZ' .. Us, 

where all those U;U2 ... Us are nonzero for which Oi + r E L:, i = n + I, ... , k. 
This proves the lemma. 0 

Example 2. Let al := el, az := ez, a3 := e3, and a4 := -el - ez - e3 be the 
generators of L: for XI. = 1P'3. We find that a is generated by UI UZU3U4, and b by 
UI-U4,UZ-U4,U3-U4.Henceul = U2 = U3 = u4anduluzu3u4 = ui = 0. 
We may represent Ch(L:) either by {aul + t3ur + yui + 0 I a, 13, y, 0 E Z} or by 
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{aul + ,8UIU2 + YUIU2U3 + 8 I a, ,8, Y, 8 E Z}. We consider a' := QI + Q2 + Q3, 

a := QI + Q2· Then, for 0'1 := QI + Q4, Pa = Pal' 

Example3. Inll~?,letQI := lIhOe],Q2:= lIhoe2,Q3:= lIho(-el +e2),Q4:= - - -
lR~o( -el), Qs := lR~o( -el - e2), Q6 := lR~o( -e2), and a = QI, a' = QI + Q2· 

We find that UI - U3 - U4 - Us = 0, and, hence, PC!! = UI = U3 + U4 + Us 

(Figure 7). 

5.4 Definition. If a = Qil + ... + Qi, E 1;, we call the square-free monomial 
Pa = Uil ... Ui, a face element of Ch(XI;). For a = to}, we set Pa = 1. We 
denote, by Ch (s)(XI;), the subgroup ofCh(XI;) generated by the face elements for 
a fixed degree. We say Pa represents the toric subvariety X (a) := X I;/a determined 
by 1;/0' = rr(st(a, 1;)). 

5.5 Theorem. The Chow ring can be decomposed asfollows: 

Ch(XI;) = Ch (0) (XI;) EB ... EB Ch (n)(XI;). 

PROOF. Suppose u~: ... u~; is a monomial ofCh(XI;), i l < ... < it. If Qil + 
... + Qi, fj. 1;, the monomial equals zero. So, let a = Qil + ... + Qi, E 1;. In 
the case r) > 1 we replace U;l according to Lemma 5.2, by a linear combination 
of U j which do not belong to Uil' ... , Ui,. Continuing in this way, we replace 
u;: ... u;; by an integral linear combination of square-free monomials. This proves 
the theorem. 0 

Example 4. Example 2 can readily be generalized to show that for a; : = lR~o el + 
... + lR~o e;, 0'0 := {OJ, Ch(JP>") = Z Pao EB Z Pal EB ... EB Z Pa,,· 

Multiplication in the Chow ring is closely related to the intersection of toric 
subvarieties. From Theorem 5.5 and the preceding definitions we derive Lemma 
5.6. 

FIGURE 7. 
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5.6 Lemma. If a, TEE and anT = {O} and Pa, Pr are the face elements 
which represent X(a), X(r), then, Pa . Pr represents the intersection X(a) n X(r)' 

This relationship will be considered again in chapter VIII. 

Exercises 

1. Find Ch(X l;) of Example 3 according to Theorem 5.5. 
2. Find Ch(Xl;) for the higher dimensional analogs of Hirzebruch surfaces (VI, 

3, Example 3). 
3. Show that the assumption "E is complete" can be weakened such that Theorem 

5.5 still holds. 
4. Find examples of nonregular toric varieties for which the shifting away lemma 

can be proved. 

6. Intersection numbers. Hodge inequality 

If n toric hypersurfaces of an n-dimensional toric variety intersect in finitely many 
points, we are interested in counting the numbers of points of intersection, counted 
with "multiplicity". This leads to what is known as the intersection numbers of 
divisors. First, we discuss some of the basic ideas. Throughout this section, we 
assume X E to be a smooth and compact toric variety of dimension n. 

Let (11, .•. , (In be I-cones of E and DQI' ... , DQ" the corresponding invari­
ant divisors (toric (n - I)-subvarieties defined by st«(li, E), i = 1, ... , n). If 
a := (11 + ... + (In is an n-cone of E, the DQ; are the closures of the coordinate 
hyperplanes of Xu and, hence, intersect "transversally" in one point. So, we asso­
ciate intersection number 1 with D QI , ... , DQ".1f (11 + ... + (In is not contained 
in a cell of E, the subvarieties D(J; have empty intersection, hence, intersection 
number O. This is a natural starting point for intersection numbers. 

Not equally trivial, but still "natural", is the requirement that an intersection 
number does not change if one divisor is replaced by a linearly equivalent One. 
In particular, self-intersection numbers can be defined by n linearly equivalent, 
different copies of the same divisor. We shall see that such intersection numbers 
are possibly negative. 

Finally, we want intersection numbers to be linear in each component. For 
example, if a D (J; is replaced by k D Q; , each point of intersection with other divisors 
is to be counted k times. Also, the additivity is geometrically plausible. 

We use these intuitive requirements for a definition. 

6.1 Definition. Let D := TCDiv(X l;) be the group of T -invariant Cartier divisors 
on a smooth compact n-dimensional toric variety X E. Then a mapping of the n -fold 
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cartesian product 

'Dx···x'D -+ z 
( ....... ) 

is called an intersection number for toric divisors if it satisfies the following 
conditions for all Dl , D;, D2, ... , Dn E 'D. 
(1) (Dl.··· .Dn) = (Drr (1).· .. . Drr(n)) for any permutation 7r of 1, ... , n. 
(2) (DI + D;.D2'· .. .Dn) = (DI·D2·· .. . Dn) + (D;.D2.· .. . Dn). 
(3) (kDl.D2.··· .Dn) = k(D I .D2.· .. . Dn), for k E Z. 
(4) (Dl.D2.·•· .Dn) = (D;.D2'· .. . Dn), if Dl , D; are linearly equivalent. 
(5) For I-cones 01, ... ,011 of~, 

(D ... D ) = {I if 01 + ... + On E ~(n), 
(II· • (I" 0 if 01 + ... +On \t~. 

We shall prove existence and uniqueness of intersection numbers only for com­
pact smooth projective XL:, since, in this case, there is a natural relationship to 
mixed volumes. First will we look at some examples. 

Example 1. Let n = 1 and ~ = {Ol := lR;::o el, 02 := lR;::o(-el), {Oll. Any 
T-invariant divisor D = -(ml' el)D(l1 - (m2' -el)D(l2 = -mIDQI + m2DQ2 
(m I ,m2 E Z) can be characterized by a function h which may be convex or 
concave. 

The corresponding invertible sheaf has rings ZmIOXI:(XQI)' 
Zm20XI:(XQ2)' C[z, Z-I]. It has nonconstant global sections if ml < m2 (h 
concave). Up to linear equivalence (adding a linear function to h or applying a 
translation to P = (ml + od n (m2 + (2) = [ml' m2]), we can assume the 
global sections of the invertible sheaf to be the polynomials ao + aJZ + ... + 
am2 -m I zm2 -m I. The maximal degree which occurs is m2 - m l, also called the de­
gree of the invertible sheaf. The corresponding divisor D is an (m2 - mJ)-fold 
point so that m2 - mJ provides the self-intersection number of D. Also, in the 
case m2 - ml :s 0 (h linear or convex), we call m2 - ml the self-intersection 
number of D. 

6.2 Lemma. For n = 2, let r be a I-cone of a regular complete fan ~,r = lR;::o a, 
and let al := lR;::o a + lR;::o b, a2 := lR;::o a + R~_o c be the adjacent 2-cones ofr 
in ~,a, b, c simple. [fa E Z is the integer for which 

aa + b + c = 0, 

then, Dr has self-intersection number 

PROOF. WesetOI:= lR;::ob,02:= lR;::oc.Wemayassumea = el.AsaCartier 
divisor, Dr is given by the piecewise linear function h, defined by h(b) = h(c) = 
0, h(a) = -1, hex) = 0 for a E JR.2 \(al U a2) (Figure 8) so that h defines an 
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invertible sheaf on XI:' We can add the linear function (a, .) to it and obtain an 
equivalent function ii, 

ii(x) := hex) + (a, x), for x E lie. 
Clearly, ii (x) = 0 for x E r. The restriction of ii to r.L defines an invertible sheaf 
on Dr. By Example 1, (Dr.Dr) = -(ii(b) + ii(c». From ii(b) + ii(c) = h(b) + 
(a,b)+h(c)+(a,c) = (a,b+c) = -ex(a,a) = -ex, we find (Dr.Dr) = ex. 0 

Example 2. The projective plane p2 is given by a fan with generators a = el, 

b = e2, c = -el - e2, and, hence, a + b + c = O. Therefore (Dr-Dr) = 1 for 
each coordinate line of p2. This is intuitively obvious. Any two different lines of 
p2 are projectively equivalent and intersect in one point. 

Example 3. Ifa = b+c, wemayconsiderthefan 'E' obtained from 'E by deleting 
r, (71, (72 and introducing (71 U (72 as a new cone. Then, X I: is obtained from XI:' 
by a blowup, and the exceptional projective line has self-intersection number -1. 

6.3 Theorem. Let X I: be a smooth, compact, projective toric variety, 'E = 
'E ( - P). Then, intersection numbers are well defined and uniquely determined. 
For Cartier divisors D I, ... , Dn whose piecewise linear functions are convex 
and, hence, are represented by polytopes PI, ... , Pn, respectively, 

For Cartier divisors represented by virtual polytopes p} = PcP}) - Perl P), ... , 
P" = PcP,,) - P(rnP) (see V, Theorem 5.15), we can calculate (DI.··· .Dn) 
successively from the intersection numbers of the Cartier divisors D I, ... , DIl 
given by P(PI), ... , P(Pn), respectively (D given by P), 

(D] ..... Dn) = n!V(P], ... , PIl ) = (D] + rID.·· ·.Dn + rnD). 

PROOF. By IV, Lemma 3.4 and Lemma 3.6, the mixed volume function 
V(·, ... , .) satisfies (1), (2), and, in the case k ::: 0, also (3). 

c 

FIGURE 8. 
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Let k = -1. We associate with - DI the virtual lattice polytope (V, Definition 
53) P for which 

P + P(PI ) = P({O}). 

Since V({O}, P2, .•• , Pn) = 0 (V, Lemma 3.6), we obtain 

(-DID 2···· .Dn) + (D,.D2···· Dn) = O. 

Now, (3) follows for all k E Z. 
To prove (4), we apply the following characterization of linear equivalence 

(compare Theorem 4.6). The piecewise linear functions h, hi of D I , D;, respec­
tively, differ only by a linear function. Hence, the virtual polytopes differ only by 
the addition of a point, that is, by a translation. V (', ... , .) is, however, invariant 
under translations (IV, Lemma 3.6). 

Concerning (5), we remind ourselves that, for a I-cone Q E ~,the Cartier divisor 
Dg can be represented by the virtual polytope Pg := {mg + Q} U CE \ {Q}). 

The sum Pg + PCP) =: P(Pg) is always a polytope element. Let QI, ... , Qn 
be n different I-cones of ~. If D is again given by P, 

(Dg, + D.Dg2 + D.·· . D g" + D) = n!V(Pgl' ... , Pg,,}. 

Each Pgj is obtained from 

P = (mgj + Qi) n ( n (mg + Q») 
Q::f=.Q; 

QEI:(I) 

by "moving out" the supporting hyperplane mgj + Qf of P such that, between 
mgj + Qf and mgj + mgj + Qf, there are no lattice points (Figure 9). 

First, we illustrate the idea of the proof for n = 2. If QI + Q2 tj. ~, that is if QI, 
Q2 are not adjacent in ~, we obtain 

(1) 2V(Pg" Pg) = V(Pg, + P(2 ) - V(Pg, ) - V(Pg2 )· 

Let AI := Pg, \ P, A2 := Pg2 \ P. Then, we obtain V(Pg, + P(2 ) = 4V(P) + 
2V(A I ) + 2V(A2) and V(PQI ) = V(P) + V(AI), V(PQ2 ) = V(P) + V(A2). 
Hence, (DQI + DDQ2 + D) = 2V(PQI' P(2 ) = V(PQI + P(2 ) - V(PQI ) -
V(PQJ = 2V(P) + V(AI) + V(A2). 

FIGURE 9. 
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Furthennore, 

(DQI.D) = (DQI + D.D) - (D.D) = 2V(PQP P) - 2V(P) 

= V(PQI + P) - V(PQJ - 3V(P) 

= 4V(P) + 2V(A I) - V(AI) - 4V(P) = V(AI). 

Similarly, (DQ2.D) = V(A2)' Therefore, 

(DQI .DQ2 ) = (DQI + D.DQ2 + D) - (DQI.D) - (DQ2 .D) - (D.D) = O. 

In the case QI + Q3 E ~,the calculation of (DQI .DQ3 ) works similarly, except 
that an additional area B occurs in PQI + PQ3 (hatched in the lower right part of 
Figure 10). Clearly, V (B) = 1. Therefore 

(DQI.DQJ = 1. 

The proof for arbitrary n proceeds analogously. If k :::: n of the cones QI, ... , Qn 

are different faces of arE ~,say Ql, ... , Qk. a k-dimensional parallelotope B 
occurs in the sum PQI + ... + PQn' and V(B) = 1 or 0 according to k = n 
or k < n, respectively. Expressing mixed volumes by volumes according to IV, 
Theorem 3.7, a calculation, as in the case n = 2, is readily carried out so as to 
prove (5). 

It still remains to be shown that intersection numbers are uniquely determined 
by (1) - (5). Applying (1)- (4) implies that we need only prove (DQI .· .. .DQ.) to be 
uniquely detennined for any QI, ... , Qn E ~ (l). The case where they are all differ­
ent is clear from (5). So, we assume inductively that (DQI .· .. . DQ.) is determined 
by (5) if, at most, n - k < n of 01, ... , On coincide. Suppose uniqueness is true 
if at least k of the D Q; are different, and let only k - 1 of the D Q; in (D QI' ••• • D QJ 

differ, say QI, ... , Qk-l. If 01 + ... + Qn fj ~,then, (DQI .·· . .DQ.) = O. So, 
let QI + ... + Qn E ~,hence, a := QI + ... + Qn = QI + ... + Ok-I E ~ 
(and a face of a' E ~(n)). By the shifting away lemma (Lemma 5.3), we can set 

o 

o 

FIGURE 10. 
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D(!k = fhD(!il + ... + fJsD(!i' where Oij ¢ {O], ... , ok-d, j = 1, ... ,s. Now, 
III 

(D(!l···· .D(!J = L fJi(D(!!.··· .DQk-].D(!h·D(!k+l·· .. .D(!J, 

each term has k different factors and hence is uniquely determined. Since, by (4), 
the intersections numbers do not change under linear equivalence of the D(!i' the 
intersection number (D(!!.· ... D(!J is uniquely determined. D 

Example 4. Let X:E be a del Pezzo surface whose fan 2: has generators a] 

e] + e2, a2 = e2, a3 = -e], a4 = -e] - e2, as = -e2, and a6 = e]. The 
associated polytope P is shown in Figure 11. 

We denote the Cartier divisor of P by D and set Di := DF.~o ai' i = 1, ... , 6. 
We wish to calculate (D].D]). For this purpose, we observe that 

(D].Dd = (D] + D.D1 + D) - 2(D1 + D.D) + (D.D). 

The divisor D1 + D is represented by the polytope P1 obtained from P by joining 
a triangle (dotted area in Figure 11) to it. From (D1 + D.D] + D) = 2V(Pj), 
(D1 + D.D) = 2V(P1, P) = V(P1 + P) - V(P1) - Yep), and V(P1) = 3!, 
Yep) = 3, V(Pj + P) = 13!, we obtain (D1.Dd = -1, in accordance with 
Example 3. 

6.4 Theorem (Toric Hodge inequality). Given a smooth, compact, projec­
tive toric variety, let D be an arbitrary T -invariant Cartier divisor, and let 
D', D1, ... ,Dn-2 be T -invariant Cartier divisors which are represented by 
polytopes. Then, 

(D.D'.D).· .. . Dn_2)2 ::: (D.D.D1'· .. . Dn- 2)(D'.D'.D1.· .. . Dn-2)' 

PROOF. If D is also represented by a polytope, this is a direct consequence of 
Theorem 6.3 and the Alexandrov-Fenchel inequality (see IV, 5). 

So, let Dbearbitrary. According to V, Theorem@515, we replace Dby D+kD' 
for sufficiently large k > 0 such that D + kD' is represented by a polytope. Then, 
by using (2), (3), we obtain the theorem from 

(D + kD'.D'.D1 . ... . Dn_2 )2 

,--~--~--. 

I P+P1 II " 

! ~". IIp I 
I P I I 4,- --+-- --t 

, I I 
'I I 

" 1 " I I 
,I I 

.... -- .. ---e 

FIGURE 11. 
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2: (D + kD'.D + kD'.DI . ... .D,,-z) (D'.D'.DI . ... .D,,-2). 

o 

Remark. If D', D I , ... , Dn - 2 are not represented by polytopes, the Hodge in­
equality need not be true. For example, let a del Pezzo surface be given as in 
Example 4. Then, (D].Dd = (D3.D3) = -1, but (DI.D3) = 0, so that the Hodge 
inequality is violated. 

6.5 Theorem (A special toric Hodge index theorem). Given a smooth, compact, 
projective toric variety, let D be an arbitrary T -invariant Cartier divisor, and 
let D', D], ... , Dn- 2 be T -invariant Cartier divisors which are ample repre­
sented by polytopes. If (D.D'.DI . ... . D II - 2) = ° and (D.D.D] . .. '. D n - 2) =1= 0, 
(D'.D'.D] . .... DII - 2) =1= 0. Then 

(D.D.DJ.· .. . Dn -2) < 0. 

PROOF. This is an immediate consequence of Theorem 6.4. o 

Exercises 

1. Extend Lemma 6.2 to the n-dimensional case and prove the toric Nakai­
Moishezon criterion for ampleness. Let X 1: be a smooth compact projective 
toric variety. AT-invariant Cartier divisor D is ample if and only if, for 
any (n - I)-face 0] + ... + On-] E 'E (Oi E 'E(1), i = 1, ... , n - 1), 
(D.DQ,.' •• .DQ,,_,) < 0. 

2. In VI, 3, Example 4 find all types of intersection numbers (DQJ.DQ2.DQ) which 
occur (Q], Oz, 03 arbitrary I-cones of the fan). 

3. Generalize condition (5) in the definition of intersection numbers if 'E is allowed 
to be an arbitrary, complete simplicial fan. 

4. Discuss equality cases of Theorem 6.5; use the results of IV,S, in particular, 
Example 2. 

7. Moment map and Morse function 

There are direct relationships between an affine or a projective toric variety and the 
defining cone or polytope, respectively, which we shall study now. They provide 
new insight into the structure of toric varieties, and they produce tools for giving 
the Chow ring a topological meaning (in Chapter VIII). 

7.1 Theorem. Let a = pos{m], ... , mn} be an n-dimensional simplex cone, 
and suppose m], ... , mn, ... ,mk are simple lattice vectors which gener­
ate the monoid a n 'Z,11. For u = (u], ... , ud = (zm" ... , zm", ... , 
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zm k ), consider the map 

rp : Xij ---+ en 
u ~ Ulml + ... + unmn 

Then, 
(1) rp maps the big torus T = {u I Ui =1= 0, i = 1, ... , k} onto the torus 

T' := {Ulml + ... + unmn I Ui =1= 0, i = 1, ... , n}. 
(2) rplx~o maps X~o bijectively onto a-, in particular each orbit of X~o onto the 

reldtive interior of a face of a- (compare VI, Definition 3.8). 

PROOF. 

(1) is true by definition of rp. 
(2) Among the IAi I roots of x;', there is only one which is real and positive. 

Therefore, T>o is mapped bijectively onto T'>o = {y E T' I Yi > 0, i = 
1, ... , n}. 

Since Xij is the disjoint union of tori in dimensions 0, ... , n, we may apply 
the same arguments as for Xij to the subvarieties Xr of Xij, where r is a face 
ofa-. 

Example 1. Let a : = pos { e I, e I + 2ez}, hence, a­
pos{ml' m2} (see Example 3 in VI, 2). 

o 

The degree of rp is 2. The point 1 . m I + 1 . m2 = 2el in a- has two inverse images 
u(l) = (1, 1, 1), u(2) = (1,1, -1). However, ml, mz (as generators of I-faces of 
a-) have unique inverse images v = (1,0,0), W = (0, 1,0), respectively. X~o 
consists of the points (UI, U2, +y'UiU2) for Uj ~ 0, U2 ~ ° (shaded area in Figure 
12). 

v=(1 00) 

FIGURE 12. 
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Example 2. If Xu is regular, cp provides an isomorphism for Xu ~ C,,-d X C*d 
according to VI, Theorem 2.12. 

The map cp can also be defined for nonsimplicial a. We will not discuss this but 
will proceed to maps of compact projective toric varieties onto polytopes. 

As in section 2, we assign a complex coordinate (parameter function) Xi : = zm;, 

i = 0, ... , r to each lattice point mi of an n-dimensional lattice polytope P. We 
assume P to be "large enough", that is, multiply it, possibly by a positive integer, 
such that we obtain an embedding 

Xz:.(P) yo lP"" 

according to Definition 3.5. Let {mo, ... , mr} = P n Z". 

7.2 Definition. Let f : X z:. -----+ P be given by 

f(x):= Ixolmo + ... + IXrlmr . 
Ixol + ... + IXrl 

We call f the moment map of X z:.. 
Furthermore, let g : X z:. -----+ P be defined by 

Ixol2mo + ... + IXrl2mr 
g(x) := 

Ixol2 + ... + Ixr l2 

We say g is the modified moment map of X z:.. 

Clearly, f(x) and g(x) are convex combinations of mo, ... , mro hence, in P. 

7.3 Theorem. f and g are continuous surjective maps with the following 
properties. 
(1) f, g map the big torus T of X z:. onto the interior of P, and, more generally, 

each orbit onto the relative interior of a face of P. 
(2) fo := flx~o and go := glx~o are bijective. In particular, they map each 

closure of a~ orbit bijectively Jnto a face of P. 

PROOF. It is sufficient to undertake the proof for f since the transformation 
(lxol, ... , Ixrl) r-+ (lxoI2, ... , IXrI2) preserves (1) and (2). 

If (xo, ... , xr) is replaced by (Axo, ... , Axr), for any A =1= 0, then, f does not 
change. So, we can assume Ixo I + ... + IXr I = 1. Clearly, f is continuous on X z:.. 

Both statements (1) and (2) refer to the tori h of which X z:. is composed. Each 
of them corresponds to a face F of P where T = Tp • But any face F defines a 
subvariety of X z:., given by those Xi = zm; for which mi E F n Z", and by the 
affine relations between such mi (see section 3). Therefore, it is sufficient to prove 
(1) and (2) for the big torus T. 

First, we show that f is a surjective map of X z:. onto P. Let YEP, 

(a) 

(b) 

y = yomo + ... + Yrmr, 

Yo + ... + Yr = 1, 
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(c) Yi :::: 0, i = 0, ... , r. 

We consider the set Cy of all vectors (Yo, ... , Yr) which represent the same Y 
according to the conditions (a), (b), and (c). Cy is a point only if the face F of 
P for which Y E relint F is a simplex. From one representation of y we obtain 
others by adding representations of 0, 

(a/) ° = aomo + ... + armr, 

(b/) ao + ... + ar = 0. 

The set of vectors a := (ao, ... , ar) that satisfy (a/), (b/) is an affine subspace CI 

of]Rr+l, and Cy C Y + C I • 

We wish to select one among the possible representations of y which is, in some 
way, "canonical". This can be achieved by choosing y such that it minimizes the 
function 

<l>(yo, ... , Yr):= Yo(-1 + log Yo) + ... + Yr(-1 + 10gYr) 

on Cy • The function <l> can be defined for all points Y E ]Rr+1 with Yi :::: 0, 
i = 0, ... ,r (using Y log Y -+ ° as Y -+ 0+). Restricted to any real torus 
T C ]Rr+l, ° < dim T :s r + 1, <l> has a Hessian matrix 

( 

-I 0 ) y" 

o -I 
y" 

for appropriate indices ii, ... , iv' Suppose <l> had two minima on Cy , attained in 
y* , y** say. Since the Hessian is positively definite on the line segment joining y* , 
y**, we obtain a contradiction. Therefore y* = y**. 

Let a E C I be chosen arbitrarily (so that (a/), (b/) are satisfied). Up to renum-
bering, we can set a = (ao, ... , a p, ap+l, ... , as, 0, ... , 0), where ai > 0 for 
i E {O, ... , p} =: A+ and aj < 0 for j E {p + 1, ... ,s} =: A_. 

Let yet) := y* + ta, t E JR. We claim that y* satisfies 

(3) 

There are four different cases. 

Case 1 

For sufficiently small e > 0, for all i E A+ U A_ and all -e < t < e,O < 
Yi(t) < 1. Then, yet) E CY' and 

(4) d * * dt <l>(y(t»!t=o = ao log Yo + ... + as log Ys = 0 

(because of the minimality of <l> in y*). From (4) we readily obtain (3). 
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Case 2 

If case 1 fails to be true for at least one i, we see that yt = 0 (unless Y = mi, a 
trivial case). First, let yj = 0 also be true such that i E A+, j E A_. Then, (3) is 
trivially satisfied. 

Case 3 

yt = 0 for an i E A+ but yj > 0 for j E A_. Then, for suitably small e > 0, 
o < Yi(t) < 1 is true for all i E A+ U A_ and for all 0 < t < e. Therefore, 

d 
dt CI>(y(t» = ao log yo(t) + ... + as log ys(t) 

exists in y*. Since ai > 0 and log Yi (t) < 0, 

. d 
hm - CI>(y(t» = -00. 

t->O+ dt 

But, then, in any neighborhood of y*, there is a point of Cy in which CI> is smaller 
than in y* , a contradiction. 

Case 4 

yt = 0 for an i E A_ but yj > 0 for j E A+. Here, we proceed analogously to 
Case 3. 

This completes the proof of the surjectivity of f. 
In order to show injectivity for f restricted to X~o, let YEP be given according 

to (a), and let (Yo, ... , Yr) = (zmo, ••• , zm,). Then 

mOl log z) + ... + mOIl log Zn = log Yo 

(5) 

mr) log z) + ... + mnt log Zll = log Yr· 

We see from (5) that the vector (log Yo, ... , log Yr) is a linear combination of the 
vectorSmj := (mOj, ... , mrj),j = 1, ... , n. Eachmj,however, isorthogonalto 
theaffinespaceaffCy = {(Yo,··., Yr) I yomo+·· ·+Yrmr = y},and,hence,the 
same is true for (log Yo, ... , log Yr). On the other hand, (log Yo, ... , log Yr) is the 
gradient of CI>(yo ... , Yr). Therefore CI> attains its minimal value in (Yo, ... , Yr), 
and, hence, Yo = y~, ... , Yr = Y;, so that the monomials zmo = y~, ... , zm, = 
Y; of z = (z), ... , Zn) are uniquely determined. 

We assert that Z), ... , Z" are also uniquely determined: In (5), we replace 
Yo, ... , Yr by y~, ... , Y;, respectively. Since, among mo, ... , mr there are n 
linearly independent vectors, the solution (log Z), •.. , log z,,) E ]R" is uniquely 
determined. Hence z) > 0, ... ,Zll > 0 are also uniquely determined. 0 

Example 3. We consider mo := 0, m) := 2e) - e2, and m2 := e2 so that P is a 
triangle in ]R2. XL is obtained as the projective extension of Xij in Example 1. The 
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cone pos{2el - e2, e2} is replaced by the triangle P. f and g project the hatched 
area in Figure 12 extended by the "points at infinity" bijectively onto P. 

Now we combine the modified moment map g with a linear functional (m, .), 
mE Zll. 

7.4 Definition. Let P be a lattice polytope, {mo, ... , mr } = P n Zll, such that P 
is associated with the fan ~ and gives rise to an embedding XL "-+ JlD'. We choose 
an m E Zll, such that (m, mo), ... , (m, mr ) are different and nonzero, and define 
(x = C(xo, ... , xr ) E jp'r) 

f(m) : XL ---+ JR, 

j; (x):= IxoI2(m, mol + ... + IXrI2(m, mr) 
(m) IXol2 + ... + Ixr l2 

Then, f(m) is called the Morse junction of XL with respect to m. 

7.5 Theorem. Let P and X L be given as in the definition of the Morse junction, and 
suppose, in addition, that XL is regular. Up to renumbering the m j, letml, ... , mil 
be the lattice points adjacent to a vertex mo of P on the edges emanating from 

mo. The one-point orbit ~ := g-I (mo) is the zero point of an affine piece Xo- of 
XL' If we choose mo to be the zero ofJRn, then f(m)(x) is expressed in the local 
coordinates Uj = * =: Vj + RWj (Vj, Wj E JR) ofXo- as 

(6) f(m)(x) = (v~ + w~)(m, ml) + ... + (v~ + w~)(m, mn) + F, 

where F is a power series in VI, ••• , Vn, WI, ... , Wn whose terms are of degree 
greater than 2. 

By the choice ofm, (m, mil =1= 0, i = 1, ... ,n. 

PROOF. We divide numerator and denominator of j(m)(x) by IXol2 and, from 
IUjl2 = UjUj = V] + W]. obtain 

(v~ + w~)(m. ml) + ... + (v; + w;)(m, mr) 
f(m)(x) = 2 2 

1 + (VI + WI) + ... + (v; + w;) 

Since mI •... , mn generate Zn integrally. any mj (j {ml, ...• mn} is a nonneg­
ative, integral, linear combination of mI • ...• mn and gives rise to a monomial 
U~l ... u~" = Uj, kj E 71.:::0. kl + ... + kn > 1. Then. V] + W] is a polynomial 
in VI • ...• Vn, WI ••••• WI! of degree greater than 2. By expansion of f(m) (x) into 
a Taylor series we obtain (6). 0 

7.6 Definition. A point x of XL is called critical with respect to f(l1I) if. in real 
local coordinates according to Theorem 7.5, f{ln) has vanishing partial derivatives 
(in Vj. Wj' j = 1 •...• n) at x. The index of fv,,) in ~ is twice the number of 
positive coefficients (m, m j) in (6). 

The following two theorems are immediate consequences of Theorem 7.5: 
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FIGURE 13. 

7.7 Theorem. The critical points of XL with respect to any Morse function f(m) 
of X L are the zero-dimensional orbits and only these. 

7.8 Theorem. For m E Zn \{O}, let the open half-space H+ be defined by {y E 
o 

]R1l I (m, y) > OJ. Then the index of f(m) in the one-point orbit x of XL (see 
Theorem 7.5) equals twice the number of edges of P emanating from mo and lying 
in H+. 

Example 4. Let XL = jp'1 X jp'1, m = el + 2e2, and P = conv{O, el, e2, el + e2}. 
Denote the cones ao, ... , a3 as in VI, 3, Example 2, and let a, b, c, d be the zero 
point of X"o' X"" X"2' X"3' respectively. The index of f(m) is then 4 in a, 2 in b, 
2 in c and 0 in d, respectively (Figure 13). 

Remark. If XL is restricted to its real points (not only positive ones!) or de­
fined over ]R instead of C, then the Morse function in (6) attains the form 
(v = (VI, ... , vn» 

f(m)(v) = v~(m, ml) + ... + v~(m, mn) + Fo 

for a series Fo in VI, .•. , Vn whose terms are of degree greater than 2. The index 
is, then, defined as the number of positive (m, mj), i E {I, ... , n}, and equals the 
number of edges emanating from mo and lying in H+. 

Exercises 

1. Let a := pos{(k + 1, k, k), (k, k + 1, k,), (k, k, k + I)} for some natural 
number k > O. Find the map cp according to Theorem 7.1 and determine its 
degree. 

2. Determine explicitly the moment map of XL = jp'P x JP"l, p, q natural numbers 
orO. 
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3. Calculate explicitly the Morse function of XL = JPlI X JPlI X JPlI with respect to 
m = (1, 2, 3) and each one-point orbit. 

4. Discuss the restriction of the Morse function f(m) to the compact torus Tcp of 
X L (analogously to the above Remark). 

8. Classification theorems. Toric Fano varieties 

In this section, we will collect a few classification theorems for smooth, compact, 
toric varieties, which are translations of the combinatorial results in V, sections 
7 and 8, into the algebraic geometric language. Concerning the general case, we 
restrict ourselves to dimensions two and three. (Numerous results for arbitrary 
dimensions are known; see the Appendix to this section). We, then, concentrate 
on an interesting special class of n-dimensional toric varieties defined by Fano 
polytopes. 

For n = I we have seen that there is only one compact toric variety, namely JPlI • 
For n = 2, we derive Theorem 8.1. 

8.1 Theorem. 
(a) Any smooth, compact two-dimensional toric variety can be blown down to 

JPl2 or to a Hirzebruch surface 1tk, k E Z \ { 1, -I}. 
(b) Each Hirzebruch surface 1tk is a JPll-fiber bundle (see VI, 6) over JPlI. 

PROOF. (a) This follows from V, Theorem 7.5. (b) has already been stated in VI, 
6, Example 3. 0 

In the case n = 3, no general theorem exists as for n = 2. We impose conditions 
on the Picard number of X"£ (see section 3) which, for a smooth compact X"£, is 
/1 (''£) - n (fl (-) the number of I-cones). 

8.2 Theorem. Any smooth, compact three-dimensional toric variety, with Picard 
number at most 3, can be blown down to one o/the/ollowing types of to ric varieties: 
(1) ~, 
(2) a JPlI -fiber bundle over ~, 
(3) a JPl2-fiber bundle over JPlI , or 
(4) a JPlI-fiber bundle over a Hirzebruch surface 1tk. 

PROOF. This follows from V, Theorem 7.7. o 

8.3 Definition. Let XL be a smooth and compact toric variety, and let QI, ... , Qr 

be the I-cones of '£. The divisor 

is called the anticanonical divisor of X"£. 
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The name is seen from the following background. Consider the ("logarithmic") 
differential form ~Zl /\ ••• /\ ~z" on the big torus T. It has the property of being in-

.... 1 .... 1/ 

variant (possibly up to the sign) if we replace the torus coordinates (ZI, ... , Zn) = 
(ze l, ... , ze,,) by the coordinates (u I, ... , un) = (zm I, .•. , zm,,) of an affine piece 
X(j of XL, where a = pos{ml, ... , mn } and det(ml,"" mn ) = ±l. This can 
be seen by direct calculation. For example, in the case n = 2, 

dUI d U2 - /\ - = z-",I-m2(ml1z~lzmldzl + m12zzlz",2dz2) 
UI U2 

/\ (m2Iz~lz",ldzl + m22Zzlz",2dz2) 

dZ2 
= Z~lZZI(dzl /\ dZ2) det(ml' m2) = ± dZ I /\ 

Zl Z2 

So z ~ I ... Z;;-I is a regular function on T which extends to an invertible sheaf K 
ofrational functions on XL where K(OXil) = z-(ml+··+m")O(X(j). It corresponds 
to a toric Cartier divisor K = al DI + ... +arDr where the coefficients are readily 
seen to be al = ... = ar = -1. K is called the canonical divisor of XL' Then, 
-K is the anticanonical divisor. The piecewise linear function -h, by which it is 
described, has value 1 on each generator ai, where Qi = lR2:o ai, i = 1, ... , r. 

If -h happens to be strictly convex, it is the support function of a polytope P* 
whose vertices are the generators at. ... , ar of QI, ... , Qr, respectively. So, P* 
is a Fano polytope. 

8.4 Definition. If the anticanonical divisor - K = D QI + ... + D Q, of a smooth, 
compact, projective toric variety is ample, we call it a toric Fano variety .. 

Clearly, 

8.5 Lemma. A smooth compact projective toric variety XL is a toric Fano variety 
if and only ifl.. is spanned by a Fano polytope P* (polar to an associated polytope 
P ofl..). 

8.6 Definition. We call a k-dimensional, toric Fano variety a del Pezzo variety 
Y(k) if it is obtained from pi x ... X pi (k-fold) by blowing up in two T -invariant 
points. Y(2) is said to be a del Pezzo surface. 

From V, Theorem 8.2, we derive Theorem 8.7. 

8.7 Theorem. There existfive types of two-dimensional toric Fano varieties, 
(1) pl, 
(2) pi x pI, 

(3) HI (Hirzebruch surface), 
(4) pi X pI blown up in one invariant point, 
(5) del Pezzo surface. 
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8.8 Lemma. Any del Pezzo variety is characterized by a del Pezzo polytope P(k) = 
conv{el, ... , ek, -el, ... , -ek, el + ... + ek, -el - ... - ek} (see V, 8). 

PROOF. This follows from V, Theorem 8.4. D 

8.9 Theorem. Any n-dimensional toric Fano variety XL with a centrally 
symmetric, Fano polytope is the product o/projective lines and del Pezzo varieties, 

XL = pI X ... X pI xY(k,) X ... x Y(ks ) , r + kl + ... + ks = n. --...--
PROOF. This is a conclusion from V, Theorem 8.4. D 

For n = 2 only (2) and (5) in Theorem 8.7 have centrally symmetric Fano 
polytopes. 

The following three-dimensional Fano variety does not belong to those 
characterized by Theorem 8.9. 

Examples. (see V, 8, Figure 31). pI x1t1 blown up in an appropriate T -invariant 
projective line. 

As in V, 8, we remark that there are precisely 18 types of three-dimensional 
toric Fano varieties and 121 four-dimensional ones (Batyrev's theorem). 

Exercises 

1. Characterize the toric Fano varieties with Fano polytopes as in V, 8, Exercises 
1 and 2. 

2. Find a four-dimensional toric Fano variety whose Fano polytope is not centrally 
symmetric. 

3. Calculate (-K, DQ) for (2 E 1:(1) where 1: is the fan of any two-dimensional 
toric Fano variety and does not split into lower-dimensional polytopes. 

4. A compact, smooth, toric variety X L is a toric Fano variety if and only if the 
following is true. Let (21, ..• , (2,,-1 be I-cones of 1: such that (21 + ... + (2,,-1 

is an (n - 1 )-face of 1:, and let - K be the anticanonical divisor of XL' Then, 
(-K.D(!,,,. "DQ,,_,) > O. 
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Cohomology of toric varieties 

1. Basic concepts 

In this last chapter, we wish to study topological properties of toric varieties which 
are hidden in the structure of the Chow ring. 

We shall need some knowledge of algebraic topology. To fix the notation and to 
give those readers who are not yet familiar with homology theory some introduc­
tory information, we will present a short survey of the homological terminology 
and describe the origins of some of the facts used. For more details, we recommend 
Fulton [1995]. 

One of the original problems of topology is that of classifying manifolds or more 
general topological spaces up to bijective, bicontinuous mappings, called homeo­
morphisms. Toric isomorphisms, for example, are homeomorphisms, though they 
possess algebraic (and differential geometric) properties which are neglected if we 
concentrate on topological features. Another example is given by the boundaries of 
convex bodies of the same dimension. Any two of them are homeomorphic, where 
the homeomorphism can easily be obtained by translation and central projection. 

Working on classification problems usually means looking for invariants under 
homeomorphisms (or more general continuous maps). The Euler characteristic, 
for example, as considered in chapter III, is the same for the boundary of any 
polytope of n-dimensions, and also for other cell-decomposed spheres. 

Here "invariance" has an even stronger meaning than remaining the same under 
homeomorphisms. It refers also to the cell-decomposition which is chosen. We 
have shown this invariance for polytopes (in III, 3); the general proof is, however, 
rather complicated. (We note that our interest in cell complexes was not motivated 
by topology but by combinatorial data used in the algebraic discussion of toric 
varieties). 

Often the invariants are of an algebraic nature, mainly groups or modules. Con­
sider, for example, closed Jordan curves on a 2-manifold M. If M is a compact 
two-dimensional torus, we may consider each such curve continuously "deformed" 
in M so as to obtain the join of a k-fold "meridian" a and an m-fold "equator" 
b through a definite point O. The new curve is said to be "homotopic" and, for 
specific deformations to be introduced below, "homologous" to the original one. 

307 
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The abelian group with generators a, b, that is, Z x Z, is, then, called the first 
homology group of M. If M is a sphere, however, any closed curve can be "de­
formed" into a point, and the first homology group assigned to M is the trivial 
group. 

If we want to make the definition of homology groups precise, one of the main 
problems is to fix the "equivalence under deformation" of the curves and, more 
generally, of k-cycles (k-spheres) in M. Linear equivalence of divisors in toric 
varieties is, in particular, such an equivalence, but, of course, not the most general 
one. A classical way to handle the problem is that of "simplicial homology". 

We look for a decomposition of the given space into (or an approximation 
of it by) a simplicial complex C, consider k-cycles consisting of cells of C, and 
define homology groups. Then, we show the invariance of such groups if one 
decomposition is replaced by another. The main steps of defining the homology 
groups are as follows. 

Let Sk := conv{xo, ... , xd be a k-simplex. If an even permutation is applied to 
the vertices of Sk, it represents an orientation-preserving map of Sk onto itself. An 
orientation-reversing map is assigned to an odd permutation. So, we assign two 
orientations to Sk. By +(xo, ... , Xk) we denote the class of simplices obtained 
from Sk by the even permutations, and, by -(xo, ... , Xk), those obtained by odd 
permutations. 

Now, formal integral multiples of simplices attain a geometric meaning. 
m (xo, ... , Xk) is, for m > 0, an m-fold copy of the oriented simplex Sk, whereas 
(-m)(xo, ... , Xk) = -m(xo, ... , xd is an m-fold copy of Sk with the opposite 
orientation.O· (xo, ... , Xk) is a formal zero element. The abelian group, obtained 
from all k-dimensional simplices of C as generators, is called the kth chain group 
Ck(C) ofC, and its elements are said to be k-chains. Ck(C) is a free abelian group 
with Jk (C) generators. If C has no k-ceU (for example, if k < 0), we set Ck (C) = 0 
(zero group). 

The (k - 1 )-face of Sk obtained by deleting Xi is analogously assigned an orienta­
tion and denoted by (xo, ... , Xi, ... , Xk). We define the boundary of (xo, ... , Xk) 
by 

a (x X ) = { L~=o(-l)i (xo,···, Xi, ... , xd 
k 0,···, k o 

Xo 

FIGURE 1. 

for k > 0, 
for k = O. 
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Let Sl, ... , sf be the generating simplices of Ck(C). Then, we extend Ok to an 
arbitrary element c := CilSl + ... + CiqSf (Cii E Z; i = 1, ... , q) by 

OkC := Ci]oksl + ... + CiqOkSf E Ck-l (C), 

and obtain a group homomorphism (k > 0) 

Ok : Ck(C) ---+ Ck- l (C), 

called a boundary operation. 

Example 1. In the complex C of Figure 1, Co(C) ~ Z5, Cl (C) ~ Z7, C2(C) ~ 
Z3, and 02si = (XO,Xl) + (Xl,X2) + (X2,XO), 02S~ = (Xl,X3) + (X3,X2) + 
(X2, Xl), 02Si = (Xl, X4) + (X4, X3) + (X3, Xl)· Since (Xl, X2) = -(X2, Xl) (odd 
permutation),02(Si +S~) = (XO,Xl) + (Xl,X3) + (X3,X2) + (X2,XO). 

A little direct calculation shows that 

(1) 

We call a chain C E Ck(C) closed, if OkC = 0, and a bounding chain, if there exists 
a chain c' E Ck+l (C) such that Ok+l c' = c. We say two chains Cl, C2 E Ck are 
homologous Cl "-' C2, if their difference Cl - C2 is a bounding chain. 

The notion "homologous" now gives a precise definition of the sort of lo­
cal "deformations" that are allowed. We can replace a (k - I)-face C .-
(xo, ... , Xi, ... , Xk) of (xo, ... , Xk) by 

C := - (xo, ... , Xk) - ... - (_I)i-l (xo, ... , Xi-I, ... Xk) 

- (-I)i+l(XO, ... , Xi+], ... , Xk) - ... - (-I)k(xo, ... , Xk), 

since (_I)i C - c is the boundary of (xo, ... , Xk) and, hence, homologous to 
O. The opposite operation is also allowed. Intuitively speaking, we may "pull" a 
chain E Ck-l (C) over simplices of Ck (C), and, hence, apply a special "homotopic" 
deformation. 

So, in Example 1, (xo, Xl) + (Xl, X2) + (X2, Xo) can be "deformed" into 
(xo, Xl) + (Xl, X3) + (X3, X2) + (X2, xo) and, then, into (xo, Xl) + (Xl, X4) + 
(X4, X3) + (X3, X2) + (X2, xo), and, on the other side, (xo, Xl) + (Xl, X2) + (X2, xo) 
is homologous to 0 since it bounds Si. So, all three chains are homologous to o. 
This is no longer true if one of the 2-cells is deleted from the simplicial complex 
C. 

However, "homologous" includes much more than "deformable into each other". 
For example, let an ordinary torus be simplicially decomposed, and let T, T' be two 
triangles (2-cells) of the simplicial complex. Denote by C the complex obtained by 
deleting T, T' but leaving 02 T, 02 T' in the complex. Then, 02 T - 02 T' bounds the 
2-chain consisting of all 2-cells of C, hence, is homologous to O. But 02T cannot 
be "deformed" into 02T' inside C, and 02T - 02T' is not deformable into a point. 
(Deformations are treated explicitly in so-called homotopy theory). 

The closed chains in Ck(C) form a subgroup Zk(C) of Ck(C), as do the bounding 
chains Bk(C), and, because of (1), Bk(C) is also a subgroup of Zk(C). Moreover, 
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Zk(C) = ker ak (kernel of the homomorphism ak), and Bk(C) = im ak+1 (image 
of ak+I ). We call 

(2) 

the kth homology group of C. For k -I 0, ... , n (n the maximal dimension of a 
cell of C), we set Hk(C) := {OJ. 

If C consists of a simplex and its faces, clearly, Hk(C) = {OJ for k -I O. 
Also, in the example of Figure I, each I-chain is homologous to 0, and, hence, 
HI (C) = {OJ. If, however, Si is deleted from C, we find for the new simplicial 
complex C', that HI (C') = Z. In the case where C is connected (any two points can 
be joined by a polygon in C), Ho(C') = Z, whereas, in the case where C consists 
of p connected, mutually disjoint subcomplexes (components), Ho(C) = ZP. 

The relationship "homologous to 0" can be generalized for c, c' E Ck(C) by 
saying that c is homologous to c' relative to a subcomplex Co of C if c - c' is 
homologous to a chain Co E Ck(Co) in the ordinary sense (c - c' can be "pulled 
into Co"). Then, all the above definitions carry over, so that, by adding the word 
"relative" everywhere, the kth relative chain group Ck(C, Co), the group Zk(C, Co) 
of relative cycles, and the group Bk(C, Co) of relative boundary chains are defined. 
Then, 

Hk(C, Co) := Zk(C, Co)/ BdC, Co) 

is said to be the kth homology group of C with respect to Co. 
If a topological space X can be decomposed into or approximated by simplicial 

complexes C so that Hk(C) does not depend on the special choice of C, we set 
Zk(X) := Zk(C), Bk(X) := Bk(C), Hk(X) := Hk(C) and call Hk(X) the kth 
homology group of X. Analogously, the kth relative homology group Hk(X, Y) 
of X, with respect to a subspace Y of X, is defined. In the next sections, we 
shall assume Hk(X) and Hk(X, Y) to be defined for a toric variety X and a toric 
subvariety Y of X, both considered as real topological spaces. So we shall not care 
any more about simplicial decompositions or approximation. (For references see 
the Appendix to this section). 

To homology groups, dual groups are assigned in the same way as dual vector 
spaces are assigned to vector spaces. To any pair A, G of commutative groups we 
assign 

Hom(A, G) := {rp I rp : A ----+ G a homomorphism}, 

which is a group with operation defined by 

(rp. 1/I)(x) := rp(x) 0 1/I(x) for all x E A 

("." the group operation in Hom(A, G), "0" that in G). 
The dual maps can also be defined as in the case of vector spaces. If f : A ----+ B 

is a homomorphism, 1* is defined by 1*(1/1) = 1/1 0 f for all 1/1 E Hom(B, G), 

A ~ B 

Hom(A, G) 
1* 
+- Hom(E, G). 
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In this way we assign to the homomorphism ak its dual homomorphism 
Ok-l := a; and call it coboundary operation. Furthermore, we set Ck(X; G) := 
Hom(Ck(X), G), and obtain 

(3) 

(4) Ck-1(X; G) ~ 

It is readily seen that 

(5) for all k E Z, 

analogously to (1). 
Now we define the kth cohomology group of X with coefficients in G by 

and Hk(X; G) = 0 in the case k 'I {O, ... , n}. 
In fact, the ideas of homology and cohomology groups tum out to be fruitful 

for purely algebraic considerations. We replace Ck(X) and Ck(X; G) by abelian 
groups and ab Ok by homomorphisms satisfying (1) or (5), respectively. Then 
homology and cohomology groups can be defined, as above, by ker ak / im ak+ 1 

and ker Ok / im Ok-I, respectively. 
A system (3) or (4) or its generalization to groups is called a chain complex if 

it satisfies (1) or (5). (One should be aware that "complex" in Chapter III has a 
different meaning). 

If subspaces of topological spaces are investigated, sometimes, several chain 
complexes are to be compared. So let two chain complexes A, A' be given together 
with homomorphisms fk : A~ --+ Ab 

a;+l d' d;_l 

A~+l A' 
, 

A~_l --+ --+ k --+ --+ A' 

+ fk+l + fk + fk-l 

A Ak+l 
dk+l 

Ak 
d, 

Ak-l 
d,-l 

--+ --+ --+ --+ 

such that all "square diagrams" are commutative, that is, fk 0 a~+l = ak+l 0 fk+l 
for each k E Z. Then, we write, briefly, 

A'~A, 

and call f := UkhE'z a chain mapping. Its main application can be found in a 

combination of exact sequences 0 --+ A~ ~ Ak ~ A~ --+ 0 in chain 



312 VIII Cohomology of toric varieties 

complexes A', A, A", 

0 0 0 

i i i 
0;+1 Of 

A~+I A' k 
A~_I ----+ ----+ k ----+ ----+ 

i fHI i fk i fk-I 

Ak+1 
ak+1 

Ak 
Ok 

Ak-I ----+ ----+ ----+ ----+ 

i gk+1 i gk i gk-I 

a;'+1 a" 
AZ+l A" k A" ----+ ----+ k ----+ k-l ----+ 

i i i 
0 0 0 

More simply, we say that the sequence 

(6) 0 A' f A 
g 

A" 0 ----+ ----+ ----+ ----+ 

of chain complexes is exact. 

Let Hi := ker a£/ im a£+I' Hk := ker ak/ im ak+l, and Hi' := ker a~ / im a~+1 
be the homology groups defined by A', A, A", respectively. We can order them as 
follows in an exact sequence, called the long, exact sequence of the (short) exact 
sequence (6). 

(7) 
H ' (f.lk H 

k ----+ k 

H" k 
(d.h 
----+ ----+ .... 

Here, (f*h, (g*h are the homomorphisms which are naturally induced by fb gb 
respectively. We wish to define (d*h+l. To any element x:+1 E ker a~+1 C A~+I 
we assign an element x; E A~ as follows (illustrated by the diagram below). 

x' k 

i fk 

0k+1 
Xk+l ----+ Xk 

i gk+1 i gk 

II a;+l 
O. XH1 ----+ 

From the exactness of Ak+1 ~ A~+I ----+ 0, we see that gk+l is surjective, 
hence, x~+1 = gk+l (Xk+l) for some Xk+! E Ak+1. We set Xk := ak+l (XHI) and 
obtain from 0 = a~+l(x~+I) = (a~+1 ogk+l)(XH1) = (gkoak+d(Xk+l) = gk(Xk) 
that Xk E ker gk = im fk. Therefore, Xk = fk(X~) for some x; E A~. We assign 
x~ to X~+ l' This assignment is, in general, not unique. But it can be shown, by brief 
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calculation, that we obtain uniqueness if we consider the homology classes x~+ I + 
im a~+2 and x~ + im a~+I. We obtain a homomorphism (d*h+l : H~~1 -+ H~, 
called a connecting homomorphism. Again, some direct calculations are needed 
to prove the exactness of (7). 

Example 2. A standard example is the following. Let C be a simplicial complex, 
and let Co be a subcomplex of C. For each k, there is an exact sequence 

-+ 0, 

ik being the injection (ik(CO) = Co for each Co E Co), and A being the projec­
tion (jk(C) = C + Ck(CO) for each C E Ck(C)). We set A' := (Ck(Co)hEZ, 
A := (Ck(C)hEZ' A" := (Ck(C, CO)hEZ. The long exact homology sequence (7) 
provides, in many cases, useful information about C. 

In closing this short survey, let us return, once again, to simplicial homology. 
First, we note that we can replace simplicial complexes by more general cell 
complexes. The cells are topological balls which are convex polytopes or, more 
generally, can be decomposed into such polytopes. 

If C is a cell complex whose cells are polytopes, we construct the dual cell 
complex C* as follows. We apply the barycentric subdivision {3 to C and consider, 
for each vertex v of C, the sets I st(v, {3(C))1 as new maximal cells, that is, cells 
of maximal dimension. All other cells are defined by successive intersection of 
maximal cells (Figure 2). 

In the case where C is the boundary complex B(P) of a polytope P, we can 
directly set C* := B(P*), where P* is a polar polytope of P (compare II, 2). 

We can show that H"-k (C, Z) ~ Hn-k(C*), and deduce from it what is known 
as Poincare duality, that is, 

(8) 

FIGURE 2. 
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if ICI is a compact, orientable manifold. Again, Poincare duality (in generalized 
versions Alexander duality or Serre duality), then, applies to manifolds which are 
approximated by C or have C as a decomposition. 

Exercises 

1. Find a simplicial complex C whose point set is homeomorphic to a two­
dimensional compact torus (built up, for example, by 18 triangles in JR3). Verify 
Ho(C) = 71." HI (C) = 71.,2, and H2(C) = Z. 

2. Work out explicitly the long, exact, homology sequence in the case where C 
consists of the boundary complex of a 3-simplex from which one triangle F is 
deleted, and Co consists of the vertices and edges of F. 

3. Consider pI as a real two-dimensional manifold, find a simplicial complex 
C whose point set is homeomorphic to pI, and calculate all homology and 
cohomology groups Hk(C), Hk(C), and k E Z. 

4. Rewrite the introduction of chain complexes, chain mappings, long exact 
sequences, etc. in terms of 8 instead of a, that is, for cohomological groups. 

2. Cohomology ring of a toric variety 

In this section, we will consider smooth, projective varieties X'E. Let Hk(XrJ be 
the kth homological group of X'E (as 2n-dimensional topological space) introduced 
either by simplicial decomposition or in some other standard way of topology. Also, 
let Hk (X'E; 71.,) be the kth cohomology group of X'E with coefficients in G = 71., 

(we restrict ourselves to G = 71., throughout). H·CX'E; 71.,) := EBk Hk(X'E; 71.,) has 
a ring structure, which will be described precisely, and is called the cohomology 
ring of X'E. Our aim in this section is to prove the following: 

2.1 Theorem. Let X'E be a smooth, projective toric variety. 
(a) The combinatorial Chow ring and the cohomology ring of X 'E are isomorphic 

as rings, 

(b) The odd cohomology groups vanish, 

H2I+1(X'E; 71.,) = 0, fori E z. 
(c) The Betti numbers of H2I(X'E; 71.,) can be calculated from the face numbers 

(f -vector) of "£ , 

f321 := rankH21 (X'E; 71.,) = t(-I)i+l(i)fn_i, 
i=l I 

where Ii is the number of i -dimensional cones of "£. 
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Remark. The theorem is also true for compact, nonprojective toric varieties. 

The proof of Theorem 2.1 proceeds in several steps. The starting point for 
combinatorial Chow rings had been the (n - k)-cones a of ~ assigned to the k­

dimensional faces F of a polytope P associated with ~ (negative polar polytope of 
a polytope which spans ~). In X E, a toric k-subvariety is defined by F, which can 
also be considered the closure Ocr of a k-dimensional orbit Ocr of XE. Since the 
cycles Ocr can also be chosen as representatives of homology classes in Hk(X E), 
we obtain a natural assignment 

Po : Ui ~ [IDQ; I], 

where DQ; denotes the invariant divisor defined by the I-cone 'li, i = 1, ... , T, 

1 D Q; 1 the point set it carries, and 

Po : Uit ••• Ui; ~ [IDQ;tl n '" n IDQ;k I] E Hk(X E ). 

By Poincare duality, 

d : Hk(X E) -+ Hn-k(XE; Z), 

and d 0 Po induces a map 

P : Ch(XE ) -+ H-(XE ; Z) 

which we must show to be an isomorphism. 

(1) po(a + b) = 0, so p is well defined. 

Infact,letUit ··· Uik be a generating element of a, that is 'lit + .. '+'li; f/. ~.Any 
twoDi , Dj,i, j E {i l , ... , h},i i= j,intersecttransversally(inatoricsubvariety) 
or not at all. At least two of them do not intersect (otherwise 'lit + ... + 'lik E ~), 

hence, PO(U;t ... U;k) = 0 (zero element of Hk(X E». Therefore, po(a) = O. 
b is spanned by linear polynomials 

(aI, m}UI + ... + (an m}Ur 

which represent principal divisors (zm) =: Do. 
As a topological cycle, Do is homologous to 0 as is true for any principal 

divisor (f): One considers the real interval [0, 00] and the space E := {f-I (t) 1 

t E [0, oo]}. The boundary of E consists of the point sets ID+I := {f-I (O)} and 
ID_I := {f-I (oo)}. If we consider each point of ID+I U ID_I with its multiplicity, 
we obtain cycles D+, D_ also in the sense of homology theory (for example, by 
simplicial approximation). 

Now, Do - D+ - D_ is homologous to O. This implies po(b) = O. From 
Po(b) = po(a) = 0, we obtain po(a + b) = o. 

Now, we construct a basis for Hk(X E) consisting of classes [Ocr ],dim a = n -k. 
We use a Morse function as defined in VII, section 7. 

Let m E Zn be chosen such that (up to renumbering), for the zero orbits ~ 
(,) 

, ... , x, 

(2) 
(I) (5) 

/(m)(X) < ... < /(m)(X), 



316 VIII Cohomology of toric varieties 

We define sets 
U) 

X; := {x E XL I /Cm){X) < /Cm){X)}' 

There is a largest face F; of P which culminates in the vertex m; of P which 

corresponds to ~, that is, F; belongs to the dual shelling of P determined by m (see 
III, 6). Let 0; be the closure of the orbit (toric subvariety) defined by F;. Then, by 
(2), 

We express /Cm) (x) in a neighborhood of~=:~, according to VII, Theorem 7.5, 
as 

where, in local coordinates Xj = zmj-mo, Xj = Vj + RWj, j = I, ... , n, and 
:F as in VII, Theorem 7.5. Up to renumbering, we may assume (m, m j) > 0, for 
j = 1, ... , A;, and (m, mj) ~ 0 for j = A; + 1, ... ,n, where 2A; is the index 
f f' . U) 

o JCm) mx. 
The coordinates of 0; are given by the vertices of F;. Therefore, the points of 

0; in the affine piece of XL which contains ~ are characterized by 

(3) XAi+l = ... = Xn = O. 

Now, we apply some results of Morse theory (see, for example, Milnor [1969]). 
The affine space (3) ("handle") has dimension 2n - 2A; and generates an element of 
the relative homology group H2n-2Ai (X;+l, X;), its boundary lying in X; (compare 
Example 2 of section 1). Since it is part of 0;, we obtain, in a natural way, a 
homomorphism 

which is surjective. 
Furthermore (Milnor [1969], p. 29), 

(4) Hk{X;+l, X;) = {~ for k = 2n - 2A;, 
otherwise. 

We obtain the long, exact, homology sequence (based on chain groups as in 
Example 2 of 1) 

By (4), the first of these groups vanishes and the last one is isomorphic to Z. So 
we have the short exact sequence 

o ---+ Hm- 2A i (X;) ---+ 
h 

---+ Z ---+ o. 



This sequence splits. Therefore, 

(5) 
H2n-2,)Xi+l ) 
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H2n-2Ai(Xi) EB H2n-2Ai(Xi+l, Xi) 

H2n-2Ai (Xi) EB Z . 

By repeated application of (5), we find (since Xr = X~;) 

(6) Hk (X yJ = H2n-2Ai (X yJ = EB Z(il ' 

where ZU) ~ Z and the summation is carried out for all i such that 2Ai = 2n - k. 

PROOF OF PART (A) OF THEOREM 2.1. From(6),itfollowsthatthemapp: 
Ch(X I:) --* He (X I:; Z) is surjective. Since it maps formal linear combinations 
onto formal linear combinations, it is a homomorphism of groups. Moreover, it 
preserves the multiplicative structure, since mUltiplication in He (X I:; Z) is defined 
by intersection of cycles and Po has been defined by PO(Uil ••• Ui,) = [IDeil I n 
... n I Dei, I], SO it remains to be shown that p is injective or, equivalently, possesses 
an inverse map. In fact, we can assign, to each orbit closure Oi, uniquely, a face F 

(I) (k) (I) 

of P which is an intersection F = F n· .. n F of facets of P. To each F, there 
corresponds a divisor Dei' We assign to F the square-free monomial UI ... Uk =: 
q (Oi) (up to renumbering). By the "shifting away" Lemma 5.3 in Chapter VII, 
these monomials generate the Chow ring. Now, q induces the inverse map of p. 

Part (b) of Theorem 2.1 follows from (4). 
Part (c) of the theorem is a consequence of III, Theorem 6.8. 0 

Exercises 

1. Find, explicitly, the Chow rings of the Hirzebruch varieties 1tr , r E Z. 
2. Find all Betti numbers f321 for any projective space ]p>" • 

3. How do the Betti numbers change if a smooth, compact toric variety is blown 
up along aT-invariant subvariety? 

4. Calculate the Betti numbers of a smooth, compact toric variety X I: which is 
an X I:,-fiber bundle over X I:o (XI:" XI:o also smooth; see VI, 6) from the Betti 
numbers of X I:' and X I:o. 

3. tech cohomology 

Having calculated homology and cohomology groups for smooth, compact pro­
jective toric varieties X I:, we now tum to the study of invertible sheaves on X I: by 
cohomological means. We restrict ourselves to calculating the tech cohomology 
of invertible sheaves as introduced in VII, I and base on it, in the next section, a 
version of the Riemann-Roch-Hirzebruch theorem. To understand the relationship 
between simplicial cohomology, general cohomology of sheaves on a toric variety, 
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and tech cohomology, some more work must be done. Simplicial cohomology co­
incides with the general cohomology of a constant sheaf (a sheaf of continuous 
functions to a group Z considered with discrete topology). On the other hand, the 
general cohomology of any sheaf (in particular, simplicial cohomology) can be 
calculated by the tech complex of a so-called acyclic covering (Leray's theorem). 

We only mention that the affine covering {XiT }"EL is acyclic for any invertible 
sheaf, so that we can use tech cohomology of this covering for defining the 
cohomology of invertible sheaves on a toric variety. 

Let b be any fan. We denote by I" the function which has constant value 1 on 
a and is 0 elsewhere. Then, each cochain (in the sense of section 1) of the cell 
complex b with coefficients in C can be interpreted as a linear combination of 
such functions. In short, 

Ck(b, C) ~ C ·1"1 EEl··· EEl C ·1", ~ CS , 

where {a" ... , as} = b(n-k). 

We may look at these cochain groups in terms of sheaf theory. b can be con­
sidered as a covering of the set 1 b I. If the sheaf axioms are extended to nonopen 
coverings of a topological space, we readily see that a sheaf CjLj of piecewise 
constant, complex-valued functions on Ibl is obtained if we set 

CjLj(a) := C ·1" 

and extend it to unions of cones of b. (We could also consider open c;­

neighborhoods of the cones a and apply the original sheaf axioms of open 
coverings). 

The covering b of I b I corresponds to the open covering {X a }" E L of XL' and 
a n r is the counterpart of XiT n Xi:. 

To each group CjLj (a), we assign the OXE -module OXE (XiT), that is, to CILI' 
there corresponds the structure sheaf Ox E of XL. 

In general, let U := {Uj } be a covering of a set X. For our purposes, it suffices 
to assume that U has only finitely many elements U" ... , Ur. Furthermore, we 
suppose that an n-dimensional cell complex C exists such that 
(a) there is a bijective mapcp ofU into the set of maximal cellsofC, cp(Uj ) =: aj, 

j = 1, ... , r, 
(b) each (n - k)-cell of C is the intersection of at most k + 1 maximal cells, and 
(c) cp(Uil ) n ... n cp(Uim ) is a cell of C for any Uil , ... , Uim E U. 

Let F be a sheaf of functions defined in some way on the Uj • 

As examples, we have 

X = Ibl, U = b, F = CjLj, 

X = XL, and U = {XiT}"EL' F= o the structure sheaf, 

in both cases C := b. 
If r is an (n - k)-dimensional cell of C and ifr = aio n ... n ah (aio' ... , ah 

maximal), then, we set 

(1) 
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Let TI, ... , Ts be all (n - k)-cells of C. We call 
~k 

C (U, F) := F(Ur\) EB ... EB F(UrJ 

the k cochain group of U with coefficients in F. 
We wish to define a coboundary operator for these cochain groups. For any 

f E Ck(U, F), we set 

and 
k+1 

(dkf)· . '- ~(-I)j+lf,' ! 
10"'1,(:+1 .- ~ io···ij',·h+1 UiO···ik+I' 

j=O 

!;o"'!j".ik+\ meaning no .. ·ij_\ij+\ ... ik+\' For k E Z \ {O, ... , n}, we define 

(zero map). 

It is readily seen that we obtain a homomorphism 

dk : Ck(U, F) ---+ Ck+I(U, F). 

In particular, for k = 0, 

(d°f)ij = (n - fj)!u;nu j , if q;(Ui) n q;(Uj ) is an (n - I)-cell ofC. 

As in simplicial homology it is readily shown that dk dk- 1 = 0 so that im dk- I C 

ker d k • 

3.1 Definition. The group 

H(U, F) := ker dk / im dk- I 

is called the kth Cech cohomology group of X with respect to the covering U = 
{Xa }aEE and with coefficients in the sheaf F. 

Example 1. Let 1: be a complete fan in lR2 with two-dimensional (successive) 
cones aI, ... , ar , and let F be an invertible sheaf as defined in VII, 1. For f = 
(iI, ... , fr) E F(Xa\) EB··· EB F(Xa,), dO f = (fl - fz, h - h ... , fr-I -

fr, fr - fd, and HO({Xa }aEE, F) = ker dO = {(fl, ... , fl)}' 

Exercises 

1. Consider the (noncomplete) fan 1: := {lR>o e" lR>o e2, lR>o( -el - e2), {O}} 
in lR2, and letF be an invertible sheaf as i~ VII, 1.Find HO({Xa }aEE, F). 

2. Find the tech cohomology groups for 1:, consisting of a single n-cone and its 
faces. 

3. Prove explicitly that dk+1dk = O. 
4. Find all tech cohomology groups for one-dimensional toric varieties. 
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4. Cohomology of invertible sheaves 

We wish to calculate iIk({Xa }aEL' F) for an invertible sheaf F on XL as 
considered in VII, 1. First, we show that 

4.1 Lemma. Each element of a torus action on X L leaves the tech cohomology 
groups iIk({Xa}aEL' F) invariant. 

PROOF. ifJ leaves each U, fixed, hence, induces an isomorphism for each F(U,) 
and, therefore, an isomorphism of Ck(U, F) = F(U'l) EI1 ... EI1 F(U,,). This 
readily implies the lemma. 0 

If zm occurs in each flx-, dim r = n - k, with nonzero coefficient, then, zm 
generates a sybgroup iI~ of iIk({Xa }aEL' F). If not, we set iI~ = {O}. 

Clearly, H~ n H~, = {O} if m =I- mi. Therefore, we have a natural 
decomposition: 

v k v k 
4.2 Lemma. H ({Xa }aEL' F) = EBmEZ" Hm· 

So, the calculation of tech cohomology is reduced to the question of finding 
the iI~ for all m E 'l/. This question will be answered for invertible sheaves 
which correspond to polytopes. For that purpose, we use generalizations of the 
sheafCILI' as introduced in section 3. 

To begin with, we consider an arbitrary invertible sheaf F and the (real-valued) 
piecewise linear function h (on I I; I) by which it is described. For any m E 'l/, we 
set 

~(m) := {a E ~ I (m, x) ::: hex) for all x E a}. 

~(m) is a subfan of ~ and defines a toric variety X L(m) C XL. The piecewise 
constant functions g : I ~(m) I ~ C satisfying 

I - { Ca . la 
g a - 0 

if a E ~(m) 

if a rf. ~(m) 

define a sub sheaf of CILI which we denote by 

C(m) . 

There is a natural isomorphism of C(m) to CIL(m)1 (defined as CILI in section 3). 
C(O) = CILI ifh(x):::: o for all x E II;I· 

Furthermore, we define the following sheaf. Let 

I;(m) := {a \ 1I;(m)1 I a E I;} 

be a set of convex cones. They are, in general, neither open nor closed. Nevertheless 
we can define piecewise constant, complex-valued functions on such cones and 
obtain a sheaf which we denote by c(rn) because of 
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for any pair a, r E 1:. 

Example 1. Let I; be the fan OfJP>1 x JP>I in 1R2 (see VI, 3, Example 2) and define 
a piecewise linear function h on I; (Figure 3). Thus, 

hex) = XI + X2 for X E ai, I-Xl + X2 for X E ao, 

-Xl - X2 for X E a2, 

Xl - X2 for X E a3. 

We find form = 0, I;(m) = {1R;,:o el, lR;,:o( -ed, {O}}, I;(m) = {a; \IR el for i = 
0,1,2,3, lR>o e2, lR>o(-e2)}. The toric variety XL(m) is the complement of two 
"meridians" in XL. 

We define a homomorphism 

M : iIo(1:, CILI) ~ iIo (1: (m) ,C(m») 
V o 

as follows. Let fEe (I;, CILI). Then, 

MUla) = { tlaW':(m)1 

4.3 Lemma. The sequence 

if a ¢ I;(m) 

if a E I;(m). 

° ~ ker M ~ iIo(1:, CILI) ~ iIO(I;(m) , C(m») ~ ° 
is exact (t the inclusion map). 

PROOF. If a ¢ I;(m), then, a \ I I;(m) I contains all relative interior points of a so 
that the restriction map M is surjective. If a E I;(m), then, a \ 11:(m) I = 0, and, 
by setting Jl(!) = ° for all f E CILI(a), we also obtain a surjective map. t is, by 
definition, injective. 0 

We wish to calculate the groups iJk (,,£, C(m») from the groups 
iJk (,,£, CILI) and iJk(,,£(m), C(m»). For this purpose, we set up the following 

FIGURE 3. 
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diagram of chain complexes. 

000 

t t t 
o ~ COCE, C(m» ~ CO(E, CI1:I) ~ cO(E(m), c(m» ~ 0 

tdO tdO tdO 
o ~ C1(E, C(m» ~ C1(E, CI1:I) ~ c1(E(m), C(m» ~ 0 

t d 1 t d1 t d1 

By Lemma 4.3, we find CO(E, C(m» = ker J.L (J.L applied to CO(E, q1:I»' From 
the definition of the coboundary operators d i , we readily see that the exactness 
of the first "horizontal" sequence (Lemma 4.3) carries over to the exactness of all 
"horizontal" sequences. We obtain a long, exact, cohomology sequence 

o ~ iIo(E, C(m» ~ iIo(E, CI1:I) ~ iIO(E(m), C(m» ~ ... 
~ iIk(E, C(m» ~ iIk(E, CI1:I) ~ iIk(E(m), C(m» 

~. v k+l 
~ H (E,C(m» ~ .... 

From now on, we need additional assumptions for E and E(m)' 

4.4 Lemma. Suppose int(IEI \ IE(m)D is an open ball. Then, 

v k 
(a) H (E, CI1:I) = 0 for k > 0, 

(b) iIk(E(m), C(m» = 0 for k > O. 

PROOF. 

(a) We remind ourselves that iIk(E, CI1:I) is an interpretation of ordinary co­
homology of E with coefficients in C. Using the fact proved in algebraic 
topology that Hk (I E I, C) does not depend on the decomposition of I E I, we 
obtain 

v k k k 
H (E, CI1:I) = H (E, C) = H (lEI, C). 

The latter group is known to be 0 for k > 0, so (a) follows. 
(b) Here, the arguments are essentially the same as in (a), it does not matter if a 

cone is closed or not. 
o 

4.5 Lemma. Let E be complete, and let F be an invertible sheaf on X 1: which 
can be represented by a convex (not necessarily strictly convex) piecewise linear 
function h (so that X 1: is not necessarily projective; see VIT, Theorem 2.2). 

(a) If for m E '£," 

(1) (m, x) :::: h(x) for all x E jRn 
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(b) 

jJO({Xa}ae'E, F) = {C ifm E .p, 
m 0 otherwise. 

PROOF. We consider the above long, exact, cohomology sequence. If we apply 
Lemma 4.4 to it, we see that ilk('E, C(m» = 0 for all k > O. So it remains to be 

v k ,..... v k 
shown that Hm = H ('E, C(m»' 

A rational function f lies in ker dO if and only if it is the restriction of a regular 
function on each Xa, a E 'E, that is if it is given by a global section of F, 
f E F(X'E)' From the definition of il~, f E il~ if f = czm , c E C. 

Now, from VII, Theorem 1.10 and Definition 3.6, we know that f E F(X'E) 
if and only if m lies in the F-polytope P. This is, in tum, equivalent to (1). 
Therefore, for m E P, each a E 'E lies in 'E(m) so that il~({Xu }ae'E, F) = C. If 
m ¢ P,then,czm ¢kerdo,and,hence,il~({Xu}ae'E,F) = O. But, we also have 

v 0 . 
H ('E, C(m» = Cor 0,1: = 'E(m) or 'E \ 'E(m) =f. 0, respectIvely. Therefore the 
starting points of the boundary operations, by which the higher tech cohomology 
sequences are defined, are the same, so that il~ ~ ilk ('E, C(m» for all k E Z. 0 

Lemma 4.5 and Lemma 4.2 imply Theorem 4.6. 

4.6 Theorem. Let'E be complete, and let F be an invertible sheaf ofC-valued 
rational functions on X'E which can be represented by a piecewise linear convex 
function h. Then 

vk 
H ({Xu}ae'E, F) = 0 fork> 0, 

and 

v 0 
rank H ({Xu }ae'E, F) = G(P), 

the number of lattice points in the polytope P with support function h (see IV, 6). 

Exercises 

1. Show that Lemma 4.2 does not hold for Example 1. 
2. Find ilk({Xu }ae'E, F) for 'E consisting of one n-cone and its faces and:F an 

arbitrary T -invariant invertible sheaf on X'E' 
3. Work out explicitly the long, exact, cohomological sequence in the case of 

pi x pi (a fan, as in Example 1) and F defined by P = conv{O, ed. 
4. LetFI, F2 be two invertible sheaves on X'E' Find ilk ({Xu }ae'E, FI ® F2) from 

v k • 
H ({Xu}ae'E,F;),1 = 1,2. 
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5 The Riemann-Roch-Hirzebruch theorem 

Let X E be a smooth, projective toric variety. We will apply the results of section 4 to 
a study of the Euler characteristic of a toric Cartier divisor assigned to a polytope P 
and discuss its calculation by combinatorial data of P. For a definition of the Euler 
characteristic (following Hirzebruch), we use the language of invertible sheaves. 

5.1 Definition. If F is an invertible sheaf of rational functions on a toric variety 
X E , we call 

11 

X(XE,F):= l)-l)jrankHj({X,duEE,F) 
j=O 

the Euler characteristic of F. 

Theorem 4.6 implies Theorem 5.2. 

5.2 Theorem. IfF is given by an upper convex piecewise linear function h such 
that -h is the support function of a polytope P, then, 

x(XE,F) = G(P), 

the number of lattice points in P. 

It is possible to calculate X (X E, F) via the Chow ring of X E by using the so­
called Riemann-Roch-Hirzebruch theorem. At the moment, the formula obtained 
is not known to have a "toric" proof. We assume it to be true without proof. 
Because of Theorem 5.2, it provides a method for counting the number of lattice 
points in P. As we mentioned in the introduction to this book, the Riemann-Roch­
Hirzebruch theorem is the only example we present of combinatorial information 
obtained from algebraic-geometric information. In all other cases we have deduced 
algebraic-geometric facts from combinatorial-geometric ones. 

5.3 Definition. Let U1, ••• , Uk be the variables in the Chow ring, as introduced 
in VII,S. We set 

cp := " U··· U ~ II lp' 
{i l , ... , ip} C {I, ... , k} 

and call cp the pth Chern class of XE, p = I, ... , n. We, also we set Co = 1. 

Remark. The Ui can be identified with the divisors D(}i which are also bijectively 
assigned to the I-cones of I;. Then, CI is identified with the anticanonical divisor 
which we have introduced in VII, 8. We do not discuss, here, the general topological 
meaning of Chern classes. Our definition is pragmatic and concentrates on the torie 
situation. 
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5.4 Definition. Letthe symbols YI, ... , Yll (in an algebraic extension of the Chow 
ring) be indirectly defined from 

(l + YI) ... (l + Yn) = Co + CI + ... + Cn 

as solutions of the equations 

L Yjl'" Yjp = cp , 

jl <"'<jp 

UI, ... ,jp} C {l, ... ,n}, 

which show on the left sides the elementary symmetric functions in YI, ... , Yn' 
Then, we call the term of order p in the formal Taylor expansion of 

(1) 
YI Yn 

the pth Todd class Tdp of x.E , p = 0, ... , n, where Tdo := 1. 

Remark. It can be shown from the multiplication rules in the Chow ring that 
Tdp = ° for p > n. The first terms are 

1 1 2 1 
Tdo = 1, Td l = 2 CI, Td2 = 12 (cI + C2), and Td3 = 24 CI C2· 

Considering the bijective assignments for Oi E ~(l), 

we also have the biunique correspondence 

between the monomials of greatest order in Ch X E and the intersection form for 
the respective divisors. So, we assign to eaeh Vii' .. Vi" a number in Z. For the 
sake of abbreviation, we write Vi = D{!; and Vii' .. Vi" = (D{!;I.··· D{!;,,) = 
D{!;I··· D {!;,,' 

Now, we present the main result in a torie version (Oi = lR:::o ai, i = 1, ... , k). 

5.5 Theorem (Riemann-Roch-Hirzebruch). Let X E be a smooth, projective toric 
variety and let D = - L;=I h(ai)D{!; be a Cartier divisor assigned to a polytope 
P with support function h. For the invertible sheaf F defined by P, 

(2) 

Example 1. Hirzebruch surface ttr (compare VII, 5, Example 1): We consider 
the polytope P as in Figure 4. 

The support function h of P has values 

heal) = -1, h(a2) = -1, h(a3) = 0, andh(a4) = O. 
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(1,r+1) 

(0,0) (1,0) 

FIGURE 4. 

Therefore, 

x(XE , F) = G(p) 

1 1 ( 2 ) O! . 1 . 12 (DQ, + DQ2 + DQ3 + D(4 ) + 4 

1 1 
+ 1! (DQ, + DQ) . 2 (DQ, + DQ2 + DQ3 + D(4 ) 

1 2 + 2! (DQ, + D (2 ) • 1 

1 1 
= 1 + 2 (r + 4) + 2 (r + 2) = r + 4 

which is, in fact, the number oflattice points of P, as directly obtained from Figure 
4. 

It is remarkable that Theorem 5.5 provides a formula for G (P) in which only data 
of b and the values of the support function h of P in the direction of facet normals 
occur. So, in particular, if P is replaced by a strictly combinatorial equivalent 
copy pi, only the values of h(ai) in (2) change. If pi becomes very large, a direct 
counting of the lattice points of P might fail, but (2) remains calculable. 

Remark. Further results about counting lattice points can be obtained by com­
bining the Riemann-Roch-Hirzebruch theorem and Ehrhart's theorem (IV, 6.); see 
Fulton's book [1993] (further references in the Appendix to this section). 
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Exercises 

1. By Theorem 5.2, verify that G(P) = 7 in the hexagon associated with a del 
Pezzo surface (see VII, 8). 

2. Given any cube associated with the fan of ]pI X]pl X ]pI, calculate G(P) by 
Theorem 5.2. 

3. Find an alternative proof of Ehrhart's theorem (W, 6) by using Theorem 5.5. 

4. a. Prove a theorem analogous to Minkowski's theorem (IV, Theorem 3.2), and 
introduce mixed lattice point numbers. 

b. Find properties of mixed lattice point numbers analogous to those of mixed 
volumes (IV, 3). 



Summary: A Dictionary 

Combinatorial Convexity 
Lattice cone a 

-regular 
-simplex cone 

Face T of lattice cone a 
Lattice point m = (ml, ... , m") 
Summ +m' 
Monoid a n '1.," 

Lattice '1.," 

Fan ~ 
-complete 
-regular 
-simplicial 
-strongly polytopal 

Join ~' . ~" of fans ~', ~" 
Regular stellar subdivision 
Inverse regular stellar subdivision 
Star st(a, ~) of a E ~ 

Unimodular transformation of]R" 
Map of fans L 
Lattice polytope P 

associated with ~ = ~(P) 
Fano polytope 
Simplex 
Regular simplex 
Direct sum PI EB P2 

of summands PI, P2 of P 
Lattice polytope strictly combinatorially 

isomorphic to P 
Virtual polytope P 
Combinatorial Picard group Pic ~ 
Polytope element P(P') 
Minkowski sum P' + P" 

Algebraic Geometry 
Affine toric variety X a 

-smooth 
--{juasi-smooth 

Subvariety Xr of X" 
Monomial zln = zln, ... Zlli" 

,1 , n 
Product Zlli . zln = zln+m 
Spectrum spec C[a nz"] 
Torus T = C'" = spec C[Z"] 
Toric variety X I: 

-compact 
-smooth 
--{juasi-smooth 
-projective 

Fiber bundle X I:'.I:" with typical fiber XI:' 

Blowup 
Blowdown 
Invariant toric subvariety of X I: 
Algebraic isomorphism of X I: 
Toric morphism i 
Projective toric variety X I: = X I:(P) 

Toric Fano variety 
Weighted projective space 
Projective space 

Product space X I:(P,) x X I:(P2) 

Ample T -invariant Cartier divisor of X I:(P) 

Invertible sheaf F 
Picard group Pic X I: 
Ample invertible sheaf F(P') 
Tensor product F(P') ® F(P") 
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Support function of P' strictly 
combinatorially isomorphic to P 

Virtual support function 
I-cone Q of L 
System L(I) == {QI, ... , Qd 

of all one-dimensional cones of L 
Volume V(P I ) of pi multiplied by n! 

Mixed volume V(P1, ••• , Pn) 

of summands PI. ... , Pn of P 
Alexandrov-Fenchel inequality 
Number of edges [mo, mil of P, 

mo a vertex of P 

for which (m, m' - mo) > 0 
relative to given m E Zn 

L:;:I( _1)i+1 (;)fi, 
where fi is the number of 
i -dimensional faces of a 
simplicial fan L == L(P) 

Number G (Po) of lattice points 
in the summand Po of P 

Ample T -invariant Cartier divisor 
Dpi of XY.(P) 

T -invariant Cartier divisor 
Special Cartier divisor DQ 
Canonical divisor (first Chern class) 

DQI + ... + Dllk 
Self-intersection number 

(Dpr.··· .Dp') of Dpi 
Intersection number (D PI • ••. • D P,) of the 

Cartier divisors D PI ' ••. , D P" 

Hodge inequality 
Half the index of the Morse function j(m) 

of X Y.(P) in the zero-dimensional 
orbit defined by mo 

Betti number f321 == rank H21 (X y.; Z) 

Euler characteristic X(Xy'(P), F(Po)) 



Appendix 

Historical notes, commentaries, additional exercises, research problems, suggestions 
for further reading 

HN Historical notes 
C Commentaries 

AE Additional exercises 
RP Research problems 

SFR Suggestions for further reading. 

Introduction 

HN For more about Minding's contributions (around 1841) and the recent work of Russian 
authors (Bernstein, Kouchnirenko), see the historical notes in Khovanskii [1988]. Concern­
ing the development of toric varieties see Demazure [1970], Kempf, Knudson, Mumford, 
and Saint Donat [1973], Danilov [1978], Oda [1988]. 

PART 1 Combinatorial Convexity 

Chapter I Convex bodies 
HN The general theory of convex bodies was developed by Minkowski around 1900, 
relating it to the isoperimetric problem and other parts of analysis. A first survey of results 
is Bonnesen and Fenchel [1933]; see also Blaschke [1916]. A.D. Alexandrov introduced 
convex body theory into differential geometry; see Busemann [1958], Burago and ZalgaUer 
[1988]. In the latter book, one finds more on inequalities in convex body theory; see also 
LeichtweiB [1987]. We do not quote references concerning the influence of convex body 
theory in functional analysis. About measure theoretic aspects, geometric probability, and 
integral geometry, see Schneider [1993]. 

1. Convex sets 

AE 5. If M C ~" is convex, then the set of interior points of M and the set of relative 
interior points of M are also convex. 
6. Affine transformations L : JR" ---+ JRm preserve convexity. 
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7. Given asetX C R",definej(X):= UUEx[x,y].Findtheleastkforwhich/(X) 
(= j 0 ···0 j(X) equals conv X. . 

8. Suppose a ray {x + ta I t E R;::ol emanating from a point x of a convex set C C R" is 
contained in C. Then for each y E C also (y + fa I t E R;::ol C C. 

2. Theorems of Radon and Caratheodory 

HN See references about Radon and Caratheodory in Griinbaum [1967). 
AE, SFR About Helly type theorems, see Griinbaum [1967], p. 22 and 126. About Radon's 
theorem, see Eckhoff [1979), [1993). 

3. Nearest point map and supporting hyperplanes 

HN,C The use of the nearest point map for developing the basics of convex body theory 
in P. McMullen, G.C. Shephard [1971] had been proposed by this author. We shall also 
use it in what follows. About Busemann and Feller's lemma, see the literature quoted in 
Busemann [1958). 

4. Faces and normal cones 

AE 5. A closed convex set K is bounded if and only if 1; (K) covers R". 

5. Support function and distance function 

AE 5. Define W K (u) := h K (u) + hK (-u) for unit vector u to be the width of K in direction 
u. 
(a) wdu) = wK+Au) for any x E R". 
(b) Find an example of a planar convex body of constant width (w K (u) independent on u) 
which is not a circular disc. (Use three circular arcs having midpoints on the other arcs.) 
(c) Find analogs of (b) in R? 
(d) The spherical balls are the only centrally symmetric convex bodies of constant width. 
A series of nice problems about convex bodies of constant width can be found in Jaglom 
and Boltjanskij [1956]. 

6. Polar bodies 

AE 5. Find K* for K in Figure 6. 
6. Find an example of a convex body K which has a finite posItive number of 
one-dimensional faces and no two-dimensional faces. What does K* look like? 

Chapter II Combinatorial theory of polytopes and 
polyhedral sets 

HN The first systematic treatment of this subject is in the book of Griinbaum [1967]. We 
largely follow McMullen-Shephard [ 1970] (compare our remarks in HN,C of I, 3). 
SFR More material on the combinatorial theory of polytopes can be found in Ziegler 
[1994]. The reader interested in connections to optimization may also consult Stoer and 
Witzgall [1970]. 
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1. The boundary complex of a polyhedral set 

HN Theorem 1.2: see Krein-Milman [1940], which refers, more generally, to convex sets 
in vector spaces of arbitrary dimensions. 

2. Polar polytopes and quotient polytopes 

C Our definition of P / F is more concrete than the definition given in McMullen and 
Shephard [1971], p. 69-71. 
SFR For quotient polytopes a "global" counterpart to the "local" notion used here is that 
of fiber polytopes; see Billera and Sturmfels [1991], Reiner and Ziegler [1994], and Ziegler 
[1995]. 

3. Special types of polytopes 

SFR A class of polytopes generalizing cyclic polytopes is that of so-called neighborly 
polytopes; see McMullen and Shephard [1971], pp. 90-93. About regular polytopes, see 
Coxeter [1973]. 

4. Linear transforms and Gale transforms 

HN We follow the treatment in McMullen [1979] which, in tum, is partly based on Ewald 
and VoS [1973]. Application of Gale transforms to polytope theory was introduced by Perles 
(see Griinbaum [1967], p. 108). 
SFR About Gale transforms and toric varieties, see also Oda and Park [1991]. 

5. Matrix representation of transforms 

AE 5. Let X again be a finite set of points, and let G be a group of affine transformations 
mapping X onto itself. Then, we can assign to X a Gale transform X with an affine symmetry 
group G such that the same assignment applied to X, G leads back to X, G. (See Ewald 
and VoS [1973] and McMullen [1979]). 

6. Classification of polytopes 

HN, SFR Theorem 6.4 can be generalized to polytopes with n + 3 vertices, Lloyd [1970]. 
Also, the classification problem has been solved for a number of other classes of polytopes; 
c.f. Bokowski and Shemer [1987]. 
AE 5. Find a 3-polytope P other than a pyramid which is combinatorially equivalent to 
po. 

RP The combinatorial classification of polytopes under reasonable restrictions is a 
worthwhile field of research. Besides restricting the number of vertices, assumptions on 
combinatorial symmetries can be made (Ewald and VoE [1972], Ewald [1979], Ewald, 
Kleinschmidt, and Schulz [1976]). 

Chapter III Polyhedral spheres 

1. Cell complexes 

HN Cell complexes have played an essential role in the development of algebraic topology, 
originally called combinatorial topology. In text books on topology, they are often restricted 
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to simplicial complexes. Cell complexes are of particular importance in the so-called p.l. 
topology (piecewise linear). For references, see Rourke and Sanderson [1972]. 

2. Stellar operations 

HN See Rourke and Sanderson [1972] about stellar subdivisions in topology. Theorem 2.1: 
see Griinbaum [1967], p. 80. 
C According to an unpublished paper by Morelli, the problem mentioned in the text is 
solved in the affirmative. 
AE 5. Call the maximal distance between vertices of a cell F the diameter of F. Given 
any cell complex and any c: > 0, there exists a k E Z:!o, such that each cell of fJk(C) 
(fJk : = fJ 0 .•• 0 fJ, k times) has diameter less than c:. 
6. Subdivide a tetrahedron and a cube (together with their faces considered as cell complexes) 
by a finite succession of stellar subdivisions, such that the resulting cell complexes are 
isomorphic. 
7. Let L be a fan in ]R3 for which pos ILl = ]R3. Find a complete fan L' :J L with 
L'(l) = L(l). 

8. Find a fan L in ]R4 for which pos I L I = ]R4 but each complete L' :J L satifies L,(l) =I­
L(l) . 
SFR Ewald and Shephard [1974], Ewald [1978], Pachner [1987], [1991]. 

3. Euler and Dehn-Sommerville equations 

HN The proof of Theorem 3.1 generalizes an idea of Griinbaum [1967], Chapter 8, applied 
to polytopes. The same is true for Theorem 3.3. 
SFR See an extended Euler theorem in Bjomer and Kalai [1988]; also compare Barvinok 
[1992], Bj6mer [1986]; Bj6mer and Kalai [1989]; Chan [1994]. About generalized Dehn­
Sommerville equations, see Bayer and Klapper [1991]. One of the greatest achievements in 
polytope theory is the characterization of all lattice vectors which are f -vectors of polytopes. 
McMullen had stated a conjecture (McMullen and Shephard [1971], p. 179). The necessity 
of his conditions were shown by Stanley [1980] (using commutative algebra and toric 
varieties). McMullen [1993b], [1995] has replaced the algebraic geometric arguments in 
Stanley'S proof by those of polytope algebra. Billera and Lee [1980] proved the sufficiency. 
See also Oda [1991]. 

4. Schlegel diagrams, n-diagrams, and polytopality of spheres 

HN Schlegel diagrams: see Schlegel [1883], Griinbaum [1967]. About diagrams not iso­
morphic to Schlegel diagrams, see Griinbaum [1967], 11.5. Barnette sphere: see Barnette 
[1970]. The Steinitz problem has been solved (in the affirmative) for polytopes with, at 
most, n + 3 vertices by Mani [19721 and Kleinschmidt [19761. 
SFR For a survey article on polytope complexes, see Klee and Kleinschmidt [1992]. See 
also Bokowski and Sturmfels [1989]. 
RP It is one of the big unsolved problems in combinatorial geometry to find necessary 
and sufficient conditions for the polytopality of polyhedral spheres (Steinitz problem). 
Under suitable restrictions, the problem can be attacked. About a new development, see 
Richter-Gebert [1995], Richter-Gebert and Ziegler [1995]. 
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5. Embedding problems 

HN The example in Theorem 5.2 is due to C. Schulz [1979]. Theorem 5.3: see Ewald and 
Schulz [1992]. 
SFR About related embedding problems, see Sarkaria [1988], [1991]. 

6. Shellings 

HN Theorem 6.1: Bruggesser and Mani [1971]. 
SFR See a detailed analysis about shellings in Danaraj and Klee, [1974]; see also Ziegler 
[1994], Lickorish [1991]. 
About shellability and Cohen-Macaulay complexes, see Kind and Kleinschmidt [1979]. 

7. Upper bound theorem 

HN Stanley [1975] has extended the upper bound theorem to simplicial spheres by using 
Cohen and Macaulay rings. See a further paper on "polytope algebra": McMullen [1991]. 
See Barnette [1973], Kleinschmidt and Lee [1984], Brfimdtstedt [1982], McMullen and 
Walkup [1971]. 
SFR As an analog to the upper bound theorem, there is a lower bound theorem. Detailed 
information about this can be found in Bnlmdstedt [1983]. Also compare Lee [1992]. 

Chapter N Minkowski sum and mixed volume 
HN The theory of mixed volumes is a vital part of Minkowski's original work on convex 
bodies. It provides the basis for a solution of the isoperimetric problem. For a survey of 
recent results, see Schneider [1985], [1993]. After Bernstein [1976] and Teissier [1979] 
discovered the relationship between mixed volumes and intersection numbers in algebraic 
geometry, the theory has attracted new interest. 

1. Minkowski sum 

AE 5. Find convex bodies K, L of any given dimension n > 1 which are not balls, such 
that K + L is a ball (compare additional Exercise 5 of I, 5). 
6. The Minkowski sum of affine subspaces L, M of]Rn is an affine subspace. How does the 
dimension of L + M depend on the dimensions of L and M? 
7. Find three sets A, B, C in ]R2, such that A + B, A + C, B + C are not convex but 
A + B + C is convex. 
SFR About zonotopes, see McMullen [1971], Shephard [1974], Stanley [1989]. About 
decomposability of polytopes (with respect to Minkowski sum), see Smilansky [1986], and 
Meyer [1974]. 

2. Hausdorff metric 

HN Theorem 2.7: Our proof is different from the original one by Blaschke [1916]; see 
Hadwiger [1955], p. 20. 
AE 5. Extend the Hausdorff metric to arbitrary compact subsets of]Rn . 
6. In the definition of Hausdorff distance replace the unit ball by a fixed n-dimensional 
convex body. Show that convergence in the new distance is equivalent to that in Hausdorff 
metric. 
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3. Volume and mixed volume 

AE 5. Any centrally symmetric convex body in ]R2 is the limit of a sequence of zonotopes 
(see Exercise 4) in the Hausdorff metric. 
SFR A survey of recent results about mixed volumes is in Sangwine-Yager [1993]. 

4. Further properties of mixed volumes 

SFR More on shadow boundaries is in Shephard [1972]. About a characterization of mixed 
volumes, see Firey [1976]. 

5. Alexandrov and Fenchel's inequality 

HN A detailed version of the classical proof by Alexandrov and Fenchel can be found 
in LeichtweiB [1980] and in Schneider [1993]. Concerning equality, see Ewald [1988c]; 
Ewald and Tondorf [1994]. 
SFR Schneider [1985], and Stanley [1981]. 
RP There is a good chance to find new results on the equality case by using the method 
presented here. Compare Ewald and Tondorf [1994], Gartner [1996]. 

6. Ehrhart's theorem 

HN Original proof in Ehrhart [1977]. 
SFR An alternative proof can befound in Brion [1988], simplified by Ishida [1990]. See also 
Stanley [1986], MacDonald [1971], Hibi [1991], Wills [1989], a survey article: Gritzmann 
and Wills [1993], 4.2. About a related question, see Brion [1992]. 

7. Zonotopes and arrangements of hyperplanes 

HN Theorem 7.5 is due to Coxeter [1962]. 

Chapter V Lattice polytopes and fans 

1. Lattice cones 

C We use the terminology "simplex cone" for what is usually called a "simplicial cone". 
As polytopes are called "simplicial" if all their proper faces are simplices, it seems more 
reasonable to reserve the notion "simplicial" to cones whose proper faces are simplex cones. 

2. Dual cones and quotient cones 

AE 5. Generalize the notion of a cone to a = pos M for any set M C ]Rn. Then, the dual 
cone a is also well-defined. 
(a) Does "M closed" always imply "a = pos M closed"? 
(b) Find a cone a = pos M with apex 0, M a set of lattice points that is not a polyhedral 
cone but topologically closed. 
(c) If a = pos M for a set of lattice points, then, also, a = pos M' for a set M' of lattice 
points. 

3. Monoids 

AE 5. Let a be a two-dimensional cone in]R2 with apex O. 
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(a) conv{(a n Z2) \ to}} is a polyhedral (unbounded) set with at most five vertices. 
(b) Find generators for the monoid a n Z2. 
6. Find a (nonsaturated) monoid S, such that S \ {a} is no monoid for any a E S. 
SFR About the algebraic theory of monoids, see Trung and Hoa [1986]. More about 
monoids and toric varieties in Rentzsch [1991]. 

4. Fans 

HN Shephard's criterion (Theorem 4.3) in Shephard [1971]. Theorem 4.4 is a new result. 
See Oda's criterion (Theorem 4.6) in Oda [1978], [1988], Miyake and Oda [1975]. About 
the relationship between zonotopes and systems of hyperplanes (arrangements), see IV, 7. 

5. Combinatorial Picard group. 

HN Theorem 5.9 for complete :E is due to Eikelberg [1992a], partly based on results by 
Smilansky [1986a]. Here we present a simplified version of the proof. The most general 
version of Theorem 5.2 can be found in Rentzsch [1991] (formulated in algebro-geometric 
language; compare VII. 2 below). 

6. Regular stellar operations 

HN Theorem 6.1 in Miyake and Oda [1975]. Farey's lemma (Lemma 6.2): see Rademacher 
[1964]. Proof of Oda's weak conjecture for n = 3 proved in Danilov [1983]; a gap in the 
proof filled in by Ewald [1987]. For arbitrary n, Oda's weak conjecture has been shown 
by Wlodarczyk [1992] and by Morelli [1994]. Oda's strong conjecture for arbitrary n is 
supposed to have been solved by R. Morelli. 

7. Classification problems 

HN, SFR A large number of classification results can be found in the books ofOda [1978], 
[1988]. In Kleinschmidt [1988], all regular complete n -dimensional fans with combinatorial 
Picard number, at most, 2 have been characterized. Batyrev [1991] has extended the result 
to Picard number 3. In Gretenkort, Kleinschmidt, and Sturmfels [1990] it is shown that a 
strongly polytopal fan need not have a combinatorially isomorphic copy which is regular. 
RP Admit Picard number larger than 3 but restrict the fans by the existence of symmetries 
(central, axial, or others), and find further classification results. (For the combinatorial 
aspects, compare RP in II,6). 

8. Fano Polytopes 

HN Theorem 8.2: Our proof is a simplified version of the original proof in Klyachko and 
Voskresenskij [1985]. 
RP 1. The maximal possible number of vertices a Fano polytope can have is limited. The 
exact bounds for n > 3 are not known. Batyrev's conjecture: If P is an n-dimensional 
Fano polytope with fo(P) vertices, then, fo(P) ~ 3n for n even, fo(P) ~ 3n - 1 for n 
odd. Some results in Klyachko and Voskresenskij [1985]; Batyrev [1982b], [1986], Evertz 
[1988]. 
2. Investigate generalized Fano polytopes defined as polytopes P with only 0 as interior 
point and facet hyperplanes of the form (a, x) = I, a a simple lattice vector. Compare 
Batyrev [1992b], Koelman [1992]. 
SFR Batyrev [1982a), [1992]; Demin [1981]; Ewald [1988a] 
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PART 2 Algebraic Geometry 

Chapter VI Toric varieties 

HN, SFR As standard texts about the introduction of toric varieties into the theory, we 
mention Oda [1988], Kempf, Knudsen, Mumford and Saint Donat [1973]; Danilov [1978]; 
and the paper Demazure [1970]. Short introductions can also be found in Teissier [1982]; 
Brylinski [1977]; Audin [1991]; and Fulton [1993]. About another relationship between 
combinatorial and algebraic geometry, see Barthel, Hirzebruch and Hofer [1987]. 

I. Ideals and affine algebraic sets 

HN, C Hilbert's Nullstellensatz: We follow the proof in Brodmann [1989], p. 59, which 
assumes the underlying field to have uncountably many elements. There exist many more 
general versions and proofs for the theorem. 
SFR As standard books on algebraic geometry, we mention Hartshorne [1977] and Sha­
farevic [1974]. For the reader who understands German, we recommend Brodmann [1989], 
a book with detailed and well-illustrated proofs for all theorems. 

2. Affine toric varieties 

C In all available texts on the introduction of toric varieties, some knowledge of algebraic 
groups is preassumed, and a coordinate-free definition of toric varieties is presented. Our 
less elegant approach is accessible without knowledge of algebraic geometry or algebraic 
groups. 
AE 5. Let iT, T be cones such that iT - iT and T - T are complementary linear spaces. How 
does Xa+r depend on Xa and X r ? 
RP In Theorem 2.7 if the number of binomials can be limited to q - n, we call Xa a 
complete intersection of its relation hypersurJaces defined by the binomials. Find all such 
complete intersections, possibly under suitable restrictions for iT. (About affine complete 
intersections in the ordinary sense, see Nakayima [1986] and Hamm [1990]). 

3. Toric varieties 

AE 5. Describe the toric variety obtained from X I; = WZ X pI (Example 4) if all three­
dimensional cones are deleted in E. 
6. Find Mc(XI;) for Examples 6 and 7. 
7. If the fans E', Elf are contained in complementary subs paces of ffi.n , describe XI;' XXI;" 
as a toric variety. 
SFR About higher-dimensional analogs of Hirzebruch varieties (Hirzebruch [1951 D, see 
Kleinschmidt [1988]. Concerning manifolds with comers (which will indirectly occur again 
in VII, 7), compare Jurkiewicz [1985]; Oda [1988]. On quotients of toric varieties (related 
to fiber polytopes; compare II, 2 SFR), see Kapranov, Sturmfels, and Zelevinsky [1991]. 
An interesting property of toric varities is in Wlodarczyk [1993]. Compare also Batyrev 
[1993], [1994], Batyrev and Meln'nikov [1986], Fine [1989]. 

4. Invariant toric subvarieties 

AE S. For any n > 2, find a complete toric variety XI; whose invariant toric subvarieties 
(except XI;) are regular, but each Xii-, dim iT = n, is not regular. 
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6. If k is the maximal dimension of faces of a fan E in ~n , what is the minimal dimension 
of an invariant toric subvariety of XL? 

5. Torus action 

SFR For a general background in algebraic groups, we recommend Borel [1969] and 
Springer [1981]. About a relation between toric varieties and complex-symmetric spaces, see 
Lehmann [1989]. Compare also Bialynicki-Birula [1973], Bialynicki-Birula and Sommese 
[1973]; Fine [1993]. 

6. Toric morphisms and fibrations 

C Example 3: The real part of HJ is a typical "nonorientable" surface, as considered in 
topology. One should note, however, that HI> as a complex surface, that is, a topological 
four-dimensional manifold, is orientable: All smooth complex manifolds have this property, 
as is shown in complex analysis. 
SFR About toric morphisms, Reid [1983], Crauder [1984]. 

7. Blowups and blowdowns 

HN The idea of "blow-ups" is due to H. Hopf (first version in 1931) and is also called 
Hopf's (J -process. Its characterization for toric varieties by a regular stellar subdivision has 
been discovered by Miyake and Oda [1973]. 
SFR The Oda conjectures reduce to combinatorial problems; see Appendix of V, 6. 

8. Resolution of singularities 

AE 5. Let (J consist of a cone (J with apex 0 and allfaces of (J, so that XL can be embedded 
in a Cq according to section 2. Suppose 0 E Cq , is an isolated singularity of XL' Consider 
Cq , also as an X LO with Eo consisting of a regular q-dimensional simplex cone and its faces. 
How many blowups of X LO in 0 are needed to resolve the singularity of XL? 
HN, SFR Toric varieties of dimension two admit at most so-called cyclic quotient singu­
larities. The minimal resolutions of these singularities were first studied by F. Hirzebruch 
[1953] by means of continued fractions. A combinatorial version in Oda [1988], pp. 24-
37. About quotient singularities in higher dimensions, see Ehlers [1975]. A contribution 
also in Ewald and Spazier [1994]. - For canonical combinatorial algorithms of resolv­
ing three-dimensional toric singularities, see Aguzzoli and Mundici [1994], Bouvier and 
Gonzales and Sprinberg [1992], [1995]. - Important classes of singUlarities are canoni­
cal and terminal singularities were introduced by Reid [1980]. They occur in Mori theory 
(a survey can be found in Reid [1987], Kollar [1987]). About the toric version of Mori 
theory, see Reid [1983a]; Oda [1988]; Oda and Park [1991]. Reid [1983a] and Ishida and 
Iwashita [1986] gave a combinatorial classification of canonical three-dimensional toric 
singularities. Similar classification results for canonical three-dimensional and terminal 
four-dimensional quotient singularities can be found in Morrison and Stevens [1984] and 
Morrison [1985]; see also Pouyanne [1992]. - So-called Gorenstein singularities are spe­
cial canonical singularities. About their combinatorial characterization, see Stanley [1978]; 
Ishida [1980], Miranda [1985], Reid [1989]. On "crepant" resolutions, see Markushevic, 01-
shanetzky, and Perelonor [1987], Roan and Yau [1987], Roan [1989] for the case of abelian 
quotient singularities, Batyrev [1994] for the general case. A constructive crepant desingu­
larization algorithm following Reid's general reduction strategy (Reid [1980], [1983b]) in 
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Dais, Henk, and Ziegler [1996]. For various topological investigations and desingularization 
methods of hypersurfaces or complete intersections being embedded in affine toric varieties 
(or appropriate compactifications thereof), see Khovanskij [1977], [1978], Kouchnirenko 
[1976], Danilov and Khovanskij [1987], Oka [1979] to [1993b]; Hamm [1990], Morales 
[1984]; Tsuchichashi [1991a], [1991b]; Ishida [1991]; Batyrev [1993a]; Batyrev and Cox 
[1994]; Cattani, Cox and Dickenstein [1995]; Cox [1995c]; Ishii [1995]. - About an ideal­
theoretic approach to the general desingularization process of toric varieties (Theorem 8.5) 
see Kempf, Knudsen, Mumford, and Saint and Donat [1973], pp. 31-40, Brylinski [1980]. 
- The so-called deformation theory of toric varieties and toric singularities has mainly 
been developed by K. Altmann [1991] to [1995]. 
RP As one of the numerous open problems about singularities of toric varieties, we mention 
the classification of canonical and terminal singularities in higher dimensions following 
Morrison and Stevens [1984] and Morrison [1985]. A combinatorial problem, hereby, is 
that of finding a substitute for White's lemma [1964] which holds for n = 3 but not for 
n > 3 (for counterexamples see Wessels [1989]). 

9. Completeness and compactness 

SFR About alternative proofs for Theorem 9.1, see Oda [1988], p. 16. Concerning Theorem 
9.3, see Sumihiro [1974], Oda [1988], p. 17. Related questions of compactification in Ash, 
Mumford, Rapoport, and Tai [1975]. 

Chapter VII Sheaves and projective toric varieties 

1. Sheaves and divisors 

C We choose a restricted definition of sheaf. About the general notion, see, for example, 
Hartshorne [1977] or Shafarevic [1974], where sheaves also occur in the definition of 
generalized algebraic varieties (schemes). 
SFR A simplified definition of sheaves can also be found in Springer [1981]. 

2. Invertible sheaves and Picard group 

HN About the equivalent group Pic :E, see V, 5 and the references there. In the case X E 

is compact, the results on Pic X E can also be obtained by topological means; see Fieseler 
[1991]. 
AE 5. If X E is an XE,-fiberbundle over X Eo' how is Pic X E related to Pic X Eo and Pic X E'? 
6. Let X E be smooth. How does Pic X E change if an equivariant blowup is applied? 

3. Projective toric varieties 

AE 5. Let P := conv{O, el, e2, el + e2, el + e2 + re3} be a polytope in ]R3, r > 1, 
r E Z. Consider the projective toric variety XE for:E = :E(P), and let the invertible sheaf 
F = F(P) be defined by F. Show explicitly that F I8i F is very ample. 
RP 1. Call a hypersurface defined by a monomial equation a :E -hyper/ace of ][Y. We say 
X E is a complete intersection of :E-hypersurfaces if its embedding in ][Y is the intersection 
of r - n :E-hyperfaces. We conjecture that the only smooth examples of such intersections 
are JlD" and]P>1 x ]p>1. (Compare RP in VI, 2). 
2. For which regular XE in Theorem 3.13 is XE' also regular? The respective fans have 
combinatorially been classified by Griinbaum [1972]. 
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SFR About hyperplane sections of polytopes and toric varieties, see Khovankij [1986]. 
Call the least k for which;:®k is very ample, F an ample invertible sheaf, the least ampleness 
factor ko of F. In Ewald and Wessels [1991], it is shown that ko ::: n - I and that the bound 
is sharp. (An alternative proof in Liu, Trotter, and Ziegler [1992]). Smooth toric varieties 
with Picard number, at most, 3 are necessarily projective; this is shown in Kleinschmidt and 
Sturmfels [1989]. See also Ebihara [1992]. 

4. Support functions and line bundles 

C By and large, our notation follows that of Oda [1988]. 

5. Chow ring 

HN Our definition of the Chow ring is based on the work of Jurkiewicz [1980], [1985]. 
SFR For more details on the Chow ring, see Jurkiewicz [1980], [1985], and Danilov [1978]. 

6. Intersection numbers. Hodge inequality 

HN, C The relationship between Alexandrov and Fenchel's inequality (AF) and the Hodge 
index theorem has been discovered by Teissier [1981], [1982]. He deduces AF from the 
Hodge index theorem, as do Danilov [1978] and Oda [1988]. Here, we proceed in the 
opposite direction after the intersection numbers have been introduced appropriately. 
RP Teissier's proof of AF does not contribute more to characterizing the equality case than 
Alexandrov's original paper does. Recent progress in the combinatorial characterization of 
equality in AF still has to be transferred into algebraic-geometric conclusions. Also, what 
equality generally means in Theorems 6.2 and 6.3 has not yet been clarified. 
SFR About general intersection theory, see Fulton [1984]; Goresky and MacPherson [1980], 
[1983]; about intersection in toric varieties, see Fulton [1993], Fulton and Sturmfels [1993]; 
Wessels [1993]. 

7. Moment map and Morse function 

HN The moment map for toric varieties seems to have been introduced independently by 
Atiyah [1983] and Jurkiewicz [1980]. The proof of Theorem 7.3 presented here is due to 
Carl Lee [1988]. 
SFR In Audin [1991], torus actions on symplectic manifolds are studied with an extensive 
use of moment maps and Morse functions. A special chapter is dedicated to the case of toric 
varieties. 

8. Classification theorems. Toric Fano varieties 

HN See the notes about Fano polytopes in V, 8. 
RP Translate classification results for polytopes and fans as discussed in RP of V, 7 into 
algebraic-geometric language, and deduce structure theorems for the varieties. 
SFR Batyrev from [1982a] to [1994], Dais [1994], Ito and Reid [1994]. For details on 
classification theorems, see Oda [1978], [1988], Batyrev [1991], [1992], Demin [1981], 
Ewald [1988a]. See also Fischli [1991]. 
HN, SFR Recently, toric geometry has also been used for the construction of Calabi and 
Yau manifolds which are of particular significance for mathematical physics (string theory). 
For the constructive techniques, invariants (Hodge numbers and others), and the so-called 
mirror symmetries (which, in many cases, correspond to the polarity of polytopes), we refer 
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to Roan [1991]; Morrison [1993]; Batyrev [1993a], [1993b], [1994]; Batyrev and Borisov 
[1994a], [1994b], [1995]; Batyrev and Dais [1994]; Batyrev and vanStraten [1995]; Borisov 
[1993]; Dais [1995]; Dolgachev [1994]; Kobayashi [1994]; Wagner [1995]. 

Chapter VIII Cohomology of toric varieties 

1. Basic concepts 

SFR As text books on algebraic topology, in particular homology and cohomology, we 
recommend Fulton [1995], Massey [1991], Spanier [1966]; for those who can read German, 
also the geometrically oriented book Stocker and Zieschang [1988]. 

2. Cohomology ring of a toric variety 

HN This section is mainly based on the work of Jurkiewicz [1980], [1985]; see also Ehlers 
[1975]. 
SFR About the singular case, see McConnell [1989]. See also Bifet [1993], de Meyer, 
Ford, and Miranda [1993] 

3. tech cohomology 

SFR A recent introduction into tech cohomology can be found in Gunning [1990]. 

4. Cohomology of invertible sheaves 

HN The proof of Theorem 4.6 presented here gets along without so-called spectral 
sequences and is due to R. Lehmann (personal communication). 
SFR Goresky and McPherson [1980], [1983] have presented a theory of intersection num­
bers ("intersection homology") which is applicable to algebraic varieties, with singularities. 
About the case oftoric varieties, see Stanley [1987], Fischli and Yavin [1991], Yavin [1991], 
and Fieseler [1991]. See also section 3 ofIshida [1990]. 

5. Riemann-Roch-Hirzebruch theorem 

HN, SFR The original proof of Theorem 5.5 in Hirzebruch [1962]. The general theory 
is thoroughly treated in Fulton [1984]; c.f. also Fulton [1992] for the toric case. A related 
calculation of G(P) also in Brion [1988]; c.f. Cappell and Shaneson [1994]. About Chern 
classes in singular toric varieties, see Barthel, Brasselet, and Fieseler [1992]. A generaliza­
tion of Theorem 5.5 to the quasi-smooth case in Pommersheim [1993], [1995a], [1995b]. 
About the further development, see Fulton [1993], Kantor and Khovanskij [1993]. A purely 
combinatorial version of the Riemann-Roch-Hirzebruch theorem can be found in Morelli 
[1993a]. 
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equivariantly projective toric variety 

276 
Euler characteristic of a sheaf 324 
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-R-259 



368 Index 

moment curve 42 
moment map 298 
- modified 298 
monoid 154 
- finitely generated 154 
- generators of a 156 
- saturated 156 
monomial algebra 215 
monomial, Laurent 214 
monomially isomorphic 222 
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multiple of a set 104 
n-crosspolytope 42 
(n - I)-diagram 85 
nearest point map 12 
nonsingular affine toric variety 232 
normal cone at x 16 
normal 
-inner 12 
-outer 12 
number 
- intersection 291 
- of lattice points in P 324 
- Picard - 273 
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Picard group 271 
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Picard number 273 
- combinatorial 173 
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point 
- critical 301 
- singular 252 
polar 
-body 24 
-face 37, 73 
- polytope 73 
polyhedral complete fan 67 
polyhedral cone 6 
- rational 186 
polyhedral fan 67 
polyhedral 
- k-sphere 67 
- embedding 89 
-fan 67 
-set30 
- sphere 67 
polyhedrally, embeddable 89 
polyhedron 67 
polynomial, Laurent 214 
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polytopal 86 
polytope 5 
- associated 174 
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- del Pezza 193 
- element 175 
-F-276 



-Fano 192 
- group 178 
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- virtual 168 
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- homogeneous function 20 
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- linear relation 157 
prime divisor 263 
prime ideal 203 
primitive generator 146 
primitive lattice vector 146 
principal divisor 264 
prism 42 
-k-fold42 
process, collapse 97 
product 
- tensor product of sheaves 270 
-tensor 269 
projection fan, perpendicular 246 
projection map 284 
projective space, weighted 233 
projective toric variety 275 
- equivariantly 276 
projective transformation, 

permissible 24 
pulling set 124 
pulling up 73 
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-2-fold41 
- bipyramid with basis Q 41 
-k-fold41 
- with basis Q and apex p 41 
Q-factorial affine toric variety 232 
quasi-smooth affine toric variety 232 
quasiaffine variety 208 

quotient 
-complex 81 
-cone 152 
-fan 81 
- polytope 38 
radial factor 230 
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rational complete fan 186 
rational function 208 
rational map 277 
rational polyhedral cone 144 
reduced boundary complex 34 
regular function 208 
regular 
- affine toric variety 232 
-fan 165 
-lattice cone 146 
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- simplex cone 146 
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relation 
- positive linear 157 
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relative 
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resolution of singularities 253 
Riemann-Roch-Hirzebruch theorem 
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-Chow 287 
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section 
- generating-a sheaf 263 
- global 263 
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simplicial cone 146 
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