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PREFACE TO THE SECOND EDITION 

Although it was in print for a short time only, the original edition 
of Multiplicative Number Theory had a major impact on research 
and on young mathematicians. By giving a connected account of 
the large sieve and Bombieri's theorem, Professor Davenport made 
accessible an important body of new discoveries. With this stimula­
tion, such great progress was made that our current understanding 
of these topics extends well beyond what was known in 1966. As the 
main results can now be proved much more easily. I made the 
radical decision to rewrite §§23-29 completely for the second 
edition. In making these alterations I have tried to preserve the tone 
and spirit of the original. 

Rather than derive Bombieri's theorem from a zero density 
estimate tor L timctions, as Davenport did, I have chosen to present 
Vaughan'S elementary proof of Bombieri's theorem. This approach 
depends on Vaughan's simplified version of Vinogradov's method 
for estimating sums over prime numbers (see §24). Vinogradov 
devised his method in order to estimate the sum LPH e(prx); to 
maintain the historical perspective I have inserted (in §§25, 26) 
a discussion of this exponential sum and its application to sums of 
primes, before turning to the large sieve and Bombieri's theorem. 

Before Professor Davenport's untimely death in 1969, several 
mathematicians had suggested small improvements which might be 
made in Multiplicative Number Theory, should it ever be reprinted. 
Most of these have been incorporated here; in particular, the nice 
refinements in §§12 and 14, were suggested by Professor E. Wirsing. 
Professor L. Schoenfeld detected the only significant error in the 
book, in the proof of Theorems 4 and 4A of §23. Indeed these 
theorems are false as they stood, although their corollaries, which 
were used later, are true. In considering the extent and nature of my 
revisions, I have benefited from the advice of Professors Baker, 
Bombieri, Cassels, Halberstam, Hooley, Mack, Schmidt, and 
Vaughan, although the responsibility for the decisions taken is 
entirely my own. The assistance throughout of Mrs. H. Davenport 
and Dr. 1. H. Davenport has been invaluable. Finally, the 
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viii PREFACE TO THE SECOND EDITION 

mathematical community is indebted to Professor J.-P. Serre for 
urging Springer-Verlag to publish a new edition of this important 
book. 

H.L.M. 



PREFACE TO THE FIRST EDITION 

My principal object in these lectures was to give a connected 
account of analytic number theory in so far as it relates to problems 
of a multiplicative character, with particular attention to the distribu­
tion of primes in arithmetic progressions. Most of the work is by 
now classical, and I have followed to a considerable extent the 
historical order of discovery. I have included some material which, 
though familiar to experts, cannot easily be found in the existing 
expositions. 

My secondary object was to prove, in the course of this account, 
all the results quoted from the literature in the recent paper of 
Bombieri 1 on the average distribution of primes in arithmetic 
progressions; and to end by giving an exposition of this work, 
which seems likely to play an important part in future researches. 
The choice of what was included in the main body of the lectures, 
and what was omitted, has been greatly influenced by this considera­
tion. A short section has, however, been added, giving some ref­
erences to other work. 

In revising the lectures for publication I have aimed at producing 
a readable account of the subject, even at the cost of occasionally 
omitting some details. I hope that it will be found useful as an 
introduction to other books and monographs on analytic number 
theory. 

§§23 and 29 contain recent joint work of Professor Halberstam 
and myself, and I am indebted to Professor Halberstam for per­
mission to include this. The former gives our version of the basic 
principle of the large sieve method, and the latter is an average 
result on primes in arithmetic progressions which may prove to be 

IOn the large sieve, Mathematika, 12,201-225 (1965). 

ix 
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a useful supplement to Bombieri's theorem. No account is given of 
other sieve methods, since these will form the theme of a later 
volume in this series by Professors Halberstam and Richert. 2 

H.D. 

2 This book subsequently appeared as Sive Methods, Academic Press (London), 
1974. 
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NOTATION 

We write f(x) = O(g(x», or equivalently f(x) ~ g(x), when there 
is a constant C such that If(x)1 S; Cg(x) for all values of x under 
consideration. We write f(x) ~ g(x) when lim f(x)/g(x) = 1 as 
x tends to some limit, andf(x) = o(g(x» when lim f(x)/g(x) = O. 
Moreover, we say that f(x) = Q(g(x» to indicate that 
lim sup If(x)/Ig(x) > 0, while f(x) = Q±(g(x» means that 
lim sup f(x)/g(x) > 0 and lim inf f(x)/g(x) < O. 

If ; is a vector, then //;// denotes its norm, while, if 0 is a real 
number then /10/1 denotes the distance from 0 to the nearest integer. 
In certain contexts (see p. 32), we let [x] denote the largest integer 
not exceeding the real number x, and we let (x) be the fractional part 
of x, (x) = x - [x]. Generally s denotes a complex variable, 
s = (j + it, while p = fJ + iy denotes the generic non-trivial zero 
of the zeta function or of a Dirichlet L function. When no confusion 
arises, we let y stand for Euler's constant. 

The arithmetic functions d(n), A(n), }1(n), and 1>(n) are defined 
as usual. Other symbols are defined on the following pages. 

a 71 S(T) 98 
B 80-82 6(N) 146 
B(X) 83 r(s) 61, 73 
b(X) 116 (s) 1 
cq(n) 148 (s, ex) 71 
E(x, q) 161 ~(s) 62 
E*(x, q) 161 ~(s, X) 71 
e(O), eiO) 7 n(x) 54 
h(d) 44 L* 1- 160 
Ii x 54 ,(X) 65 
IDl, IDl(q, a), m 146 x(n) 29 
N(T) 59 rjI(x) 60 
N(T, X) 101 rjI(x, X) 115 
N(ex, T) 134 rjI'(x, X) 162 
N(cx, T, X) 133 

xiii 



1 
PRIMES IN ARITHMETIC 
PROGRESSION 

Analytic number theory may be said to begin with the work of 
Dirichlet, and in particular with Dirichlet's memoir of 1837 on the 
existence of primes in a given arithmetic progression. 

Long before the time of Dirichlet it had been asserted that every 
arithmetic progression 

a, a + q, a + 2q, ... , 

in which a and q have no common factor, includes infinitely many 
primes. Legendre, who had based some of his demonstrations on 
this proposition, attempted to give a proof but failed. The first proof 
was that of Dirichlet in the memoir I have referred to (Dirichlet's 
Werke, I, pp. 313-342), and strictly speaking this proof was complete 
only in the case when q is a prime. For the general case, Dirichlet 
had to assume his class number formula, which he proved in a 
paper of 1839-1840 (Werke, I, pp. 411-496). Dirichlet states at the 
end of the earlier paper that originally he had a different proof, by 
indirect and complicated arguments, of the vital result that was 
needed [the fact that L(I, X) #- 0 for each real nonprincipal character 
X; see §4], but I do not think that there is any indication anywhere 
of its nature. 

I shall follow Dirichlet's example in treating first the simpler case 
in which q is a prime. We can suppose that q > 2, for when q = 2 
the arithmetic progression contains all sufficiently large odd 
numbers, and the proposition is then a triviality. 

Dirichlet's starting point, as he himself says, was Euler's proof of 
the existence of infinitely many primes. If we write 

00 

(s) = L n- s, 
n=1 

for a real variable s > I, then Euler's identity is 

(s) = n (1 - p-S)-I 
P 
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for s > 1, where p runs through all the primes; this identity is an 
analytic equivalent for the proposition that every natural number 
can be factorized into prime powers in one and only one way. It 
follows from the identity that 

log ((s) = I I m-1p-ms. 
p m= I 

Since ((s) ~ 00 as s ~ 1 from the right, and since 

00 00 1 
I I m - I P - ms < I I p - m = I < 1, 
p m = 2' P m = 2 p p(p - 1) 

it follows that 

as s ~ 1 from the right. This proves the existence of an infinity of 
primes, and proves further that the series r.p - 1, extended over the 
primes, diverges. Dirichlet's aim was to prove the analogous state­
ments when the primes p are limited to those which satisfy the 
condition p == a (mod q). 

To this end he introduced the arithmetic functions called 
Dirichiet's characters. Each of these is a function of the integer 
variable n, which is periodic with period q and is also multiplicative 
(without any restriction). Moreover, these functions are such that a 
suitable linear combination of them will produce the function which 
is 1 if n == a (mod q) and 0 otherwise. 

The construction of these functions is based on the existence of a 
primitive root to the (prime) modulus q. or in other words on the 
cyclic structure of the residue classes modulo q under multiplication, 
when 0 is excluded. Let v(n) denote the index of n relative to a fixed 
primitive root g, that is, the exponent v for which gV == n. Let OJ be 
a real or complex number satisfying 

Then the typical Dirichlet character for the modulus q is 

which is uniquely defined, since the value of v(n) is indeterminate 
only to the extent of the addition of a multiple of q - 1. The definition 
presupposes that n is not divisible by q, but it is convenient to 
complete the definition by taking the function to be 0 when n is 
divisible by q. There is one function for each choice of OJ, and different 
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choices of w give different functions; thus there are q - 1 such func­
tions. Each is a periodic function of n with period q, and is multiplica­
tive because, if 

then 

v(n) == v(n l ) + v(n2) (mod q - 1). 

(We have supposed here that neither n1 nor n2 is divisible by q, but 
the multiplicative property is a triviality if either of them is.) 

We recall the well-known fact that ~wWk has the value q - 1 if k 
is divisible by q - 1 and has the value 0 otherwise. Hence 

L w - v(alwv(nl = {q - 1 if n == a (moq q), 
w 0 otherwise, 

since v(n) == v(a) (mod q - 1) if and only if n == a (mod q). The 
expression on the left, after division by q - 1, is the linear combin­
ation of the various functions w(n) that was referred to above; it 
serves to select from all integers n those that are congruent to the 
given number a to the modulus q. 

For each of the possible choices for w, Dirichlet introduced the 
function 

OC! 

L 
n=1 

n$O(modql 

of the real variable s, for s > 1. Since the coefficient of n -s is a multi­
plicative function of n, we have the analog of Euler's identity: 

Lw(s) = n (1 - wv(Plp-s)-l, 
p*q 

for s > 1. A detailed proof is easily given, on the same lines as for 
Euler's original identity, by considering first the finite product over 
p ::s; N and then making N -+ 00. 

None of the factors on the right vanishes, since IwV(Plp-sl = 

p-s < t for s > 1, and as the product is absolutely convergent it 
follows that Lw(s) '" 0 for s > 1. Taking the logarithm of both 
sides, we get 

log L",(s) = L L m-Iwv(pmlp-ms. 
p*qm=1 

The logarithm on the left is, in principle, multivalued if w is complex, 
but the value which is provided by t\1e series on the rigllt is obviously 
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the natural one to use, since it is a continuous function of s for s > 1 
and tends to 0 as s --+ 00, corresponding to the fact that L.,,(s) --+ 1 
(1 being the first term in its defining series). 

Multiplying the last equation by w - veal and summing over all the 
values of w, we obtain 

(1) 
1 --L w - veal log L.,,(s) = 

q - 1 ." 

00 

p m; 1 
pm =oa(modq) 

-1 -ms m p . 

The sum of all those terms on the right for which m > 1 is at most 1, 
since they are a subset of the terms considered earlier in connection 
with log (s). Hence the right side of (1) is 

L p-s + 0(1). 
p=oa(modq) 

The essential idea of Dirichlet's memoir is to prove that the left side 
of (1) tends to + 00 as s --+ 1. This will imply that there are infinitely 
many primes p == a (mod q), and further that the series '1:.p-1 
extended over these primes is divergent. 

One of the terms in the sum on the left of (1) comes from w = 1, 
and is simply log L1(s). The function LI(s) is related in a simple way 
to (s), for we have 

00 

L1(s) = L n- S = (1 - q-S)(s). 
"=1 
d-

Hence L1(s) --+ + 00 as s --+ 1 from the right, and therefore the same 
is true oflog LI(s). Hence to complete the proof it will suffice to show 
that, for each choice of w other than 1, 

log L.,,(s) 

is bounded as s --+ 1 from the right. 
At this point it clarifies the situation if we observe that, provided 

w ¥- 1, the series which defines L.,,(s), namely 

00 

L wv(n)n- S , 

.;1 
n$ 0 (modq) 

is convergent not only for s > 1 but for s > o. It is, in fact, a series of 
the type covered by Dirichlet's test for convergence, since (a) n- S 

decreases as n increases and has the limit 0, and (b) the sum of any 
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number of the coefficients wv(n) is bounded. The justification for 
(b) lies in the fact that wv(n) is periodic with period q, and 

q-I q-2 

L wv(n) = L wm = 0, 
n= 1 m=O 

since the index v(n) runs through a complete set of residues to the 
modulus q - 1. 

It follows further from Dirichlet's test that the series is uniformly 
convergent with respect to s for s;?: b > 0, and consequently 
L",(s) is a continuous function of s for s > o. So to prove that log L",(s) 
is bounded as s -+ 1 from the right is equivalent to proving that 

(2) L",(1) ¥ O. 

Dirichlet's proof of this takes entirely different forms according as 
w is real or complex. The only real value of w is -1, since w ¥ 1 
now. 

Suppose first that w is complex. If we take a = 1, and so v(a) = 0, 
in (1), we get 

1 --L log L",(s) = 
q-l", 

00 

LL 
p m= 1 

pm", 1 (modq) 

-I -ms m p . 

Since the terms on the right (if there are any) are positive, it follows 
that 

L log L",(s) ;?: 0, 

'" 
which implies that 

(3) n L",(s) ;?: 1. 
'" 

All this, of course, is for s > 1. 
If there is some complex w for which L",( 1) = 0, then Lw( 1) = 0 

also, where iiJ denotes the complex conjugate of w. Thus two of the 
factors on the left of (3) will have the limit 0 as s -+ 1 from the right. 
One other factor, namely L\(s), has the limit + oc. Any other factors 
are certainly bounded, being continuous functions of s for s > o. On 
examining in more detail the behavior as s -+ 1 of the three factors 
mentioned, we shall get a contradiction to (3), in that the two factors 
with limit 0 will more than cancel the one factor with limit + 00. 

As regards L1(s), we have 

L\(s) = (1 - q-S)(s) < (1 - q-2)(S) 
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for 1 < s < 2, and 

((s) = L n- S < 1 + x-'dx = _s_. 00 fX 
n=1 1 s-1 

Hence 

for 1 < s < 2, where A is independent of s. 
As regards Lro(s), the supposition that Lw(1) = 0 implies that, for 

s> 1, 

where Sl is some number between 1 and s. The series for L~(s), 

namely 

00 

L~(s) = L 
n=1 

n'IE 0 (modq) 

is convergent for s > Q by Dirichlet's test, since the function 
(log n)n- S decreases for sufficiently large n and has the limit o. 
Moreover the convergence is again uniform for s ~ <5 > 0, so that 
L~(s) is continuous for s > O. In particular, IL~(s)1 is bounded for 
s > 1, and therefore 

for s > 1, where A 1 is independent of s. Naturally the same in­
equality holds with w in place of w. 

On using these inequalities in (3), and making s -+ 1, we get the 
desired contradiction. 

The argument could have been expressed more briefly by using 
the elements of complex function theory. As we sha11 see later, 
L1(s) has a simple pole at s = 1, and the supposition that Lw(s) and 
Lds) have zeros at s = 1 implies that the product on the left of (3) 
has a zero at s = 1, which contradicts the inequality. 

Suppose now that w = - 1. The above argument is inapplicable, 
since the supposition that L_ 1(1) = 0 would produce only a single 
factor with a zero at s = 1. 

We now have 

wv(n) = (_1)v(n) = (~), 
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and the convention made earlier that ro·(n) is to be replaced by 0 when 
n == 0 (mod q) is in agreement with the usual convention for the 
Legendre symbol on the right. From now on, we abbreviate L_,(s) 
to L(s), since this will be the only function with which we shall be 
concerned. Thus we have 

L(s) = f (~) n- S • 

n=' q 

The aim is to prove that L(I) "# o. We already know that L(I) ~ 0, 
from the continuity of L(s) and the fact that L(s) > 0 for s > I (by the 
Euler product formula). It may be worth remarking that the need to 
prove that L(I) "# 0 is almost inevitable in the approach we are 
using. If it were possible for L(I) to vanish, it would follow, on 
considering log L( I), that 

as s -+ 1. 

This would imply a great preponderance of primes in those residue 
classes a (mod q) for which a is a quadratic nonresidue, and this 
preponderance might (on the face of things) be such that I:.p - , 
summed over the primes in the other residue classes was convergent. 

Dirichlet's proof, in the case now under consideration, is based on 
a relationship (which goes back to the work of Gauss) between the 
quadratic character (nlq) and the complex exponential function 
e2"in1q, which I shall abbreviate to e(n/q) or to eq(n). (Instead of 
speaking about the complex exponential function, we could speak 
about the qth roots of unity; but it is necessary for some purposes to 
be able to distinguish between one qth root of unity and another, 
and the complex exponential function offers the simplest way of 
doing this.) 

Let G(n) denote the so-called Gaussian sum, defined by 

(4) q-l ( ) G(n) = L ~ eq(mn). 
m=1 q 

By changing the variable of summation from m to m', where 
rrI == mn (mod q), we obtain the relation 

(5) 

say. The argument presupposes that n "¢ 0 (mod q), but the relation 
holds in the excluded case also, because then G(n) = O. 
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Assuming that G # 0 (an assumption that will be justified later), 
we have 

Substituting this in the series for L(I), we obtain 

The sum of the inner series is easily deduced from that of the log­
arithmic series. If Izl :5: 1 and z # 1, we have 

00 1 
-log(1-z)= L _zn, 

n= 1 n 

where the logarithm has its principal value. That means, in the 
present context, that arg(1 - z) lies between -in and tn, since the 
real part of 1 - z is positive. Taking z ,,;, ei8, where 0 < () < 2n, we 
have arg(1 - z) = t(() - n}, as is easily seen either from a picture or 
by calculation. Also 11 - zl = 2 sin t(). Hence 

00 1 L -ein8 = -log(2 sin t() - t(() - n)i. 
n= 1 n 

Putting () = 2nm/q and substituting in the formula for L(l), we get 

(6) L(1) = - ~:tll (~)[IOg(2sin n;) + i(n; - i)} 
As we shall prove later, the value of G is qt if q == 1 (mod 4) and 

iqt if q == 3 (mod 4). This compels one to distinguish two cases. 
Suppose q == 3 (mod 4). Since L(1) is real, we must have 

(7) n q - 1 (m) 
L(1) = - t L m - ; 

q m= 1 q 

and in fact the vanishing of the other part of the sum is easily verified. 
by taking together the terms m and q - m. The last formula gives an 
elegant expression for L(1) by a finite sum, the value of which is 
easily computed in any particular case. For example, if q = 23, we 
have 

qi\ m(~) = 1 + 2 + 3 + 4 - 5 + 6 - 7 + 8 + 9 - 10 - 11 + 12 
m-\ q - + 13 - 14 - 15 + 16 - 17 + 18 - 19 - 20 - 21 - 22 

= -69, 



PRIMES IN ARITHMETIC PROGRESSION 9 

and 

L(1) = 3n/2J!-. 

The finite sum occurring above is always an odd integer, for it has 
the same parity as 

q- \ 

L m = t(q - 1)q, 
m=\ 

and both t(q - 1) and q are odd. It therefore cannot vanish, and this 
gives the proof of the desired result that L(1) -=I 0 in the case now 
under consideration. It is a remarkable fact that no one has yet 
given a simple and direct proof that the value of the finite sum in (7) 
is negative, though we know that this must be so from the fact that 
L(s) > 0 for s > 1 and consequently L(1) ~ O. 

Dirichlet gave another expression for L(1) as a finite sum, in addi­
tion to (7), which is of great interest and which is more convenient 
for computation. By Euler's product formula [or alternatively from 
the original definition of L(s)], we have 

Proceeding as before, with s = 1, and using the fact that 

if 0 < m < tq, 
irtq < m < q 

(which is easily deduced from the sum of the logarithmic series), we 
obtain 

(8) L(1) = 1 - - - - - L - L-[ 1 (2)J -\ 1 (in) [(m) (m)J 
2 q iq! 4 m <!q q m>!q q 

This shows that, for q == 3 (mod 4), there are always more quadratic 
residues than nonresidues in the first half of the range from 0 to q. 
Again, no direct proof is known. 

Suppose q == 1 (mod 4). Then G = q!, and (6) gives 

L(1) = - --\ qi:,\ (~) log (2 sin nm). 
q m= \ q q 

(9) 
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This can be written as 

where 

L(1) = log! Q , 
q 

n sin(nN jq) Q=n ' sin(nRjq) 

in which we use R to denote the typical quadratic residue (mod q) 

between 0 and q, and N to denote the typical quadratic nonresidue. 
To prove that L(1) =F 0 is equivalent to proving that Q =F 1. For 

this, Dirichlet had recourse to a result that had been proved by 
Gauss in his work on cyclotomy. This is that, for an ,indeterminate x, 

n [x - eq(R)] = tr Y(x) - qt Z(x)] 
R 

and 

n [x - eiN )] = tr Y(x) + q! Z(x)], 
N 

where Y(x) and Z(x) are polynomials with integral coefficients. 
Assuming this, we have the identity 

q-l 

Hy2(X) - qZ2(X)] = n [x - eim)] = x q - 1 + x q - 2 + ... + 1. 
m=l 

Putting x = 1, we obtain integers Y = Y(l) and Z = Z(l) which 
satisfy the Diophantine equation 

y2 _ qZ2 = 4q. 

[Obviously Y must be divisible by q, and the present argument 
provides a method for solving the "negative" Pellian equation 
q Yi - Z2 = 4, when q is a prime congruent to 1 (mod 4).] We note 
that Z =F 0, since 4q is not a perfect square. 

The quotient Q which occurred above is expressible in terms of 
Yand Z, as follows. We have 

n [1 - eiR)] = n eq(! R)( - 2i sin nRjq) 
R R 

= (- 2i)(q-l)/2 eq{! L R) n sin nRjq, 

and a similar relation with N in place of R. Now 

LR = LN = tq(q - 1), 

R 
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on grouping together the numbers Rand R' = q - R, and similarly 
with N. Hence 

n sin(nN/q) t 
Q=N =Y+qZ n sin(nR/q) Y - qtz-

R 

Since Z :f. 0, we have the desired conclusion that Q :f. 1. 
This completes the proof of Dirichlet's theorem for a prime 

modulus q, subject to the proof of the value of Gauss' sum and the 
proof of the result on cyclotomy which we have just used. These 
proofs will be given in the next two sections. 

I ought perhaps to add that Dirichlet derived the finite expression 
(6) for L(1) by a somewhat different method from that which we have 
used above. He started from the power series 

00 (n) 1 q-l (m) xf(x) L - x"=-- L - xm = __ 
"= 1 q 1 - xq m= 1 q 1 - xq ' 

say, and by putting this in the formula 

he obtained 

r(s)n- S = f~ x"-1(logx-1r 1 dx 

i1 f(x) 
r(s)L(s) = - --(Iogx- 1)S-1 dx. 

o x q - 1 

On putting s = 1 and expressing the rational function in the inte­
grand as a sum of partial fractions, and integrating, he obtained (6). 
The two methods are essentially equivalent, but the last formula 
written above has some independent interest in that it serves to 
define L(s) as a regular function of the complex variable s for all s. 



2 
GAUSS' SUM 

In this section we evaluate the sum 

G = qil (~) eq(m), 
m= I q 

where q is a prime other than 2. It is easy to prove that G2 = q 
if q == 1 (mod 4) and G2 = -q if q == 3 (mod 4), though this does 
not determine G completely. The computation is as follows. We 
have 

On changing the variable of summation in the inner sum from m2 
to n, where m2 == min (mod q), we get 

G2 = :~II :t: (~)eiml + min). 

Now we interchange the order of summation, and note that 

Hence 

as stated above. 

if n == -1 (mod q), 

otherwise. 

if q == 1 (mod 4), 

if q == 3 (mod 4), 

The sign of G was determined by Gauss only after many and 
varied unsuccessful attempts. I Since then several proofs have been 

1 See Gauss, Werke II, p. 156. 

12 
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given, based on a variety of different methods. 2 As Gauss himself 
remarked, any proof of the exact value of G must take account of 
the particular ordering of the qth roots of unity, which is provided 
by the complex exponential function. If instead of G we consider 
the sum 

:t: (~)(m, 
where ( is any qth root of unity (other than 1), its sign cannot be 
specified, for it follows from (5) of the preceding section that if ( 
is replaced by (n, where n is a quadratic nonresidue (mod q), the 
sign of the sum gets reversed. The evaluation of G2 given above 
would, however, apply equally well to the sum with an unspecified 
(. 

The method used by Dirichlet in 1835 (Werke I, pp. 237-256) to 
evaluate G is probably the most satisfactory of all that are known. 
It is based on Poisson's summation formula, and it has the advan­
tage that once the proof has been embarked upon, no special in­
genuity is called for. 

It is first necessary to express the definition of G in a form which 
does not contain explicitly the symbol of quadratic character. 
With the same meaning for Rand N as in §I, we have 

G = L eq(R) - L eq(N) = 1 + 2 L eq(R). 
R N R 

This can be written equivalently as 

x=O 

for x 2 assumes the value 0 once and assumes each value R twice. 
Dirichlet's method actually evaluates the more general sum 

N-I 
S = L e27rin2/N, 

n=O 

where N is any positive integer, and the answer is that 

if N = o (mod 4), 

if N = 1 (mod 4), 

if N = 2 (mod 4), 

if N = 3 (mod 4). 

2 See Landau, Vorlesungen I, pp. 157-171, and Estermann, j. London Math. Soc., 
20, 66--67 (1945). 
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Here Nt denotes the positive square root. It may be as well to add 
also that i denotes the same square root of -1 as occurs in e27tin2/N. 

Poisson's summation formula states that, under certain condi­
tions on the function f(x), 

B OC! B 

I' f(n) = I f f(x)e27tiVX dx, 
n=A v=-oo A 

where L' means that the end terms of the sum, corresponding to 
n = A and n = B, are to be replaced by tJ(A) and tJ(B). In the 
series on the right it may be necessary to take the terms v and - v 
together to ensure convergence, but actually it will not be necessary 
in the present application. Sufficient conditions for the validity of 
the formula are that f(x) is a real function which is continuous 
and monotonic in stretches. From the point of view of analysis 
these are severe restrictions, but they are quite adequate for most 
applications. 

Poisson's summation formula, which is an extremely useful 
tool in analytic number theory, is easily deduced (under the above 
restrictions) from the basic theorem concerning Fourier series, 
which was first rigorously proved by Dirichlet himself in 1829 
(Werke I, pp. 117-132). Let fl (x) coincide with f(x) for ° s x < 1 
and be defined elsewhere by periodicity with period 1; then fl(x) 
is continuous for ° < x < 1 but has (in general) an ordinary dis­
continuity at x = 0, its values on the left and on the right being 
f(l) and f(O) respectively. The Fourier series of fl(x) is 

00 

iao + I (a v cos 2nvx + bv sin 2nvx), 
\1= 1 

where the coefficients are given by Fourier's formulas: 

JI • 

iav = 0 f(x) cos 2nvx dx, ibv = f~ f(x) sin 2nvx dx. 

The theorem in question is that the above series converges for all x, 
and that its sum is II (x) at a point of continuity of II (x), and is the 
mean of the left and right values of fl(X) at a point of ordinary 
discontinuity. Thus, taking x = 0, we get 

00 00 I 

1-[f(O) + f(1)] = iao + I a" = I i f(x) cos 2nvx dx. 
v=1 "=-00 0 

This is the case A = 0, B = 1 of Poisson's summation formula, 
and the general case follows on replacing f(x) by f(x + n), for 
n = A, A + 1, ... , B-1, and adding the results. 
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For the application to Gauss' sum, we take f(x) = cos 2nx2 / N 
and f(x) = sin 2nx2 / N and combine the results. Thus 

00 iN S = L 0 e 2nivx + 21tix2/N dx 
\.= - 00 

00 I 
= N L f. e21tiN(x2 + vx) dx 

v= -00 0 

00 (I+tv = N L e-t1tiNv2 e21tiNy2 dy, 
"= - 00 .. -1\' 

where in the last step we have put x + tv = y. The value of e-t1tiNv2 

is 1 if v is even, and is e- t1tiN = i- N if v is odd. We therefore divide 
the sum over v into two parts, according as v is even or odd, and 
we put v = 2p, or 2p, - 1 as the case may be. This gives 

Each series of integrals fits together to give 

Joo 21tiNy2 d e y. 
-00 

This is a convergent integral, and it is a matter of indifference 
whether we construe it in the narrow sense, as 

Jy 

lim , 
Y-oo -y 

or in the wider sense as 

z 
lim J . 

Y,Z-oo -y 

For if Y' > Y> 0 we have 

and by the second mean value theorem, or by integration by parts, 
this has absolute value O( Y - I) as Y --+ 00. The convergence of the 
integral in the wider sense justifies our earlier remark that, in the 
present application of Poisson's sumn;tation formula, it is not 
necessary to take together the terms v and - v. 
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Resuming the evaluation of S, we have 

S = N(1 + i-N)L: e27tiNy2 dy, 

and this implies, on putting y = N -!u, that 

S = (1 + i-N)CN!, 

where C is an absolute constant. This constant is most easily 
evaluated by putting N = I, whereupon S = I and we get 
C = (I + i-I) - 1. Hence 

S = 1 + i-I\N! 
1 + iI' 

and this gives the four values stated earlier, according to the residue 
class to which N belongs to the modulus 4. 



3 
CYCLOTOMY 

Cyclotomy is concerned with the properties of the roots of unity 
of a given order, with particular reference to their algebraic char­
acter. l Our first object must be to establish the result quoted in §1, 
and this we can do without going very deeply into the theory. 
Afterward I shall digress briefly from the main theme of these 
lectures to discuss two topics in cyclotomy which are of general 
interest. 

We shall be concerned only with roots of unity of prime order. 
Let q be a prime other than 2, and let' be a qth root of unity other 
than 1. Then the entire set of qth roots of unity other than 1 is 

(1) 

and the sum of these numbers is - 1. By using this relation, together 
with the relation ,q = 1, we can express any polynomial in , with 
integral coefficients in the form 

ai' + az,2 + ... + aq-l,q-" 

where at, ... , aq _ t are integers. Moreover the expression In this 
form is unique, since the cyclotomic polynomial 

x q - l + xq - 2 + .. , + 1, 

of which, is a zero, is irreducible over the rational field, and there­
fore , cannot satisfy an equation of lower degree with integral 
coefficients. 

Let g be a primitive root to the modulus q, and let v(n) denote the 
index of n relative to g. As n assumes the values 1,2, ... , q - 1, its index 
v(n) assumes the same values in another order. 

Now consider any factorization of q - 1, say 

q - 1 = ef. 

1 The standard references arc Bachmann's Kreisteilung of 1872 and Mathews's 
Till'ory of N umhers of 1892. 

17 
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The roots of unity ,n enumerated in (1) can be subdivided according 
to the residue class to which v(n) belongs to the modulus e. There 
will be e such sets, each comprising f numbers. The sums of the 
various subsets are called the Gaussian periods of f terms, and 
are denoted by '70, '71"'" '7e-l' Thus 

'7j = 

q-l 

L 
n=1 

v(n);j(mode) 

yn 
i" . 

It is obviously not essential to restrict j to the range 0 ::; j < e; 
the last equation can be used for all j, and then '7j is periodic in j 
with period e. 

In particular, if e = 2 and f = -!<q - 1), we get the two periods 

where, as earlier, Rand N run through the quadratic residues and 
nonresidues respectively, in the range from 1 to q - I. If we fix 
, = e21!i/q, we can deduce the values of these two periods from 
the value of Gauss' sum. For then 

where e is 1 or i according as q == 1 or 3 (mod 4). Since '70 + '71 = - 1, 
It follows that 

In the general case, if we choose' = e2 1!i/q, the value of '70 is 
uniquely determined, and in fact 

q- 1 

'70 = e- 1 L eixC). 
x=l 

But the individual values of '71"'" '7c- 1 will depend on the choice 
of the primitive root, and they may get permuted if this is replaced 
by another primitive root. 

Now let F(,) be any polynomial in " say 

q-l 

F(,) = L Ar,r, 
r= 1 

and suppose F(O has the property that 
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whenever v(m) == 0 (mod e). Then, by the uniqueness of repre­
sentation of a polynomial, we have 

A, = As 

whenever r == sm (mod q - 1), and this holds for all m with v(m) == 0 
(mod e). Hence A, depends only on the residue class (mod e) to 
which v(r) belongs. Grouping together the terms in the same residue 
class, we obtain 

F(O = AI'll + ... + Ae'1e· 

Thus F(,) is a linear combination of the Gaussian periods. 
We have tacitly supposed that the coefficients A, are integers 

(or rational numbers), and it is only under some such restriction 
that we can appeal to the uniqueness of representation of a poly­
nomial in ,. But the result holds equally if the coefficients A, are 
themselves polynomials in an indeterminate x with integral co­
efficients, for then it holds for every integral value of x, and there­
fore identically in x. 

We apply this, with e = 2, to the polynomial 

Whet) written in the standard form, the coefficients A,(x) are poly­
nomials in x with integral coefficients. If m is any integer with 
v(m) == 0 (mod 2), then m is a quadratic residue, and 

F(,m) = n (x - ,Rm) = n (x - ,R) = F(O-
R R 

Hence F(O has the property postulated above, and it follows that 

[Actually Ao(x) = A 2(x), in the notation we have just been using.] 
Substituting the values of '10 and'll, we obtain 

n (x - ,R) = tAo(x)( -1 + I>qt) + tA,(x)( -1 - I>qt) 
R 

= t[ Y(x) - I>qtZ(x)], 

where Y(x), Z(x) are polynomials with integral coefficients. If we 
replace' by ,g, then ,R becomes ,N, where N is a typical quadratic 
nonresidue, and '10 and '1, become interchanged. This has the 
effect of changing I> into - 1>. Hence 

n (x - ,N) = t[ Y(x) + I>qtZ(x)]. 
N 
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This proves the result quoted in §1; it was used there in the case 
q == 1 (mod 4), and so with e = 1. 

I shall now discuss two topics connected with cyclotomy, for 
the sake of their intrinsic interest. They are (a) Gauss' theorem 
on the roots of unity of order q, when q is a prime of the form 
2k + 1, and (b) Kummer's problem on the cubic periods. 

GAUSS' THEOREM 

Gauss' theorem asserts that if q is a prime of the form 2k + 1 
(e.g., if q is 3 or 5 or 17 or 257 or 65537), each qth root of unity 
can be expressed in terms of rational numbers by using a succes­
sion of square root signs. From this assertion, with a few supple­
mentary observations, one deduces that, for the values of q in 
question, it is possible to inscribe a regular polygon of q sides in 
a given circle by a Euclidean c(!)nstruction using ruler and com­
passes only. 

We consider the various choices of e and 1 that are possible: 

el=2, 11=1{q-1); 

e2 = 4, 12 = !<q - 1); 

For the choice e" there are e, Gaussian periods of I, terms, which 
we shall denote by 

(e = e,) 

to indicate the dependence on r. 
We have already evaluated the two periods rN), '1~1), and they are 

1{ -1 ± J~h where q' = q if q == 1 (mod 4) and q' = - q if 
q == 3 (mod 4). The latter cannot happen if q > 3. 

Now consider the four periods '1\2), '1~2), '1~2), '1~2). By definition, 

(n. 
v(n)=j (mod 4) 

The expression 

(x - '1\2»)(X - '1~2»), 

considered as a polynomial in (, is unaltered if we replace ( by 
(m, provided v(m) == 0 (mod 2), for the effect of this is either to leave 
'1\2) and '1~2) unchanged or to interchange them. Hence, by our 
earlier result, 

(x - '1\2»)(X - '1~2») = A1(x}1J\1) + A2(X)'1~1), 
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where Al(x), A 2(x) have integral coefficients. It follows that the 
coefficients of the quadratic in x on the left are expressible by rational 

numbers and R. Hence ,,\2), "Ij) are expressible by means of 
two square root signs, and similarly for ,,~2), ,,<1). 

The argument continues; at the next step, the eight periods fall 
into the four groups: 

and the two in each group can be evaluated in terms of the four 
periods ,,~2) by use of another square root sign. 

Finally, we come to the 2k periods of one term; these are just ",2, ... , ,q-l. Thus each of these is expressible by means of rational 
numbers and k square root signs. The k ambiguities of sign attach­
ing to the square roots give the 2k( = q - 1) roots of unity. 

This proves Gauss' theorem in its first form. For the inscription 
of a regular polygon of q sides in a circle, it suffices to have the 
number cos 2n/q, which determines the first point of sub-division 
of the circle. Now 

2 cos 2n/q =, + C l , 

and this is one of the periods of two terms which arise at the penulti­
mate stage of the preceding construction, for then e = 2k - 1 = 
t(q - 1), and the exponents 1 and -Ion the right above are just 
the values of n for which the index v(n) is divisible bye. Thus we can 
construct the length 2 cos 2n/q from a unit length by solving a 
succession of quadratic equations. But in order that this con­
struction shall be capable of realization geometrically, it is neces­
sary that all the quadratic equations shall have real roots. Thus 
we need to know that all the periods "y), with r ::; k - 1, are real. 
This is in fact the case. For if" is one such period, then ii is obtained 
from" by changing, into C l, and this has the effect of replacing 
v(n) by v( - n). Now g2k - I = gt(q-l) == -1 (mod q), and therefore 
v( -1) = 2k - l , and so is divisible by e for each of the values e = 2, 
4, ... , 2k - 1. Hence the condition of summation v(n) == j (mod e) is 
unaltered if v(n) is replaced by v( - n), and therefore" = ii, that is, 
" is real. 

KUMMER'S PROBLEM 

Kummer's problem relates to the three periods of t(q - 1) 
terms that exist when q - 1 is a multiple of 3. These are 
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where A runs through those numbers n of the set 1,2, ... , q - 1 whose 
indices are divisible by 3, and B through those whose indices are 
== 1 (mod 3), and C through those whose indices are == 2 (mod 3). 
The numbers A constitute the cubic residues (mod q), and the 
numbers Band C constitute the two classes of cubic nonresidues. 

If we choose' = e27t;/q, as we shall do henceforward, the value 
of 1'/0 is uniquely determined, and in fact 

q-I 

1 + 31'/0 = L eix3 ), 
x=o 

since the function x3 assumes the value 0 once and assumes each 
of the values A three times. But the values of 1'/ I and 1'/2 cannot be 
distinguished from one another unless we specify also the primitive 
root by which the index is defined (and, as far as I know, there is 
no simple and general way of doing so). 

The values of 1'/0,1'/1,1'/2 can be expressed in terms of a Gaussian 
sum which is similar to the sum G defined in (4) of §1, but is formed 
with a cubic character instead of a quadratic character. Let w be a 
complex cube root of unity, and define 

x(n) = wv(n) 

for n ~ 0 (m:od q), and put x(n) = 0 for n == 0 (mod q). Define 
q-l 

t = L x(n) ein). 
n=1 

We first prove that It I = qt. We have 

q- I q-I 

Itl2 = L L x(n1)x(n2)eq(n 1 - n2), 
n1 = 1 n2 = 1 

and, with a computation similar to that at the beginning of §2, 
this is 

q-I q-I q-I 

L L x(n)eq(n l - nntl = qx(1) + L x(n)( -1) = q. 
n1=1 n=1 n=1 

This proves the assertion; and we can now write 

where 0 = O(q). 0 is uniquely determined, as an angle, except for 
sign, for the only ambiguity in the definition of t lies in the possibility 
of replacing X by X, and this has the effect of changing t into i 
[since X( -1) = 1 for a cubic character] and so of changing 0 into 
-0. 
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The expressions for '10' '11' '12 in terms of. are very easily derived. 
It is convenient to put 

(j = 0,1,2). 

Then 
q-l 

Zo = L [1 + X(x) + x(x)]eix) = • + f = 2qt cos (). 
x=o 

Similarly 
q-l 

Z 1 = L [1 + W2X(x) + wx(x)]eix ) 
x=o 

and again 
q-l 

Z2 = L [1 + WX(x) + w2x(x)]eix) 
x=o 

= w. + w2 f = 2qt cos (() + 231t
). 

Kummer's problem is essentially that of determining the distri­
bution of the angle () = ()(q), or rather of cos (), as q runs through 
the primes. But he put the problem in a more specific form. The 
three numbers zo, ZI' Z2 are the roots of a cubic equation with 
integral coefficients, since this is true of the three periods '10' '11' '12' 
It follows from the above expressions in terms of () that there is 
just one of the three numbers zo, Z 1, Z 2 in each of the intervals 

( - 2Jq, - Jq), (-Jq,Jq), 

Kummer asked: With what frequencies does the number zo, which 
is uniquely defined for each q, fall in each of these intervals? On 
somewhat limited numerical evidence he conjectured, very tenta­
tively, that the relative frequencies may be in the ratios 1: 2: 3, 
but more extensive computation by Mrs. Lehmer2 made this 
appear unlikely. Recently, Heath-Brown and Patterson3 have 
shown that the () are uniformly distributed, so that the limiting 
ratios are 1: 1 : 1. In their proof they use, among other things, the 
techniques which we develop in §24. 

It may be of interest to show that cos 3() can be expressed in 
terms of the representation of q in the form 

4q = a2 + 27b2 ; 

2 MatI!. Tahles and Aids to Computatioll. 10,194-202 (1956). 
3 J. reine angew. Math., 310, 111-130 (1979). 
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it is easily proved that this representation is unique, except of course 
for the signs of a and b. We have (with variables of summation 
running from 1 to q - 1) 

,2 = L L X(x)x(y)eq(x + y) 
x }' 

= L L X2(x)x(t)eq[x(l + t)] 
x t 

t$ - 1 x 

= L X(t)x(1 + t)r. 
ti -I 

Multiplying by" we get 

,3 = q LX[t(1 + t)] = q(A + Bw), 
t 

where A and B are integers. Obviously 

r3 = q(A + Bw), 

and on multiplying the two equations together we get 

q = (A + Bw)(A + Bw) = A2 - AB + B2, 

or 

We now prove that B is divisible by 3, this being necessary because 
without this stipulation the representation of q in the above form is 
not unique. We observe that, is an algebraic integer, and that 

,3 = [L x(x)eq(X)r = L x3(x)epx) + 3~, 
x x 

where ~ is an algebraic integer. Subtracting from this the corres­
ponding equation for r3, we see that ,3 - r3 is divisible by 3. But 

,3 _ r3 = qB(w - w) = iqBj}; 

hence the rational integer B is divisible by 3. 
We now have 
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where 

and 

Hence 

a = 2A - B, b = !B; 

a 
cos 3(} = 2Jq. 

25 

This determines cos 3(} except for sign. But the ambiguous sign, 
arising from the unknown sign of a, can also be specified, for it can 
be shown that 

a == 1 (mod 3). 

To prove this, we consider the number N of solutions of the congru­
ence 

v3 == u(u + 1) (mod q). 

For u == 0 or -1 there is just one value of v, and for any other u 

there are either three values of v or none. Hence N == 2 (mod 3). On 
the other hand, 

q-l 

N = L {l + X[u(u + 1)] + X2[U(U + 1)]} 
u=o 

= q + (A + Bw) + (A + Bw 2 ) = q + a. 

Hence a == 2 - q == 1 (mod 3). 
In conclusion we remark that the cubic equation mentioned 

earlier, whose roots are z l' Z2' Z3' is simply 

Z3 - 3q~- qa = O. 

This follows easily from the expressions for the Z j in terms of T and i. 
We have 

~>j = (T + i) + (W2T + wi) + (WT + w2i) = 0, 

L zJ = (T + i)2 + (W2T + Wi)2 + (WT + w2i)2 

= 6Ti = 6q, 
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and 

Z l Z2 Z 3 = ,3 + i 3 = q(2A - B) = qa. 

For further information on Kummer's problem, see Mathews, 
Theory of Numbers, §§ 196 and 197; and Hasse, Vorlesungen tiber 
Zahlentheorie (2nd ed., 1964), §20.6. 



4 
PRIMES IN ARITHMETIC 
PROGRESSION: THE GENERAL 
MODULUS 

Dirichlet's proof of the existence of primes in a given arithmetic 
progression, in the general case when the modulus q is not neces­
sarilya prime, is in principle a natural extension of that in the special 
case. But the proof given in §1 that Lw(1) =F 0 when w = -1, which 
involved separate consideration of the cases q == 1 and q == 3 (mod 41 
does not extend to give the analogous result that is needed when q is 
composite. 

We now suppose that q is any positive integer other than 1. (We 
do not exclude q = 2, as we did in §1, though it will in fact be a 
tri v ial case.) 

The functions that take the place of the functions wv(n), where 
wq - 1 = 1, are Dirichlet's characters to the modulus q. These are 
functions of an integer variable n which are periodic with period q 
and multiplicative without restriction. The typical function is 
denoted by x(n); it is defined initially when n is relatively J!>rime to 
q, but the definition is then conveniently extended by defining x(n) 
to be 0 when (n, q) > 1. The number ofthese functions will be ¢(q). 

Dirichlet's characters to a given modulus can be regarded as a 
particular case of the characters of an Abelian group, the group 
in question here being that of the relatively prime residue classes 
(mod q) combined by multiplication. But I shall follow Dirichlet in 
giving a direct and constructive account of them. This is partly for 
historical reasons, in that Dirichlet's work preceded by several 
decades the development of group theory, and partly for a mathema­
tical reason. namely that the group in question has a simple and 
interesting structure which is obscured if one treats it as one treats 
the general Abelian group. 

Consider first the case when q is a power of a prime other than 2, 
say q = pa. Here the construction of §1 extends quite naturally. 
There is a primitive root, and the theory of the index applies, the 
only difference being that the modulus to which the index is defined 
is now ¢(pa) = pa-l(p - 1) in place of p - 1. We define the charac­
ters to the modulus pa by taking any real or complex number w 

27 
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which satisfies 

w4>(P«) = 1, 

and putting 

x(n) = w·(n) for (n, p) = 1, 

where v(n) denotes the index of n relative to a fixed primitive root of 
the modulus p~. The number of characters is <p(p~). 

The position is a little more complicated when q = 2~. If (X = 1 
there is only one relatively prime residue class, and only one charac­
ter, the value of which is always 1 (for odd n, of course). If (X = 2. so 
that <p(2~) = 2, there is a primitive root, namely - 1, and the pre­
ceding construction applies: the characters are w·(n). where w 2 = 1. 
The effect is to give two characters, one of which is always 1 and the 
other of which is 1 or -1 according as n == 1 or -1 (mod 4). But if 
(X ~ 3 there is no primitive root (mod 2") : as a substitute for this we 
have the fact that every relatively prime residue class is representable 
uniquely as 

where v is defined to the modulus 2 and v' is defined to the modulus 
! <p(2~) = 2,,-2. By analogy with the previous construction, we 
define the characters in the present case by 

x(n) = w"(wY, 

where 

and 

The number of characters is 2~- 1 = <p(2~). 
In the general case, when 

we define the characters to the modulus q as products of arbitrary 
characters to the various prime power moduli. If x(n ; 2~) denotes any 
character to the modulus 2~, and similarly for the other prime 
powers, the general character to the modulus q is given by 

x(n) = x(n; 2~)x(n;p~')x(n;pi2) ... , 

provided (n, q) = 1. (The last proviso could be omitted, for if n has 
a factor in common with q, one of the characters in the product on 
the right will be 0.) The total number of characters is 

<p( 2")<p(p~ I )<p(pi 2 )... = <p( q). 
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It is plain that these characters are distinct arithmetic functions (this 
being a consequence of the fact that each index assumes all values to 
its appropriate modulus), and that each function is a periodic and 
multiplicative function of n. One of the characters, got by taking all 
the OJ's to be 1, has always the value 1, for (n, q) = 1, and this is 
called the principal character and denoted by Xo. 

The characters to a given modulus q form themselves a group 
under multiplication, with the principal character as the unit 
element. This group, which has cfJ(q) elements, is in fact isomorphic 
to the multiplicative group of the relatively prime residue classes 
(mod q). The isomorphism is most easily demonstrated by re­
writing the definition of x(n) in terms of the complex exponential 
function. For the modulus pa, we have 

OJ = e27cim/4>(p") = e[m/cfJ(pa)], 

and the different choices of OJ correspond to different choices of the 
integer m to the modulus cfJ(pa). So 

x(n; pa) = e [4>7:a)} 

where v is the index of n relative to a particular primitive root of pa. 
In the case 2a , we have 

(mv m'v') 
x(n;2a) = e 2" + 2a-2 ' 

where n == (-1)" 5v ' (mod 2a). Putting these formulas together, we 
get 

[ movo movo m1v1 m2v2 J 
(1) x(n) = e -2- + 2a - 2 + cfJ(p~') + cfJ(p~2) + ... 

for (n, q) = 1, where mo, mo, ml' m2 ... are integers which take all 
values modulo the corresponding denominators. The definition is 
symmetric in the m's and the v's, and we see that multiplication 
relative to n (with X fixed) corresponds to addition of the vectors 

and that multiplication relative to X (with n fixed) corresponds to 
addition of the vectors 

in each case with respect to the appropriate moduli. This duality 
renders visible the isomorphism mentioned earlier. We have 
assumed above, for simplicity of exposition, that the exponent 
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~ in 2a is at least 3. It will of course be plain that if ~ = 2 the second 
of the two terms corresponding to 2a is to be omitted, and that if 
~ = 1 both terms are to be omitted. 

The characters have an important property that can be expressed 
in either of two equivalent forms. In the first form, it states that 

(2) L x(n) = {¢(q) 
n 0 

if X = Xo, 

otherwise, 

where the summation is over any representative set of residues 
(mod q), though it suffices to take a set of relatively prime residues, 
since x(n) = 0 for the others. The truth of the above statement is an 
immediate deduction from the representation of the general charac­
ter in (1). For the summation over n is equiv.alent to a summation 
over vo, v~, VI' V2 , ••• , each to its respective modulus, and this gives 0 
unless each of mo, m~, ml' m2' ... is congruent to 0 with respect to its 
corresponding modulus. In that case, X = Xo, and all the values of 
x(n) are 1 for n relatively prime to q, and the value of the sum is ¢(q). 

(3) 

The second form of the property is that 

L x(n) = {¢(q) 
x 0 

if n == 1 (mod q), 

otherwise, 

where the summation is over all the ¢(q) characters. The same proof 
applies, but with the m's and v's interchanged; the only case in which 
the sum does not vanish is that in which all the V's are 0, and then 
n == I (mod q). It may be of interest to remark that if the characters 
are defined axiomatically, that is, by their periodic and multipli­
cative properties, instead of by construction, then (2) is readily 
deducible from the definition but (3) is not. To prove this, one has 
either to use similar ideas to those we have used in the construction, 
or to appeal to the basis theorem for Abelian groups. 

Using (3), we can prove that any arithmetic junction X(n) that is 
mUltiplicative and has period q, and is 0 when (n, q) > 1 but not always 
0, is one of the ¢(q) characters x(n). For if (c, q) = 1, we have 

L X(n)x(n) = L X(cn)x(cn) = X(c)X(c) L X(n)X(n). 
n n n 

Unless X(c) = X(c) for all c, the sum must be O. Ifthis is so for each X, 
then 

o = L x(m) L X(n)x(n) = L X(n) L x(m)X(n) = ¢(q)X(m). 
lC n n)( 

This gives X(m) = 0 for all m, contrary to hypothesis. 
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We can also use (3) to construct, as in §1, a linear combination of 
the characters which selects those integers n which fall in a given 
residue class (mod q). If (a, q) = 1, then 

(4) 1 {1 
<fJ(q) ~ x(a)x(n) = 0 

if n == a (mod q), 

otherwise; 

for we have x(a)x(n) = x(n'), and n' == 1 (mod q) if and only if n == a 
(mod q). 

The L functions for a general modulus q are defined, in the first 
place for s > 1, by 

00 

L(s, X) = L x(n)n-'. 
n=1 

As in §1, each of them has an Euler product eXl?ression: 

L(s, X) = n[1 - X(p)p-'r ' , 
p 

and L(s, X) :F 0 for s > 1. We have 

00 

log L(s, X) = L L m-1X(pm)p-m., 
p m= 1 

and on forming a linear combination of these logarithms and using 
the relation (4), we obtain 

(5) 
1 00 

A..( ) L x(a) log L(s, X) = L L 
'l'q )( p m=1 

-I -m. m p . 

pm ;a(modq) 

As in §1, the right side is 

L p-s + 0(1) 
p;a(modq) 

as s -+ 1 from the right. Thus our object, as before, is to prove that 
the left side of(5) tends to + 00 as s ..... 1 from the right. 

The term corresponding to the principal character XO is 

1 
-;:- log L(s, Xo). 
'I'(q) 

By the Euler product formula, we have 

(6) L(s, Xo) = (s) n (1 - p -S), 
plq 

and therefore log L(s, Xo) ..... + 00 as s ..... 1. It therefore suffices to 
prove that, for X :F Xo, log L(s, X) is bounded as s ..... 1, and again this 
is equivalent to proving that L(l, X) :F O. 
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If X is a complex character, that is, a character whose values are 
not all real, so that X =F X, this follows as in §1 from the inequality 

TI IL(s, x)1 ~ 1 fors> 1, 
1. 

which is proved in the same way as before by taking a = 1 in (5). 
It remains to prove that L(I, X) =F 0 when X is a real character 

other than the principal character. Dirichlet deduced this from his 
famous class-number formula, an account of which will be given in 
§6. But to complete the proof of Dirichlet's theorem now, I shall 
deviate from the historical order of discovery and give a simple 
proof due to de la ValU:e Poussin,l which is based on complex 
function theory. 

For this proof we need to know a little about the behavior of the 
L functions as functions of a complex variable s. We write s = (J + it, 
as is customary in this subject. The series which defines L(s, X) is 
absolutely convergent for (J > 1, and is uniformly convergent with 
respect to s for (J ~ 1 + 15 for any positive 15. Hence the L functions 
are defined for (J > 1 and are regular functions of s there. We can, 
however, easily prove that each of them can be continued analytical­
ly so as to be regular for (J > 0, except that L(s, Xo) has a simple pole 
at s = 1. 

We deal first with L(s, Xo), and in view of the simple relation 
between L(s, Xo) and (s) given in (6), it will suffice to consider (s). 
We transform the definition (s) = I:n-', which is applicable for 
(J > 1, into a form that is applicable more generally for (1 > O. 
This is done by partial summation, but it is a technical convenience 
to use integrals rather than sums. We have 

00 00 

(s) = L n-' = L n[n-' - (11 + 1)-"] 
n=1 n=1 

00 .n + 1 

= s L n J x -.' - 1 dx 
n= 1 n 

= s roo [x]x-·- I dx. 
-I 

We now put [x] = x - (x), so that (x) denotes the fractional part of 
x. This gives 

(7) (s) = _s _ _ sf 00 (x)x-·- I dx. 
s - 1 1 

I "Recherches analytiques sur la theorie des nombres premiers." Deuxieme partie. 
Ann. Soc. Sci. Bruxelles. 20, 281-362 (1896). 
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The integral on the right is absolutely convergent for (f > 0, and 
uniformly for (f ~ {) > 0, and so represents a regular function of 
s for (f > 0. Thus '(s) is meromorphic fQr (f > 0, its only pole being a 
simple pole at s = 1 with residue 1. In view of (6), the same is true 
of L(s, Xo), except that the residue is 

n (1 - p-I) = q-I</J(q). 
l'lq 

There is a similar calculation when X #- Xo. If we define tempo­
rarily 

S(x) = L x(n), 
nSx 

then 
co co 

L(s, X) = L x(n)n- S = L S(n)[n-- s - (n + 1)-'] 
n=1 n=1 

(8) 
= s f~ S(x)x-'- 1 dx, 

for (f > 1. Since X #- Xo, it follows from (2) that ~x(n) over any q 
consecutive integers is 0, and therefore that S(x) is a bounded function 
of x. Thus the last integral gives the analytic continuation of L(s, X) 
as a regular function for (f > 0. 

Suppose now that X is a real nonprincipal character (mod q) and 
that L(1, X) = 0. Then L(s, X) has a zero at s = 1, and the product 

L(s, X)L(s, Xo) 

is regular at s = 1 and therefore regular for (f > 0. Since L(2s, Xo) is 
regular and different from 0 for (f > t, the function 

I/I(s) = L(s, X)L(s, Xo) 
L(2s, Xo) 

is regular for (f > 1. We observe further that I/I(s) -+ ° as s -+ t from 
the right, since L(2s, Xo) -+ + 00. 

The Euler product formula for I/I(s) contains only factors corres­
ponding to primes that do not divide q, and indeed contains only 
factors corresponding to primes for which X(p) = l.sinceifx(p) =-1 
the factor is 

Thus we get 

( 1 + p-') 
I/I(s) = n 1 _ -,. 

x(p)= I P 
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This holds for (J > t. If there Were no primes with X(P) = t we should 
have I/I(s) = 1 for all (J > 1, and therefore by analytic continuation 
for all (J > t, and this is contrary to the fact that I/I(s) -+ 0 as s -+ t. 

Plainly the above product can be written as a Dirichlet series: 

I/I(s) = L a.n-s, 
.=1 

where a. ~ 0 and a l = I. This series is only valid, however, for 
(J > 1 (as far as we know). 

Since I/I(s) is regular for (J > t, it has an expansion in powers of 
s - 2 with a radius of convergence at least 1. This power series is 

ex; 1 
I/I(s) = I -.I/I(m)(2)(s - 2)m. 

m=om. 

We can calculate I/I(m)(2) from the Dirichlet series, and we obtain 

00 

I/I(m)(2) = (....!..l)m I a.(logn)mn-2 = (-l)mbm, 
.=1 

say, where bm ~ O. Hence 

and this holds for 12 - sl < 1. If t < s < 2, then since all the terms 
are nonnegative we have 

I/I(s) ~ 1/1(2) ~ 1, 

and this contradicts the fact that I/I(s) -+ 0 as s -+ t. Thus the hypo­
thesis that L(l, X) = 0 is disproved. 2 

We have therefore completed the proof of Dirichlet's theorem that 
there are infinitely many primes p == a (mod q), and the series I:.p- 1 

summed over such primes is divergent. 

2 A somewhat different proof, but on similar general lines, was given by Landau 
in 1905 (see, for example, Prachar, Chap. 4, Satz 4.2). There is also an elementary 
but rather complicated proof due to Mertens, which will be found in Landau, Vorle­
sungen I, Satz 152. 



5 
PRIMITIVE CHARACTERS 

Many results about characters and L functions take a simple form 
only for the so-called primitive characters, though they may be 
capable of extension, with complications, to imprimitive characters. 
We shall now explain the distinction between these two types of 
character, and afterward investigate in detail the real primitive 
characters. 

Let x(n) be any character to the modulus q other than the principal 
character. If (n,q) > I, then x(n) = 0; if (n,q) = l, then x(n) # 0, 
being a root of unity. and is a periodic function of n with period q. 
It is possible. however. that for values of n restricted by the condition 
(n, q) = I, the function x(n) may have a period less than q. If so. we 
say that X is imprimitive, and otherwise primitive.1 It is a matter of 
personal preference whether one includes the principal character 
among the imprimitive characters; I prefer to leave it unclassified. 

Let x(n) be a nonprincipal character to the modulus q which is 
imprimitive, and let q 1 be its. least period. Then q 1 < q; and q 1 > I. 
for otherwise we should have x(n) = x(l) = I for all n satisfying 
(n, q) = I, contrary to the supposition that X is not the principal 
character. Further, ql is a factor of q, for by a familiar argument if q 
and {II are periods then so is (q, qd, and therefore this number 
cannot be less than q I' 

We shall prove that x(n) is identical, when (n, q) = I, with a charac­
ter XI (n) to the modulus q 1 ; but before we can prove this we must 
define XI (n). Of course, we define X I(n) to be x(n) if (n, q) = I; and if 
(n, q I) = 1 but (n, q) > 1, we choose any integer t such that 

(I) (n + tql,q) = 1 

and define Xl(n) = x(n + tql)' Such an integer exists, for it suffices to 
have 

(n + tql' r) = 1, 

1 Alternative terms are improper and proper. 

35 
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where2 r is the product of those prime power constituents ofq which 
are relatively prime to q I' The choice of t, subject to (1), is immaterial, 
since the value of x(n + tqd will be the same. 

We have now defined X I (n) when (n, q d = 1, and of course we take 
it to be 0 when (n, qd > 1. Plainly XI(n) is periodic with period ql' 
and its multiplicative property follows easily from that of x(n). 
Further, XI(n) is not always 0 when (n, ql) = 1, for 'XI(1) = x(1) = 1. 
Hence, by a result proved in §4, it is one of the cP(q I) characters to 
the modulus ql' The values of xdn) when (n,qd = 1 include the 
values of x(n) when (n, q) = 1, and so cannot be periodic with period 
less than ql ; nor can they all be 1. Hence XI (n) is a primitive character 
to the modulus ql' We have now proved that to an imprimitive 
character X (mod q) there corresponds a proper factor ql .of q and a 
primitive character XI (mod qd such that 

(2) 
if(n, q) = 1, 

if(n, q) > 1. 

We say that XI induces X. It is clear that if ql and XI are given, and q 
is any proper multiple of ql, the above definition of X does in fact 
produce a character (mod q). 

For example, the Legendre symbol (nip) is an imprimitive charac­
ter (mod p") if IX > 1, being induced by the same character (mod p); 
but this is a particularly simple case, since here the conditions 
(n, q) = 1 and (n, ql) = 1 are synonymous. Or again the Legendre 
symbol (nlpl) induces an imprimitive character to the modulus 
PIP2 (where P2 # PI) by the definition 

if (n, PIP2) = 1, 

if (n, PIP2) > 1. 

As we saw in §4, any character (mod q) is representable as 

x(n) = x(n; p~l)x(n; pi2) ... , 

where q = p~'pi2 ... , and the characters on the right are to the moduli 
indicated. (We allow PI to be 2 here.) It is easily seen that X is primitive 
if and only if each of the characters on the right is primitive. If X is 
imprimitive, one or more of the characters on the right is either 
principal or imprimitive, and in the latter case x(n; p") = x(n; pp), 
where 1 ::; f3 < IX. Then ql is the product of the prime powers 
pr·, and XI is the product of the characters x(n; ph, but omitting 
any factors that are principal characters. 

2 r is not the same as q!(q. q I)' 
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Expressed in terms of the representation by the complex ex­
ponential function, in (1) of §4, a character is primitive if and only 
if all the mi are relatively prime to the corresponding Pi (with an 
obvious modification for mo and m~ depending on whether r:J. > 2 
or r:J. = 2). 

The relation (2) between an imprimitive character X and the 
primitive character Xl which induces it implies a simple relation 
between the corresponding L functions. By the Euler product 
formula, 

(3) 
pjq 

= n [1 - XI(p)p-Sr I 
pjq 

= L(s, xd n [1 - XI(P)P- s ]. 

plq 

The above argument is valid only for (J > 1, where the infinite 
products converge; but by analytic continuation the result re­
mains true for (J > 0, and indeed in the whole s plane, as we shall see 
later. In particular, L(1, XI) i= 0 implies L(1, X) i= O. 

We now turn to the real primitive characters, which are of 
particular interest in several ways. The obvious question is: For 
what moduli does there exist a real primitive character (or possibly 
more than one), and how can such characters be expressed in terms 
of quadratic residue symbols? The general nature of the answer 
is that only for certain types of q does a real primitive character 
exist, and it is then expressible (for n > 0) as 

x(n) = (~), 
where the symbol on the right is Kronecker's extension of Legendre's 
symbol, and d = ± q. In some cases, but not in all, d can be both 
+ q and - q, and then there are two. characters. 

We have seen that a primitive character (mod q) is a product of 
primitive characters with the prime power constituents of q as 
moduli. Consider first a prime power pa for which p > 2. The 
character is 

[ mv(n) J 
e pa I(p - 1) , for (n, p) = 1. 

Since e(x) is real only if x == 0 or t (mod 1), and since a possible value 
of v(n) is 1, this is a real function only if m is divisible by tpa - l(p - 1). 
We must therefore have r:J. = 1, for if r:J. > 1 we should have m 
divisible by p and the character would be imprimitive. We can take 
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m = t(p - I), since m = 0 would give the principal character, and 
now the function becomes 

e[tv(n)] = (_I)"(n) = (~). 

Thus p~ must be p and x(n; p~) must be (nip). 
Now consider the modulus 2~, where at ~ 2 of necessity, since for 

at = 1 there is only the principal character. If at = 2, there is just 
one non principal character, namely 

(4) 
if n == 1 (mod 4), 

if n == - 1 (mod 4), 

and this is obviously primitive. If at ~ 3, the general character is 

where 0 ~ m < 2, 0 ~ m' < 2~-2, and v, v' are defined by 

n == (-1)"5·' 

The character can only be real if m' is divisible by 2~- 3, and if at > 3 
this implies that the character is imprimitive. We must have at = 3, 
and there are the two possibilities mo = 0, m~ = 1 and mo = 1, 
m~ = 1. [The other possibility, mo = 1, m~ = 0 leads to X4(n). 
which is imprimitive to the modulus 8.] The first of these gives a 
character, which we shall denote by Xs(n), according to the rule 

(5) 
if n == ± 1 (mod 8), 

if n == ±3 (mod 8); 

and the second possibility gives XS(n)X4(n). Both these are primitive. 
Thus the only prime power moduli to which there exist real 

primitive characters are: 

(6) { 
p (> 2) with the character (nip), 

4 with the character X4(n), 

6 with the characters Xs(n) and X4(n)XS(n). 

A real primitive character exists to the modulus q if and only if q 
is a product of such moduli, subject to the factors being relatively 
prime, and the character is then the product of the corresponding 
characters given above. There are two of them if and only if q 
includes the factor 8. We shall call the moduli listed above the 
basic moduli and the characters the basic characters. 
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We can express most of the basic characters, if we limit ourselves 
to positive values of n, in terms of Jacobi's symbol (mill), which is 
defined (by multiplying together the corresponding Legendre 
symbols) when n is odd and positive. We have3 

(7) 

X4(n) = (~I) = (~4), 

Xs(n) = (~) = (~), 

X4(n)XS(n) = (~2) (~8), 
provided n is odd, which it naturally is when the modulus is 4 or 8. 
We also have, by the law of quadratic reciprocity,4 

(8) (~) = (~), where p' = (_I)(p-l)/2p, 

provided n is odd. But here the limitation to odd n is an undesirable 
restriction. It is removed by employing Kronecker's extension of 
Legendre's symbol, by which one puts 

(~) = (~), 
and, more generally, 

(2~~) = (2:m). 
With this extension, relation (8) holds whether n is odd or even. 
It holds also in the more general form 

where P' = (-l)w- l)p, 

if P = P1P2':'; that is, if P is any square-free odd positive integer; 
for then P' = P'IP~ .... 

We have now expressed all the basic characters by quadratic 
residue symbols; they are 

3 Landau. Vorlesungen. Satz 92 and Satz 93. 
4 Landau. Vorlesungen. Satz 95. 
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and the modulus of each character is the absolute value of the upper 
number. Moreover, we have 

(d~d2) = (~l )(~2) 
provided d1 and d2 are relatively prime. This is a consequence of 
the multiplicative property of the Jacobi symbol (and so of the 
Legendre symbol) if n is odd, and a consequence of Kronecker's 
definition if n is even (which it can only be if d1, d2 are odd). 

It follows that the real primitil'e characters are identical with the 
symhols (din), where d is a product of relatively prime factors of the 
form 

(9) (p> 2); 

and the symbol is a real primitive character to the modulus Idl. 
There is an intimate connection between the real primitive 

characters and the theory of binary quadratic forms, or the equivalent 
theory of quadratic fields. We prove, in the first place, that the 
numbers d described above are identical with the numbers that 
arise as fundamental discriminants in the theory of quadratic forms, 
or as discriminants in the theory of quadratic fields. 

The numbers (_l)t(P-l)p are all congruent to I (mod 4), and the 
products of relatively prime factors (i.e .. distinct factors) each of 
this form comprise all square-free integers, positive and negative, 
that are congruent to 1 (mod 4). In addition, we get all such numbers 
multiplied by -4, that is, all numbers 4N, where N is square-free 
and congruent to 3 (mod 4). Finally, we get all such numbers multi­
plied by ± 8, which is equivalent to saying all numbers 4N, where 
N is congruent to 2 (mod 4). Thus we get (a) all integers, positive 
and negative, that are == 1 (mod 4) and square-free, and (b) all 
integers, positive and negative, of the form 4N, where N == 2 or 3 
.(mod 4) and square-free. 

These are just the discriminants of quadratic fields. For a quadratic 

field is generated by j'N, where N is a square-free integer (positive 
or negative); and an integral basis of the field is given by 

(I, j'N) 

(I,! + !j'N) 

if N == 2 or 3 (mod 4), 

if N == 1 (mod 4). 

The discriminant, being the squan; of the determinant formed 
by an integral basis and the (algebraically) conjugate basis, is 4N 
in the first case and N in the second case. Hence the discriminants 
are just the numbers described in (a) and (b) above. 
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In the theory of quadratic forms, the discriminant of 

ax2 + bxy + ey2 

is the familiar algebraic invariant D = b2 - 4ae. In this theory one 
presupposes that D is not a perfect square, since in that case the 
form has rational linear factors. Thus a discriminant is an integer, 
not a square, which is congruent to 0 or 1 (mod 4). A fundamental 
discriminant is one which has the property that all forms of that 
discriminant have (a, b, e) = 1. We can easily prove that the funda­
mental discriminants are just the numbers d described in (a) and 
(b). First, if D = d and (a, b, c) = m > 1, then m2 divides d, and 
therefore d must be of the type (b) and m must be 2. But then a = 2a l , 

b = 2b l , C = 2e l , and 

which contradicts the fact that N == 2 or 3 (mod 4). Second, if 
D "# d, we easily see that D = dm 2 for some m > 1, and then there 
is either the imprimitive form with coefficients 

m, m, -jm(d - 1) 

or the imprimitive form with coefficients 

m,O, -jmd, 

of discriminant D. This proves the assertion. 
In the theory of quadratic fields, the value of (dip) determines 

the way in which a prime p factorizes in the quadratic field of dis­
criminant d; it remains a prime if (dip) = -1, and factorizes into 
two prime ideals if (dip) = 1. Similarly, in the theory of quadratic 
forms, p is not representable by any form of (fundamental) dis­
criminant d if (dip) = -1, but is representable by at least one form 
if (dip) = 1. 

In connection with primitive real characters, it may be noted that 
X( -1) has the value + 1 or -1 according as d is positive or negative. 
It is sufficient to prove this for the "prime discriminants" listed in 
(9), as the general character is a product of basic characters, and 
both the value of X( -1) and the sign of d are multiplicative. For 
d = -4 the character is X4(n) and X4( -1) = -1. For d = 8 the 
character is Xs(n), and Xs( -I) = 1. For d = -8 the character is 
X4(n)XS(n), and xi -I)xs( -1) = -1. For d = (_l)t(P-I)p the 
character is (nip), and for n = - 1 it is + 1 or - 1 according as 
p == 1 or - 1 (mod 4), that is, according as d is positive or negative. 
Hence the result. 
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Thus a real primitive character is associated with a real quadratic 
field or with an imaginary quadratic field, according to the value 
of X( -1). 

Finally, we observe that the L function of any real primitive 
character can now be expressed as 

for (1 > 1. 



6 
DIRICHLET'S CLASS NUMBER 
FORMULA 

Dirichlet's class number formula. in its simplest and most striking 
form. was conjectured by Jacobi 1 in 1832 and (as we said in § 1) 
proved in full by Dirichlet in 1839. 

There are two stages in Dirichlet's work. In the first stage. the 
class number of quadratic forms of given (fundamental) dis­
criminant d is related to the value of L(l. X). where X is the real 
primitive character (din). This relation renders visible the fact that 
L(1. X) > O. In the second stage. the value of LO. X) is expressed 
in terms of a finite sum by an argument which is essentially the same 
as that used in § 1. 

In this section we shall give the substance of Dirichlet's work. 
but to avoid excessive length we shall quote a number of results 
concerning quadratic forms from Landau's Vorlesungen I. We 
cannot follow Dirichlet in detail. because he used the notation 

ax2 + 2bxy + ey2 

for a quadratic form, whereas (following Lagrange and most 
modern writers) we shall use the notation 

ax2 + bxy + ey2. 

The forms of given (fundamental) discriminant d fall into classes 
of mutually equivalent forms under linear substitutions of the 
type 

(1) x = ax' + Py', y = yx' + by'. 

with integral coefficients a, p, y, b satisfying ab - py = 1. We call 
these unimodular substitutions. As Lagrange showed, every class 
contains at least one form whose coefficients satisfy the inequalities 

Ibl $ lal $; lei. 

1 See p. 51 below, and Bachmann, Kreisteilung, Vorlesung 20, or H. J. S. Smith, 
Report on the Theory of Numbers, §121. 

43 
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and it follows easily that the number of classes, for a given dis­
criminant d, is finite. 2 

If d is negative, the forms of discriminant d are definite. Half 
of them are positive definite and half are negative definite,the 
latter being obtained from the former by replacing a, b, c by - a, 
- b, - c. It is obviously sufficient to consider the positive definite 
forms, which is equivalent to saying that we restrict ourselves to 
forms with a > O. If d is positive, each of the forms of discriminant 
d is indefinite. It is therefore equivalent to some form with a > 0, 
for we can choose some positive number represented properly by 
the form (that is, with x and y relatively prime), and any such 
number occurs as the first coefficient of some equivalent form. 
We can select a representative from each class of equivalent forms 
with a > 0, and it is convenient to do so. We denote the number of 
classes of forms (positive definite if d < 0) by h(d). 

There is always at least one form of discriminant d, namely, the 
principal form 

(2) 

Hence h(d) is a positive integer. 

if d == 0 (mod 4), 

if d == 1 (mod 4). 

In the relationship between h(d) and L(l, X), the proof of which 
represents the first stage of Dirichlet's work, there intervenes a 
factor depending on the automorphs of the forms of discriminant d, 
that is, the unimodular substitutions that transform a form into 
itself. There are always two trivial automorphs, namely, the identity 
x = x', y = y' and the negative identity x = - x', y = - y'. If 
d < 0, there are in general no others, but there are two exceptions 
to this: when d = - 3 or - 4. In both these cases there is only one 
class of forms, represented by the principal form. If d = - 3, the 
principal form is x2 + xy + y2, and this has the additional auto­
morphs 

x = - y', y = x' + y', and x = x' + y', y = - x' 

and their negatives. If d = -4, the principal form is x2 + y2, and 
this has the additional automorph 

x = y', y = -x' 

2 Landau, Vorlesungen. Satz 197. 
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and its negative. We denote by w the number of automorphs, so 
that 

(3) 

if d < -4, 

if d = -4, 

if d = -3. 

(Another interpretation for w is that it is the number of roots of 
unity in the quadratic field of discriminant d.) 

The position is quite different when d > O. Each form has in­
finitely many automorphs, and these are determined by the solu­
tions of Pell's equation 

(4) 

For the form with coefficients a, b, c, the automorphs are given by3 

(5) {IX = t(t - bu), fJ = - cu, 

r = au, () = t(t + bu). 

The trivial automorphs correspond to the trivial solutions t = ± 2, 
u = 0 of Pell's equation. The equation (4) has infinitely many solu­
tions, and if to, Uo is that solution with to > 0, Uo > 0 for which Uo 
is least, then all solutions are given by4 

(6) 

where n is an integer (positive or negative). That (5) actually does 
give an automorph is easily verified by factorizing the form ax 2 + 
bxy + cy2. We have 

(7) ax2 + bxy + cy2 = a(x - Oy)(x - O'y), 

where 

(8) 0= -b + -/d 
2a ' 

, -b - y7i 
o = 2a ' 

and the effect of the unimodular substitution with the coefficients 
(5) is expressed by 

(9) {
X - Oy = t<t - uy7i)(x' - Oy'), 

x - O'y = t(t + uy7i)(x' - O'y'); 

the product of the constant factors is 1 by (4). 

3 Landau, Vorlesungen, Satz 202. 
4 Landau. Vorlesungen. Satz 111. 



46 MULTIPLICATIVE NUMBER THEORY 

We now turn to the question of the total number of representa­
tions of a positive integer n by a representative set of forms of given 
(fundamental) discriminant d. This question was answered (im­
plicitly, at least) in the classical theory of quadratic forms, developed 
by Lagrange and further by Gauss. 

If d < 0, so that the forms are positive definite, the number of 
representations of n by any form is finite. We denote by R(n) the 
total number of representations by the various forms of a representa­
tive set. But if d > 0 there are infinitely many representations, since 
anyone representation gives rise to an infinity of others by the 
application of the automorphs of the form. We shall select one 
representation from each such set, and call it primary, and it will 
transpire that the number of primary representations is finite. If 
x, y and X, Yare two representations of the same integer that are 
related by an automorph, then by (9) we have 

x - (J'y !(t + uJd) X - (J'Y 
---=----'-
x - (Jy !(t - uJd) X - (JY 

Let e = !(to + uoJd) > 1. Then, by (6), 

for some integer m. There is just one choice of m (for given X and Y) 
which will ensure that 

(10) 
x - (J'y 

1 $; (J < e2 , 
x - y 

and then by choice of the ambiguous sign we can further ensure 
that 

(11 ) x - (Jy > O. 

A representation that satisfies these two conditions will be called 
primary. The number of primary representations of a given integer 
n by a given form is finite, since the product of the linear forms 
x - (Jy and x - (J'y is nfa by (7), and their quotient is bounded 
both ways by (10). For d > 0 we denote by R(n) the total number of 
primary representations of n by a representative set of forms of 
discriminant d. 

The basic result of the theory of quadratic forms is as follows. 5 

, Landau, Voriesullgell, Salz 204. 
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lfn > 0 and (n, d) = 1 then 

(12) R(n) = w L (~), 
min 

where w is given by (3) if d < 0 and w = 1 if d > O. 
This is proved by expressing R(n) in terms of the number of solu­

tions of the congruence Z2 == d (mod 4n), and then evaluating this 
number in terms of quadratic character symbols. 

The basic idea in the first stage of Dirichlet's work is to deter­
mine, from the above expression for R(n), the average value of 
R(n) as n varies. It is convenient (and it suffices for the purpose 
in view) to limit oneself to values of n that are relatively prime to d. 
We have 

since the first sum comprises all pairs m!, m2 for which m! ~ j"N 
and the second sum all pairs for which m1 > j"N. The first inner 
sum IS 

~ 4>(ldl) + O[ 4>(ldlll, 
m 1 Idl 

so the first double sum is 

for fixed d and arbitrarily large N. Since (dim!) is a nonprincipal 
character to the modulus Idl, the sum of its values as m! varies over 
any range is bounded. Hence the second double sum is O(j"N). Thus 

w- 1 I. R(n) = N 4>(ldl) L ~ (~) + O(j"N). 
n= 1 Idl r.;m m 

(n,d) = 1 m$"N 

We can extend the sum over N to infinity, and the remainder is 
estimated by 
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on using partial summation. This again contributes an error 
O(jN) in the above asymptotic expression. In particular, we 
conclude that 

(13) lim ~ £ R(n) = w cfJ(ldl) f ~ (~). 
N .... ooN n=l Idl m=lm m 

(n,d) = 1 

Since cfJ(ldl)/id1 measures the density of the integers n for which 
(n, d) = I, we can express the result in the form: The average with 
respect to n of R(n) is wL(1, X~ where x(m) = (dim). 

The next step is to evaluate the average of R(n) from its original 
definition. Let R(n,J) denote the number of representations of n 
(primary if d > 0) by a particular form f of discriminant d. Then 

(14) R(n) = L R(n,J), 
f 

where the summation is over a representative set of forms (with 
a > 0), so that the number of terms in the sum is h(d). We shall now 
evaluate 

1 N 

lim - L R(n,J), 
N .... ooN n=1 

(n,d) = I 

and it will turn out to be independent off. Comparison of the two 
limits will give the relation between h(d) and L(1, X). 

Take first the case d < O. Then 

N 

L R(n,J) 
n= I 

(n.d) = I 

is the number of pairs of integers x, y satisfying 

0< ax2 + bxy + cy2 ~ N, (ax2 + bxy + cy2,d) = 1. 

The second condition limits x, y to certain pairs of residue classes to 
the modulus Idl, and it is easily proved6 that the number of these pairs 
is IdlcfJ(ldl). Hence it suffices to consider the number of pairs of integers 
x, y satisfying 

ax2 + bxy + cy2 ~ N, x == Xo, Y == Yo (mod Idl). 

The first inequality expresses that the point (x, y) is in an ellipse with 
center at the origin, and as N -+ 00 this ellipse expands uniformly. 

6 Landau. Vor/I'sungl'n. Satz 206. 
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The area of the ellipse is 

2n N = ~N. 
J4ac - b2 Idl t 

Intuition suggests-and a rigorous proof is easily given by dividing 
the plane into squares of side Idl-that the number of points is 
asymptotic to 

as N -+ 00. We have to multiply this by Idl4>(ldl) to allow for the 
various possibilities for xo, Yo. Thus the conclusion is that 

lim ~ N R _ 4>(ldl) 2n 
N-oo N n~l (nJ) - Idl Idle!' 

(n,d) = 1 

Comparison with (13) and (14) gives 

(15) 
wldl! 

h(d) = ~ L(l, X) for d < 0. 

Now take the case d > 0. Arguing as before, we need the number 
of integer points (x, y) satisfying 

ax2 + bxy + cy2 ~ N, 

and 

x - fJy > 0, 1 x - fJ'y 2 
~ fJ <e, x - y 

y == Yo (mod d). 

The first set of conditions represents a sector of a hyperbola bounded 
by two fixed lines (or rather half-lines) through the origin. The area 
of this sector is easily calculated by changing the coordinates from 
x, y to e, 1], where 

e = x - (Jy, 1] = x - fJ'y. 

We have 

a(e, '0 = fJ _ fJ' = fl. 
o(x, y) a 

In the e, 1] plane, the sector is given by 

e > 0, 

These conditions are equivalent to 
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Hence the area is 

i~1 l(NIQ)Y2 ( N ) 
o (e2~ - ~) d~ + ~1 a~ - ~ d~, 

where ~ 1 = e - '(N /a)t. This is 

(e 2 - l)t~i + (N fa)! 10g(N fa) - (N fa) log ~ 1 - t(N fa) + t~i, 
which reduces to 

(N/a) log e. 

This has to be divided by dta- ' to give the area in the x, y plane. We 
have then to divide this by d2 to allow for the congruences to the 
modulus d, and to tnultiply by dc/J(d) to allow for the choices of 
xo, Yo' This gives 

. . 1 N . c/J(d) log e 
hm - L R(nJ) = -d '-d1 ' 
N-oc,N n=1 

(n.d)= I 

and comparison with (13) and (14) gives 

(16) 
d! 

h(d) = -1 - L(1, x) 
oge 

for d > O. 

This completes the first stage of the work, and, as we said earlier, 
the results (15) and (16) render visible the fact that L(1, X) > O. 

There remains the question of expressing L( I, X) by means of a 
finite sum, as was done in §1 in the particular case when Idl is a prime. 
The work is on the same general lines as there, but one needs the 
evaluation of a slight extension of Gauss' sum. This takes the form 7 

idi (d) (d) L - e(mn/ldl) = - eldl!, 
m=1 m n 

where e = 1 if d > 0 and e = i if d < O. I will merely quote the final 
results8 : 

(17) if d < 0, 

(18) 1 d (d) . mn 
L(1,X) = - t L - logsm-

d m=1 m d 

7 Landau. Vorlesungen, Satz 215. 
a Landau, Vorlesungen. Satz 217. 

if d > O. 
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Here (17) is the more general form of (7) of § 1 [there is similarly a 
more general form of (8)], and (18) is the more general form of (9) 
of §l. 

The case when d = - q, where q is a prime congruent to 3 (mod 4), 
is particularly simple and interesting. We suppose that q > 3 so as 
to avoid any complication with the value of w. We have w = 2, 
and on combining (15) with (17) we get 

(19) 
1 q-l (-q) 1 q-l (m) 

h(d) = - - L m - = -- L m - . 
Idl m= 1 m q m= 1 q 

It was this particular case of the class-number formula that was 
conjectured originally by Jacobi, and the considerations that led 
him to make the conjecture are curious. The number on the right 
of (19) is certainly an integer, say H, since by Euler's criterion 

I m ~ :; I mtq +! :; o (mod q). 
q-l () q-l 

m=l q m=l 

Jacobi proved, by an ingenious argument involving products and 
quotients of Gaussian sums, that H has the following property: 
for every prime p :; I (mod q), there is a representation of plHI in 
the form 

4plHI = x2 + qy2. 

(The reader will not be surprised to learn that Jacobi was unable 
to prove that H is positive.) On the other hand, it can be deduced 
from the theory of quadratic forms that the same property is 
possessed by the class number h( - q). This led Jacobi to look for a 
connection between them, and after examining a number of parti­
cular cases he formulated the conjecture that h( - q) = IHI. 

We conclude this section by stating briefly the connection between 
the theory of classes of equivalent quadratic forms and the theory of 
ideals in quadratic fields, but we shall omit the proofs. 9 

Let K be a quadratic field of discriminant d and let a be an integral 
ideal in K. The general integer ~ of a is given by 

~ = ~x + fJy, 

where ~, P is a basis of a and x, y run through all the rational integers. 
Thus 

N~ = (~x + Py)(~'x + (J'y), 

9 See Landau. Vorlesungen III. pp. 186-198 or Heeke. Algebraische Zahlen. §53. 
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and this is a quadratic form in x and y with rational integral coeffi­
cients. All three coefficients are divisible by No, and if we write 

N~ 
- = ax2 + bxy + c/, 
No 

the discriminant ofthis form is d. The class to which the form belongs 
is independent of the choice of basis for the ideal, and is also the same 
for two equivalent ideals, provided that equivalence of ideals is 
defined in the narrow sense. That means that two ideals 0, b in K 
are said to be equivalent if there is a number A of K with N A > 0 
such that 

o = (A)b 

(of course A need not be integral). Further, there is a one-to-one 
correspondence between a representative set of forms of discriminant 
d (positive definite if d < 0) and a representative set of ideals relative 
to equivalence in the narrow sense. 

If d < 0 there is no distinction between equivalence in the narrow 
sense and in the ordinary sense, for then N A is necessarily positive. 
If d > 0 and there is a unit in K of norm - 1, there is also no distinc­
tion, for we can ensure that N A > 0 by multiplying A by such a unit 
if necessary. If d > 0 but there is no unit of norm - 1, each ideal 
class in the ordinary sense comprises two ideal classes in the narrow 
sense. It follows that, if we denote by h1(d) the number of ideal classes 
in K in the ordinary sense, then: 

h(d) = h 1(d) 

if d < 0 or if d > 0 and there is a unit in K of norm - 1 ; but 

h(d) = 2h 1(d) 

if d > 0 and there is no unit of norm - 1. 
There is a similar one-to-one correspondence between the 

automorphs ofthe fields, when d > 0, and the units in K of norm + 1. 
If e l denotes the fundamental unit of K, then e = e l if Ne l = + 1, but 
e = ei if Ne l = -1. 

Combining these results, we have in both cases 

for d > O. 

Thus the final expressions for the class number hi (d) of a quadratic 
field become 

if d < 0, 

if d > O. 



DlRICHLET'S CLASS NUMBER FORMULA 53 

Dirichlet's class-number formula, as given in (15) and (16), can 
be regarded as a special case of a theorem 10 that applies to any 
algebraic number field K, by which the product of the class number 
and the regulator is expressed in terms of the residue at s = 1 of the 
Dedekind , function of K. If K is a quadratic field, the Dedekind ( 
function is simply ((s)L(s, X), and the residue is L(1, X). But this 
special case is of interest in its own right, particularly in view of the 
fact that L( I, X) can be expressed by a finite sum, as in (17) and (18). 

10 Heeke, Aigebraische Zahlen. Satz 125. 



7 
THE DISTRIBUTION OF 
THE PRIMES 

Legendre was the first, as far as we know, to make any significant 
conjecture about the distribution of the primes. Let n(x) denote the 
number of primes not exceeding x. Then Legendre conjectured, 
somewhat tentatively, that for large x the number n(x) is given 
approximately by 

x 
logx - 1.08 ... · 

This would presumably imply, at the very least, that the ratio of 
n(x) to x/log x tends to 1 as x --+ 00 ; and this is the celebrated Prime 
Number Theorem, which was first proved by Hadamard and de la 
Vallee Poussin independently in 1896. If we construe the conjecture 
in the more precise form that 

X 
n(x) = , 

log x - A(x) 

where A(x) --+ 1.08 ... as x --+ 00, then it is erroneous, since (as we shall 
see) the limit of A(x) is I. 

Gauss, in a letter of 1849 (which, however, was not published until 
much later), related that as a boy he had thought much on this 
question, and had reached the conclusion that a good approximation 
to n(x) was given by 

lix = r~. J2 log t 

He certainly believed that the ratio n(x)/Ii x has the limit I, which 
again is equivalent to the prime number theorem; how much more 
he believed is uncertain. 1 The asymptotic expansion of Ii x, found by 
integrating by parts several times, is 

. x I!x q!x 
hX=-I-+(1 )2+"'+(1 )Q+l[l+e(x)] ogx ogx ogx 

I See Landau. Ham/bul'h. Kap. I. 
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for any fixed q, where e(x) ~ 0 as x ~ 00. If the second term of this 
is significant in the approximation to n(x) by Ii x, as we now know 
that it is, the limit of Legendre's A(x) is 1. 

The first mathematician of all time to prove any worthwhile results 
about the behavior of n(x) as x ~ 00 was Tchebychev, in 1851 and 
1852. In his first paper he provided some measure of justification for 
Gauss' conjectural association of n(x) with Ii x. He proved that 

r n(x) -r- n(x) 
1m -1'- ~ 1 ~ 1m -1'-' 

- IX IX 

so that if the limit exists it must be 1. But he further proved (in effect) 
that if there is a function with an asymptotic expansion of the same 
general character as Ii x which gives a good approximation to n(x), 
then this function can only be Ii x itself. The proof is based on the 
asymptotic behavior of various combinations of (s), ('(s), ("(s), ... as 
s ~ 1 from the right. 2 

In his second paper Tchebychev gave definite inequalities for 
n(x); he proved that 

(1) 
x x 

(0.92 ... )~ < n(x) < (1.105"')-1 -
logx ogx 

for all sufficiently large x. 
The proof depends on an interesting identity satisfied by the 

arithmetical function A(n), which is defined by 

(2) A(n) = {~Og P 
if n is a power of a prime p, 

otherwise. 

The identity states that 

(3) L A(m) = log n. 
mIn 

Although this can be proved directly, the simplest way of deriving 
this and similar identities is by comparing coefficients in two 
Dirichlet series which have the same sum. By logarithmic differ­
entiation of Euler's identity, 

(4) 
('(s) 00 00 

- -v = L L (log p)p-ms "" L A(n)n-s. 
~(s) p m=) n=) 

2 See Landau. Handbllch. Kap. 10. 
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Multiplying this by ((s), we get 

( ) ( ) 
ns), _ 

LA(n)n- S In- s = - ((s) ((sJ = L(logn)n s, 

for s > 1, and comparison of coefficients gives (3). 
If we sum (3) over positive integers n :5: x, we obtain 

T(x) = L A(m) [~J = L 10g'n = log[x]!, 
m~x m nsx 

and the number on the right is x log x - x + O(log x) by Stirling's 
formula. This was the basis for Tchebychev's proof of (1). 

A result of the same general character as (1), but with less precise 
constants, can be proved by considering the combination 

The left side is asymptotic to x log 2, and the right side is 

[ log x] :5: L A(m) = L (log p) -I - :5: (log x)n(x). 
m$x p$x og P 

This yields a lower bound for n(x) of the desired character. The right 
side above is also 

~ L A(m) ~ L log p ~ (log tx)[n(x) - n(tx)]. 
ix<m:5x 

This gives an upper bound for n(x) - n(tx), from which an upper 
bound for n(x) is easily derived by an inductive argument. Tcheby­
chev's proof of (I) was based on the consideration of the more 
elaborate combination 3 

T(x) - T(tx) - T(1x) - T(~x) + TUox). 

The next substantial progress was made by Mertens in 1874. He 
proved that 

(5) 
1 L - = log log x + A + O[(logx)-l], 

p$X p 

a result which (even in a less precise form) had been attempted by 
Tchebychev without success. The proof, as one now sees it, is not 
particularly difficult. We have seen that 

m ~x A(m{;] = T(x) = x log x + O(x). 

-' Landau. Handbuch, Kap, 5. 
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The contribution of the prime values of m is 

[x] log p 
p~x (log p) p = x p~x -p- + O[(log x)n:(x)] 

= x L logp + O(x). 
p~x p 

Other values of m contribute O(x). Hence 
logp L - = logx + 0(1). 

p~x P 

Denoting the sum on the left by s(x), we have 

1 1 L - = L [s(n) - s(n - 1)]-, 
p~xp 2~n~x logn 

and on applying partial summation we obtain (5). 
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Another result of Mertens is of interest in connection with 
Dirichlet's work on primes in an arithmetic progression. If X is any 
nonprincipal character (mod q), it follows from the results of §4 
that 

" X(p) 
£.; ps 

has a finite limit as s ...... 1 from the right; for the amount by which this 
series differs from log L(s, X) is trivial. Mertens proved the deeper 
result, which is suggested by the preceding one but cannot be 
deduced directly from it that 

(6) I x(p) 

I' p 

converges. From this and (5) he easily deduced, by taking a linear 
combination of characters in the usual way, that 

1 1 
p~x P = cj>(q) log log x + A(q, a) + O[(log X)-I]. 

P=Q (mod q) 

We have here a more precise form of Dirichlet's theorem that the 
series on the left, when extended to infinity, is divergent. 

The proof of the convergence of the series (6) is simple and 
ingenious. Using (3), we have 

L x(n)!og n = L 
n:S:x 11 m}m2 SX 

= L x(ml)A(md L x(m 2 ) 

m, ~x m\ ml~xlm, m2 



58 MULTIPLICATIVE NUMBER THEORY 

The inner sum on the right differs from L( I, X) by a remainder that is 
O(ml/x~ by partial summation. Hence the last expression is 

L(I,X) m~JC x(m~(m) + o(x- t m~.~ A(m)). 

The last error term is O[ x - t (log x )n(x)] = 0(1), by (1). Since the 
series ~x(n)(log n)/n is convergent, by Dirichlet's test, it follows that 

L x(m)A(m) = 0(1), 

m"'x m 

and from this the convergence of the series (6) is deduced by partial 
summation. 

It may be of interest to observe that the convergence of the series 
(6) implies the convergence of the Euler product for L(s, X) when 
s = I. Hence 



8 
RIEMANN'S MEMOIR 

In his epoch-making memoir of 1860 (his only paper on the theory 
of numbers) Riemann showed that the key to the deeper investigation 
of the distribution of the primes lies in the study of (s) as a function 
of the complex variable s. More than 30 years were to elapse, how­
ever, before any of Riemann's conjectures were proved, or any 
specific results about primes were established on the lines which 
he had indicated. 

Riemann proved two main results: 
(a) The function (s) can be continued analytically over the whole 

plane and is then merom orphic, its only pole being a simple pole 
at s = 1 with residue l. In other words, (s) - (s - 1)-1 is an 
integral function. ' 

(b) (s) satisfies the functional equation 

which can be expressed by saying that the function on the left is an 
even function of s - 1. The functional equation allows the properties 
of (s) for (1 < 0 to be inferred from its properties for (1 > 1. In 
particular, the only zeros of (s) for (1 < 0 are at the poles of nts), 
that is, at the points s = - 2, - 4, - 6, .... These are called the tridal 
zeros. The remainder of the plane, where 0 ~ (1 ~ I, is called the 
critical strip. 

Riemann further made a number of remarkable conjectures. 
(a') (s) has infinitely many zeros in the critical strip. These will 

necessarily be placed symmetrically with respect to the real axis, 
and also with respect to the central line (1 = ! (the latter because of 
the functional equation). 

(b') The number N(T) of zeros of (s) in the critical strip with 
o < t ~ T satisfies the asymptotic relation 

(1) 
T T T 

N(T) = -log - - - + O(log T). 
21t 21t 21t 

59 
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This was proved by von Mangoldt, first in 1895 with a slightly less 
good error term and then fully in 1905. We shall come to the proof 
in §15. 

(c') The integral function ~(s) defined by 

~(s) = !s(s - l)n- tsr(!s)(s) 

(integral because it has no pole for (1 ~ ! and is an even function of 
s - !) has the product representation 

(2) ~(s) = eA+BS~ (1 - ~ )eSIP, 

where A and B are constants and p runs through the zeros of (s) 
in the critical strip. This was proved by Hadamard in 1893, as also 
was (a') above. It played an important part in the proofs of the prime 
number theorem by Hadamard and de la Vallee Poussin. We shall 
come to the proof in §§ 11 and 12. 

(d') There is an explicit formula for n(x) - Ii x, valid for x > 1, 
the most important part of which consists of a sum over the complex 
zeros p of (s). As this is somewhat complicated to state, we give 
instead the closely related but somewhat simpler formula for 
t{1(x) - x, where 

(3) t{1(x) = L !\(n). 
n :5: x 

It is: 

(4) 
x P ('(0) 1 - 2 

t{1(x) - x = - L - - - - 210g(1 - x ). 
P P (0) 

This was proved by von Mangoldt in 1895 (as was Riemann's original 
formula), and we give the proof in § 17. In interpreting (4) two con­
ventions have to be observed: first, in the sum over p the terms p and 
p are to be taken together, and second, if x is an integer, the last term 
A(x) in the sum (3) defining t{1(x) is to be replaced by tA(x). 

(e') The famous Riemann Hypothesis, still undecided: that the 
zeros of (s) in the critical strip all lie on the central line (1 = t. It was 
proved by Hardy in 1914 that infinitely many of the zeros lie on the 
line, and by A. Selberg in 1942 that a positive proportion at least of 
all the zeros lie on the line. 

There is very little indication of how Riemann was led to some of 
these conjectures. In 1932 Siegel l published an asymptotic expan-

1 QueUen und Studien zur Geschichte der Mathematik. 2. 45-80 (1932). 
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sion for (s), valid in the critical strip, which had its origin in notes 
of Riemann preserved in the Gottingen University Library. From 
Siegel's description of the notes, it is plain that Riemann had more 
knowledge about (s) than is apparent from his published memoir; 
but there is no reason to think that he had proofs of any of his 
conjectures. 

In the present section we shall prove what Riemann proved, that 
is (in effect) the functional equation, and we shall follow one of his 
two methods. Many other proofs have since been given,2 but this 
one is still the most elegant. 

Riemann started from the classical definition of the r function: 

valid for (1 > O. Putting t = n2nx, we get 

Hence, for (1 > 1, 

the inversion of order being justified by the convergence of 

Writing 

we have 

00 00 

" f +a- I -n2"x d LoJ, x e x. 
1 0 

00 

W(X) = L e- n2"x, 

1 

n-tsr(tsK(s) = s: XtS-1W(X) dx 

= r XtS-1W(X) dx + f~ X-ts-1w(1/x) dx. 

Plainly 

2w(x) = O(X) - 1, 

2 See Titchmarsh. Chap. 2. 
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where 

(5) 

This function satisfies the simple functional equation 

(6) for x> 0, 

as we shall prove below; this equation is a special case of those 
satisfied by the 9- functions of Jacobi. It follows that 

w(x- 1) = -t + txt + xtw(x). 

Hence 

= - - + -- + x-ts-tw(x) dx. 1 1 Joo 
s .'I - 1 1 

We have therefore proved that 

(7) n-tsnts)(s) = + (x ts - 1 + x-ts-t)w(x) dx. 1 . Joo 
s(s - 1) .1-

This holds for (J > 1. But the integral on the right converges 
absolutely for any s, and converges uniformly with respect to s in any 
bounded part of the plane, since 

as x --. + 00. Hence the integral represents an everywhere regular 
function of s, and the above formula gives the analytic continuation 
of '(s) over the whole plane. It also gives the functional equation, 
since the right side is unchanged when s is replaced by 1 - s. 

We note that the function 

e(s) = ts(s - 1)n- tsrHs)(s) 

is regular everywhere. Since isnis) has no zeros, the only possible 
pole of '(s) is at s = 1, and we have already seen (p. 32) that this is 
in fact a simple pole with residue 1. 

Since nis) '" HS)-l as s --. 0, we deduce from (7) that ,(0) = -l 
I t is easily verified that 

for x > 1, 
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SO if 0 < s < 1 the integral in (7) is less than {s( 1 - s)} - 1. Hence 
(s) < 0 for 0 < s < 1. [The same conclusion may be drawn, more 
simply, from (7) of §4.] 

It remains to prove the functional equation (6) of the e function. 
We shall prove this in the more general form 

00 00 

(8) L e-(n+a)27t/x = xt L e-n27tx+27tina, 

-00 -00 

which reduces to (6) when a = 0, since we shall need this in the next 
section. It is supposed in (8) that x > 0 and that a is any real number 
(though actually the equation holds for complex x and a, provided 
9lx > 0, with the value of x- t which has argument between -in 
and In). 

By Poisson's summation formula (§2), 

NooN L' e-(n+a)27t/x = L J e-(/+a)27t/x+27tivI dt. 

n=-N v=-oo -N 

Here we can replace N by 00, since 

J
oo 1 Joo 

e - (I + a)27t/x cos 2nvt dt = - - sin 2nvt d[ e - (I h)27t/x] 
N 2nv N 

by integration by parts, and therefore 

I L foo e-(/+a)27t/xcos2nvtdtl < Ce-(N+a)27t/x, 

v*O N 

where C is a constant. Since this disappears as N -+ 00, the limit 
operation is justified. Thus 

00 00 roo L e-(n+a)27t /x = L J e-(/+a)27t/x +27tiv/ dt 
-00 "=-00 -00 

00 roo 
= x L e-27tiva J e-7txu2+27tivxu dUo 

"=-00 -00 

The quadratic in the exponent is 

-nx(u - iV)2 - nxv2. 

Now 

roo e-7tx(u+P)2 du = roo e- 7tXV2 dv = Ax-t, 
J_ 00 J- 00 
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where A is a positive constant; this holds for any p (real or complex) 
and simply expresses a movement in the path of integration from the 
real axis to another line parallel to it. Hence 

00 00 L e-(n+",)2,,/x = Ax! L e- nxv2 - 2"iv",. 

-00 v= - 00 

If we now take IX = 0 and apply this formula twice, we get A 2 = 1, 
whence A = 1. This proves (8), on replacing v by - v on the right. 



9 
THE FUNCTIONAL EQUATION 
OF THE L FUNCTIONS 

The functional equation for Dirichlet's L functions was first 
given by Hurwitz in 1882 (Werke I, pp. 72-88), though he confined 
himself to real characters since he was primarily interested in 
L functions in relation to quadratic forms. He first obtained the 
functional equation for the more general ( function (s, w), which 
will be given below, and deduced that of the Lfunctions from it. We 
shall follow the method used by de la Vallee Poussin in 1896, which 
is an extension of that of Riemann used in the preceding section. 

The functional equation is valid only for primitive characters. 
We need the expression for x(n) as a linear combination of imaginary 
exponentials eq(mn), which we used earlier in §1 [(4) and (5)] in the 
case when the character is the Legendre symbol. 

For any character x(n) to the modulus q, the Gaussian sum 
t(X) is defined by 

q 
(1) ,(X) = L x(m)eim). 

m=l 

If(n, q) = 1, then 

q 
x(n)t(X} = L x(m)x(n)eq(m) 

m=l 

q 
(2) = L x(h)eq(nh), 

h= 1 

on putting m == nh (mod q). This gives the desired expression for 
x(n), provided that (n, q) = 1 and that t(X) #- o. 

We now prove that, if X is a primitive character, the last relation 
holds also when (n, q) > 1. We put 
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where (nl' ql) = 1 and qllq, ql < q. We can suppose that ql > 1, 
since the relation holds trivially if n is a mUltiple of q. We have to 
prove that 

9 

L x(h)e(n1h/ql) = O. 
11= 1 

Write q = qlqZ and put h = uql + v, where 

o ~ u < qz, 

Then the exponential depends only on v, and it will suffice to prove 
that 

92- 1 

L X(Uql + v) = 0 
u=o 

for every v. Considered as a function of v, the last sum, say S(v), is 
periodic with period q l' for the effect of replacing v by v + q 1 is to 
change the range for u into 1 ~ u ~ qz, and u = qz is equivalent to 
u = O. If c is any number satisfying 

(3) (c, q) = 1, 

then 

92 - 1 92- 1 

(4) X(c)S(v) = L X(CUql + cv) = L X(Uql + cv) = S(v). 
u=o u=o 

We now appeal to the characteristic property of primitive 
characters (§5), namely that for (n, q) = 1, the function x(n) is not 
periodic to any modulus q 1 that is a proper factor of q. This implies 
that there exist integers Ch Cz such that 

(Cl, q) = (cz, q) = 1, 

Hence there exists c == C1Cl 1 which satisfies (3) and has X(c) ::I: 1. 
It follows from (4) that S(v) = 0 for any v, as was to be proved. 

We have proved that (2) holds independently of whether (n, q) = 1 
or not. We now prove that, for a primitive character x' 

(5) 

The proof given in §3 for a cubic character to a prime modulus 
applies equally to any non principal (and therefore primitive) charac-
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ter to a prime modulus, but does not readily extend to a composite 
modulus. The simplest proof is an indirect one. By (2), 

q q 

Ix(nWI.(xW = L L X(h l )X(h2 )eq[ n(h l - h2 )]. 
h, ; 1 h2; I 

Now sum for n over a complete set of residues (mod q). The sum of 
the values oflx(nW is t/J(q), and the sum of the exponentials is 0 unless 
hi == h2• Hence 

t/J(q)I.(x)1 2 = q L IX(hW = qt/J(q), 
, h 

giving (5). 
Although it is not necessary for our purpose, it may be of interest 

to evaluate .(X) for a nonprimitive X in terms of .(XI~ where XI is 
the primitive character (mod q d that induces x. We have 

q q 

.(X) = L x(m)e(m/q) = L X I (m)e(m/q). 
m; I m; I 

(m.q); I 

Put q = q I r. We first prove that .(X) = 0 if q I and r are not relatively 
prime. Put D = (q I, r); then the values of m that occur in the sum 
can be expressed as 

where 

(ml' q) = 1, 0< t ~ D. 

But then XI(m) = XI(ml~ since qlr/D is an integral multiple of ql. 
Hence the sum for .(X) contains, as a factor, the sum 

D 

L e(t/D), 
,; I 

and this is 0 since D > 1. Thus it remains only to consider the 
case in which (q I, r) = 1. Here we can put 

m = uql + vr, 

Thisgives 

where 0 < u ~ r, 
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We can now rewrite (2) in the form 

(6) 
1 q 

x(n) = r(X)m~l X(m)e(mn/q). 

The functional equation of an L function takes different forms 
according as X( - 1) = 1 or X( - 1) = - 1. One of these must hold, 
since X( _1)2 = x(1) = 1. 

Suppose that X( -1) = 1. We have 

and on multiplying by x(n) and summing over n we get 

for a > 1. Since X( -1) = 1 and X(O) = 0, we can write this as 

1 roo 2J
o 

xts - ll/l(X, x) dx, 

where 
00 

I/I(x, X) = L x(n)e-n21tx/q. 
-00 

A functional equation that relates I/I(x, X) to I/I(x- 1, X) can be 
deduced from (6) and the functional equation (8) of §8, with x re­
placed by x/q. We have 

q 00 

r(X)I/I(x, X) = L x(m) L e-n27tx/q+21timn/q 
m:::l n:;::-oo 

q 00 

= L x(m)(q/x)t L e-(n+m/q)21tq/x 
m=l n;;;: - 00 

q 00 

= (q/x)t L x(m) L e-(nq+m)21t /xq 

00 

= (q/x)t L x(l)e- l21t/Xq 
1= - 00 
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Now we split the integral in (7) into two parts, as in §8, and obtain 

This expression represents an everywhere regular function of s, 
and therefore gives the analytic continuation of L(s, X) over the 
whole plane, regular everywhere since nts) is never O. Moreover, 
if we replace s by 1 - s and X by X, the above expression becomes 

! !L xts - l1jJ(X, X) dx + ~ x-ts-tljJ(x, i) dx, t foo foo 
2 t(X) 1 1 

which is equal to the previous expression multiplied by qt /t(X), 
since 

t(X)t(X) = q. 

The last relation is a consequence of (5) and X( -1) = 1, since the 

latter implies that t(X) = t(X). 
We ha\-1e now obtained the functional equation for L(s, X) in the 

form 

(8) 

and this is valid for any primitive character X to the modulus q 
for which X( -1) = 1. Since L(1 - s, i) has no zeros for 1 - (J > 1, 
that is, for (J < 0, and r[1(1 - s)) has no zeros at all, the only zeros 
of L(s, X) for (J < 0 are at s = - 2, - 4, - 6, ... , corresponding to the 
poles of nts). There is also a zero of L(s, X) at s = 0, corresponding 
to the pole of nts) there. 

Suppose that X( -1) = -1. The previous argument fails, since 
now the function IjJ(x, X) simply vanishes. We modify the procedure 
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by writing 1(s + 1) in place of !s in the original formula, so that this 
becomes 

and gives 

1100 
1t- t (s+ lIqt(s+ lIr[1(s + 1)]L(s, x) = "2 0 .t/! l(X, x)xts-t dx, 

where 

00 

t/!l(X, X) = L nx(n)e- n2",,/q. 
-00 

The functional equation satisfied by t/! 1 (x, X), analogous to that 
satisfied by t/!(x, X), is 

(9) 

and this is proved by the same reasoning as before, but with an 
appeal to the relation 

00 00 

(10) L ne- n2",,/q+21timn/q = i(q/x)t L (n + m/q)e-1t(n+m/q)2q/x• 

-00 -00 

The latter is deduced from (8) of §8 as follows. We have 

00 00 L e- n2"y+2"inlZ = y-t L e-(n+IZ)21t/y. 
-00 -00 

Differentiation with respect to oc, justified by the uniform conver­
gence of the differentiated series, gives 

00 00 

21ti L ne-n21ty+21tiftlZ = - 21ty-t L (n + oc)e-(n+IZ)21t/y, 
-00 -00 

and, on replacing y by x/q and oc by m/q, we get (10). 
Using (9) in the integral above, as in the preceding case, we obtain 

1t- t (s+ l)qt(S+ l)r[1(s + I)]L(s, X) 

This again gives the continuation of L(s, X) as a regular function over 
the whole plane. If we replace s by 1 - s and X by t, the expression 
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becomes equal to its previous value multiplied by iqt /r:(X), since 
now 

r:(x)r:(X) = - q. 

Thus the functional equation in the present case takes the form 

(11) n- t (2-s)qt(2-s)rrt(2 - s)]L(I - s, i) 
. t 

= ;~) n-t(s+ l)qt(s+ l)rr!(s + I)]L(s, x). 

The zeros of L(s, X) for a < 0 are now at the poles of r[!(s + 1)], 
that is, at s = -1, -3, -5, .... 

It is possible to put together the two forms of the functional 
equation in (8) and (11) by introducing a number a, depending on 
X, defined by 

(12) a ={~ ifX(-I) = 1, 

ifX(-I)= -1. 

Then the functional equation takes the form: if 

(13) 

then 

(14) 

~(s, X) = (n/q)-t(s+a)r[!(s + a)]L(s, X), 

Another method of proof, as mentioned at the beginning of this 
section, is to relate L(s, X) to the function (s, (X), which is defined 
for 0 < (X < 1 by 

00 

(15) (s, (X) = L (n + (X)-s. 
n=O 

This reduces to (s) when (X = 1 and to (2 S - 1 K(s) when (X = t. 
The relationship follows at once from the periodicity of x(n): We 
have 

q 00 

(16) L(s, X) = L x(m) L (qn + m)-S 
m= 1 n=O 

q 

= q-S L x(m)(s, m/q). 
m=l 

The function (s, (X), like (s), can be continued to be regular every­
where except for a simple pole at s = 1. For a < 0, it is expressible 
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in terms of two other convergent Dirichlet series, with 1 - s in 
place of s, by the formula I 

r( ) _ 2r(1 - s) (. 1. ~ cos 2nmIX 1. ~ sin 2nmlX) 
." S,IX - (2n)I-S sm 2 ns 7 ml S + cos 2ns 7 ml S • 

The use of this relation in (16) leads again to the functional equation 
for L(s,X), though in an unsymmetric form. 

There is nothing corresponding to a Euler product for ((s, IX), 
except when IX = 1 or i, and it behaves in many ways quite dif­
ferently from ((s). Heilbronn and I proved2 that, if IX is rational 
( "# 1 or i) or transcendental, then ((s, IX) has zeros in (1 > Land 
Cassels3 proved the same in the more difficult case when IX is an 
algebraic irrational. 

I See, for example, Titchmarsh, §2.17. 
2 J. London Math. Soc., 11, 181-185 (1936). 
3 J. London Math. Soc., 36, 177-184 (1961). 



10 
PROPERTIES OF THE r 
FUNCTION 

We collect some properties of the f function for convenience 
of reference. 1 The usual definition is by means of Euler's integral: 

(1) f(s) = () e-ttS - 1 dt, 

but this applies only for (T > O. Weierstrass' formula 

(2) 
1 00 

-- = eYS n (1 + s/n)e- s/n, 
sf(s) n= 1 

where y is Euler's constant, applies in the whole plane, and shows 
that f(s) has no zeros and has simple poles at s = 0, - I, - 2, .... 

Among the functional relations satisfied by f(s) are 

(3) 
f(s + 1) = sf(s), 

f(s)f(1 - s) = n/sinns, 

the last being Legendre's duplication formula. Combined, they 
gIve 

f(!s)/r(! - !s) = n-t21-Scos!snf(s), 

and if this is used in the functional equation of '(s) (p. 59), it gives 
the unsymmetric form of the functional equation: 

(4) 

Stirling's asymptotic formula, in the simple form 

(5) log f(s) = (s - !)Iog s - s + t log 2n + O(lsl- 1), 

is valid as lsi -+ 00, in the angle -n + J < arg s < 1t - J, for any 
fixed J > O. Under the same conditions, 

(6) 
f'(s) 
f(s) = log s + O(lsl- 1). 

I Proofs will be found in many books, e.g., in Whittaker and Watson, Modern 
Analysis, Chaps. 12 and 13. See also Ingham, footnote on p. 57, with reference to (6). 
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INTEGRAL FUNCTIONS OF 
ORDER 1 

The next important progress in the theory of the ( function, 
after Riemann's pioneering paper, was made by Hadamard, who 
developed the theory of integral functions of finite order in the early 
1890's and applied it to (s) via ~(s). His results were used in both 
the proofs of the prime number theorem, given by himself and by 
de la Vallee Poussin, though later it was found that for the parti­
cular purpose of proving the prime number theorem, they could 
be dispensed with. 

An integral function f(z) is said to be of finite order if there exists 
a number IX such that 

(1) f(z) = O(e1zi") as Izl -+ 00. 

We must have IX > 0, excluding the case when f(z) is just a constant. 
The lower bound of the numbers IX with the property (1) is called the 
order of f(z). 

An integral function of finite order with no zeros is necessarily 
of the form eg(z), where g(z) is a polynomial, and its order is simply 
the degree of g(z) and so is an integer. For g(z) = logf(z) can be 
defined so as to be single valued, and is itself an integral function. 
It satisfies 

9tg(z) = 10glf(z)1 < 2R« 

on any large circle Izl = R. If we put 

00 

g(z) = L (an + ibn)zn, 
o 

then 
00 00 

9tg(z) = L anRn cos nO - L bnRn sin nO, 
o 1 

for z = Rei8• If we assume g(O) = 0, as we may, then 

nlanlRn ~ f:" 19t9(Rei8MO = f:" {19tg(Rei8)1 + 9tg(Rei8)}dO < 8nW. 
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It follows, on making R -+ 00, that an = 0 if n > IX, and similarly for 
bn • This proves that g(z) is a polynomial, and it is then obvious that 
the order of J(z) is equal to the degree of g(z). 

We observe. for future reference, that in the preceding argument 
it suffices if the estimate for J(z) on Izl = R holds for some sequence 
of values of R with limit' infinity. instead of for all large R. 

Now suppose that an integral function J(z) of finite order p has 
zeros at Zl' Zz, ... (multiple zeros being repeated as appropriate). 
The question arises: How is the distribution of the zeros related 
to the order p? This question is most easily answered by means of 
Jensen's formula I : if Zl'"'' Zn are the zeros of J(z) in Izl < R. and 
there is no zero on Izl = R. then 

1 [It Rn 

(2) -2 logIJ(Rei9)1 dO - 10gIJ(0)1 = log I I I I' 
7t 0 Z I ... Zn 

[We suppose, for convenience, that J(O) "" 0.] An alternative 
expression for the right side is 

f r- In(r) dr. 

where n(r) denotes the number of zeros in Izl < r. For if Iz d = r I' 
and so on, the value of the integral is 

logrz/r , + 210gr3/rz + ... + n log R/rn = 10g(Rn/rlrz ... rn). 

Jensen's formula is easily established by factorizing J(z) as 

(z - z I)"'(Z - zn)F(z) 

and proving the formula for each factor separately. 
It follows from Jensen's formula that the zeros of an integral 

function of given order p cannot be too dense. For if IX > p, we have 

logIJ(Rei9)1 < R" 

for all sufficiently large R, whence 

r r-In(r) dr < R" - 10gIJ(0)1 < 2R". 

Since 

f. ZR f.ZR 
R r-In(r) dr ~ n(R) R r- I dr = n(R)(log 2), 

1 Strangely enough, Jensen's formula was not discovered until after the work of 
Hadamard. 
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it follows that 

(3) n(R) = O(RCI). 

A consequence of this estimate is that Ir;/I converges if f3 > IX, 

and therefore converges if f3 > p. For 

00 i oo i oo Ir;/I = r-/ldn(r) = f3 r-/l-1 n(r)dr < 00. 
1 00 

We are now in a position to represent fez) by a simple canonical 
product, of the kind introduced by Weierstrass. From now on we 
suppose that p = 1, since this is the only case with which we shall be 
concerned later. We can then assert that ~r; 1-£ converges for any 
e > 0, and in particular that ~r;2 converges. Hence the product 

00 

P(z) = n (1 - z/zn)ez/zn 

n= 1 

(if it does not terminate) converges absolutely for all z, and con­
verges uniformly in any bounded domain not containing any of 
the points Zn. Hence it represents an integral function with zeros 
(of the appropriate multiplicities) at Z l' Z2' .... If we put 

(4) fez) = P(z)F(z), 

then F(z) is an integral function without zeros. 
We cannot immediately conclude that F(z) = e'(z), where g(z) is 

a polynomial, because it is not obvious that F(z) is of finite order. 
The most direct way of proving the desired result is to obtain a 
lower bound for IP(z)l, and hence an upper bound for IF(z)l, on a 
sequence of circles Izl = R, and then appeal to the result proved 
earlier. The values of R must be kept away from the numbers rn • 

Since ~r; 2 converges, the total length of all the intervals (rn - r; 2, 

rn + r;2) on the real line is finite, and consequently there exist 
arbitrarily large values of R with the property that 

(5) for all n. 

Put P(z) = P1(Z)P2(Z)P3(z), where these are the subproducts 
extended over the following sets of n: 

P1 : IZnl < tR, 

P2 : tR ::5; IZnl ::5; 2R, 

P3 : IZnl > 2R. 
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For the factors of PI we have, on Izi = R, 

1(1 - z/zn)eztznl ~ (lz/znl - 1)e-lzl/lznl > e- R/rn, 

and since 
00 

L r;;1 < H-RY L r;;I-<, 
rn<tR n= I 

it follows that 

IPI(z)1 > exp( - R 1+ 2£). 

For the factors of P2 , we have 

1(1 - z/zn)eztznl ~ e- 2lz - znl/2R > CR- 3 , 

where C is a positive constant, by (5). The number of factors is less 
than RI+£, by (3). Hence 

IP2(z)1 > (CR- 3t 1
+£ > exp(-R I+2£). 

Finally, for the factors of P3 , we have 

1(1 - z/zn)ez/Znl > e -c(R/rn)2 

for some positive constant c, since Iz/znl < 1. We also have 

00 

L r;;2 < (2R)-I+£ L r;;I-£, 
rn>2R n=1 

and therefore 

IP3(z)1 > exp( - RI + 2£). 

It follows that, on Izi = R, we have 

IP(z)1 > exp( - R 1 + 3£), 

whence 

IF(z)1 < exp(R 1 + 4£) 

by (1) and (4). By what was proved earlier, this inequality, since it 
holds for a sequence of values of R with limit infinity, implies that 
F(z) = eg(z), where g(z) is a polynomial of degree at most 1. Finally 
we have, therefore, 

00 

(6) f(z) = eA + Bz n (1 - z/zn)ez/Zn, 
n= I 

where A and B are constants. 
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We know that the series rr; 1 - £ converges for any I: > O. The 
series rr; 1 mayor may not converge, but ifit does thenf(z) satisfies 
the inequality· 

(7) 

for some constant C. This follows at once from the inequality (valid 
for all () 

10 - Oe~1 ~ e21~1, 

which itself follows from the power series for (1 - Oe~. 

To summarize the results of the present section: 
An integral function of order 1 necessarily has the form (6). If 

r n = IZnl, where the Zn are the zeros of f(z), then rr; I -£ converges for 
any I: > o. If rr; I converges, then f(z) satisfies (7). 
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THE INFINITE PRODUCTS FOR 
~(s) AND ~(s,X) 

We apply the conclusions of the preceding section to the integral 
function 

(1) 

We first prove that 

(2) 1~(s)1 < exp(Clslloglsl) as lsi -+ 00, 

for some constant C; this will establish that ~(s) is of order 1 at most. 
Since ~(s) = ~(1 - s), it will suffice to prove the inequality when 
() ~ 1. Obviously! 

/ts(s - l)n-tsl < exp(Clsl), 

and 

lr(is)1 < exp(Clslloglsl) 

by Stirling's formula, which is applicable since -tn < arg s < tn. 
Thus it remains to estimate ((s), and this is possible on the basis of 
the representation obtained in (7) of §4, namely 

((s) = _s _ _ sf (x - [x])x- S - 1 dx, 
S - 1 

1 

valid for () > O. The integral is bounded for () ~ 1, and therefore 

(3) 1((s)1 < Cisl 

when lsi is large. This completes the proof of (2). 
We see further that, as s -+ + 00 through real values, the inequality 

(2) is substantially (that is, apart from the value of C) the best pos­
sible, since log r(s) '" slog sand ((s) -+ 1. Consequently ~(s) does 
not satisfy the more precise inequality (7) of the preceding section. 

I The constant C is not necessarily the same at each occurrence. 
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It follows that ~(s) has an infinity of zeros, say PI' P2, ... , such that 

(4) converges for any e > 0 

and 

(5) diverges; 

and that 

(6) ~(s) = eA+B. n (1 - s/p)e'iP. 
P 

The zeros of ~(s) are the nontrivial zeros of (s), for in (1) the trivial 
zeros of (s) are cancelled by the poles of r(ts), and tsr(ts) has no 
zeros, and the zero of s - 1 is cancelled by the pole of (s). Hence (s) 
has an infinity of nontrivial zeros P in the critical strip 0 ::; (1 ::; 1, and 
these have the properties (4) and (5). 

The product formula (6) leads to an expression for ('(s)/(s) as a 
sum of partial fractions. Logarithmic differentiation of (6) gives 

~'(s) (I 1 ) 
;;( ) = B + L - + - , 
."s P S-P P 

(7) 

and, combined with the logarithmic derivative of (1), this gives 

ns) 1 I 1 r'(ts + 1) (1 1) 
(8) Y() = B - --1 + "2 log n - -2 re 1) + L -- + - . 

.. s s - "2S + P S -- P P 

This exhibits the pole of (s) at s = 1 and the nontrivial zeros at 
s = p. The trivial zeros at s = - 2, - 4,... are contained in the 
r term, since 

(9) _ ~ nts + I) = h + f (_1 __ ~) 
2 r("2S + 1) n = I S + 2n 2n 

by logarithmic differentiation from (2) of §IO. The representation 
of C/( in (8) will be the basis for much of the later work on (s). 

The constants A and B, though not very important, can be eval­
uated. By (1), 

w) = tn-tr(!) lim (s - 1)(s) = t, .-1 
whence ~(O) = t and therefore eA = t by (6). 

As regards B, we have 

B = ~'(O) = 
~(O) 

~'(I) 

~(1) 
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from (7) and the functional equation ~(s) = ~(l - s). By (1), 

~'(s) ('(s) 1 1 1 r'(ts + 1) 
~(s) = (s) + s - 1 - zlog n + "2 nts + 1)' 

It follows from (9) and the series for log 2 that 

1 r'(~) 1 
- "2 n~) = zy - 1 + log 2. 

Hence 

1 1 . [('(S) 1 ] 
B = zy - 1 + z log 4n - !~n: (s) + s _ 1 . 

To evaluate the limit, we have recourse again to (7) of §4: 

s 
(s) = --1 - sl(s), 

s-
l(s) = LX) (x - [x])x-·- I dx. 

A simple calculation shows that 

lim [('(S) + _1_J = 1 - 1(1) . 
• ~ 1 (s) S - 1 

Now 

1(1) = [(X - [x])x- 2 dx = lim flog N - N~I n (! -_1_)J 
1 N~<XlL n=1 n n+l 

= lim (lOg N - I. n - 1 + 1) = 1 - y. 
N-oo n=1 

Hence 

(10) B = - h - 1 + t log 4n. 

81 

We can give another interpretation for B, as follows. Although the 
series ~ jpl- 1 diverges, the series ~p - 1 converges, provided one 
groups together the terms from p and p. For if p = {J + iy, then 

1 1 2{J 2 
-+-= <-
p P {J2 + y2 - Ip12' 
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and we know that I:lpl- 2 converges. It follows from (7) and the 
functional equation for ~(s) that 

B + L ( 1 +!) = - B _ L (_1 -+ !), 
P l-s-p p P s-p p 

and the terms containing 1 - s - p and s - p cancel, since if p 
is a zero then so is 1 - p. Thus 

1 fJ 
(11) B = - L - = - 2 L fJ2 2' 

P P y>O + }' 
The numerical vaiue of B is about - 0.023; from this it can easily 
be seen that I}' I > 6 for all zeros. 

We now apply similar considerations to the Lfunctions. Let X be a 
primitive character to the modulus q, and define, as in (13) of §9, 

(12) ~(s, X) = (q/n)ts+tar{!s + tolLes, X), 

where 0 is 0 or 1 as in (i2) of§9. [Note that there is no need to include 
the factor S(S - 1), which was inserted in the definition of ~(s) to 
cancel the poles of nts) and (s) at s = 0 and s = 1 respectively.] 
As we saw in §9, ~(s, X) is an integral function and satisfies the 
functional equation 

iaq t 
(13) ~(1 - s, X) = rex) ~(s, X), 

in which the mUltiplying factor has absolute value 1. 
We need first an estimate for L(s, X) when lsi is large, and this is 

deduced on the same lines as for (s), starting from (8) of §4. This 
states that 

L(s, X) = sf S(x)x- S - 1 dx, where Sex) = L x(n), 
nSx 

and is valid for (J > O. Since IS(x)1 ::::;; q, it implies that 

(14) IL(s, x)1 ::::;; 2qlsl for (J ~ t. 

Hence 

(15) I~(s, x)1 ::::;; 2qta+ t lsllr[f(s + 0)]1 

< qta+ t exp(Clsllog lsi) 

when lsi is large. A similar result 'holds for (J ::::;; t, by the functional 
equation. Again this inequality is substantially the best possible as 
s -+ + 00 through reai values, since then L(s, X) -+ 1. We conclude, 
as for (s), that L(s, X) has an irifinity of zeros p in the critical strip 
o ::::;; (J ::::;; 1, which have the properties (4) and (5). We also have 

(16) e(s, X) = eA +Bs n (1 - s/p)e"ip, 
P 
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but A and B wilJ now depend on X. One can express eA = ~(O, X) in 
terms of ~(1, i) and therefore in terms of L(1, i). 

The analog of (8), obtained by logarithmic differentiation from 
(16) and (12), is 

(17) L'(s,X) = -1 10 £{ _ ~ r'(1S + 10) + B(X) + ,,(_1_ + ~). 
L(s, X) g 1t 2 r(1s + 10) '7 s - p p 

This, again, is the basis for much of the later work. 
the number B(X) can be expressed in terms of the expansion of 

L' / L in powers of s, but it seems to be very difficult to estimate B(X) 
at all satisfactorily as a function of q. (In subsequent arguments it will 
usually be eliminated from the above equation by subtraction.) If 
we argue as in the proof of (11), we get 

B(X) = ~'(O, X) = _ ~'(1, i) 
~(O, X) ~(1, i) 

= -B(X) - L (~+ ~). 
p 1 - p p 

As B(i) = B(X), it follows that 

2 9lB(X) = - ~ (9l 1 ~ P + 9l ~). 
We now write p in place of 1 - p; this is permissible since permu­
tation of non-negative terms does not alter a sum. Hence 

(18) mB(x) = - - L - + -= = - L m - . 1 (1 1) 1 
2pp P p P 

In particular, if X is a real character, B(X) is negative and is expressed 
in terms of the zeros p by (11). The difficulty of estimating B(X) is 
connected with the fact that, as far as we know, L(s, X) may have a 
zero near to s = O. 

We observe that, for a complex X, the zeros of L(s, X) are still 
symmetric about the line (1 = 1, since 1 - P = p', but not about 
the real axis. 
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A ZERO-FREE REGION FOR ~(s) 

It was proved independently by Hadamard and de la Vallee 
Poussin in 1896 that {(s) '" 0 on (1 = 1. This was a vital step in their 
proofs of the prime number theorem, and it remained a vital step in 
all subsequent proofs until the discovery of an elementary proofl by 
Selberg and Erdos in 1948. 

For (1 > 1, we have 
00 

log {(s) = L L m-lp-m"e-itmtoIP. 
P m= 1 

If '(s) had a zero at 1 + it, then 9t log {«(1 + it) would tend to - 00 

as (1 -+ 1 from the right. This suggests that the numbers cos (tm log p) 
would be predominantly negative. But then we should expect the 
numbers cos (2tm log p) to be predominantly positive, and it seems 
likely that this would contradict the fact that 9t log ,«(1 + 2it) 
remains bounded above as (1 -+ 1. 

The line of reasoning just indicated was worked out in rigorous 
detail by Hadamard and (somewhat differently) by de la Vallee 
Poussin. Mertens2 put the proof in a more elegant form by employing 
the inequality 
(1) 3 + 4 cos 8 + cos 28 ~ 0, 

which holds for all 8 because the left side is 2(1 + cos 8)2. Applied 
to 00 

9t log '(s) = L L m-lp-m"cos(tlogpm) 
P m= 1 

with t replaced by 0, t, 2t in succession, it gives 

3 log ,«(1) + 49t log ,«(1 + it) + 9t log ,«(1 + 2it) ~ o. 
Hence 

(2) 

1 For an account of this, see Hardy and Wright, Introduction to the Theory of 
Numbers (4th ed.~ Chap. 22. 

2 Sitzungsber. Akad. Wiss. Wien., Math.-Naturwiss. Classe, 107, 1429-1434(1898). 
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for a> 1. As a -+ 1, we have ((a) "" (a - 1)-1. If W + it) = 0 for 
some t (which is necessarily not 0), then 

I((a + it)1 < A(a - 1) 

for some constant A, as a -+ 1. Since ((a + 2it) remains bounded as 
a -+ 1, we get a contradiction to the inequality (2). It will be seen that 
the success of the proof depends on the fact that the coefficient 4 
in (1) is greater than the coefficient 3. 

The argument was extended by de la Vallee Poussin in 1899 to 
show that ((s) "# 0 in a thin region to the left of a = 1, the breadth 
of which at height t is proportional to (log t) - 1 for large t. In proving 
this, it is more convenient to work with the function ('(s)/((s) than 
with the function log ((s), since the analytic continuation of the latter 
to the left of a = 1 is obvi0usly difficult, whereas the former has its 
only poles for a > 0 at the zeros of ((s). By logarithmic differenti­
ation of the Euler product, as in (4) of§7, we have 

00 

- 9t('(s)j((s) = L A(n)n- a cos(t log n) 
n= 1 

for a > 1. Hence, by the same argument as before, 

(3) 3 [_ ('(a)] + 4 [_ 9t ('(a + it)] + [-9t ('(a + 2it)] > o. 
((a) ((a + it) ((a + 2it) -

The behavior of -C(a)/((a) as a -+ 1 from the right presents no 
difficulty; in view ofthe simple pole of ((s) at s = 1, we have 

('(a) 1 
- ((a) < a _ 1 + A 

for 1 < a ~ 2, where A denotes a positive absolute constant (not 
necessarily the same at each occurrence). 

The behavior of the other two functions near a = 1 is obviously 
much influenced by any zero that ((s) may have just to the left of 
a = 1, at a height near to t or 2t. This influence is rendered explicit 
by the partial fraction formula 

_ C(s) = _1 __ B _ 110 1t + ~ r'{ts + 1) _ L (_1_ + !) 
((s) s - 1 2 g 2 r(ts + 1) p s - p p' 

which was (8) of §12. The r term is less than A log t if t ~ 2 and 
1 ~ a ~ 2. Hence, in this region, 

(4) - 9t - < A log t - L 9t -- + - . C(s) (1 1) 
((s) p s - p p 
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The sum over p is positive, since 

1 (1 - /3 
91-- = 2 

S - P Is - pi 
and 

1 /3 
91 p = Ip1 2 ' 

We obtain a valid inequality when s = (1 + 2it by just omitting the 
sum: 

(5) 
m n(1 + 2it) I 

-;n < A og t. 
(((1 + 2it) 

As regards s = (1 + it, we choose t to coincide with the ordinate y of 
a zero /3 + iy, with y ~ 2, and take just the one term 1/(s - p) in the 
sum which corresponds to this zero: 

('((1 + it) 1 
-91 < A logt - --. 

(((1 -+- it) (1 - /3 

Substituting these upper bounds in the basic inequality (3), we 
obtain 

4 3 
-- < -- + Alogt. 
(1-/3 (1-1 

Take (1 = 1 + c5jlog t, where ~ is a positive constant. Then 

o 40 /3 < 1 + - - ------::-,,----­
log t (3 + A~)log t ' 

and if ~ is suitably chosen in relation to A, this gives 

c 
/3 < 1--, 

log t 

where c is a positive constant to which a numerical value could be 
assigned. Thus we have proved: 

There exists a positive numerical constant c such that ((s) has no 
zero in the region 

c 
(1)1---

- log t' t ~ 2. 

In view of the fact that ((s) has no zero arbitrarily near (1 = 1 with 
It! :s; 2, we can also say that there exists a positive constant c such 
that ((s) has no zero in the region 

c 
(1 > 1 - --,---,---

- 10g(ltl + 2)' 
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The breadth of the zero-free region was enlarged to 

c log log t 
log t 

by Littlewood in 1922, and t03 

c(tX} 

(log t)" 
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for any tX > j, by Vinogradov and Korobov independently in 1958. 
These improvements depend on upper bounds for ((s) in a region 
just to the left of (j = 1, which are deduced from somewhat elaborate 
estimations of exponential sums.4 

3 For the sake of simplicity. I give a slightly weakened version of the result. 
4 For an account. see A. Waltisz. Weylsche Exponentialsummen ill der neueren 

Zahlentheorie, Berlin, 1963, Chaps. 2 and 5. 



14 
ZERO-FREE REGIONS FOR 
L(s, X} 

There is no difficulty in extending the results of the preceding 
section to the zeros of L(s, X) when X is ajixed character. But this is of 
limited value; for many purposes it is important to allow q to vary 
and to have estimates that are explicit in respect of q. This raises 
some difficult problems, and the results so far known are better for 
complex characters than for real characters. 

We no longer suppose that t ~ 2 but merely that t ~ O. There is 
no loss of generality in the latter supposition, for the zeros of 
L(s, X) with t < 0 are the complex conjugates of the zeros of L(s, X) 
with t > O. We are concerned with nonprincipal characters only, 
and therefore q ~ 3 throughout. 

Logarithmic differentiation of the Euler product formula gives 

L'(s) 00 , X "A() - a ( ) - illog n ---= L.... nn xne 
L(s,X) n=1 

forO" > 1. We can represent the real part ofx(n)e-i,'ogn,for(n, q) = I, 
as cos e, and e has to be replaced by 2(} if X is replaced by X2 and t by 
2t, and has to be replaced by 0 if X is replaced by XO and t by O. 
Hence the analog of the inequality (3) of the preceding section is 

(I) 3 [_ L'(O", xo)] + 4 [_ 9i L'(O" + it, x)l 
L(O", Xo) L(O" + it, x)J 

+ -;T\ > O. [ 
m L'(O" + 2it, i)j 

L(O" + 2it, X2 ) -

If X is a real character (but only then) we have X2 = Xo. and this 
affects the argument. The effect is important only when t is small and 
we come under the influence of the pole of L(s, Xo) at s = I. 

We suppose first that X is a complex primitive character, and 
follow as closely as possible the argument of the preceding section. 
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Again the first term presents no difficulty; we have 

L'(a, Xo) 00 _ ('(a) 1 
- L( ) = L Xo(n)A(n)n a ~ - ----r-( ) < --1 + Cl 

a, Xo 1 '" a a -

for 1 < a < 2, where C 1 denotes a positive absolute constant (and 
similarly for C2"" later l ). 

F or the other two terms in (1), we have recourse to (17) of § 12. 
This gives 

_ 9l L'(s, X) = t log ~ + ~ 9l nts + ta) 
L(s, X) n 2 nts + ta) 

-9lB(X) - 9lL(_I- + !), 
p s - p p 

where a is 0 or 1.. We can eliminate B(X) and "£11 p by appealing to (18) 
of §12. Since the r term above is O[1og(t + 2)], we can express the 
result in the form 

L'(s, X) 1 
-9l-- < c2 .P - L: 9l--, 

L(s, X) p s - p 
(2) 

where we have written for brevity 

(3) .P = log q + log(t + 2). 

This holds (for a > 1) for any primitive X, whether real or complex. 
Since 

1 a-/1 
9l--= 2:2:0, 

s - P Is - pi 
we can as before omit the series or any part of it. 

We omit the whole series when estimating L'(a + 2it, x2)1 
L(a + 2it, X2). There is the minor complication that X2, though 
nonprincipal, may not be primitive. However, if X 1 is the primitive 
character that induces X2, it follows from (3) of §5 that 

I L'(s, X:) _ L'(s, xd I ~ L p-a log~ 
L(s, X) L(s, Xl) plq 1 - P 

~ L logp ~ logq. 
plq 

Hence the upper bound in (2), namely c2 .P, remains valid. 

I To leave the constants unnumbered, as we have done hitherto, would lead to 
confusion in the present section. 
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We choose t to be the ordinate y of a zero P + iy of L(s, X), and by 
retaining on the right of (2) only the one term corresponding to this 
zero, we obtain 

m L'(a + it, X) I 
-;n < ('2fE - --. 

L(a+it,X) a-p 

The three estimates, when substituted in the basic inequality (1), 
gIve 

4 3 
--{:7 < -- + ('3 fE . 
a-) a-I 

We take a = 1 + C4/ fE, with a suitable C4, and by the same argumen t 
as in the preceding section we obtain 

(4) p < I - ('s/fE. 

This has been proved for any complex primitive X, but the restriction 
to primitive X can be removed, since, by (3) of §5, any zeros of 
L(s, X) additional to those of L(s, xd, where Xl induces X, are the 
zeros of a finite number of factors I - XI(P)P-S and are on a = O. 
We can accordingly assert that there exists a positive absolute 
constant ('5 such that, if X is a complex character to the modulus q, 
any zero P + iy of L(s, X) satisfies (4), where 

(5) fE = log q + log(I)'1 + 2). 

[We have modified the definition of fE in (3) to accord with the 
choice t = )'.] 

Suppose next that X is a real primitive character. The preceding 
argument needs modification only in one respect: The inequality 
for - 9lf:/L with s = a + 2it and X replaced by X2 is no longer 
applicable since X is the principal character. We must now relate 
L'/L to C/e and by the same argument as that used above when X2 
was imprimitive, we have 

I L'(s, Xo) ns) I I ----- < ogq 
L(s, Xo) (s)-

for a > 1. As regards - ('/(, we cannot quote the inequality (5) of§13, 
because this was proved only for large t. In proving it, a term 1/(s - I) 
was neglected. When this is restored, the same argument as was 
used there gives 
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Hence 

en L'(a + 2it, X2) en 1 
- ~ ,< ~ , + C7 ff', 

L(a + 2zt, X2) a - 1 + 2zt 

where ff' is again defined by (3). 
Using this in place of the stronger inequality that was available 

for complex X, we deduce from (I) that 

_4_ < _3_ + 9l ( 1 ) + C 2 
a - p a - 1 a - 1 + 2it s, 

where now t = y. If we take a = 1 + b/2, and postulate that 
y ~ b/2, we ~et 

4 32 2 
a - P < T + ~ + cs2, 

whence 

P < 1 _ 4 - 5csb ~ 
16 + 5csb 2 

If b is sufficiently small in relation to cs, we get an inequality of the 
form (4) but subject to the condition y ~ b/2, where 2 is given by 
(5). This condition is satisfied if y ~ b/log q. We have therefore 
proved that there exists a positive absolute constant C9 such that, 
i/O < b < C9 and X is a real nonprincipal character to the modulus q, 
then any zero P + iy of L(s, x)for which 

satisfies 

{) 
Iyl~­

logq 

{) 
P< 1--

5ff" 

where 2 is given by (5). We have omitted the requirement that X 
should be primitive, for the same reason as before. 

It remains to consider what can be proved about the zeros of 
L(s, X), for real nonprincipal X, with 

b 
It I <-I -, 

ogq 

where b is a small positive constant. We shall show that there is 
at most one zero with a > 1 - {)' flog q for a suitable positive 
constant b' and that, if there is one, it must be real. The final clause 
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is in fact a corollary, for if there were a nonreal zero, there would 
be two zeros at conjugate complex points. 

The inequality (2), with s = n > I, can be written 

L'(a, X) 1 
--- < CIO logq - l:--, 

L( a, X) p a - p 

the last sum being real since the zeros occur in conjugate complex 
pairs. In quoting this inequality we have assumed, as we may without 
loss of generality, that X is primitive. If there were zeros at P ± h', 
where Y # 0, we should have 

V(a, X) I 2(a - fi) 
- -- < c 10 og q - . 

L( a, X) (a - fi)2 + },2 

For the left side, there is the crude lower bound 

_ L'(a, X) = Ix(n)A(n)n-"" 2:: _ f A(n)n- a = na) > __ 1 __ CIl. 

L(a, X) I 1 '(a) a - I 

Thus 

1 2(a - fi) 
- -- < c 12 log q - ( R 2 2 . 
a-I a -,.,) + Y 

We take a = 1 + 2t5/log q; then 

J 
iYi < - = 1{a - 1) < 1{a - P). 

logq 

and the last inequality implies that 

I 8 
- a-I < cl2 logq - 5(a - P)" 

I fthe J of the previous result is sufficiently small in relation to c 12' 

we get p < 1 - c5/log q. 
The argument is substantially the same if, instead of two con­

jugate complex zeros. there are two real zeros (or a double real 
zero). Thus we have proved: There exists a positive absolute con­
stant c 13 such that. if 0 < c5 < c 13' the only possible zero of L(s. X) 
for a real nonprincipai X, satisfying 

c5 
iYi < -I -, 

ogq 

is a single (simple) real zero. 

J 
P>l-­

logq 
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The three results proved so far can be fitted together to give the 
following theorem, which we state for convenience of reference, It 
simplifies the statement to consider two cases according as It I ~ 1 
or It I < 1, since in the former case the number 2 is essentially 
log q I t I and in the latter case it is essentially log q, 

THEOREM, There exists a positive absolute constant C l 4 with 
the following property. If X is a complex character modulo q, then 
L(s, X) has no zero in the region defined by 

(6) 
r 

1 C l 4 

log qltl 
(J~ II Cl4 

log q 

ifltl ~ 1, 

ifltl ~ I. 

If X is a real nonprincipal character, the only possible zero of L(s, X) 
in this region is a single (simple) real zero. 

These results are due partly to Gronwall 2 and partly to Titch­
marsh. 3 

We shall now prove a result due to Landau,4 the effect of which is 
to assure us that if there exist values of q for which an L function 
formed with a real primitive character (mod q) has a zero with 
fJ > 1 - c/log q, then such values of q are very rare. He proved 
that if XI' X2 are distinct real primitive characters to the moduli 
q I, q2 respectiuely, and if the corresponding L functions have real 
zeros fJ l' fJ 2' then 

(7) 

where c 15 is some positive ahsolute constant. The possibility that 
q I = q 2 is not excluded. 

The proof is based on the fact that X l(n)X2(n) is a character to the 
modulus q Iq2, being multiplicative and periodic. It is not in general 
a primitive character, but it is nonprincipal. For if Xl(n)X2(n) = 1 
whenever (n, qtq2) = I, we should have XI(n) = X2(n) whenever 
(n,qlq2) = I, and this would mean that the primitive characters 
XI and X2 would induce the same character to the modulus qlq2' 
This is impossible by the results of §5. 

2 Rendiconti di Palermo. 35,145-159 (1913). 
3 Rt'ndiconti di Palt'rmo, 54, 414-429 (1930); 57, 478-479 (1933). 
4 Giittinger Nacllriclllt'n, 1918,285-295. 
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For u > 1, we have 

this is proved by the same argument as that which we applied to 
L(s, X2) when X2 was nonprincipal but not necessarily primitive. 
Further, by (2), 

the symbol 91 in (2) being now superfluous. 
Now consider the expression 

('(u) L'(u, X d 
----

(u) L(u, X d 

00 

L'(u, X IX2) 

L(u, X IX2) 

= L: 1\(n)[1 + XI(n)lf1 + X2(n)]n- a ~ o. 
n= I 

On substituting the previous upper bounds, and also that for 
- ('(u)/(u), we get 

If u is taken to be 1 + b/log qlq2' for a ~ufficiently small positive 
constant b, the last inequality shows that fJ I and fJ2 cannot both 
be greater than 1 - b' flog q Iq 2, for a suitable positive b'. This proves 
(7). 

Various deductions can be made from the last result. In particular 
one sees that for at most one of the real nonprincipal characters 
X (mod q) can L(s, X) have a zero in the region (6). [We assume here 
tacitly that c 14, in the definition (6), is diminished if necessary so as 
to satisfy c 14 :$;; !C 15.J 

Another deduction concerns the possible sequence q I, Q2' ... of 
positive integers q with the property that there is a real primitive 
X (mod q) for which L(s, X) has a real zero fJ satisfying 

(8) 

If Cl9 is suitably chosen, say C19 = tC 15, then 
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For (7) implies that 

_ ~ < 1 _ C l5 

log qj log q/lj+ I' 

whence the result. 
A deduction made by Page 5 and applied by him to the prime 

number theorem for arithmetic progressions (see §20) concerns 
the set of positive integers q ~ z, where z ~ 3. If C20 is a suitable 
positive constant, there is at most one real primitive X to a modulus 
q ~ z for which L(s, X) has a real zero {3 satisfying 

(9) 
C20 {3 > 1 - --. 

log z 

The last inequality is, of course, of a somewhat more stringent 
nature than (8). The proof is immediate; if there were two such 
characters, both the zeros would satisfy 

(3 > 1 - C20 > 1 
logz -

and this would contradict (7) if c 20 = 1C 15' 

If there is such an "exceptional" real character X 1 to a modulus 
q 1 ~ z, then q 1 will be a function of z, and the only real non principal 
characters X to moduli q ~ z for which L(s, X) has a real zero satis­
fying (9) will be Xl and the imprimitive characters induced by Xl' 
Their moduli will be multiples of q I' 

The only obvious general upper bound for a real zero (3 of an L 
function corresponding to a real primitive X is that which can be 
derived from the lower bound for L(1, X) provided by the c1ass­
number formula. Since h(d) ~ 1, the formulas (15) and (16) of §6, 
in which d = ±q, give 

(10) 

We can easily prove that 

(11 ) IL'(u, x)1 < C22 log2 q for 1 - 1/log q ~ u ~ 1, 

and it then follows, by the mean value theorem of the differential 
calculus, that 

L(1, X) = L(1, X) - L({3, X) < (1 - (3)C22 log2 q, 

5 ProC'. London Math. Soc .• (2)39,116-141 (1935). 



96 MULTIPLICATIVE NUMBER THEORY 

whence 

C23 
P < 1 - 1-1 2 . q og q 

(12) 

By the usual argument, this holds also for real nonprincipal X, even 
if imprimitive. If X( -1) = 1, which corresponds to the case d > 0, 
the inequality (12) can be improved 6 to the extent of a factor log q, 
since in (16) of §6 there is a factor log e, and log e ~ log ~-(l + q1-). 

The proof of (11) is as follows. We have 

00 

L'(a, X) = - L x(n)(log n)n- a 

I 

for a> o. Since n- a = e-alogn ~ en-I for n ~ q, we have 

I nt. x(n)(log n)n- a I ~ e ntl (log n)n- I < c241og2 q. 

By partial summation, noting that (log n)n- a decreases for n > q, 
we have 

I I x(n)(logn)n-al ~ (logq)q-a max If x(n)l· 
n;q+1 N q+1 

~ (log q)eq-Iq . 

These results imply (11 ). 
We remark, for convenience ofreferencel that the same argument 

applied to L(a, X) gives 

(13) IL(a, x)1 < C25 log q for 1 - 1/1og q ~ a ~ 1. 

In §21 we shall prove a theorem due to Siegel, which establishes 
a much more precise inequality for a real zero than that given in (12). 
But whereas all the results of the present section have been "effec­
tive," in the sense that numerical values could be assigned to all 
the constants, it does not seem to be possible to derive an effective 
inequality from Siegel's theorem. 

6 Goldfeld and Schinzel (Ann. Scuola Norm. Sup. Pisa Cl. Sci., (4) 2, 571-583 (1975», 
have shown that fJ < 1 - cq-l/2 if X( -1) = -I, and that fJ < 1 - cq-l/2 log g if 
X(-I) = 1. 



15 
THE NUMBER N(T) 

In this section we prove the approximate formula for N(T), 
the number of zeros of ((5) in the rectangle 0 < a < 1, 0 < t < T, 
which was stated by Riemann and established by von Mangoldt. 
It was stated as (1) in §8. 

It is convenient to work initially with C;(5) rather than with ((5) 
because of its simple functional equation. Assuming for simplicity 
that T (which we suppose to be large) does not coincide with the 
ordinate of a zero, we have 

2nN(T) = ~R arg C;(5), 

where R is the rectangle in the 5 plane with vertices at 

2, 2 + iT, -1 + iT, -1, 

described in the positive sense. There is no change in arg C;(5) as 5 
describes the base of the rectangle, since C;(5) is then real and no­
where O. Further, the change as 5 moves from t + iT to - 1 + iT 
and then to - 1 is equal to the change as 5 moves from 2 to 2 + iT 
and then to t + iT, since 

c;(a + it) = c;(1 - a - it) = c;(1 - a + it). 

Hence 

nN(T) = ~L arg C;(5), 

where L denotes the line from 2 to 2 + iT and then to i + iT. 
The definition of C;(5), in (1) of §12, can be written as 

We have 

C;(5) = (5 - 1)n- t 'r(i5 + 1)((5). 

~L arg (5 - 1) = arg(iT - i) = in + O(T- 1), 

~L arg n- t • = ~d -it log n) = -i Tlog n. 
97 



98 MULTIPLICATIVE NUMBER THEORY 

Also, by Stirling's formula (§1O), 

t1.L arg r(ts + 1) = :J log r(tjT + i) 

Hence 

(1) 

where 

= :J[(tiT + i) 10g(tiT + i) - tiT - i 
+ t log 27t + O(T-I)] 

= tTlogtT - tT + j7t + O(T-I). 

T T T 7 -I 
N(T) = -log- - -- + - + SeT) + OCT ), 

27t 27t 27t 8 

7tS(T) = t1.L arg (s). 

To prove (1) of §8, it suffices to prove that 

(2) SeT) = O(log T). 

This is one of the few estimates connected with (s) that has not, 
as far as I know, been improved upon during the present century. 
Since arg (2) = 0, we can express the definition of SeT) in the form 

7tS(T) = arg ((t + iT), 

provided this argument is defined by continuous variation along 
L, or, equivalently, by continuous horizontal movement from 
+ 00 + iT to t + iT, starting with the value O. In view of our 
limited knowledge about SeT), it would seem at first sight that we 
might as well omit the term i in (1); but as we shall see later, it has a 
certain significance. 

We shall base the proof of (2) on the following 
Lemma. If p = f3 + iy runs through the nontrivial zeros of (s), 

then for large T 

(3) 
1 

~ 1 + (T _ y)2 = O(log T). 

For the proof, we refer to (4) of §13, which states that 

- 9t - < A log t - L 9t -- + -('(s) (1 1 ) 
(s) p s - p p 

for 1 ::5; (J ::5; 2 and t ~ 2. In this formula we take s = 2 + iT. 
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Since 1('1'1 is bounded for such s, we obtain 

L m(_I_ + !) < A log T. 
p s - p p 

As we have seen earlier, all the terms in both series are positiv~, and 
since 

m _1 _ = 2 - {3 > -:----:--1 _ _.. 
s - p (2 - (3)2 + (T - y)2 - 4 + (T _ y)2' 

we obtain the assertion in the lemma. 
Two immediate corollaries are: (a) The number of zeros with 

T - 1 < y < T + 1 is O(log T); (b) the ~um I:(T - y)-2 extended 
over the zeros with y outside the interval just mentioned is also 
O(1og T). 

Another deduction is that for large t (not coinciding with the 
ordinate of a zero) and -1 :::;; (1 :::;; 2, 

(4) 
C'{s) , 1 
Y( ) = L -- + O(log t), 
.. s p s-p 

where the sum is limited to those p for which It - yl < 1. For by 
(8) of §12, applied at s and at 2 + it and subtracted, 

('(s) ( 1 1) 
Y( ) = O(log t) + L -- - 2· . .. s ' p s - p + It - P 

For the terms with Iy - tl ~ 1, we have 

I 1 1 I 2-(1 3 
S. - P - 2 + it - P = I(s - p)(2 + it - p)1 :::;; Iy - t1 2' 

and the sum of these is O(log t) by (b) above. As for the terms with 
Iy - tl < 1, we have 12 + it - pi ~ 1, and the number of terms is 
O(1og t) by (a) above. Hence the result. 

The estimate (2) for S(T) follows easily from (4). For the definition 
of S(T) implies that 

nS(T) = 0(1) _f2+iT ~K'(s)g(s)] ds, 
t+iT 

the 0(1) term coming from the variation along (1 = 2. Now 

2+iT f ~s - p)-l ds = A arg(s - p), 
t+iT 
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and this has absolute value at most n. The number of terms in the 
sum in (4) is O(1og T) by (a) above, and therefore (2) follows. 1 

We have now proved the approximate formula for N(T), from 
which it follows, incidentally, that if the ordinates Y > ° are enumer­
ated in increasing order as Y 1, Y2'''' then 

Yft "'" 2nn/log n as n -+ 00. 

It does not follow that Yft+ 1 - Yft -+ 0, but this result was proved by 
Littlewood in 1924. The formula for N(T) shows that 

N(T + H) - N(T) > A log T 

if H is greater than some positive constant, and Titchmarsh proved 
the more precise result that this holds for any fixed positive H, 
with some positive A that depends on H. It may be noted that, in 
consequence, the estimate O(1og T) in corollary (a) to the lemma is 
best possible. 

As regards the function S(T), it was proved by Littlewood that 

( Set) dt = O(log T), 

and this indicates a high degree of cancellation among the values 
of the function. The result just stated would, of course, become 
false if the term i had not been retained in (1). 

For proofs of the results just stated, and for other results relative 
to the zeros, see Titchmarsh, Chap. 9. 

1 For another proof, see Titchmarsh, §9.4. 
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THE NUMBER N(T, X) 

Let X be a primitive character to the modulus q, and let N(T, X) 
denote the number of zeros of L(s, X) in the rectangle 

0< u < 1, It I < T. 

(It is no longer appropriate to consider only the upper half-plane, 
since the zeros are not in general symmetrically placed with respect 
to the real axis.) In the present section we prove the approximate 
formula for N(T, X) which corresponds to that for N(T) proved 
in the preceding section. Since we regard N(T, X) as a function of the 
two parameters T and q, it is no longer appropriate to suppose T 
arbitrarily large, and we merely assume that T ~ 2. The formula is 

(1) 
T qT T 

tN(T, X) = 2n log 2n - 2n + O(log T + log q). 

[I have inserted a factor t on the left for ease of comparison with 
N(T), and to compensate for the rectangle being doubled.] 

The proof is on the same lines as for N(T). But it is convenient 
now to consider the variation in arg e(s, X) as s describes the rect­
angle R with vertices at 

i-iT, t + iT, -! + iT, -! - iT, 

so as to avoid the possible zero at s = - 1. This rectangle includes 
just one trivial zero of L(s, X), at either s = 0 or s = - 1, and there­
fore 

2n[N(T, X) + 1] = AR arg ~(s, X). 

The contribution of the left half of the contour is equal to that 
of the right half, since 

arg e(u + it, X) = arg W - u + it, X) + c, 

where c is independent of s. 

101 
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By the definition of ~(s, X) in (12) of §12, we have to form the sum 
of 

~ arg(q/n)ts+ta = Tlog(q/n), 

~ arg His + ta) = Tlog t T - T + 0(1), 

and ~ arg L(s, X), and then multiply by 2. The terms above give 
the main terms in (1), and it remains to prove, in effect, that 

(2) arg L(t + iT, X) = O(log T + log q). 

This follows, as before, from the following modified 
Lemma. If p = f3 + iy runs through the nontrivial zeros of 

L(s, X), where X is primitive, then for any real t, 

(3) 
1 

~ 1 + (t _ y)2 = 0(2), 

where 2 = log q(1 tl + 2). 
The proof is as before, but the reference is now to (2) of §14. 
As in the preceding section, it follows from this lemma, in con­

junction with (17) of §12, that for t not coinciding with the ordinate 
of a zero, and - 1 ~ (J ~ 2, 

(4) L'(s, X) = I' _1_ + 0(2), 
L(s, X) p s - p 

where the sum is limited to those p for which It - yl < 1. 
The approximate formula (1) implies, in particular, that for 

large q the number of zeros with It I < To, where To is a suitable 
absolute constant, is greater than a constant multiple of log q. This 
shows that the estimate 

1 I -1 -2 = O(log q) 
p + y 

is essentially the best possible. 1 

For some purposes it is convenient to have an analog of (l) for 
characters that are not necessarily primitive. If X is an imprimitive 
character, induced by the primitive character X1(mod qd, then (1) 
remains valid for N( T, X) as defined, provided we replace q by q l' 

1 For some results on the zeros of L(s, X) when q is large and t is bounded, see 
Siegel. Annals of Math., 46, 409-422 (1945), or Gesammelte Abhandlungen III, 47-60. 
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But if N R(T, X) denotes the number of zeros in the rectangle R 
defined above, we must include the zeros on (1 = 0 of 

TI f1 - X, (p)p -'J, 
plq 

in accordance with (3) of §5. These are (for each p not dividing q,) 
spaced at equal distances 21t/log p apart. Their number, with 
It I < T, is 

O[I (Tlogp + 10 = O(T1ogq). 
plq J 

Hence 

(5) 
T T 

N R(T, X) = -log -2 + O(T1og q) 
1t 1t 

for T ~ 2. 
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THE EXPLICIT FORMULA 
FOR "'(x) 

In this section we shall prove von Mangoldt's formula for "'(x), 
which was stated in §8. We recall that 

"'(x) = L A(n) = L log p. 
n:Sx pm~x 

This function has discontinuities at the points where x is a prime 
power, and in order that the formula may remain valid at these 
points, it is necessary to modify the definition by taking the mean of 
the values on the left and on the right. In other words, we define "'o(x) 
to be "'(x) when x is not a prime power, and "'(x) - tA(x) when it is. 
The formula asserts that, for x > I, 

(1) "'o(x) = x - L xP 
_ ('(0) - ! log(1 _ X-2~ 

p P (0) 2 

where the sum over the nontrivial zeros p of (s) is to be understood 
in the symmetric sense as 

lim L x p
• 

T-oo Irl<T p 

The value of the constant ('(0)/(0) is log 2n, as can be deduced from 
(8) and (10) of §12. The last term of the formula is equivalent to 
- "£wxw lro extended over the trivial zeros of (s) given by ro = 
-2, -4, -6, .... 

To avoid some minor complications we shall suppose that x ~ 2, 
though as stated above the formula is valid for x > 1. 

The general lines on which such a formula can be proved, provided 
that the argument can be justified, were indicated by Riemann in 
connection with his explicit formula for n(x). The basic idea is to 
use the discontinuous integral 

(2) 

104 

1 1c
+

ioo ds {? -. 1- = 2 
2m. s 

c-,oo I 

if 0 < y < I, 

if y = I, 

if y > 1, 
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where c > 0, to pick out the terms in a Dirichlet series with n :s; x, 
by taking y = xln. Since 

00 

L A(n)n- S = -ns)/((s) 
n= 1 

for a > 1, the result takes the form 

1 iC+iOC, [ ns)]xs 
"'O(x) = - -- -ds 

211:i -ioo (S) s 

for c > I. If we can move the vertical line of integration away to 
infinity on the left, we shall express'" o(x) as the sum of the residues 
of the function [ - ns)/((s)]xSls at its poles. The pole of ((s) at s = 1 
contributes x; the pole of lis at s = 0 contributes - nO)/((O); and 
each zero p of (s), whether trivial or not, contributes - x P I p. 

To carry out this proof, we have to start with an integral from 
c - iTto c + iT, and regard this as one side of a rectangle extending 
to the left. It is necessary to choose T with a little care, so that the 
horizontal sides of the rectangle shall avoid, as far as possible, the 
zeros of (s) in the critical strip. After the argument has been carried 
out in detail, we shall have a finite form of (1), with an explicit 
estimate for the error; and this will be much more useful than (I) 
itself. 

As a first step we prove the following 
Lemma. Let J(y) denote the function ofy on the right of(2), fJnd 

let 
1 iC+iT S 

I(y, T) = ~ ~ds. 
7rl c-iT s 

Then,for y > 0, c > 0, T> 0, 

{ 
yC min(1, T- lilog yl-l) 

II(y, T) - J(y)1 < cT- 1 

if y =I I, 

ify=l. 

Proof Suppose first that 0 < y < 1. The function lis tends to 
o as a -+ + 00, and does so uniformly in t. Hence we can replace the 
vertical integral by two horizontal integrals: 

1 100 + iT l 1 100 
- iT yS 

I(y, T) = --. -ds + -. -ds. 
211:1 s 211:1 S 

c+iT c-iT 

Now 

Iloo
+

iT 
S I 110c 

C ~ ds < - yl1 da = y 
. s - T Tllogyl' 

c+IT c 
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and similarly for the other integral. This proves one of the two in­
equalities. The other is most easily obtained by replacing the vertical 
path by a circular path with center 0, on the right side. The radius is 
R = (cz + TZ)t, and on the circular arc we have Iysl ::; land 
lsi = R. Hence 

I l 
I[(y, T)I ::; 27C TCR Ii < yC. 

The proof when y > I is similar but uses a rectangle or circular 
arc to the left. The contour then includes the pole at s = 0, where 
the residue is 1 = b(y). 

There remains the case y = 1, which is easily treated by direct 
computation. With s = c + it, we have 

1 iT 2c 1 i TIC du [(t, T) = 2- Z 2 dt = - -1 --Z 
7C O C+t 7C o +U 

= -21 _ -7C11OO du 
1 + UZ ' 

Tic 

and the last integral is less than ciT. This proves the lemma. 1 

Applied to I/Io(x~ the result of the lemma gives 

00 

(3) II/Io(x) - J(x, T)I < L A(n)(xln)C min(l, T-1llog xlnl- I ) 

where c > 1 and 

(4) 

"; 1 
"*x 

J(x, T) = _. _ ('(s) X
S ds. 1 IC

+
iT 

[ J 
2m C _ iT (s) S 

It is to be understood that the term containing A(x) is present only 
if x is a prime power. 

We choose c = 1 + (log x)- 1, since this gives a good result 
without excessive work, and note that XC = ex. We have to estimate 
the series on the right of (3~ and we take first all terms for which 

1 It is an interesting exercise to prove the results for y < I and y > I by real 
variable methods. 
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n :s; lX or n ~ ix. For these, Ilog xlnl has a positive lower bound, 
and so their contribution to the sum is2 

~ xT- I f A(n)n- C = xT- I [- ~«C)J ~ xT-I(log x). 
n = I \. c) 

Consider next the terms for which lX < n < x. Let x I be the 
largest prime power less than x; we can suppose that lX < x I < x, 
since otherwise the terms under consideration vanish. For the term 
n = XI' we have 

x (x - XI) log;; = -log 1 - --x-
x-x > ___ 1 

- , x 

and therefore the contribution of this term is 

For the other terms, we can put n = x I - v, where 0 < v < ix, and 
then 

X XI (v ) log - ~ log - = -log 1 - -
n n XI 

Hence the contribution of these terms is 

~ L A(xi - v)T-Ixl/v ~ xT-I(log X)2. 

0< v <tx 

The terms with x < n < ix are dealt with similarly, except that x I 
is replaced by X2, the least prime power greater than x. 

It is convenient to write (x) for the distance from x to the nearest 
prime power, other than x itself in case x is a prime power. Collecting 
the estimates, we deduce from (3) that 

(5) x(log X)2 . ( x) 
ItfJo(x) - J(x, T)I ~ + (log x) mm 1, -(- . T T x) 

The next step is to replace the vertical line of integration in (4) by 
the other three sides of the rectangle with vertices at 

c - iT, c + iT, - U + iT, - U - iT, 

2 From now on, we make use of Vinogradov·s symbolism A ~ B, as an equivalent 
for A = O(B). 
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where U is a large odd integer. Thus the left vertical side passes 
halfway between two of the trivial zeros of ((s). The sum of the 
residues of the integrand at its poles inside the rectangle is 

(6) x _ L xP _ (,(°1 _ L x - 2m. 

IYI<T p ((0) O<2m<U -2m 

The choice of T demands consideration. We saw in a corollary 
to the lemma of §15 that, for any large 1; the number of zeros with 
Iy - TI < 1 is ~ log T. Among the ordinates of these zeros there 
must be a gap of length ~ (log T) - I. Hence by varying T by a 
bounded amount, we can ensure that 

Ii' - TI ~ (log T)-I 

for all the zeros fJ + i)'. 

We recall further the result of § 15 that 

('(s) 

((s) 

1 L -- + O(log T) 
ly-TI<l S -P 

for s = a + iT and - 1 ~ a ~ 2. With the present choice of 1; each 
term is ~ log 1; and the number of terms is also ~ log T; so that on 
the new horizontal lines of integration we have 

('(s) = 0(1 2 T) 
((s) og for - 1 ~ a ~ 2. 

The contribution made to the horizontal integrals by this range of a 
is therefore 

(7) ~ log2 Tic I xSI da ~ log2 T r x" £fa ~ x log2 T. 
_ 1 S T 1 CXJ T log x 

It remains to estimate the contribution made by the horizontal 
lines of integration for - U ~ a ~ - 1 and by the vertical line 
a = - U. We need an estimate for 1('/(1 for a ~ - 1, and we shall 
prove that 

(8) 1('(s)/((s)1 ~ log(2Isi) 

in this half-plane, provided that circles of radius t (say) around all 
the trivial zeros at s = - 2, - 4, ... are excluded. It will follow that 
the contribution of the remainder of the horizontal integrals is 

log 2Tl- 1 log T 
~ -- x"da ~ , 

T -u Tx logx 
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which is negligible compared with (7), and the contribution of the 
vertical integral is 

log 2uIT -u d Tlog U 
~--- x t~ U' 

U -T Ux 

which vanishes as U -+ 00. 

Adding the estimate in (7) to that in (5), and making U -+ 00 in (6), 
we obtain 

(9) 
x p nO) 

I/Io(x) = x - L - - r(o - tJog(1 - x- 2 ) + R(x, T), 
/y/ < T P ~) 

where 

(10) x log2(xT) . ( x) 
IR(x, T)I ~ + (log x) min I, -- . 

T T(x) 

The estimate (8) is deduced from the functional equation, which is 
best taken in its unsymmetric form [(4) of§IOI 

W - s) = 21-Srr-S(cos1rrs)f(sK(s), 

since, if 1 - (J ~ - 1 the functions on the right ha ve to be considered 
only for (J ~ 2. The logarithmic derivative of the right side, apart 
from an added constant, is 

I I r'(s) ns) 
-zrr tan "2rrs + -- + -. 

f(s) ((s) 

The first term is bounded if Is - (2m + 1)1 ~ 1, that is, if 

1(1 - s) + 2ml ~ 1-

The second term is ~ loglsl, and therefore ~ log 211 - sl for (J ~ 2. 
The third term is bounded. Hence (8) follows. 

The results (9) and (10) constitute the more precise form of 
the explicit formula (1). As T -+ 00 for any given x ~ 2, we have 
R(x, T) -+ 0, and therefore (I) follows. The convergence is uniform 
in any closed interval of x which does not contain a prime power, 
but not otherwise, since I/Io(.x) is discontinuous at each prime power 
value of x. 

We proved (9) and (10) subject to a restriction on T, but this can 
now be removed. The effect of varying T by a bounded amount is to 
change the sum over p by O(log T) terms, and each term is O(x/T). 
Hence the variation in the' sum is O[x(log T)/T], and this is covered 
by the estimate on the right of (10). 
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We note for future reference that, if x is an integer. then <x) ~ I. 
and (10) takes the simpler form 

(II) IR(x, T)I ~ x(log XT)2 T - I. 

The results (9) and (10) continue to hold 3 for I < x < 2. with a 
slight modification in the form of the estimate for R(x, T). 

-' For this. and for a discussion of the series "Ix"ll' when 0 < x < 1. sec Ingham. p. t! 1. 
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We shall now deduce, from the results of the last section and those 
of §13, that 

(I) ljJ(x) = x + O{ x exp[ - ('(log x)1]}, 

and from this the analogous result for n(x), which includes the prime 
number theorem. This is by no means the easiest way of proving 
the prime number theorem, but it is an instructive way. It is also very 
close to the method used by de la Vallee Poussin, though he worked 
with the function 

nSx 

instead of the function ljJ(x). 
The main question is that of estimating the sum LXP/ pin (9) of the 

preceding section, and obviously any effective estimate must be 
deduced from the fact that the real part fi of p is not too near 1. It 
follows from the result of §13 that if Iyl < T, where T is large, then 
fJ < I - ci/log T, where C 1 is a positive absolute constant. Hence 

Also Ipl ;?: y, for y > 0; so it remains to estimate 

L I/y. 
0< y< T 

If N(t) denotes, as in §15, the number of zeros in the critical strip 
with ordinates less than t, this sum is 

rTt-l dN(t) = ~N(T) + rT
t - 2N(t)dt. 

Jo T Jo 
Since N(t) ~ t log t for large t, this is ~ log2 T. Hence 

L I x P I ~ x(log Tj2 exp[ - C 1 (log x)/(Iog Tj]. 
iyi<T P 

111 
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We can take x to be an integer, without loss of generality. It 
follows from (9) and (11) of § 17 that 

x log2(xT) 
I"'(x) - xl ~ T + x(log T)2exp[ -c l(logx)/(Iog T)], 

for large x. If we determine T as a function of x by 

(log T)2 = log x, 

so that 

T- l = exp[ -(Iogx)t], 

we get 

I"'(x) - xl ~ x(log X)2 exp[ - (log x)!] + x(log x) exp[ - C l(log x)t] 

~ x exp[ - C2(10g x)!), 

provided C2 is a constant that is less than both 1 and Cl. This proves 
(1 ). 

The transition to an asymptotic formula for n(x), instead of for 
"'(x), is elementary and is essentially an exercise in partial summation. 
First we pass to the function 

A(n) 
nl(x) = L -1 -. 

n';x og n 

This is expressed in terms of the function "'(x) by 

Lx dt 1 
nl(x) = L A(n) -1-2- + -I - L A(n) 

n'; x n t og t og x n'; x 

=Ix "'(t) dt + "'(x) . 
t log2 t log x 

2 

The effect of replacing "'(t) by t is to give 

t - - -- dt + -- = II x + --, Lx d ( 1) x . 2 
2 dt log t log x log 2 

on integrating by parts. Thus it remains to consider the estimate for 
the error term, which is 

The contribution of the range t < xi to the integral is trivially less 
than xi, and in the rest of the range we have (log t)t > !(Iog x)t. 
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Hence 

Finally, since 

~ logp 
nl(x) = L" 

pm,;;x m logp 

= n(x) + tn(x1-) + 1n(x~) + ... , 
and n(x1-) ~ x1-, n(x1) ~ xl, ... , the difference between n I (x) and 
n(x) is O(x1-). Thus 

n(x) = lix + O{xexp[ -C3(10gX)!]}. 

This is the form of the prime number theorem proved by de la 
Vallee Poussin in 189'9. It was improved to 

n(x) = Ii x + O{ x exp[ - c(O)(log x)O]} 

for any () < t, by Vinogradov and Korobov in 1958. The improve­
ment comes from the result on a zero-free region for (s), mentioned 
at the end of §13. One uses this in the explicit formula for !/I(x), and 
chooses T so that (log T) 1 + ~ = log x, where IX is any number greater 
than l 

The assumption of the Riemann hypothesis implies a much better 
estimate for the error term, as was pointed out by von Koch in 190 I. 
We then have IxPI = x1-, and as we proved earlier that L 1/lpl over 
o < )' < Tis O(log2 T), the explicit formula gives 

I!/I(x) - xl ~ x1- log2 T + xT- 1 log2 xT, 

if x is an integer. Choosing T = x1-, we get 

!/I(x) = x + O(x1- log2 x). 

From this it follows, by the same argument as above, that 

n(x) = Ii x + O(x1- log x). 

The situation is exactly similar, with x8 in place of x1-, if one assumes 
only that all the zeros have p ~ e, where e is a number between 
t and 1. 

There is also an implication in the opposite sense, by an argument 
which is quite elementary. If we assume that 

!/I(x) = x + O(x~) 
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for some fixed rx < 1, it foIlows that all the zeros of (s) have f3 :s; rx. 
For if (J > 1, we have 

('(s) 

(s) 

00 

L A(n)n-', 
n= 1 

and this is easily rearranged in the form 

C(s) foo ./,( ) -.- 1 d 
- (s) = S I 'I' X X x, 

as on similar occasions earIier.lfrjJ(x) = x + R(x), we get 

C(s) s r R( ) -.- 1 d - - = -- + s x x x. 
(s) s - 1 

I 

The supposition that R(x) = O(xa) implies that the integral re­
presents a regular function of s for (J > rx, and then «s) can have no 
zeros in this half-plane. 

There is the curious conclusion, from the last two results, that if 
rjJ(x) = x + O(x9 +&) for each e > 0, where e is a fixed number 
between t and 1, then necessarily 

rjJ(x) = x + O(x9 10g2 x). 

Grosswald 1 has shown that if e is strictly larger than t then the 
factor log2 x can be deleted. 

1 C. R. Acad. Sci., Paris, 260. 3813-3816 (1965). 
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THE EXPLICIT FORMULA FOR 
\j1(x, X) 

For any character X to the modulus q, we define 

",(x, X) = L x(n)i\(n). 
n$;x 

These sums play much the same part in the prime number theorem 
for arithmetic progressions as that played by "'(x) in the prime 
number theorem itself, but now there is an aggregate of c/>(q) such 
sums, one for each character, instead of a single sum. In this section 
we shall establish the explicit formula that is analogous to that 
proved for "'(x) in §17. As there, we modify ",(x, X) to "'o(x, X) in 
case x is a prime power. 

The general lines of the argument are the same as in § 17, but with 
L'IL in place of ('1(. Suppose X is a primitive character (mod q). 
Consider first the computation of the residues of 

L'(s, X) x' 
----

L(s, X) s 

The only poles are at the zeros of L(s, X) and at s = 0; and there is 
a slight complication in that, if X( -I) = I, one of the zeros of L(s, X) 
is itself at s = 0, so that the function has a double pole there. 

Suppose first that X( - I) = - 1. Then the complication just men­
tioned does not arise, and the explicit formula is 

(2) 
x P L'(O, X) 00 X l - 2m 

"'O(X, X) = - L - - L(O ) + L 2 - l' 
p p ,x m; I m 

the expression on the right being the sum of the residues of the 
function mentioned above. There is the same understanding about 
the sum over the nontrivial zeros p of L(s, X) as in §17. The value of 
L'(O, x)fL(O, X) can be expressed in terms of the constant B(X) of 
§12 by putting s = ° in (17) of §12. 

115 
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Suppose next that X( -1) = 1. Since L(s, X) has a simple zero at 
s = 0, the expansion near s = 0 of L'/L is of the form 

L'(s, X) 1 
--=-+b+··· 
L(s, X) s ' 

where b = b(X). Since 

X S 1 
- = - + (log x) + ... , 
s s 

theresidueofthefunctionmentionedaboveats = Ois -(log x + b). 
The explicit formula therefore takes the form 

(3) 
xP OC! x- 2m 

l/IO(X, X) = - L - - log x - b(X) + L -. 
p P m= I 2m 

Once again, b(X) can be expressed in terms of B(X) by using (17) of 
§12. 

We now outline the proof, and the estimation of the error term 
when the sum is taken over 1)'1 < T. We suppose that x ;::::: 2 and 
T ;::::: 2. The character x(n) plays no part in the estimation of the 
sum on the right of(3) of §17, and therefore the inequality analogous 
to (5) of § 17 is still valid. In the choice of a modified value of T, 
we have to appeal to the lemma of § 16 instead of that of § 15, and 
accordingly we get 

L'(a ± iT, X) = O(log2 qT) 
L(a ± iT, X) 

for -1 sa s 2. 

The contribution made to the horizontal integrals by this range of a 

is therefore 

X log2 qT 
~ . 

Tlogx 

The estimate for L'/L in the half-plane as-I, when circles of 
radius t around the trivial zeros are excluded, is 

L'(s, X) = O[log(qlsl)]. 
L(s, X) 

This follows by logarithmic differentiation from the functional 
equation of L(s, X) in its unsymmetric form, namely, 
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where le(x)1 = I and 0 = 0 or I. This form is deduced from the 
symmetric form in the same way as (4) of §10. The contribution of 
the rest of the horizontal integrals is therefore 

10gqT 
~ , 

Tx logx 

and as before it is negligible. 
The result is that 

(4) 
xP 

I/Io(x, X) = - L =--- - (l - 0) log x - b(X) 
1;'1 <T P 

OCJ X Q - 2m 

+ m~\ 2m _ 0 + R(x, T), 

where 

(5) IR(x, T)I ~ ;log2qXT+ (log x) min (l,T;X»)' 

Again, if x is fixed, this tends to 0 as T -+ 00, and so we have the 
results given in (2) for the case 0 = 1 and in (3) for the case 0 = O. 
If x is an integer, we can replace (5) by 

(6) 

From the point of view of application to the distribution of primes 
in arithmetic progressions with a variable modulus, formula 
(4) is of little use as it stands. It contains the unknown b(X), and it 
contains terms xP / p for which p may be very near either 1 or O. 
It will be recalled that the results of § 14 state that there is at most 
one zero within a distance c/log q of s = I (and so also of s = 0), 
and this one zero can only occur when X is a real character and is 
itself real. It is important to have this zero visible explicitly in the 
formula. 

We need no longer distinguish between 1/1 and 1/10' as we are not 
aiming at exactitude, and we can simplify (4) by absorbing log x 
and the sum over m into the error term. We can use the form (6) 
of the error term, since the effect on I/Io(x, X) of replacing x by the 
nearest integer is O(log x); and for simplicity we suppose now that 
T ~ x. Then 

(7) 

(8) 

xP 
I/I(x, X) = - L - - b(X) + R\(x, T), 

IYI<T p 
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The first step is to express b(X) in another form. By (17) of §12, 

L'(s, X) 1 I q 1 r'(h + !a) ,,( 1 1 ) -- = - - og - - - + B(X) + L... -- + - . 
L(s, X) 2 1t 2 r(!s + !a) p s - p p 

Replacing s by 2 and subtracting, we obtain 

L'(s, X) 1 r'(!s + !a) ,,( 1 I) ---0(1)-- +L... -----
L(s, X) - 2 r(h + !a) p s - p 2 - p , 

where the 0(1) is absolute. If X( -I) = - I, so that a = I, the term 
r'/r is regular at s = 0; if X( - 1) = 1, so that a = 0, its expansion 
near s = 0 is s - 1 + const. + .... Hence the number b(X), which we 
defined earlier as the value of L'(O, x)1 L(O, X) in the former case, and 
as the constant term in the expansion of L'(s, X)/L(s, X) near s = 0 
in the latter case, satisfies 

b(X) = O( 1) - ~ (1 + 2 ~ p). 

For the terms in this series with Iyl ~ I, we have 

L: - + - = 2 L: ~ L: 2· 1
1 1 I 1 1 

lyl?:1 P 2 - P lyl?:1 Ip(2 - pjl p 12 - pi 

The last sum can be estimated as O(log q) using (3) of ~16 with t = o. 
The same estimate applies to 

L:-, 
IYI< 12 - P 

since for Iyl < 1 we have 12 - pi ~ 12 - p12. It folIows that 

1 
b(X) = O(log q) - L: -. 

11'1< 1 P 

We can therefore rewrite (7) as 

(9) 
xp 1 

",(x, X) = - L: - + L - + R2(X, T), 
lyl<T P lyl<1 P 

where R 2(x, T) satisfies (8). 
By the theorem of §14, there is no zero of L(s, X) satisfying 

(10) Iyl < 1, fJ> 1 - c/logq, 

except possibly when X is real, when there may (as far as we know) 
be one simple real zero. Here c is a numerical constant, which we 
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can suppose less than !, whence P > i, since q ~ 3. We call such 
a real zero exceptional and denote it by PI' There will also be a 
zero at 1 - PI' 

Let ~' denote a summation over the zeros which excludes the 
possible zero~ PI and 1 - P I' Then we can rewrite (9) as 

x P 1 x ll,-1 X l - lil -l 
t{I(x, X) = - I' - + I' - - P - P + R2(x, T). 

lyl<TP lyl<IP I 1- I 

The second sum can be absorbed in the error term, since 

p- I = 0 (Iogq) 

for the zeros in question, and their number is O(log q) by (1) of §16 
with T = 2. We can also omit the term PI I , which is 0(1). Finally, 

Xi-iiI - 1 
1 _ III = x" log x 

for some (J between 0 and 1 - PI' and the last expression is less than 
x* log x. 

We now have the convenient expression (valid for primitive X 
and 2 ::s; T::s; x) 

XiiI xP 
(1 I) t{I(x, X) = - -P - I' - + R3(x, T), 

I IYI<T P 
where 

(12) 

The term - xfh / P r in (11) can only occur if X is real. 
Finally, we prove that (11) and (I2) hold for any nonprincipal 

character X, whether primitive or not. Suppose X is imprimitive 
and is induced by the primitive character XI (mod ql)' The difference 
between t{I(x, X) and t{I(x, X d is at most 

I A(n) = I I log p ~ (log x) I log p ~ (log x) (log q), 
n';x plq v plq 

(n.q) > I pV';X 

which is negligible compared with the expression in (12), where 
T ::s; x. This expression applies to the error term in the formula for 
t{I(x, xd because q > ql' 

There is, however, a logical point that needs consideration. The 
definition of the exceptional zero fJ I is a definition that involves 
the modulus, and, assuming we use the same definition when ·x 
is imprimitive, an exceptional zero for L(s, X) will certainly be an 
exceptional zero for L(s, X I), but not necessarily vice versa. However, 
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if a zero is exceptional for XI but not for X, the term -XP'/fJI' which 
is explicit in the formula for t/I(x, XI)' will still be present in the 
formula for t/I(x, X), since it will occur there in the sum - I' xP / p. 

Thus the formula remains valid, and we restate it for convenience 
of reference: 

If X is a nonprincipal character to the modulus q, and 2 ~ T ~ x, 
then 

(13) 
xP, , x P 

t/I(x, X) = - -fJ - I - + R3(X, T), 
I iyi<T P 

where 

(14) IR 3(x, T)I ~ xT- I Iog2 qx + xi log x. 

The term -XP'/fJI is to be omitted unless X is a real character for 
which L(s, X) has a zero fJI (which is necessarily unique and simple) 
satisfying 

(15) fJI > 1 - c/logq, 

where c is a certain absolute constant; and the sum 1:' excludes fJ I 
and 1 - fJ 1 (if they exist). 

As we saw in §14 there is at most one real character (mod q) for 
which such a zero fJ I can exist. I t may be noted that the term 
xi log x in (14) can be omitted unless fJ I exists. 
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THE PRIME NUMBER THEOREM 
FOR ARITHMETIC 
PROGRESSIONS (I) 

We now apply the last result of the preceding section to obtain 
approximations to 

(1) I/I(x;q, a) = L A(n). 
nsx 

n=a(modq) 

From this it is an elementary matter to deduce approximations 
to n(x; q, a), the number of primes up to x that are congruent to 
a (mod q). 

The relationship between I/I(x; q, a) and the sums I/I(x, X) of the 
preceding section follows immediately from (4) of §4; we have 

(2) 
I 

I/I(x; q, a) = ¢(q) ~ i(a)I/I(x, X), 

where the sum is over all the characters X to the modulus q. 
The contribution of the principal character Xo to the sum on 

the right provides the main term. By an argument similar to one 
used in the preceding section, we have 

II/I(x, Xo) - I/I(x)l:s L A(n) ~ (log q)(log x). 
n$x 

(n.q» 1 

By de la Vallee Poussin's form of the pnme number theorem, 
namely (I) of § 18, 

I/I(x) = x + O{x exp[ -cl(log x)!]}, 

where C 1 is a positive constant. Hence 

(3) 

121 
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For IjJ(x, X) when X i= Xo, we have the expression (13) of the last 
section, namely 

(4) 
x PI , x P 

IjJ(x, X) = - -P - L - + R3(x, T), 
I IYI<T P 

where 

provided 2 .:::; T.:::; x. The term in (4) containing PI occurs for at 
most one real non principal X. 

By the results of §14, and the remarks at the end of §19, all the 
zeros p in the sum on the right of (4) satisfy 

P< l-c2/logqT 

for a certain positive absolute constant C2. Hence 

IxPI = xP < xexp[ -c2(1ogx)/(IogqT)]. 

The sum ~Ipl- 1 extended over the zeros in (4) with Iyl > 1 can be 
estimated as in §18, and is 

The same sum over the zeros p with IYi .:::; 1 is O(\og2 q), since 
ipl- 1 = O(log q) for each of them. Hence 

(5) 

where 

(6) IR 4 (x, T)I ~ x(log2 qx) exp[ - C2(10g x)/(Iog q T)] 

+ xT- 1 log2 qx + xi log x. 

Some condition must be imposed on the size of q in relation to 
that of x. If we suppose that 

(7) q .:::; exp[ C(log x)!], 

where C is any positive constant, and choose 

T = exp[C(log x)!], 

then all the terms on the right of (6) are 

~ x exp[ - C(log x)!] 
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for some positive C depending only on C. Hence, subject to (7), 
we have 

(8) I/I(x,X) = -x(J'IPI + O{x exp[-C(log x)!]} 

for each nonprincipal X to the modulus q. 
Substituting in (3), and recalling that the term containing PI 

occurs for at most one X, we get the following result for I/I(x ; q, a): 
Let C be any positive constant. Then 

(9) 
x i (a)x(J1 

I/I(x; q, a) = ¢(q) - ¢(q)PI + O{x exp[ - C(log x)!]) 

for a positive constant C depending only on C, and this holds uni­
formly with respect to q in the range (7). Here XI is the single real 
character (mod q), if it exists, for which L(s, xd has a real zero PI 
satisfying PI > 1 - cllog q for a certain positive absolute constant c. 

It is in the possible term containing PI that one of the main diffi­
culties in the theory of the distribution of primes in arithmetic pro­
gressions shows itself. The only universal upper bound that we 
have for PI is (12) of §14, which states that PI < 1 - c3/q! log2 q. 
The term containing PI is therefore 

x ( logx ) 
~ ¢(q) exp - ('3 q! log2 q . 

This will only be of the same order as the other error term in (9) if 
we impose a very severe limitation on q, such as 

(10) 

for some fixed 0 > O. We then obtain the following result. 
Provided q satisfies (10)for some fixed 0> 0, we have 

(11 ) 
x 

I/I(x; q, a) = cP(q) + O{ x exp[ - c 4(10g x)!]}, 

where C4 is an absolute constant. 
This is a weak result, but as far as I know it is as yet the only result 

of the kind (apart from minor variations) that is effective, in the 
sense that, if 0 is given a numerical value, both ('4 and the constant 
implied by the symbol 0 can be given numerical values. 

As Page showed, we can obtain a similar result in the wider range 
(7), provided q does not coincide with a multiple of a particular 
integer q I depending on x. In his result, given in § 14, we take 

z = exp[C(log x)!]. 
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Then the result tells us that there is at most one real primitive charac­
ter to a modulus not exceeding z for which 

c5 C5 

fJ 1 > 1 - log z = 1 - C(log x)1· 

Denote the modulus of this character (if it exists) by q 1. Then if q is 
not a multiple of q 1, we have 

fJ < 1 _ C5 

1 - C(log x)1 

for every real non principal X (mod q), whether prImitive or not. 
We then obtain the same type of estimate for the term containing 
fJ 1 as before. Note that, if q 1 exists, it must satisfy 

c5 c3 

I ,::;1-'1 2 ' C( og x» qT og q 1 

that is, 

(12) 

Hence we have proved: 
Let C be any constant. Then, except possibly if q is a multiple of a 

particular integer q 1 depending on x, we have 

(13) I/I(x; q, a) = cP~q) + O{x exp[ - C"(\og x)~]} 

for a positive constant C" depending only on C, and this holds uniformly 
with respect to q in the range (7). The integer q 1 satisfies (12). 

In the next section we shall prove Siegel's theorem, which gives a 
much better upper bound for fJ 1 than we have had hitherto, and then 
in §22 we shall return to the question of the distribution of primes in 
arithmetic progressions. 

We conclude this section by stating the consequences of the 
generalized Riemann hypothesis, that is, the hypothesis that not 
only ((s) but all the functions L(s, X) have their zeros in the critical 
strip on the line (j = t. (This conjecture seems to have been first 
formulated by Piltz in 1884.) Then 

I/I(x) = x + O(x1 10g2 x), 

as we saw in §18, and the same holds for I/I(x, Xo), by the inequality 
for II/I(x, Xo) - I/I(x)1 at the beginning of this section, provided we 
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suppose (say) that q :::; x. When X =f. Xo, (13) of §19 implies that, on 
the above hypothesis, 

It/I(x, x)1 ~ xt + xt L Ipl- 1 + xT- I log2 qx + xt log X 

IYI<T 

for 2 :::; T:::; x. As proved earlier in this section, 

L Ipl-l ~ log2 qx. 

Taking T = x t , we get 

It/I(x, x)1 ~ xt log2 x 

for X =f. XO and q :::; x. It now follows from (2) that on the generalized 
Riemann hypothesis, if q :::; x, 

(14) ./,. _ x t I 2 'I'(x, q, a) - cjJ(q) + O(x og x). 

It will be seen that even this powerful hypothesis gives only a poor 
result if q is larger than xt. 



21 
SIEGEL'S THEOREM 

Siegel's theorem, ' in the first of its two forms, states that: 
For any e > 0 there exists a positive number C, (e) such that, !f X 

is a real primitive character to the modulus q, then 

(I) 

This implies, by (15) and (16) of §6, that 

(2) l1(d) > C 2(e)ldl t -I for d < 0 

and 

(3) for d > 0, 

where 11 = t(to + uo.jd) and to, Uo have the same meaning as in §6. 
In its second form, the theorem states that: 
For any e > 0 there exists a positive number C3(e) such that, ifx is 

any real nonprincipal character, with modulus q, then L(s, X) =I- 0 for 

(4) 

The second form follows easily from the first, by virtue of the 
inequality 

Cis, X) = O(log2 q) 

for 1 - 1/log q :-s; s :-s; 1, which was (11) of §14. If q is large, as we may 
suppose, then a zero /1 of L(s, X) satisfying (4) will lie in the interval 
just specified, and it will follow that 

L(1, X) = L(1, X) - L({1, xl < c,(Iog2 q)C 3(1;)q-r., 

which contradicts (I) if we there replace e by k This proves the 
second form of the theorem (assuming the first) when X is primitive, 
and this suffices to prove it when X is any real nonprincipal character. 

1 Acta Arithmetica, 1,83-86 (1935). 

126 
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It follows that any real zero fi of L(s, X), for real non principal X, 
satisfies 

(5) 

and this is a much superior estimate, in principle, to any we have had 
hitherto. It has, however, the disadvantage of being noneffective, 
in the sense that it is not possible, with existing knowledge, to assign a 
numerical value to C3(r.) for a particular value of B (for example, i). 

Siegel's theorem was the culmination of a series of discoveries by 
several mathematicians. The problem of proving that h(d) -> 00 

as d -> - 00, or even of proving that h(d) ~ 2 if - d is sufficiently 
large, was propounded by Gauss, but no progress toward its solution 
was made until modern times. Hecke2 proved that if the inequality 
Ii < 1 - c 2/10g q holds for the real zeros of L functions formed with 
real primitive characters, then lI(d) > £"3Idl) Ilog Idl. In particular 
this conclusion would follow from the generalized Riemann hypo­
thesis. 

In 1933, Deuring3 proved the unexpected result that the falsity of 
the classical Riemann hypothesis for (8) implies that h(d) ~ 2 if - d 
is sufficiently large, and shortly afterward MordeW proved that this 
assumption also implies that h(d) -> 00 as d -> - 00. Their work was 
based on a study of the behavior, as d -> - 00, of 

L L Q(x, y)-', 
Q x.)" 

where Q runs through a representative set of forms of discriminant d. 
In 1934, Heilbronn 5 took a further important step forward. He 

proved that the falsity of the generalized Riemann hypothesis 
implies that h(d) -> 00 as d -> - 00. Combined with the result of 
Heeke, this gave an unconditional proof that h(d) -> 00, and so 
solved Gauss' problem. 

Also in 1934, Heilbronn and Linfoot6 proved that there are at 
most ten negative discriminants d for which h(d) ~ 1. As nine such 
d were known, 

-3, -4, -7, -8, -11, -19, -43, -67, -163, 

the question was whether there is a tenth such discriminant. If there 
were, then the L function L(s, Xd) would have a real zero P larger 

2 See Landau, GOllinger Nachrichten, 1918, 285-295. The same argument allows 
one to deduce the first form of Siegel's theorem from the second. 

3 Math. ZeitschriJi, 37,405-415 (1933). 
4 J. London Math. Soc., 9,289-298 (1934). 
S Quarter/.\' J. of Mat/I .. S, 150-160 (1934). 
6 Quarter/y J. of Math., S, 293-301 (1934). 
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than!. In 1966, Baker 7 and StarkS proved independently that there 
is no such tenth discriminant. Baker noted that his fundamental 
theorem in transcendence theory provides a solution of this class 
number problem in view of earlier work of Gelfond and Linnik. 
Stark was inspired by a paper of Heegner9 in which elliptic modular 
functions were used to show that there is no tenth discriminant with 
class number 1. It was long thought that Heegner's argument was 
incomplete, partly because it seemed to depend on an unproved 
conjecture of Weber. However, in retrospect it has now been found 
that Heegner's proof is essentially correct; the obscure details have 
been clarified by Deuring10 and Stark ll • 

Baker and Stark have found 12 all quadratic discriminants d < 0 
for which h(d) = 2, but for h(d) = 3 the problem of finding all such d 
is still open. The fact that it has not been possible to find all such d, 
or to reduce the problem to one of computation, reflects the fact 
that the more powerful arguments that have been developed for this 
problem are of an indirect character. 

We shall now prove Siegel's theorem, in the form first stated, using 
the simplified method given later by Estermann. 13 The basic idea is 
to combine the L functions of two characters. Let XI' X2 be real 
primitive characters to the distinct moduli QI,Q2; as we saw in §14, 
X IX2 is a nonprincipal (though not necessarily primitive) character 
to the modulus q .Q2' Let 

(6) F(s) = ((slL(s, X dL(s, x2lL (s, X IX2)' 

Then F (s) is regular in the whole plane except for a simple pole at 
s = 1, and its residue at this pole is 

(7) ;. = L(1, xdL(1, X2)L(1, XIX2)' 

An essential part in the proof is played by the inequality 

(8) for ~ < s < 1. 

An inequality of the same general character as (8) was used by 
Siegel, and was deduced by him from the work of Hecke on the 

7 Mathematika, 13,204-216 (1966). See also Chapter 5 of Baker, Transcendental 
Number Theory, Cambridge University Press, 1975. 

8 Michigan Math. J., 14, 1-27 (1967). 
9 Math. Z., 56, 227-252 (1952). 
10 Invent. Math., 5,169-179 (1968). 
11 J. Number Theory, 1, 16-27 (1969); Modular Functions of One Variable I, 

Springer-Verlag, Berlin, 1973, pp. 153-174. 
12 Ann. Math., 94,139-152,153-173 (1971). 
13 J. London Math. Soc., 23, 275-279 (1948). Other simple proofs have been given 

by Chowla, Annals of Math. (2) 51,120-122 (1950) and by Goldfeld, Proc. Nat. Acad. 
Sci. U.S.A., 71, 1055 (1974). 
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functional equation of the Dedekind ( function of an arbitrary 
algebraic number field. The function F(s) is essentially the Dedekind 
( function of a biquadratic field. A simple proof of Siegel's inequality 
was given by Heilbronn, 14 but even this requires some knowledge of 
algebraic number theory and contains. some complications of detail. 

Estermann's proof of(8) is relatively simple. The multiplication of 
the Euler products gives 

n=1 

for (J > I, where a1 = 1 and an ~ 0 for all n. The last fact follows 
from 

00 

log F(s) = L L m- 1p-ms[l + Xl(pm)][1 + X2(pm)], 
p m= 1 

where the coefficients are obviously nonnegative. As in de la Vallee 
Poussin's argument in §4, we obtain 

00 

F(s) = L bm(2 - s)m 
m=O 

for Is - 21 < I, where bo ~ 1 and bm 2! 0 for all m. 
It follows that 

00 

(9) F(s) - )./(s - l) = L (bm - i.)(2 - s)m, 
m=O 

and this must be valid for Is - 21 < 2, since the left side is regular 
there. 

On the circumference of the circle Is - 21 = t, the function ((s) 

is bounded, and the L functions satisfy 

by (14) of §12. (This inequality was proved for any nonprincipal 
character, whether primitive or not.) Hence 

IF(s)1 < c 6q~q~ 

on the circumference, and the same applies to i./(s - 1), since i. is the 
product of three L functions which satisfy the above inequalities. It 
follows from Cauchy's inequalities for the coefficients of a power 
series, applied to the function (n that 

(10) 

14 Quarterly J. of Math., 9,194-195 (1938). 
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For i ~ s < 1, we have 
~ 00 

L Ibm - )·1(2 - sr ~ L 2C6q~q~[~2 - s)/m 
m;M m;M 

00 

~ 2C6qiq~ L (!)m 
m;M 

Hence, in this interval, 
M-l 

F(s) - )../(s - 1) ~ 1 - ).. L (2 - s)m - c7qiq~e-M/4 
m;O 

We choose M to satisfy 

!e- 1/4 ~ c7qiq~e-M/4 < t 
and obtain 

I It M 
F(s) > "2 - --(2 - s) . 

I-s 

Since 

so that 

we have 

(2 - S)M = exp[M log(l + 1 - s)] < exp[M(I - s)] < ClO(qlqZ)8(1 -s). 

This proves (8). 
To deduce Siegel's theorem, we distinguish (following Estermann) 

two cases, the distinction depending on the given positive number f.. 
If there is a real primitive character for which L(s, X) has a real zero 
between 1 - /6£ and I, we choose X I to be such a character and IJ I to 
be the zero in question. Then F(fid = 0, independently of what 
"1.2 may be. If there is no such character, we choose X I to be any real 
primitive character and P I to be any number satisfying I - 110/: < 
PI < I. Then F(Pd < 0, independently of what '12 may be, for 
((s) < 0 when 0 < s < 1 by (7) of §4, and the three L functions in (6) 
are positive when s = 1 and do not vanish for IJ I ~ s ~ I. Thus in 
either case F(fi d ~ 0, and the inequality (8) gives 

C4A > !(I - IJd(qlq2)-8(I-fJd. 
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From now on we keep X I and PI fixed. Let X2 be any real primitive 
character to a modulus q 2 > q I' It follows from (13) of § 14 that 

), < (ell logqdL(l, X2)(e11 logq.q2)· 

Hence 

L(l, X2) > Cq 2" 8(\ - Pd(log q2) - ., 

where C depends only on x.' and therefore only on D. Since 
8(1 - Ptl < it:, the last inequality implies (1) if q2 is sulliciently 
large (as we may suppose). This establishes Siegel's theorem. 



22 
THE PRIME NUMBER THEOREM 
FOR ARITHMETIC 
PROGRESSIONS (II) 

By appealing to Siegel's theorem we can obtain a better approxi­
mation to t/I(x; q, a) than was possible in §20. 

If we suppose that 

(1) q :s; exp[C(log x)!] 

for some positive constant C, then (8) of §20 tells us that (for X "# Xo) 

x{J, 
t/I(x, X) = - p; + O{ x exp[ - C(log x)!]}, 

where C is a positive constant depending only on C. Here the term 
in PI occurs for at most one real character (mod q). Siegel's theorem 
states that for any e > 0 there exists C l(e) such that 

Hence 

In order that this expression may be small compared with x, we 
must impose a more severe restriction on q than that expressed by 
(1). Suppose that 

(2) 

for some positive constant N. Then, on taking e = (2N) - 1, we get 
q' :s; (log x)!, and 

x{J, < x exp[ - C 2(N)(log x)!]. 

Thus, subject to (2), we have 

(3) It/I(x, x)1 ~ x exp[ - C 3(N)(log x)!], 

for any nonprincipal X (mod q). 

132 
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Substituting in (3) of §20, we obtain the following result for 
t/I(x; q, a), which represents the best form so far known of the prime 
number theorem for arithmetic progressions. I 

Let N be any positive c~nstant. Then there exists a positive number 
C3(N), depending only on N, such that if q sati~fies (2) then 

(4) 
x 

t/I(x;q,a) = ¢(q) + 0{xexp[-C 3(N)(logx)!]} 

un!formly in q. 
The various results for t/I(x; q, a), which have been found in §20 

and here, have analogs for n(x; q, a), the number of primes up to x 

that are congruent to a (mod q). These are derived by partial summa­
tion, as in §18. The main term is now (Ii x)/¢(q) in place of x/cP(q), 
and the error terms are all reduced by a factor log x. But the latter 
change is of no significance except for the analog of(14) of§20, which 
was based on the assumption of the generalized Riemann hypothesis. 

As we have seen, the main difficulty in approximating to t/I(x; q, a) 
arises from the term containing PI' But if this term is retained, so 
that one is prepared to accept a result of the form 

(5) 
x XI(a) xp, 

t/I(x; q, a) = ¢(q) - ¢(q) P; + 0( ... ), 

where XI is the possible real character with the exceptional zero PI' 
further progress is possible. The error term then comes essentially 
from 

¢;q) ~ ~ IxP/pl, 

and here it is not essential to have a good estimate for the real part 
of each p, provided one can handle the above average over the ¢(q) 
characters. Results in this direction can be based on estimates for 

(6) L N(r:x, T, X), 
x 

where N(rx., T, X) denotes the number of zeros of L(s, X) in the rectangle 

r:x :$ (1 < I, It I < T. 

Such estimates were obtained 2 by Rodosskii and Tatuzawa, building 
upon work of Linnik, and as a consequence they were able to obtain 

I This application of Siegel's theorem to primes in arithmetic progressions was 
made by Walfisz, MatI!. Zeitschri(t, 40, 592-607 (1936). 

2 For an account of their work; see Prachar, Chap. 9. 
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an improved error term in (5), or alternatively the same error term 
for a longer range of q. 

The value of a result of the type (5) is mainly in connection with 
the distribution of primes in a relatively short segment of an arith­
metic progression. When such a formula is applied with two values 
of x that are not far apart, and the results subtracted, the terms 
containing /31 largely cancel. 

The methods for estimating the sum (6) are based to a considerable 
extent on earlier work 3 by a large number of mathematicians on 
the estimation of N(IY., T), the number of zeros of ((s) in the rectangle 
IY. ~ (j < I, 0 < t < T. 

From now on, we shall be concerned primarily with the proof of an 
estimate for 

I/I(x; q, a) - x/c/J(q), 

not for an individual value of q but on the average over q up to a 
certain bound. Such results are obtained by the "large sieve" 
method, which we discuss in §27. 

The first result of this general nature was given by Renyi. He 
proved4 that, for primes q ~ U2N)t, the inequality 

In(x; q, a) - (Ii x)/c/J(q)1 ~ ... IN N 
q' og 

holds, apart from certain possible exceptional pairs q, a; the number 
of exceptional q is ~ Nt log N, and the number of exceptional a 
for each q is ~ qt. 

In §28 we shall prove the following simple and far-reaching 
result of Bombieri: For any positive constant A, there exists a 
positive constant B such that 

L max max II/I(y; q, a) - yl¢(q)1 ~ x(log X)-A 
q,,;,x(a.q)=1 y";'x 

if 

The form of the inequality, with two maxima, may at first sight seem 
complicated, but it is one that is very convenient for applications. 

3 See Titchmarsh, Chap. 9. 
4 Compositio Matltematica. 8, 68-75 (1950). 
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THE POLYA-VINOGRADOV 
INEQUALITY 

Suppose that X is a non principal character (mod q). Since 
I~=l x(n) = 0, it is clear that I~}:+l x(n) ~ q for any M and N. 
However, a sharper bound is needed to describe the distribution of 
power residues within the interval 1 ~ n ~ q. In 1918 P6lya 1 and 
Vinogradov2 proved independently that 

M+N 

(1) I x(n) ~ qtlog q 
n=M+l 

for nonprincipal characters X (mod q). By taking x(n) = (nip), we 
deduce that the interval M + 1 ~ n ~ M + N contains tN + 
O(pt log p) quadratic residues (mod p). The P6lya-Vinogradov 
inequality will be used in our arguments of §28. 

P6lya considered the sum In,;;xq x(n) as a function with period 1, 
and determined its Fourier expansion. The Fourier expansion is 
not absolutely convergent, and so does not immediately provide a 
proof of (1), but P6lya also derived a truncated expansion which 
suffices. P6lya's analysis is fundamental to more detailed investiga­
tions, but for our purposes an elementary argument ofSchur3 suffices. 

We first prove that 

(2) 

for primitive characters X (mod q), q > 1. In §9 we saw that for such X 
and any n, 

1 q (an) x(n) = (-) I x(a)e - . 
r X a= 1 q 

1 Gottillger Nachrichtell, 1918,21-29. 
2 Perm. Univ. Fiz.-mat. ob-vo Zh., 1,18-28,94-98 (1918) . 
.1 GOllinger Nachrichten, 1918, 30-36. 
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Hence the sum in question is 

~ t x(a) MiN e(an). 
-rex) a = 1 n = M + 1 q 

Here I -reX) I = ql/2, and the inner sum is a geometric series with sum 

= e(M + !N + !)a) si~ 1tNa/q . 
q sm 1ta/q 

Consequently 

L x(n) ~q--l:L· . I M+N I q-l 1 

n=M+l a=1 Ism 1ta/ql 

For convex functionsf(et), 

1 la+-l:d 
feet) ~ "J f({3) d{3. 

a--l;d 

Takingf(et) = (sin 1tet)-1, (j = 1/q, we see that the sum above is 

~ q i: -(!q)(sin 1tf3)-1 d{3 = 2q f~ (sin 1t{3)-1 d{3. 

Now sin 1t{3 > 2{3 for 0 < {3 < !, so that the above is 

< 2q 1: ~: = q log q. 

Hence we have (2) for primitive X. 
Suppose now that X is a nonprincipal character (mod q), induced 

by the primitive character Xl(mod ql)' Then qllq, and we write 
q = qlr. Hence 

M+N M+N 
L x(n) = L Xl(n). 

n=M+l n=M+l 
(n,r)= 1 

Now Ldln Jl.(d) = 1 or 0 according as n = 1 or n > 1, so that the 
above is 

M+N M+N 
L Xl(n)LJl.(d) ~ LJl.(d) L Xl(n) 

n=M+l din dlr n=M+l 
dlr din 

= L Jl.(d)Xl(d) L Xl(m). 
dlr (M+ 1)/d5 m5 (M+N)/d 

In view of (2), the inner sum has modulus <q~/210g ql> so that 

I MiN x(n) 1< qtoog ql) L I Jl.(d) I = 2'a(r)qllog ql' 
n=M+l dlr 
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But 2",(r) ~ d(r) ~ r" for any 8 > 0, and in particular for 8 = 1, 
which gives (1). In fact we can obtain a good numerical constant 
by noting that 

d(r) = L 1 ~ 2 L 1 ~ 2Jr. 
dlr dlr 

d:s;Fr 

The inequality (1) is close to best possible, for Schur also proved 
that 

max I L x(n)i > 21 Jq 
N n:s;N n 

for all primitive X (mod q). In 1932 Paley4 showed that 

max I L (~) I > -+.Jdlog log d 
N n:S;N n 

for infinitely many quadratic discriminants d > 0. In the opposite 
direction Montgomery and Vaughan5 have shown recently that, 
assuming the generalized Riemann hypothesis, 

M+N 

L x(n) ~ Jq log log q 
n=M+l 

for all X 1= Xo(mod q). Although (1) is close to being best possible, 
for many purposes it is useful to have an estimate which is sharper 
when N is small compared with q; Burgess6 has made some progress 
in this direction. 

4 J. London Math. Soc., 7, 28-32 (1932). 
5 Invent. Math., 43, 69-82 (1977). 
6 Proc. London Math. Soc., (3) 13, 524-536 (1963). 
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FURTHER PRIME NUMBER SUMS 

When f is monotonic we can use the prime number theorem and 
partial summation to estimate Lp:SN f(P). For certain multiplicative 
functions, namely those of the formf(n) = x(n)n- S , we can estimate 
Lp:SN f(P) by using the zero-free region ofL(s, X). In 1937Vinogradov 
introduced a method for estimating sums Lp:SN f(p) in which f is 
oscillatory but not multiplicative. 1 His starting point was a simple 
sieve idea. Let P = np:SNt p. For n in the range 1 ::; n ::; N the 
sieve of Eratosthenes asserts that (n, P) = 1 if and only if n = 1 or n 
is a prime number in the interval Nt < n ~ N. Hence 

f(l) + L f(P) = L f(n) = L Jl(t) L f(rt). 
N1<p';;N n:SN tiP ,:sN/t 

(n. P)= 1 t:SN 

Thus we are led to bound sums of the kind L':SN/t f(rt). We need to 
show that these sums are small. However, we cannot hope to get 
much cancellation when t is nearly as large as N, for then the sum 
contains few terms. Therefore Vinogradov rearranged the terms 
arising from tiP, (jN ::; t ::; N, but this entailed great complications. 
Recently Vaughan2 found a new version of Vi no grado v's method in 
which the details are much simpler. 

Following Vaughan, we let 

F(s) = L A(m)m- S, G(s) = L Jl(d) r s, 
m:SU d:sV 

and we note the identity 

(1) 
C'(s) 

- C(s) = F(s) - C(s)F(s)G(s) - C'(s)G(s) 

+ ( - ~g; -F(S)) . (1 - C(s)G(s)), 

1 See Chapter IX of Vinogradov, The Method of Trigonometricai Sums in the 
Theory of Numbers, Interscience, London, 1954. 

2 C.R. A cad. Sci. Paris, Ser A, 285, 981-983 (1977). 
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valid for (1 > 1. Calculating the Dirichlet series coefficients of the 
four functions on the right-hand side, we see that 

where 

and 

a (n) = {A(n) ~fn:::;; U, 
1 0 Ifn>U; 

ain) = - I A(m)J1.(d); 
mdr=n 
mSU 
dsV 

a3(n) = I J1.(d) log h; 
hd=n 
dsV 

ain) = - I A(m) ( I J1.(d»). 
mk=n dl1 
m>U dsV 
k>l 

We multiply throughout by f(n) and sum; then 

I f(n)A(n) = Sl + S2 + S3 + S4, 
nSN 

where 

Si = L f(n)ai{n). 
nSN 

In applications we shall bound Sl trivially; the remaining Si are 
treated individually. 

We write S2 in the form 

Again we have a linear combination of the sums IrSNlt f(rt), but 
now we can control the range of t by ensuring that UV is sub­
stantially smaller than N. As Lmlt A(m) = log t :::;; log UV, we see 
that 

(2) S2 ~ (log UV) III f(rt) I· 
tSUV .SNlt 
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The sum S3 is of the same form, since 

ihdW S3 = L }l(d) L f(dh) log h = L }l(d) L f(dh) -, 
dSV hSNjd dsV hSNjd 1 )1, 

(3) = rN L }l(d) L f(dh) dw 
J1 dsV wShSNjd W 

~ (log N) L max 1 L f(dh) I· 
dsV w wShSNjd 

The sum S4 has a more complicated shape. We note that 

for 1 < k ~ V, so that 

S4 = L A(m) L (L }l(d»)f(mk). 
U<mSNjV V<ksNjm dlk 

dsV 

Suppose that ~ = ~(f, M, N, V) is such that 

(4) 1 M<~2Mbm v<I;,Njmcd(mk) 1 ~ ~(%lbmI2 rCS~j)CkI2 r 
for any complex numbers bm , Ck; such bilinear form inequalities are 
familiar, and we have means of estimating L\. Thus 

S4 ~ (log N) max ~(IA(m)2)-!-( L d(k)2)t. 
USMSNjV M kSNjM 

Here the sum over m is estimated by noting that 

L A(m)2 ~ (log z) L A(m) ~ z log z. 
mSz mSz 

As for the sum over k, we observe that d(k)2 = Ldlk f(d), where 
f(d) is the multiplicative function for whichf(pa) = 2a + 1. Thus 

L d(k)2 = L L f(d) = L f(d)[z/d] 
ksz ksz dlk dsz 

~ z L f(d)/d ~ z n (1 + f(p)/p + f(p2)/p2 + ... ) 
dsz psz 

~ z n 1 - - ~ z(log 2Z)3. ( 1)-3 
psz P 
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Combining these estimates, we see that 

(5) S4 ~ N-t(log N)3 max ~. 
U-s,M-s,NjV 

To be more specific we now suppose that I f(n) I :s; 1 for all n. Then 
the estimate Ln-s,N f(n)A(n) ~ N is trivial, and we seek a sharper 
estimate. Clearly S 1 ~ U. From (2) we obtain the trivial estimate 
S2 ~ N(log UV)2; hence we do not require much cancellation in the 
sums LtS,Nj,!(rt) to show that S2 = o(N). Similar remarks apply 
to S3' For S4 we obtain a trivial bound for ~ by applying Cauchy's 
inequality: 

L bm L Ck ~ (M. :)-t(I Ibm I2)t. ( L ICkI2)t. 
M<m-s,2M V<k-s,NjM M k-s,NjM 

Hence the xsti~ate ~ ~ Nt is trivial, which in (5) gives S4 ~ 
N(log N)3; thus we need only a slightly sharper bound for ~. 
Note however that no such improvement is possible iff is totally 
multiplicative and unimodular, since we may take bm = f(m), 
Ck = f(k). For this reason the principal applications of the method 
involve functionsfwhich are not multiplicative. 

For mostfwe are not able to determine the least ~ for which (4) 
holds. However, the following approach is very useful: By Cauchy's 
inequality, the left-hand side of (4) is 

( 2M )t(2M I 12)t :s; L Ibm l2 L L ckf(mk) . 
M M V<k-s,Njm 

Here the second sum over m is 

Thus 

L Cj L Ck L f(mj)f(mk). 
V<js,NjM V<k-s,lYjM M<m-s,2M 

m-s,Njj 
m-s,Njk 

~ L Icj l2 L I L f(mj)f(mk)I' 
V<j-s,NjM V<k-s,NjM M-s,m-s,2M 

m-s,Njj 
mS,Njk 

~ ~ (max L I L f(mj)f(mk)I )t. 
V<j-s,NjM V<k-s,NjM M<m-s,2M 

m-s,Njj 
m-s,Njk 

This bound is largest when f == 1, and then we obtain again the 
trivial bound ~ ~ Nt. If f is totally multiplicative and unimodular 
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the bound is unchanged, but otherwise we may expect some cancel­
lation in the inner sum, and hence a nontrivial bound for !J.. 

Combining our estimates, we see that if I f(n) I ~ 1 for all n, 

U ~ 2, V ~ 2, UV ~ N, then 

(6) II~Nf(n)A(n) ~ U + (log N)t~V m:x 1 WS~N/t f(rt) 1 

+ Nt(log N)3 max max ( L 1 L f(mj)f(mk) 1)+· 
US,MSN/V VSjS,N/M V<kSN/M M<mS2M 

mSN/k 
msNfj 

In conclusion we remark that in some situations sharper estimates 
can be obtained by treating S2 more carefully. Write 

S2 = L = L + L = S; + S~. 
tsUV tsU U<ts,uv 

Then treat S; as we did S2, and S~ as we did S4. 



25 
AN EXPONENTIAL SUM FORMED 
WITH PRIMES 

Vinogradov first used his method to estimate the important sum 

S(a) = L A(n)e(na). 
nSN 

We now use our general estimates of the previous section to bound 
S(a). We find that our results depend on rational approximations 
to a: If 

(1) 

then 

(2) 

To prove this we first note that 

N2 e«N2 + l)P) - e(Nlp) . ( 1 ) 
~ e(np) = e(p) _ 1 ~ mm N2 - N l , IIPJI . 

Here IIPII denotes the distance from P to the nearest integer. Hence 

L m!-x I L e(rta) I ~ L min(N, _111 11). 
1sT wSrSN/I 1sT t ta 

We assume for the moment that this latter expression is 

(3) ~ (~ + T + q )IOg 2qT 

for a satisfying (1). Then the upper bound (6) of §24 gives 

S(a) ~ U + (~ + UV + q )(lOg 2qN)2 

+ Nl/2(log N)3 max max L min M, . . ( ( 1 ))t 
USMSNjV V<jSN/M V<kSN/M II(k - J)all 
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This last term is 

~ Nt(log N)3 max (M + L min(~ '-II 1 11)·)t, 
U~M~N/V l~m~NIM m mIX 

and by (3) again this is 

~Nt(log N)3 max (M + N + N + q)t(lOg qN)t 
U~M~N/V M q 

~(NV-t + NU- t + Nq-t + Ntqt) (log qN)4. 

Hence altogether we have 

S(IX) ~ (UV + q + NU- t + NV- t + Nq-t + Ntqt) (log qN)4. 

The estimate (2) is trivial if q > N, so we may assume that q ~ N. 
Then we obtain (2) by taking U = V = Nt. 

It remains to establish the estimate (3). Write t = hq + r with 
1 ~ r ~ q, and put fJ = IX - a/q. Then 

L min(N, _111 11) ~ L ± min(-h N ,llra/q + hqfJ + rfJll - 1). 
t~T t tlX O~h~Tlq r=1 q + r 
We consider first those terms for which h = 0, 1 ~ r ~ tq. For such 
r we have I rfJ I ~ 1/2q, so that the contribution of these terms is 

1 

~ ,,~'" II ; Ih~ ~ q log q. 

For all remaining terms we have hq + r ~ (h + l)q. Let h be given, 
and let I be an interval in [0, 1] of length l/q. There are at most 4 
values of r, 1 ~ r ~ q, for which 

Hence 

ra - + hqfJ + rfJ E I (mod 1). 
q 

L ± min( N , II ra + hqfJ + rfJ 11-1) 
O~h~Tlqr=1 (h+1)q q 

~ L ( N + q log 2q) 
O~h~Tlq (h + l)q 

~ (~ + T + q )IOg 2qT, 

and the proof is complete. 
One may note that our estimate (3) is sharp, even in the special 

case IX = a/q, but that if the hypothesis (1) is weakened then the 
bound (3) must be correspondingly weakened. 
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SUMS OF THREE PRIMES 

Hardy and Littlewood 1 showed, assuming the generalized 
Riemann hypothesis, that every sufficiently large odd number is a 
sum of three primes. In their argument, the hypothesis was required 
to provide estimates corresponding to our estimates of S(a) in §25. 
In 1937 Vinogradov2 used his new estimates to treat sums of three 
primes unconditionally. Instead of considering the number of 
representations of n as a sum of three primes, we deal with the related 
quantity 

where the stirn is extended over all triples kl' k2' k3 of numbers for 
which kl + k2 + k3 = n. Thus r(n) is a weighted counting of the 
number of representations of n as a sum of three prime powers. 
In additive questions it is appropriate to use a power-series generat­
ing function or exponential sum. Taking 

S(a) = L A(k)e(ka), 
ksN 

we see that 

S(a)3 = L r'(n)e(na), 
n 

where r'(n) is defined in the same way as r(n) but with the further 
restriction that the k; do not exceed N. Hence r'(n) = r{n) for 
n ~ N. As S(a)3 is a trigonometric polynomial, we can calculate 
r(N) by the Fourier coefficient formula 

(1) 

1 Acta Math., 44, 1-70 (1922). 
2 Mat. Sb., N.S. 2 (0.S.44), 179-195 (1937). 
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We shall fin.d that the integrand is large when oe is near a rational 
number with small denominator; by estimating the contributions 
made by these peaks, we prove the following: 

THEOREM (Vinogtadov). For any fixed A > 0, 

r(N) = i6(N)N2 + O(N2(log N)-A), 

where 

the above is of little use when N is even, for then 6(N) = 0, at 
least one of the ki is a power of two, and hence r(N) ~ N(log N)4. 
However, if N is odd, then 6(N) ~ 1, and hence r(N) ~ N 2 for all 
large odd N. The contribution made to r(N) by proper prime powers 
is easily seen to be ~ N-t(log N)2; hence all large odd N can be written 
as a sum of three primes in ~N2(log N)-3 ways. 

We how divide the range of integration in (1) into subintervals 
for detailed treatment. Let P = (log N)B, Q = N(log N) - B, where B 
will be chosen later in terms of A. For q ~ P, 1 ~ a ~ q, (a, q) = 1, 
let 9Jl(q, a) denote the interval loe - a/q I ~ 1/Q. Here we are 
considering the real numbers modulo 1, so that 9Jl(l, 1) can be 
thought of as the interval I oe I ~ 1/Q. Let 9:n denote the union of 
these "major arcs." We note that two major arcs 9Jl(q, a) and 
9Jl(q', a') are disjoint if a/q #- a'/q', since 

I ~-~I>~>~>~ q q' - qq' - p2 Q . 

We let m (standing for "minor arcs") denote the complement in 
[0, 1J of9.k 

We now estimate the contribution of the major arcs to the 
integral (1). To this end we first determine the size of S(oe) for 
oe E 9Jl(q, a). We easily see that 

_1_ L C) (h) = {e(h/q) if (h, q) = 1, 
4>(q) x r X X ° if (h, q) > 1. 

Hence if (a, q) = 1, oe = a/q + f3, then 

1 L A(k)e(koe) = ,/,( ) L r(x)x(a) L X(k)A(k)e(kf3), 
kS,N 'I' q X ks,N 

(k,q)= 1 
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so that 

1 
(2) Sea) = A-.( ) L r(x)x(a) L x(k)A(k)e(kf3) + O((log N)2). 

'f' q X k:5N 

It is easy to verify that the inner sum here is 

(3) = e(N I3)t/I(N, X) - 2ni/3 fIN e(uI3)t/I(u, X) duo 

If X #- Xo, then by estimate (3) of §22, the above is 

~(1 + If3IN)N exp( -cJlog N). 
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To treat Xo, we let t/I(u, Xo) = [uJ + R(u), and we put T(f3) = 
Lk:5N e(kf3). Again it is easily seen that 

T(f3) = e(N f3)N - 2nif3 rN 
e(nf3)[uJ duo 

By subtracting this from (3) we find that 

k~/o(k)A(k)e(kf3) = T(f3) + e(N f3)R(N) - 2nif3 rN 
e(uf3)R(u) du 

= T(f3) + 0«(1 + If3IN)N exp( -cJlog N». 

In §9 we saw that r(xo) = J1(q) and that I rex) I :::;; l! for any x(mod q). 
On combining these estimates in (2) we conclude that 

Sea) = ;~:~ T(f3) + 0«(1 + If3IN)qtNexp(-cJlogN». 

But q :::;; P and 1131:::;; l/Q for a E 9Jl(q, a), so that 

Sea) = ;~~ T(f3) + O(N exp( -cIJlog N» 

for a E 9Jl(q, a). Consequently 

and hence the contribution of9R(q, a) to the integral (1) is 
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Summing over the various major arcs, we see that 

(4) r S(rx)3e(-Nrx)drx= L :«Q»3Cq(N)f1/Q T(P)3e(-NP)dP 
J!Dl q";P'I' Q -l/Q 

+ O(N2 exp( -c3Jlog N», 

where cq(n) is Ramanujan's sum, 

q (an) cq(n) = L e - . 
a= 1 Q 

(a,q)= 1 

We now estimate the integral and the sum occurring on the right­
hand side of (4). The sum T(P) is a geometric series with sum 

Hence 

so that 

The integral on the right is equal to the number of ways of writing N 
in the form N = kl + k2 + k3' and this is 

!(N - l)(N - 2) = tN2 + O(N). 

Hence 

(5) 

To deal with the sum in (4) we first evaluate Ramanujan's sum 
cin). Grouping residue classes a (mod q) according to the value of 
(a, q), we see that 

q (an) q (an) L e - = L L e - = Lcq/in). 
a=l q dlq a=l q dlq 

(a,q)=d 
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Here the sum on the left vanishes if q does not divide n, and is equal 
to q if q divides n; thus by Mobius inversion, 

(6) cq(n) = ~ dJl(~). 
dlq 

It is now clear that cq(n) is a multiplicative function of q for any 
fixed n. Let plZ be the highest power of p dividing n. Then cpl/(n) = 
ljJ(pfl) for p:s;; IX, cp"+l(n) = _plZ, and cpl/(n) = 0 for P> IX + l. 
Hence 

(7) c (n) = Jl(q/(n, q»ljJ(q) 
q ljJ(q/(n, q») 

From the trivial estimate Icq(n)1 :s;; ljJ(q) we see that 

L :«q»3 cq(N) ~ L ,,/,.(1)2 ~ (log N)-B+l. 
q>P 0/ q q > P 0/ q 

The sum in (4), when extended over all q, can be written as an 
absolutely convergent product, 

<Xl Jl(q) (CP(N) ) 
q~1 ljJ(q)3 cq(N) = I] 1 - (p _ 1)3 

= n(l- (p ~ 1)2) n(1 + (p ~ 1)3) 

= 6(N), 

so that 

L :«q»3 cq(N) = 6(N) + O((log N)-B+ 1). 
qSP 0/ q 

We combine this with (5) in (4) to see that 

(8) i S(IX)3e( -NIX) dlX = !6(N)N2 + O(N2(log N)-B+l). 
!lJI 

To complete the argument we must show that the minor arcs 
contribute a smaller amount. We note that 

It S(IX)3e( -NIX) dlX I :s;; (m~xIS(IX)I)L 1 S(IX) 12 dlX 

:s;; (m~IS(IX)I)f: 1 S(IX) 12 dlX. 



150 MULTIPLICATIVE NUMBER THEORY 

This last integral is 

kl~N ACkl)k2~N A(k2) f e«kl - k2)1X) dlX = k~N A(k)2 ~ N log N. 

Dirichlet's theorem on Diophantine approximation asserts that for 
any real IX and any real number Q ~ 1, there is a rational number a/q 
such that IIX - a/ql ~ 1/qQ, 1 ~ q ~ Q, and (a, q) = 1. If q ~ P, 
then IX E 9Jl(q, a); hence if IX E m, then P < q ~ Q. That is, for each 
IX Em we have a/q with IIX - a/ql ~ 1/qQ 5 1/q2, Ca, q) = 1, and 
P < q ~ Q. Hence by our estimates in §25, 

S(IX) ~ N(log N)-(B/2)+4 

for IX E m, and therefore 

f S(IX?e( -NIX) dlX ~ N2(log N)-(B/2)+S. 
m 

This with (8) gives the desired result, on taking B = 2A + 10. 
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THE LARGE SIEVE 

The large sieve was first proposed by Linnik 1 in a short but 
important paper of 1941. In a subsequent series of papers, Renyi 
developed the method by adopting a probabilistic attitude. His 
estimates were not optimal, and in 1965 Roth2 substantially 
modified Renyi's approach to obtain an essentially optimal result. 
BombierP further refined the large sieve, and used it to describe the 
distribution of primes in arithmetic progressions; this we shall 
discuss in the following section. 

Renyi's approach to the large sieve concerns an extension of 
Bessel's inequality. We recall that Bessel's inequality asserts that if 
«1»10 «1»2, •.. , «I»R are orthonormal members of an inner product space 
V over the complex numbers, and if; E V, then 

R 

L 1(;, «I»r)12 :s; 11;11 2. 
r= 1 

In number theory we frequently encounter vectors which are not 
quite orthonormal. Thus, with possible applications in mind, we 
seek an inequality 

R 

(1) L 1(;, «I»rW :s; AII;11 2, 
r= 1 

valid for all;, where A depends on «1»1"'" «I»R; we hope to find that 
A is near 1 when the «I»r are in some sense nearly orthonormal. 
Boas4 has characterized the constant A for which (1) holds: The 
inequality (1) holds for all ; if and only if 

R 

(2) L uru.(<<I»" «1».) :s; A L lur l2 
1SrSR 
1 SsSR 

1 Dokl. Akad. Nauk SSSR, 30, 292-294 (1941). 
2 Mathematika, 12, 1-9 (1965). 
3 Mathematika, 12,201-225 (1965). 
4 Amer. J. Math., 63, 361-370 (1941). 

r= 1 

151 



152 MULTIPLICATIVE NUMBER THEORY 

for all complex numbers u,. To see this, suppose first that (2) holds. 
Then 

and by (2) this is 

R R 

:s;; 11;11 2 - 291 L u.(;, <1>,) + A L lu,12. 
,=1 ,=1 

We now take u, = (;, <I>,)/A, and then the above simplifies to read 

which gives (1). We note that if the <1>, are orthonormal then equality 
holds in (2) with A = 1, and then our argument reduces to the usual 
proof of Bessel's inequality. 

To demonstrate the converse, we assume that (1) holds for all ;, 
and we take; = L~= 1 u,<I>,. Then the left-hand side of (2) is 

R 

II; 112 = L u.(;, <1>.) . 
• =1 

By Cauchy's inequality this is 

and by (1) this is 

We divide both sides by 11;11 and square, to see that 

R 

11;11 2 :s;; A L lu.12, 
.=1 

which is (2). 
A great deal is known concerning bounds for bilinear forms such 

as (2); we content ourselves with a simple argument which is not 
always efficient but which suffices here. We note that 

lu,u.1 :s;; tlu,12 + tlu.12; 
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hence the left-hand side of (2) is 
R 

~ L (tlur l2 + tlu.12)1(<<p" «p.)1 = L lur l2 L I(<<p" «p.)1 
r, • .= 1 

~ (m~x .t1 I(<<p" «P.)I) rt1lurl2. 

Thus (2) holds with 
R 

(3) A = max L I(<<p" «P.) I, 
r .= 1 

and we have proved 
THEOREM 1. Let «PI' «P2, ... , «PR and ~ be arbitrary vectors in 

an inner product space V over the complex numbers. Then 

R 

L I(~, «PrW ~ AII~1I2, 
r= 1 

where A is given by (3). 
If the «Pr are orthonormal, then A = 1 in (3), and we see that the 

above includes Bessel's inequality as a special case. Moreover, if 
the inner product matrix [(<<p" «P.)] is near the identity, then A is 
near 1. 

Renyi applied inequalities such as the above directly to arithmetic 
sequences. One of Roth's innovations was to begin with exponential 
sums; this yielded vectors which are more nearly orthogonal. 
Following Davenport and Halberstam5, we consider the large sieve 
to be an inequality of the following kind: Let 

M+N 
(4) Sea) = L ane(na) 

n=M+1 

where M and N are integers, N > 0, let aI' a2,' .. ,aR be distinct 
(mod 1), and let b > ° be such that liar - a.1I ~ b for r #- s. Then 
for arbitrary an, 

R M+N 
(5) L IS(arW ~ ~ L lanl2• 

r= 1 n=M+1 

Here ~ is to depend only on Nand b; our first concern is to determine 
how ~ depends on these two parameters. In passing we note that the 
value of M is irrelevant, since for any K we can put 

K+N 
T(a) = L aM-K+ne(na) = e«K - M)a)S(a), 

n=K+1 

5 Mathematika, 13,91-96 (1966); 14, 229-232 (1967). 
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so that T has frequencies in the range K + 1 ~ n ~ K + N, and 
I T(a) I = I S(a)l. 

If R = 1 then the situation is particularly simple, for by Cauchy's 
inequality 

M+N 

(6) IS(a)1 2 ~ N L lan l2 • 
M+l 

This is best possible, since equality occurs when an = e( -na) for 
all n. Hence L\ ~ N. On the other hand, 

1 R 1 M+N 

Jo L IS(a, + 13)1 2 dp = R f 1 S(P) 12 dP = R L lan l2 , 
,=1 0 M+l 

so that there is a 13 for which 

R M+N 

L IS(ar + PW ~ R L lan l2• 
r= 1 M+l 

If bR ~ 1, we can choose R points separated by at least b(mod 1); 
hence R can be as large as [b- 1] ~ b- 1 - 1 and we see that L\ ~ 
b - 1 - 1. These considerations show that the following theorem is 
essentially the best possible. 

THEOREM 2. Let S(a) be given by (4). Then (5) holds with 
L\ = N + 3b- 1. 

Proof We first observe that in view of (6) we may restrict our 
attention to cases in which R ~ 2, so that b ~ !. Also, by our remark 
about the role of M we may assume that M = - [!<N + 1)]; thus 
it suffices to show that 

rtl I k=~K ake(ka,) r ~ (2K + 3b- 1) ~ lakl2 

for b ~ t. We appeal to Theorem 1 with the usual inner product, 
(cP, V) = L ¢klfik' taking I; = {akbi:t}f= -K and 

cPr = {bte( - ka,)} ~:. 

Here the bk are nonnegative, and strictly positive for - K ~ k ~ K. 
Then by Theorem 1, 

where 
R 

A = max L IB(ar - as)l; 
r s= 1 
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here 
+00 

B(a) = L bke(ka). 
-00 

It now suffices to choose nonnegative bk such that bk ~ 1 for 
-K ~ k ~ K, and such that 

R 

(7) L 1 B( IXr - IXs) 1 ~ 2K + 3D - 1 
s= 1 

for all r. If we were to take bk = 1 for - K ~ k ~ K, bk = 0 other­
wise, we would obtain the inferior estimate 

R 

L IB(ar - as) 1 ~ 2K + 0(D- 1 log D- 1). 
s= 1 

To obtain a sharper estimate we take smoother bk , namely 

{
I if Ikl ~ K, 

bk = 1 - (I k 1 - K)/ L if K ~ 1 k 1 ~ K + L, 

o iflkl~K+L, 

where L is a positive integer to be selected later. To write B(a) in 
closed form we appeal to the identity 

1 
J 12 (sin 1tJIX)2 L (J - Ijl)eUa) = L eUa) =. , 

IiI:SJ j= 1 SID 1tIX 

firstly with J = K + L and secondly with J = K, for by subtraction 
we then find that 

B(IX) = !. «sin 1t(K + L)a)2 - (sin 1tKa)2)(sin 1ta)-2. 
L 

Hence B(O) = 2K + L, and 

1 
1 B(a) 1 ~ L (sin 1ta)-2 ~ (4LllaIl 2)-1, 

so that 

R 00 

L IB(ar - as) 1 ~ 2K + L + 2 L (4Lh2D2)-1. 
s=1 h=1 

To evaluate this last term it is useful to know that 
00 2 

Lh- 2 = (2) =~. 
h=1 6 
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However, for our purposes it is sufficient to note that 

CX) iCX) L h - 2 < 1 + U - 2 du = 2, 
h=l 1 

by the integral test. Hence 

R 1 
s~lIB(ar - as) I ~ 2K + L + Lt52 ' 

We now let L be the least integer ~ 15 - 1, for then the above is 

~ 2K + 15 - 1 + 1 + 15 - 1 ~ 2K + 315 - 1, 
since 15 ~ !. Thus we have (7), and the proof is complete. 

A. Selberg chose the bk more carefully, and obtained the sharper 
value d = N + 15 - 1 - 1; this and other refinements are found in 
the survey article of Montgomery6. 

Gallagher 7 has devised a different approach to the large sieve; his 
method gives d = nN + 15 - 1 which is sharper than Theorem 2 when 
N 15 is small. We do not need his results, but we describe his method as 
it is very flexible, and can be used to advantage in other contexts. 
Iffhas a continuous first derivative in [0, 1J then 

f(x) = ff(U) du + f: uJ' (u) du + f (u - 1)J' (u) du 

for ° ~ x ~ 1, as we may verify by integrating by parts. Hence 

f(!) ~ f'f(U)' + !1J'(u)ldu, 

and in general 

I f(x) I ~ 11'f(U)' + 1f'(u)ldu 

for ° ~ x ~ 1. After a change of variables the first inequality takes 
the form 

i~+to 1 
I f(a) I ~ "J1f(u)1 + !1f'(u)1 duo 

~-to 

We takef(a) = S(a)2 and sum, to see that 

6 Bull. Amer. Math. Soc .• 84,547-567 (1978). 
7 Mathematika, 14, 14-20 (1967). 
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The intervals of integration are nonoverlapping and the integrand 
is nonnegative, so the above is 

By Parseval's identity the first integral is I~! f I an 12; this is easily 
verified by expanding and integrating term-by-term. By Cauchy's 
inequality, the second integral is 

Again by Parseval's identity, this is 

Without loss of generality we may suppose that M = - [~N + I)J, 
so that Inl :::;; tN for M + 1 :::;; n :::;; M + N. Then the above is 

M+N 

:::;; nN L: lan l2, 
M+l 

and we have the large sieve with ~ = fJ- 1 + nN. 
In our applications of the large sieve we shall take the points r:l.r to 

be the Farey fractions a/q, (a, q) = 1, q :::;; Q. If a/q and a'/q' are two 
distinct such fractions, then 

hence we can apply the large sieve with fJ = Q-2 to obtain the 
inequality 

(8) 

We now use the above result to formulate the large sieve in the 
manner of Renyi. Let % be a set of Z integers in the interval M + 1 :::;; 
n :::;; M + N, and let Z(q, h) denote the number of these integers 
which are congruent to h (mod q). Clearly 

q 

L:Z(q, h) = Z, 
h=l 
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so that the average of Z(q, h) is Zjq. Renyi considered the mean 
square error, i.e., the" variance" 

V(q) = L Z(q, h) - - . q ( Z)2 
h=l q 

From the large sieve we find that the numbers yep) are on average 
small; we find that 

(9) L p yep) s (N + 3Q2)Z. 
p5Q 

To see this we let an be the characteristic function of the set AI, so 
that 

Sea) = L e(na). 
nE% 

Then 

The innermost sum is = q or 0, according as m == n (mod q) or not; 
hence the above is 

q 

q L I 1 = q I Z(q, h? 
rnEX nEk h=l 
m=n(mod)q 

Thus when we expand the square in V(q), we see that 
q q 

qV(q) = q I Z(q, h)2 - 2Z L Z(q, h) + Z2 
h=l h=l 

But S(O) = Z, so that 

and consequently by (8), 

I pV(P) = L Pill s(~) 12 s (N + 3Q 2 )Z. 
p5Q p5Q a=l P 

Using (9) we can now present the large sieve as a sieve in the 
elementary sense. Suppose that from the interval M + 1 S n S M 
+ N we remove several arithmetic progressions, and we let ,t 'denote 
the remaining set. For example, suppose that we have removed those 
numbers congruent to h (mod q). Then Z(q, h) is not near Zjq as 
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would normally be the case, but instead Z(q, h) = O. If this occurs 
for many h (mod q), then V(q) is large, and if V(p) is large for many 
primes p, then Z is small. More specifically, we have 

THEOREM 3. Let.Al· be a set ofZ integers in the interval M + 1 
~ n ~ M + N. Let (J}J be a set of P prime numbers p, with p ~ Qfor 
all p E (J}J. Let 0 < r < 1, and suppose that Z(p, h) = 0 for at least rp 
values of h (mod p), for all p E (J}J. Then 

Z < N + 3Q2 
- rP 

To see this we note that if p E (J}J, then V(p) ~ rp(Zjp)2, so that by 
(9), 

rPZ2 :s; (N + 3Q2)Z. 

This gives the desired bound. 
To appreciate the strength of this bound, suppose that % is the 

set of squares in the interval 1 :s; n :s; N, let Q = Nt, and let .J! be the 
set of odd primes p :s; Nt. Then Z(p, h) = 0 for quadratic non­
residues h (mod p), so that Z(p, h) = 0 for at least t(p - 1) values 
of h. Hence r = j- and P ~ 2Ntjlog N, and we obtain the bound 
Z ~ Nt log N, which is not far from the truth, Z ~ Nt. 

To derive (9) from (8) we used only prime moduli. By taking more 
care we ca{l use composite moduli as well, and thus obtain a sharper 
bound. This was first done by Bombieri and DavenportS in a special 
case, and by Montgomery9 in general; the result is that if % is a 
set of Z members in the interval M + 1 :s; n :s; M + N, and if 
w(p) is the number of h (mod p) for which Z(p, h) = 0, then 

Z < N + 3Q2 
- L ' 

where 

L = L 112(q) n w(p) 
q!>Q piq P - w(p) 

The large sieve, in the form of inequality (8), is useful also in 
estimating averages of character sums, as was first observed by 
RenyPo. Gallagherll found the following elegant formulation. 

8 Abh. aus Zahlentheorie und Analysis zur Erinnerung an Edmund Landau, VEB 
Deutsch. Verlag Wiss" Berlin, 1968, 11-22. 

oJ. London Math. Soc., 43, 93-98 (1968). 
10 Izv. Akad. Nauk SSSR Ser. Mat., 12, 57-78 (1948); ArneI'. Math. Soc. Trans/., 

(2) 19, 299-321 (1962). 
11 Mathematika, 14, 14-20 (1967). 
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THEOREM 4. Let X be a character (mod q), and put T(X) = 
I~!f anX(n). Thenfor any Q'~ 1, 

M+N 

I A.(q )I* 1 T(x) 12 :::; (N + 3Q2) I lan l2 • 
q~Q'I'q l M+1 

Here Ii denotes a sum over all primitive characters X (mod q). 
It suffices to show that 

(10) I* 1 T(x) 12 :::; cjJ(q) ± 1 S(~) 12 , 
l q a= 1 q 

(a,q)= 1 

for then the result follows from (8). To establish (10), we recall fron 
§9 that if X is primitive (mod q), then 

x(n) = (1_). f x(a)e(an) -rx a=1 q 

for all n. On multiplying both sides by an and summing, we see that 

1 q (a) T(X) = -(_) I x(a)S - . 
-rXa=1 q 

As 1 -r(x) 1 = qt for primitive X, we find that 

I* I T(XW = ~ I* I ± i(a)s(~) 1
2

• 
l q l a= 1 q 

The right-hand side is increased if we drop the condition that X be 
primitive, and 

I I ± x(a)s(~) 12 = ± ± s(~)s(~) I x(a)x(b) 
l a=1 q a=1 b=1 q q l 

= cjJ(q) at1 1 s(~) 1

2
• 

(a,q)= 1 

Thus we have (10), and the proof is complete. 
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BOMBIERI'S THEOREM 

Renyi used the large sieve to show that prime numbers are well 
distributed in arithmetic progressions (mod q) for most q; his 
rather complicated result allowed him to show that every large even 
number is representable in the form 

p + PIP2'" p" 

where r is bounded by some absolute constant. The subsequent 
refinements of Bombieri 1 and A. I. Vinogradov2 enable one to take 
r = 3, and recently Chen3 has added an ingenious new idea to 
obtain r = 2. 

We now develop Bombieri's elegant estimate, without pursuing 
its applications. For brevity we put 

x 
E(x; q, a) = t/I(x; q, a) - ¢(q) 

for (a, q) = 1, we let 

and 

E(x; q) = max IE(x; q, a)l, 
a 

(a,q)= 1 

E*(x, q) = max E(y, q). 
y"x 

We prove that E*(x, q) is significantly smaller than xj¢(q) for most 
q :::;; xt(log X)-A. 

THEOREM. Let A> 0 befixed. Then 

(1) L E*(x, q) ~ xtQ(log X)5 

q"Q 

provided that xt(log X)-A :::;; Q :::;; xt. 

[ Mathematika, 12, 201-225 (1965). 
2 /zv. Akad. Nauk SSSR Ser. Mat., 29, 903-934 (1965); 30, 719-720 (1966). 
3 Sci. Sinica, 16, 157-176 (1973); see also Chapter II of Halberstam and Richert, 

Sieve Methods, Academic Press, London (1974). 
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To assess the strength of this bound we note that there are at most 
y/q + 1 integers n S; y, n == a(mod q), and hence I/t(y; q, a) ~ 
xq-l log x for q S; x, y S; x, so that E*(x, q) ~ xq-l log x for q S; x. 
Consequently the bound 

L E*(x, q) ~ x(log X)2 
q5Q 

is trivial for Q S; x. On the other hand, from (1) we see that if 
Q = x1-(log X)-2B-6, then 

x 
I/t(x; q, a) = cfJ(q) (1 + O((log X)-B» 

for all reduced residue classes a (mod q), and for all q S; Q with the 
possible exception of at most Q(log X)-B values of q. 

Halberstam has conjectured that 

L E*(x, q) ~ x(log X)-A 
qs,x 1 - e 

for any fixed positive A and e; such a strengthening of Bombieri's 
theorem would have important consequences. 

Om proof of the theorem falls in two parts. First we use our esti­
mates of §22 to show that the theorem follows from the bound 

(2) I A,(q) I*max 11/t(Y, x) I ~ (x + xtQ + xtQ2)(Iog QX)4, 
q5Q 'I' q x y5x 

which is valid for all x ;?: 1, Q ;?: 1. Then we establish (2) by com­
bining the large sieve with the method of §24. 

We recall that 
1 

I/t(y; q, a) = cfJ(q) ~ x(a)I/t(Y, X)· 

From I/t(y, Xo) we wish to subtract the main term y; accordingly we 
put 

I/t'(y, X) = {I/t(y, X) ~f X -# Xo, 
I/t(y, Xo) - y If X = Xo· 

Then 

I/t(y; q, a) - cfJ~q) = cfJ:q) ~ x(a)I/t'(Y, X), 

and hence 

IE(y; q, a)1 S; cfJ:q) ~ 1I/t'(Y, x)l. 
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As this estimate is independent of a, we see that E(y; q) satisfies the 
same bound. If X (mod q) is induced by XI(mod ql) then ""(y, X) and 
""(y, Xl) are nearly equal, for 

Hence 

and thus 

""(Y, Xl) - ""(Y, X) = )"' XI(Pk)log p 
"t5,y 

plq 

[ log y] 
~ I -1- logp 

plq og P 

~ (log y) I log p ~ (log qy)2. 
plq 

1 
E*(x, q) ~ (log qX)2 + ,1..( ) I maxi ""(y, xI)I· 

'I' q x y5x 

We now combine all contributions made by an individual primitive 
character. A primitive character X (mod q) induces characters to 
moduli which are multiples of q; hence the left-hand side of (1) is 

~Q(log QX)2 + I I* maxi ""(Y, x)1 (I A.(~ »). 
q5Q x y5x k5Q/q'l' q 

IfIer\): the first term is negligible. As for the second terIll, we note that 
6/>(kti) 2 ¢(k)¢(q), so that 

Moreover, 

1 1 1 I-<-I­
k5z ¢(kq) - ¢(q) k5z ¢(k)· 

I _1_ S; n (1 + _1_ + 1 + ... ) 
k5z ¢(k) p5z P - 1 p(p - 1) 

=01-- 1+--:---( 1)-1( 1) 
p5z P pep - 1) 

~ log z. 

Hence the second term above is 

1 
~(log x) I ,1..( ) I* max I ""(y, x)l, 

q5Q'I' q x y5x 
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and so it suffices to show that 

(3) 
1 

L ,1.( ) L* maxi ""(y, x)1 ~ xtQ(log X)4 
q,sQ 'P q x y,sx 

for xt(log X)-A ~ Q ~ xt. We now consider large and small values 
of q separately. From (2) we see that 

L ,1.(1) L* max I ",(y, X) I ~ (~ + xi- + xi-U)(lOg UX)4. 
U<q,s2U'P q X y,sx U 

By summing this over U = 2k for an appropriate range of k, we see 
that 

L ,1.(1) L* max I ",(y, x)1 ~ (Qx + xi log Q + xtQ)(lOg QX)4. 
Q, <q,sQ 'P q X y,sx 1 

This is acceptable in (3) if Ql = (log X)A. If X is a primitive character 
(mod q), q ~ (log X)A, Y ~ x, then by estimate (3) of §22, 

""(y, X) ~ x(log X)-2A, 

and hence the contribution of q ~ (log X)A in (3) is ~x(log X)-A, 
which is also acceptable. Thus the theorem follows from (2). 

We now prove the estimate (2). In §24 we observed that our method 
of estimating Ln,sN J(n)A(n) fails ifJis multiplicative; in particular 
we are not able to bound ",(x, X) by this method. Nevertheless we 
can use the method to bound an average of I ",(x, X) lover various X, 
by using the large sieve. More precisely, we use the large sieve in the 
form of the inequality 

to show that 

(5) q~Q cP~q) ~* m:x 11 ,s~,sM 1 ,s~,sN ambnX(mn) I 
mn:5:u 

we use this in the method of §24. 
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To derive (5) we first note that by (4) and Cauchy's inequality, 

To introduce the condition mn ~ u we appeal to the Lemma of §17 
(with c tending to 0), from which we see that if T > 0, p > 0, and IX 

is real, then 

Putting p = log u, we find that 

M N fT sin(t log u) 
m~ln~lambnx(mn)= _TA(t,x)B(t,x) nt dt 

mnS" 

where 

M N 

A(t, X) = L amx(m)m- il , B(t, X) = L bnx(n)n- it• 
m=l n=l 

Without loss of generality we may assume that u is of the form 
u = k + 1, where k is an integer, 0 ~ k ~ MN. Then 

I mn I 1 1 log- ~- ~-, 
u u MN 

and 

sin(t log u) ~ min(l, It I log 2MN), 

so that the right-hand side above is 

~ IA(t, X)B(t, x) I min -,log 2MN dt + - L lamb"l· fT (1) MN 
-T It I T m,n 
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We now apply (6) to the first term, and Cauchy's inequality to the 
second, in order to see that the left-hand side of(5) is 

~(M + Q2)t(N + Q2)tC~1IamI2 r 

x Ct11bnl2 r f~T min( 1 ~ I, log 2MN) dt 

+ MtNtQ2T-1C~1IamI2 rCt1lbn,2 r. 

With T = (MN)f, (5) now follows. 
If Q2 > x, then (2) follows from (5) on taking M = 1, a1 = 1, 

bn = A(n), N = x. We now assume that Q2 :::; x, and prove (2) 
using the identity of §24. We have 

where 

(7) 

(8) 

(9) 

and 

ljJ(y, X) = S1 + S2 + S3 + S4, 

S1 = L A(n)x(n) ~ U, 
n~U 

S2 = - t];;v (~/(d)A(m»)r~//(rt), 
m~U 

d~V 

S3 ~ (log Y)d~V m:x 1 W~~y}(h) I, 

(10) S4 = L. A(m) L ( L Jl(d»)x(mk). 
U<m~y;V V<k~y/m dlk 

d~V 

Here y depends on X, y :::; x, but we shall choose U and V later as 
functions of Q and x only. 

To treat S4 we first note that by (5), 

L -q-L* max I L A(m) L ( L Jl(d»)X(mk) I 
q~Q ¢(q) x y~x U<m~y;V V<k~y/m dlk 

M<m$2M d<V 

~(Q2 + M)t(Q2 + ~)t(I A(m)2)t( L d(k)2)t log x 
M M k~x/M 

(11) ~(Q2xt + QxM-t + QxtMt + x)(log X)3. 
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Here we have used the elementary estimates for L A(m)2 and 
L d(k)2 which we proved in §24. We sum (11) over M = 2k for 
!U < 2k :::;; x/V, and thus find that 

(12) L A. q( ) L* maxlS41 
q~Q 'f' q x y~x 

~ (Q2xt + QxU- t + QxV- t + x)(log X)4. 

To treat S2 we consider two ranges of t, by writing 

S 2 = L = L + L = S~ + S;. 
t~UV t~U U<t~UV 

We deal with S; exactly as we did with S4, and we find that 

(13) L -q-L* maxlS;1 
q~Q rjJ(q) x y~x 

~ (Q2xt + QxU- t + Qxtutvt + x)(log X)2. 

On the other hand, 

S~ ~ (log U)t~U 1 rt/(r) I, 
and by the P6lya-Vinogradov inequality of §23 we see that 

S~ ~ qtU(log qU)2 

uniformly for y :::;; x. However, this applies only when q > 1; for 
q = 1 we have the trivial bound 

S; ~ x(log XU)2. 

On combining these estimates we find that 

(14) L A.(q) L* maxlS~1 ~ (Q-fU + x)(log UX)2. 
q~Q 'f' q x y~x 

We treat S3 as we did S~, and find that 

On combining estimates (7), (12)-(15), we see that the left-hand 
side of (2) is 

~(Q2xt + x + Qxu-t + QxV- t + utvtQxt 

+ QtU + QtV)(log XUV)4. 

If we allow U and V to vary in such a way that the product UV is 
fixed, we see that the above is minimized by taking U = v. If 
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xt ~ Q ~ xt , then the terms involving U are minimized by taking 
U = xtQ - 1, and then their contribution is 

~ Q1-xt ~ Q2x t . 

If 1 ~ Q ~ x t, then the terms involving U are minimized by taking 
U = xt, and then their contribution is ~xtQ. Hence we have (2), 
and the proof is complete. 

We have followed here Vaughan's proof4 of Bombieri's theorem, 
which differs significantly from the approach used previously by 
Renyi and Bombieri. They used the large sieve to estimate the 
number of zeros of L functions in various rectangles, and then they 
derived an estimate corresponding to (2) by means of the explicit 
formulae of §19. Let N«(J, T, X) denote the number of zeros p of 
L(s, X) in the rectangle (J ~ f3 ~ 1, I y I ~ T. Bombieri 5 proved that 

L L* N«(J, T, X) ~ T(Q2 + QT)4(1-G)!(3-2G)(log QT)lO; 
qsQ x 

this was subsequently improved by Montgomery6 (see also Bom­
bierF). Gallagher8 proved Bombieri's theorem without discussing 
zeros, by applying the Mellin transform to the identity 

_ L' = _ L' (1 _ LG)2 _ 2L'G + L'LG2 • 

L L 

Vaughan9 found that it was more efficient to use the identity 

L' (L' ) (16) - L = F - LFG - L'G + - L - F (1 - LG); 

he showed that 

Then Vaughan discovered that the identity (16) could be used to 
provide a new form of Vinogradov's method; this permitted us to 
derive the sharp estimate (2) by essentially elementary means. 

4 To appear in the TUf<ln memorial volume of Acta Arithmetica, 37,111-115 (1980). 
5 Mathematika, 12,201-225 (1965). 

6 Topics in Multiplicative Number Theory, Springer-Verlag, Berlin (1971) Chapter 
12. 

7 Le grand crib Ie dans la theorie analytique desnombres, Asterisque No. 18, Soc. 
Math. France, Paris, 1974. 

s Mathematika, 15,1-6 (1968). 
9 J. London Math. Soc., (2) 10, 153-162 (1975). 
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AN AVERAGE RESULT 

We now consider the mean square error in the prime number 
theorem for arithmetic progressions. Work in this direction was 
initiated by Barban1, and by Davenport and Halberstam2 . Their 
results were sharpened by Gallagher 3, who showed that 

(1) L ± (ljJ(x;q,a)- ,J,x( »)2 ~xQlogx 
q~Q a=l 'I' q 

(a,q)= 1 

for x(log X)-A ~ Q ~ x; here A > 0 is fixed. This estimate is best 
possible, for Montgomery4 has shown that the left-hand side is 
'" Qx log x for Q in the stated range. Moreover, Hooleys has shown 
that (1) can be combined with some of Montgomery's ideas to give, 
in a simple way, a very precise asymptotic estimate. 

The estimate (1) differs from Bombieri's theorem of §28 in that we 
have a much longer range of q, and we consider a mean over residue 
classes instead of the maximum. We again use the large sieve, but 
now the proof is simpler than in the case of Bombieri's theorem. In 
fact, by the large sieve in the form of Theorem 4 of §27, with an = 
A(n), we have 

(2) L ,J,(q) L* IIjJ(x, X) 12 ~ (x + Q2)X log x, 
q~Q 'I' q x 

since Ln~x A(n)2 ~ x log x. We now derive (1) from (2) in much the 
same way that we derived (1) from (2) in the previous section. As in 
that argument, 

(3) ljJ(x; q, a) - ¢~q) = ¢;q) ~ i(a)IjJ'(x, X). 

1 Dokl. Akad. N auk U zSSR, 1964, No.5, 5-7. 
2 Michigan Math. J., 13,485-489 (1966); 15, 505 (1968). 
3 Mathematika, 14, 14-20 (1967). 
4 Michigan Math. J., 17, 33-39 (1970). 
5 J. Reine Angew. Math., 274/275, 206-223 (1975). 
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We now form the square of the modulus of both sides, and sum over a. 
We expand the right-hand side and take the sum over a inside, to 
see that 

q 

L 1 L x(a)l/I'(x, x)1 2 = cf>(q) Lil/I'(x, x)1 2 

a= 1 X X 
(a,q)= 1 

since 

q {cf>(q) L Xl(a)X2(a) = 
a=l 0 

(a,q)= 1 
if Xl =1= X2' 

Thus from (3), 

q ( X)2 1 a~l l/I(x; q, a) - cf>(q) = cf>(q) ~ Il/I'(x, xW· 
(a,q)= 1 

As in the previous section, if X is induced by Xl' then 

l/I'(x, X) = l/I'(x, Xl) + O((log qX)2). 

Hence 

atl (l/I(X; q, a) - cf>~q)r ~ (log qX)2 + cf>:q) ~ Il/I'(x, x1)1 2• 

(a,q)= 1 

Here the first term on the right is negligible, so that to prove (1) it 
suffices to show that 

1 L A.( ) L Il/I'(x, xl)12 ~ xQ log x. 
q!>Q 'f' q x 

If X is primitive (mod q), then X induces characters to moduli which 
are multiples of q; hence the left-hand side above is 

L L* Il/I'(x, X) 12 L A.(~)' 
q!>Q x k!>Q/q'f' q 

As in the previous section, the innermost sum is ~ cf>(q)-l log(2Q/q). 
Hence it suffices to show that 

(3) L _1_ (lOg 2Q) L* Il/I'(x, X) 12 ~ xQ log x 
q!>Q cf>(q) q x 
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for x(log X)-A :$; Q :$; x. We consider large and small q separately. 
From (2) we see that 

L ,1,(1) (lOg 2Q) L* I ",(x, xW 
U<q:>;2U'I' q q X 

~(X2U-1 + Ux)(log X)(IOg 23) 
for 1 :$; U :$; Q. Summing over U = Q2-k, we find that 

" 1 ( 2Q) ,,* 2 L, A,() log - L, I ",(x, X) I 
Q. <q:>;Q 'I' q q X 

~ x 2Ql1(log X)2 + Qx log x. 

This suffices in (3), if x(log X)-A :$; Q :$; x and Q1 = (log X)A+ 1. By 
estimate (3) of §22, 

""(x, X) ~ x exp( -cJlog x) 

for q :$; (log X)A+ 1; hence the contribution of q :$; Q1 in (3) is 

~Q1(lOg Q)x2 exp( -cJlog x) ~ x2(log X)-A ~ Qx log x. 

Thus we have established (3), and the proof is complete. 



30 
REFERENCES TO OTHER WORK 

The principal omission in these lectures has been the lack of any 
account of work on irregularities of distributions, both of the primes 
as a whole and of the primes in the various progressions to the same 
modulus q. 

As regards irregularities in the distribution of the primes as a 
whole, the first point to be noted is that in this connection it is no 
longer possible to make inferences from the behavior of t{I(x) to that 
of nIx). It was proved by E. Schmidt in 1903, by relatively elementary 
arguments, that 

where the notation means that there exist arbitrarily large values of 
x for which 

t{I(x) - x > ext, 

where e is some positive constant, and other arbitrarily large values 
of x for which 

t{I(x) - x < - ext. 

But the analogous problem for nIx) - Ii x was much more difficult. 
It had been conjectured, on numerical evidence, that nIx) < Ii x 
for all large x. This was disproved by Littlewood in 1914; he showed, 
in fact, that 

. (xt log log log X) 
nIx) - II x = Q+ I . - ogx 

Littlewood's proofl was divided into two cases, according as the 
Riemann hypothesis is true or false, the former being the difficult 
case. Owing to its indirect character, the proof did not make it 

I See Ingham, Chap. 5, or Prachar, Chap. 7, §8. 
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possible to name a particular number Xo such that n(x) > Ii x for 
some x < Xo' It was not until t 955 that such a number was found, 
namely by Skewes2 ; his number was 104(3), where IO t (x) = lOX, 
102(x) = IOlOd X ), and so on. 

Questions concerning the irregularity of distribution of the primes, 
as between one residue class to the modulus q and another, have been 
deeply studied in recent papers3 on comparative prime number 
theory, by Tunln and Knapowski. It is impossible to give any useful 
account of their work here, but one particular result may be men­
tioned as a sample. Suppose that, for each character X (mod q), the 
function L(s, X) has no zero in the rectangle 

o < (1 < I, It I < D. 

Then, if at ~ a2 (mod q), the difference 

I/I(x;q,ad -1/I(x;q,a2) 

changes sign at least once in every interval 

w ~ x ~ exp(2yfw), 

provided w is greater than a certain explicit function of q and D. 
Some of their results are independent of any such unproved hypo­
thesis. The work of Tunin and Knapowski is based in part on some 
of the methods developed by Tunin in his book Eine neue Methode in 
der Analysis und deren Anwendungen (Budapest, 1953). 

The problem of finding an upper bound for the least prime in a 
given arithmetic progression has received a remarkably satisfactory 
solution (considering its inherent difficulty) at the hands of Linnik. 
He proved4 that there exists an absolute constant C such that, if 
(a, q) = I, there is always a prime p == a (mod q) satisfying p < qC. 
The proof is difficult. 

A subject that has attracted attention, but concerning which the 
kn9wn results leave much to be desired, is that of the behavior of 
p,,+ 1 - p", where p" denotes the nth prime. As regards a universal 
upper bound for this difference, the first result was f(lund by Hoheisel 
who proved that there exists a constant (1, less than I, such that 
p,,+ t - p" = O(p~). The best result so far .known is due to Ingham,5 
who showed that this estimate holds for any (1 greater than 38/61. 

2 Proc. London Math. Soc., (3)5, 48-69 (1955) . 
. ' The main series consists of eight papers in Acta Math. Hllngarica<'. J3( 1962) and 

14(1963~ and a sequel of three papers in Acta Arithmetica 9,10, II (1964-1965), 
together with a paper in J. Analyse Matll .. 14( 1965). 

4 See Prachar, Chap. 10. 
S Quarterly J. of Math., 8, 255-266 (1937). 
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In both cases, what is actually proved is that 

as x -+ :::I). 

In a crude sense one can say, in view of the prime number theorem, 
that the average of Pn+ 1 - Pn is log Pn' Erdos was the first to prove 
that there are infinitely many n for which Pn+ 1 - Pn is appreciably 
greater than log Pn' and Rankin6 proved that there are infinitely 
many n for which 

(Iogz Pn)(log4 Pn) 
Pn+ 1 - Pn > c(log Pn) (I )2' 

Og3 Pn 

where log2 x = log log x and so on, and c is a positive constant. 
In the opposite direction, Bombieri and I proved recentli that 
there are infinitely many n for which 

Pn+ 1 - Pn < (0.46 ... ) log Pn' 

Of course, if the "prime twins" conjecture is true, there are infinitely 
many n for which Pn+ 1 - Pn = 2. 

There is a somewhat paradoxical situation in connection with the 
limit points of the sequence 

Pn+ 1 - Pn 
10gPn . 

Erdos .and Ricci (independently) have shown that the set of limit 
points has positive Lebesgue measure, and yet no number is known 
for which it can be asserted that it belongs to the set. 

For references to other work in multiplicative number theory, 
one should consult, in the first place, the articles of Bohr and 
Cramer, and of Hua. 

6 J. London Math. Soc., 13,242-247 (1938). 
7 Proc. Royal Soc. (London), A, 293,1-18 (\966). 
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