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Preface to the Second Edition

During the past twenty years many connections have been found between the
theory of analytic functions of one or more complex variables and the study of
commutative Banach algebras. On the one hand, function theory has been used to
answer algebraic questions such as the question of the existence of idempotents in
a Banach algebra. On the other hand, concepts arising from the study of Banach
algebras such as the maximal ideal space, the Silov boundary, Gleason parts, etc.
have led to new questions and to new methods of proof in function theory.

Roughly one third of this book is concerned with developing some of the princi-
pal applications of function theory in several complex variables to Banach algebras.
We presuppose no knowledge of several complex variables on the part of the reader
but develop the necessary material from scratch. The remainder of the book deals
with problems of uniform approximation on compact subsets of the space of n
complex variables. For n > 1 no complete theory exists but many important
particular problems have been solved.

Throughout, our aim has been to make the exposition elementary and self-
contained. We have cheerfully sacrificed generality and completeness all along
the way in order to make it easier to understand the main ideas.

Relationships between function theory in the complex plane and Banach alge-
bras are only touched on in this book. This subject matter is thoroughly treated
in A. Browder’s Introduction to Function Algebras, (W. A. Benjamin, New York,
1969) and T. W. Gamelin’s Uniform Algebras, (Prentice-Hall, Englewood Cliffs,
N.J., 1969). A systematic exposition of the subject of uniform algebras including
many examples is given by E. L. Stout, The Theory of Uniform Algebras, (Bogden
and Quigley, Inc., 1971).

The first edition of this book was published in 1971 by Markham Publishing
Company. The present edition contains the following new Sections: 18. Subman-
ifolds of High Dimension, 19. Generators, 20. The Fibers Over a Plane Domain,
21. Examples of Hulls. Also, Section 11 has been revised.

Exercises of varying degrees of difficulty are included in the text and the reader
should try to solve as many of these as he can. Solutions to starred exercises are
given in Section 22.

ix



X Preface to the Second Edition

In Sections 6 through 9 we follow the developments in Chapter 1 of R. Gunning
amd H. Rossi, Analytic Functions of Several Complex Variables, (Prentice-Hall,
Englewood Cliffs, N.J., 1965) or in Chapter III of L. Hérmander, An Introduction
to Complex Analysis in Several Variables, (Van Nostrand Reinhold, New York,
1966).

I want to thank Richard Basener and John O’Connell, who read the original
manuscript and made many helpful mathematical suggestions and improvements.
I am also very much indebted to my colleagues, A. Browder, B. Cole, and B. We-
instock for valuable comments. Warm thanks are due to Irving Glicksberg. I am
very grateful to Jeffrey Jones for his help with the revised manuscript.

Mrs. Roberta Weller typed the original manuscript and Mrs. Hildegarde Kneisel
typed the revised version. I am most grateful to them for their excellent work.

Some of the work on this book was supported by the National Science
Foundation.

John Wermer
Providence, R.I.
June, 1975



Preface to the Revised Edition

The second edition of Banach Algebras and Several Complex Variables, by John
Wermer, appeared in 1976. Since then, there have been many interesting new
developments in the subject. The new material in this edition gives an account of
some of this work.

We have kept much of the material of the old book, since we believe it to be
useful to anyone beginning a study of the subject. In particular, the first ten chapters
of the book are unchanged.

Chapter 11 is devoted to maximum modulus algebras, a class of spaces that
allows a uniform treatment of several different parts of function theory.

Chapter 12 applies the results of Chapter 11 to uniform approximation by
polynomials on curves and arcs in C".

Integral kernels in several complex variables generalizing the Cauchy kernel
were introduced by Martinelli and Bochner in the 1940s and extended by Leray,
Henkin, and others. These kernels allow one to generalize powerful methods in
one complex variable based on the Cauchy integral to several complex variables. In
Chapter 13, we develop some basic facts about integral kernels, and then in Chapter
14 we give an application to polynomial approximation on compact sets in C".
Later, in Chapter 19, a different application is given to the problem of constructing
a complex manifold with a prescribed boundary.

Chapter 21 studies geometric properties of polynomial hulls, related to area,
and Chapter 22 treats topological properties of such hulls. Chapter 23 is concerned
with relationships between pseudoconvexity and polynomial hulls, and between
pseudoconvexivity and maximum modulus algebras.

A theme that is pursued throughout much of the book is the question of the
existence of analytic structure in polynomial hulls. In Chapter 24, several key
examples concerning such structures are discussed, both healthy and pathological.

At the end of most of the sections, we have given some historical notes, and
we have combined sketches of some of the history of the material of Chapters 11,
12, 20, and 23 in Chapter 25. In addition to keeping the old bibliography of the
Second Edition we have included a substantial “Additional Bibliography.”

Several other special topics treated in the previous edition are kept in the present
version: Chapters 16 and 17 deal with Hormander’s theory of the d-equation in

xi



xii Preface to the Revised Edition

weighted L2-spaces, and the application of this theory to questions of uniform
approximation.

Chapter 18 is concerned with the existence of “Bishop disks,” that is, analytic
disks whose boundaries lie on a given smooth real submanifold of C", and near a
point of that submanifold.

Chapter 15 presents the Arens-Royden Theorem on the first cohomology group
of the maximal ideal space of a Banach Algebra.

The Appendix gives references for a number of classical results we have used,
without proof, in the text.

It is a pleasure to thank Norm Levenberg for his very helpful comments. Thanks
also to Marshall Whittlesey.

Herbert Alexander and John Wermer
January 1997



Preliminaries and Notation

Let X be a compact Hausdorff space.

Cg(X) is the space of all real-valued continuous functions on X.

C(X) is the space of all complex-valued continuous functions on X. By a mea-
sure ;v on X we shall mean a complex-valued Baire measure of finite total
variation on X.

|i| is the positive total variation measure corresponding to .
il is [l (X)
C is the complex numbers.
R is the real numbers.
Z is the integers.
C" 1is the space on n-tuples of complex numbers.
Fix n and let Q2 be an open subset of C".

C*(Q) is the space of k-times continuously differentiable functions on 2,k = 1,
2,...,00.

CS(SZ) is the subset of C*¥(2) consisting of functions with compact support
contained in €.

H (2) is the space of holomorphic functions defined on 2.

By Banach algebra we shall mean a commutative Banach algebra with
unit. Let 2 be such an object.

M) is the space of maximal ideals of 2. When no ambiguity arises, we shall
write M for M(R). If m is a homomorphism of 2 — C, we shall
frequently identifiy m with its kernel and regard m as an element of M.
For fin 2, M in M,

]A‘(M ) is the value at f of the homomorphism of 2l into C corresponding to M.
We shall sometimes write f (M) instead of }(M ).

A is the algebra consisting of all functions } on M with f in 2. For x in 2,

o (x) is the spectrum of x = {A € C|A — x has no inverse in 2}.

rad 2l is the radical of 2. For z = (24, ..., z,) € C",

2l = VIzil? + 22l + - 4 Lzl
For § a subset of a topological space,
S is the interior of S R




2 1. Preliminaries and Notation

S is closure of S, and
aS is the boundary of S.
For X a compact subset of C",
P(X) is the closure in C(X) of the polynomials in the coordinates.
Let  be a plane region with compact closure 2. Then
A(2) is the algebra of all functions continuous on  and holomorphic on €.

Let X be a compact space, L a subset of C(X), and i a measure on X. We write
u L L and say u is orthogonal to L if

ffdu:O forall fin L

We shall frequently use the following result (or its real analogue) without
explicitly appealing to it:

Theorem (Riesz-Banach). Let L be a linear subspace f C(X) and fix g in C(X).
If for every measure 1 on X
w L Limpliesu L g,
then g lies in the closure of L. In particular, if
w L L implies u = 0,
then L is dense in C(X).

We shall need the following elementary fact, left to the reader as

EXERCISE 1.1. Let X be a compact space. Then to every maximal ideal M of C(X)
corresponds a point xp in X such that M = {f in C(X)|f(xo) = 0}. Thus
M(C(X)) = X.

Here are some example of Banach algebras.

(a) Let T be a bounded linear operator on a Hilbert space H and let 2 be the
closure in operator norm on H of all polynomials in 7. Impose the operator
norm on .

(b) Let C'(a, b) denote the algebra of all continuously differentiable functions on
the interval [a,b], with

/
IfI = max Lfl+ max Lf

(c) Let Q be a plane region with compact closure Q. Let A(£2) denote the algebra

of all functions continuous on € and holomorphic in £, with

£l = max |f(z)|.
zeQ

(d) Let X be a compact subset of C". Denote by P (X) the algebra of all functions
defined on X which can be approximated by polynomials in the coordinates
21, - - - , 2y uniformly on X, with

11l = max | £].
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(e) Denote by H* (D) the algebra of all bounded holomorphic functions defined
in the open unit disk D. Put

ILfII' = sup [ £].
D

(f) Let X be a compact subset of the plane. R(X) denotes the algebra of all
functions on X which can be uniformly approximated on X by functions
holomorphic in some neighborhood of X. Take

£l = max [ f].

(g) Let X be a compact Hausdorff space. On the algebra C(X) of all complex-
valued continuous functions on X we impose the norm

I£1l = max [ f].

Definition. Let X be a compact Hausdorff space. A uniform algebra on X is an
algebra 2l of continuous complex-valued functions on X satisfying
(1) 2 is closed under uniform convergence on X.
(ii) %A contains the constants.
(iii) A separates the points of X

2l is normed by || f|| = max, | f| and so becomes a Banach algebra.

Note that C (X) is a uniform algebra on X, and that every other uniform algebra
on X is a proper closed subalgebra of C(X). Among our examples, (c), (d), (f),
and (g) are uniform algebras; (a) is not, except for certain 7', and (b) is not.

If 2 is a uniform algebra, then clearly

(D) Ix%] = ||Ix||> forallx € 2.

Conversely, let 2 be a Banach algebra satisfying (1). We claim that 2 is
isometrically isomorphic to a uniform algebra. For (1) implies that

n

4 4 2 2"
el =l ll™, sl = el alln.

Hence

Ix] = lim [lx*|"* = max |%].
k—o00 M

Since A is gomplete in its norm, it folows that A is complete in theAuniform norm
on M, so 2 is closed under uniform convergence on M. Hence 2 is a uniform
algebra on M and the map x — X is an isometric isomorphism from 2l to A

It follows that the algebra H*° (D) of example (e) is isometrically isomorphic
to a uniform algebra on a suitable compact space.

In the later portions of this book, starting with Section 10, we shall study uniform
algebras, whereas the earlier sections (as well as Section 15) will be concerned
with arbitrary Banach algebras.



4 1. Preliminaries and Notation

Throughout, when studying general theorems, the reader should keep in mind
some concrete examples such as those listed under (a) through (g), and he should
make clear to himself what the general theory means for the particular examples.

EXERCISE 1.2. Let 2 be a uniform algebra on X and let 42 be a homomorphism of
2 — C. Show that there exists a probability measure (positive measure of total
mass 1) 4 on X so that

h(f):/fdu, all £ in 2.



2

Classical Approximation Theorems

Let X be a compact Hausdorff space. Let 2 be a subalgebra of Cr(X) which
contains the constants.

Theorem 2.1 (Real Stone-Weierstrass Theorem). [f 2 separates the points of X,
then 2 is dense in Cgr(X).

We shall deduce this result from the following general theorem:

Proposition 2.2. Let B be a real Banach space and B* its dual space taken in the
weak-* topology. Let K be a nonempty compact convex subset of B*. Then K has
an extreme point.

Note. If W is a real vector space, S a subset of W, and p a point of S, then p is
called an extreme point of S provided

p=3(p1+ p), P1,p2 €S = p1L=p2=p.
If S is a convex set and p an extreme point of S, then 0 < 6 < 1 and p =
6p; + (1 — 6)p, implies that p; = p, = p.

We shall give the proof for the case that B is separable.

PrOOF. Let {L,} be a countable dense subset of B. If y € B*, put
Lu(y) = y(Ly).
Define

Iy = sup Li(x).
xekK

Since K is compact and L continuous, /; is finite and attained; i.e., 3x; € K with
L](X]) = ll. Put

I = sup Ly(x)overallx € K, with Li(x) =1.



6 2. Classical Approximation Theorems

Again, the sup is taken over a compact set, contained in K, so x, € K with
Ly(xy) =1 and Li(x2) = 1.
Going on in this way, we get a sequence xi, X3, . . . in K so that for each n.
Ly(xp) =11, La(xy) = Doy oo, Ly(xy) = 1y,
and
lyy1 =sup Lyr1(x)overx € K with Lix)=10,...,L,(x) =1,.

Let x* be an accumulation point of {x,}. Then x* € K.
Lj(x,) = [; for all large n. So L;(x*) = I; for all j.
We claim that x* is an extreme point in K. For let

* 1

X :QYI-l-%yz, yi, 2 € K.
I = Li(x*) = $Li(v) + 3 LiGn).
Since
Liyj) =h,j=12,Li(yn) =L =1
Also,

L = Ly(x*) = 3 La(y1) + 3 La(y).
Since Li(y;) =l and y; € K, Ly(y;) < [,. Similarly, L,(y,) < l,. Hence
Ly(y1) = La(y2) = .
Proceeding in this way, we get
Li(y1) = Li(y2) for all k.

But {L;} was dense in B. It follows that y; = y,. Thus x* is extreme in K. 0

Note. Proposition 2.2 (without separability assumption) is proved in [23, pp. 439-
440]. In the application of Proposition 2.2 to the proof of Theorem 2.1 (see below),
Cr(X) is separable provided X is a metric space.

PROOF OF THEOREM 2.1. Let
K ={n e (Cr(X))*|u L Aand |ul| < 1}.

K is a compact, convex set in (Cg(X))*. (Why?) Hence K has an extreme point o,
by Proposition 2.2. Unless K = {0}, we can choose o with |jo|| = 1.Since 1 € «A

and so
/ l1do =0,

o cannot be a point mass and so 3 distinct points x; and x; in the carrier of .
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Choose g € 2 with g(x1) # g(x2),0 < g < 1. (How?) Then

go (1-go
+I - — 57
igo T T8l T g

c=g -0+ —go =gl
Also,

lgoll + 1A =gl = /gdlal +/(1 —gdlo| = /dIGI =loll =1

Thus o is a convex combination of go /| go|| and (1 — g)a/||(1 — g)o|. But
both of these measures lie in K. (Why?) Hence
go
o= .
lgoll
It follows that g is constant a.e. - d|o|. But g(x1) # g(x,) and g is continuous
which gives a contradiction.
Hence K = {0} andsou € (Cr(X))*and u L. A = u = 0. Thus 2 is dense
in Cg(X), as claimed.

Theorem 2.3 (Complex Stone-Weierstrass Theorem). 2 is a subalgebra
of C(X) containing the constants and separating points. If

1) feld= fe,
then 2 is dense in C(X).

PROOF. Let L consists of all real-valued functions in 2. Since by (1) £ contains Re
f and Im f foreach f € A, L separates points on X. Evidently £ is a subalgebra
of Cg(X) containing the (real) constants. By Theorem 2.1 £ is then dense in
Cr(X). It follows that 2 is dense in C(X). (How?)

Let Xk denote the real subspace of C" = {(z1, ..., z,) € C"|z; isreal, all j}.

Corollary 1. Let X be a compact subset of X g. Then P(X) = C(X).

PrROOF. Let 2 be the algebra of all polynomials in zy, . . ., z, restricted to X. 2
then satisfies the hypothesis of the last theorem, and so 2 is dense in C(X); i.e.,
P(X) = C(X).

Corollary 2. Let I be an interval on the real line. Then P(1) = C(I).

This is, of course, the Weierstrass approximation theorem (slightly complexi-
fied).

Let us replace I by an arbitrary compact subset X of C. When does P(X) =
C(X)? It is easy to find necessary conditions on X. (Find some.) However, to get
a complete solution, some machinery must first be built up.

The machinery we shall use will be some elementary potential theory for the
Laplace operator A in the plane, as well as for the Cauchy-Riemann operator

0 1 3+,8
—==-|l=—4+i—).
9z 2 \ 9x ay



8 2. Classical Approximation Theorems

These general results will then be applied to several approximation problems in the
plane, including the above problem of characterizing those X for which P(X) =
C(X).

Let 1 be a measure of compact support C C. We define the logarithmic potential
u* of u by

1
@ wrE) = / log —'du(c).
z—¢

We define the Cauchy transform fu of u by

3) (z) = f —du(c)

Lemma 2.4. The functions

1 1
10g‘—‘ dpl(¢) and f —‘dlul(é)
z2—¢ {—z

are summable - dx dy over compact sets in C. It follows that these functions are
finite a.e. - dx dy and hence that u* and [i are defined a.e. - dx dy.

Since 1/r > |log r|forsmall» > 0, we need only consider the second integral.
Fix R > 0 with supp || C {z| |z| < R}

1 dx d
y=/ dxdy{”—‘dw;)} =fd|u|(;> T
lz|<R {—z i<k 12 = ¢|

For ¢ € supp |u|and |z| < R, |z — ¢] < 2R.

d d d /d / 2R 2 d9
/ ks 5/ x/y :/ rdrf —— =47 R.
i<k 12— ¢l <2k 17 0 o T

Hence y < 4nR - ||u]. |

Lemma 2.5. Let F € C(C). Then

@) F(g)———f/aF dxdy, all¢ € C.

0z z—¢

Note. The proof uses differential forms. If this bothers you, read the proof after
reading Sections 4 and 5, where such forms are discussed, or make up your own
proof.

PrOOF. Fix ¢ and choose R > |¢| with supp F C {Z||Z| < R}.Fixe > 0 and
small. Put Q, = {||z| < Rand |z — ¢| > ¢}
The 1-form F dz/z — ¢ is smooth on €2, and

Fd 0 F F dz
d( z)z__( )dz/\dz:a—_dz/\dz.
z—¢ 0z \ z — 0Z z—¢




2. Classical Approximation Theorems 9

/d<Fdz>_/ F dz
o z=¢) Jag z—0C°

Since F = O on {z||z| = R}, the right side is

Fd 2w .
/ SR —/ F(¢ + ee')i do,
lz—¢l=¢ £ — ¢ 0

By Stokes’s theorem

SO

OF dz nd 2 4
/ oF dz ndz :_/ F(¢ + ee)i do.
Q 0z z—¢ 0

Letting ¢ — 0 we get

/ 0F dz Ndz
i<k 92 Z—2¢

= —27miF(¢).

Since 0 F /97 for |z| > R and since dZ A dz = 2i dx A dy, this gives
oF dxdy
0z z—¢

= —nF(),
ie., (4).

Note. The intuitive content of (4) is that arbitrary smooth functions can be
synthesized from functions

1
f5(0) = m

by taking linear combinations and then limits.

Lemma 2.6. Let G € C5(C). Then
1 1
5 G = —— AG((2)1
Q)] ) 271/;/ (z) log = ¢

PrOOF. The proof is very much like that of Lemma 2.5. With €2, as in that proof,
start with Green’s formula

0 a
/ /(uAv—vAu)dxdy:/ u—v—v—u ds
Qe 9, on on

and take u = G, v = log |z — ¢|. We leave the details to you.

dx dy, all¢ € C.

Lemma 2.7. If i is a measure with compact support in C, and if fi(z) = Oa.e. —
dx dy, then u = 0. Also, if #*(z) = 0a.e. — dx dy, then u = 0.

ProoF. Fix g € CA(C). By (4)

_ _l B_g dx dy
/g(C)du(C)—/du(C)[ n/azwz_;].
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Fubini’s theorem now gives
1 ag .
(6) — | =@ dxdy = [ gdpn.
T 0z

Since i = 0 a.e., we deduce that

/gd,u:O.

But the class of functions obtained by restricting to supp u the functions in Cé (©
is dense in C(supp u) by the Stone-Weierstrass theorem. Hence u = 0.
Using (5), we get similarly for g € Cg((C),

1
—/gdu = o /Ag(z)'u*(z)dxdy
v

and conclude that u = 0if u* = O a.e.
As a first application, consider a compact set X C C.

Theorem 2.8 (Hartogs-Rosenthal). Assume that X has Lebesgue two-dimen-
sional measure 0. Then rational functions whose poles lie off X are uniformly
dense in C(X).

ProoF. Let W be the linear space consisting of all rational functions holomorphic
on X. W is a subspace of C(X). To show W dense, we consider a measure . on X
with u L W.Then ji(z) = [ du(¢)/t —z =0forz ¢ X,since1/{ —z€ W
forsuchz.and u L W.

Since X has measure 0, it = 0 a.e. —dx dy. Lemma 2.7 yields u = 0.

Hence p L. W = u = 0 and so W is dense. |

As asecond application, consider an open set 2 C C and acompactset K C .
(In the proofs of the next two theorems we shall supposed 2 biunded and leave
the modifications for the genereal case to the reader.)

Theorem 2.9 (Runge). If F is a holomorphic function defined on 2, there exists
a sequence {R,} of rational functions holomorphic in 2 with

R, — F uniformly on K.

PROOF. Let 2, 25, . .. be the components of C\ K. It is no loss of generality to
assume that each ; meets the complement of 2. (Why?) Fix p; € Q;\Q.

Let W be the space of all rational functions regular except for the possible poles
at some of the p;, restricted to K. Then W is a subspace of C(K) and it suffices
to show that W contains F in its closure.

Choose a measure © on K with u 1 W. We must show that u L F.

Fix ¢ € C*(C), supp¢ C Q and ¢ = 1 in a neighborhood N of K.

Using (6) with g = F - ¢ we get

1 [ a(F
@) —/ (F9) (z);l(z)dxdyzf Fodu.

n 9z
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Fix j.
N du(d)
(z) = t 2
is analytic in ©2; and
dp du(g)
—(p)) =k! | ———, k=0,1,2,....
dzk ;) (& — pp)!

The right-hand side is O since (¢ — p;)~**Y € Wandp L W.Thus all derivatives
of i vanish at p; and hence ;i = 0in Q;. Thus ft = 0 on C\K. Also, F¢p = F
is analytic in N, and so

0
— (F¢) =0on K.
0z
The integrand on the left in (7) thus vanishes everywhere, and so

/Fd,u:/FCDd,uzo.

Thuspuy L W= pu L F. O

When can we replace “rational function” by “polynomial” in the last theorem?

Suppose that 2 is multiply connected. Then we cannot.

The reason is this: We can choose a simple closed curve § lying in €2 such that
some point z in the interior of g lies outside 2. Put

F(z) =

z—20
Then F is holomorphic is 2. Suppose that 3 a sequence of polynomials {P,}
converging uniformly to F on §. Then

(z — z0) P, — 1 — 0O uniformly on 8.
By the maximum principle
(z — z0)P, — 1 — O inside B.
But this is false for z = zg.
Theorem 2.10 (Runge). Let 2 be a simply connected region and fix G holomor-

phic in Q. if K is a compact subset of 2, then 3 a sequence {P,} of polynomials
converging uniformly to G on K.

PrROOF. Without loss of generality we may assume that C\ K is connected.
Fix a point p in C lying outside a disk {z | |z] < R} which contains K. The proof
of the last theorem shows that 3 rational functions R, with sole pole at p with

R, — G uniformly on K.
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The Taylor expansion around O for R, converges uniformly on K. Hence we can
replace R, by a suitable partial sum P, of this Taylor series, getting

P, — G uniformly on K.

0

We return now to the problem of describing those compact sets X in the z-plane
which satisfy P(X) = C(X).

Let p be an interior point of X. Then every f in P(X) is analytic at p. Hence
the condition

®) The interior of X is empty.

is necessary for P(X) = C(X).
Let ©2; be abounded component of C  X.Fix F € P(X). Choose polynomials
P, with

P, — F uniformly on X.
Since 02; C X,
|P, — Py| — 0 uniformly on 0£2;
asn, m — 0. Hence by the maximun principle
|P, — P,| — 0 uniformly on ;.

Hence P, converges uniformly on €2; U d€2; to a function holomorphic on €2,
continuous on 2; U 02, and = F on 092;.

This restricts the elements F of P (X) to a proper subset of C (X). (Why?) Hence
the condition

©)] C\ X is connected.

is also necessary for P(X) = C(X).
Theorem 2.11 (Lavrentieff). If (8) and (9) hold, then P(X) = C(X).

Note that the Stone-Weierstrass theorem gives us no help here, for to apply it
we should need to know that 7 € P(X), and to prove that is as hard as the whole
theorem.

The chief step in our proof is the demonstration of a certain continuity property
of the logarithmic potential «* of a measure « supported on a compact plane set E
with connected complement, as we approach a boundary point zo of E from C\E.

Lemma 2.12 (Carleson). Let E be a compact plane set with C\ E connected and
fix zo € OE. Then 3 probability measures o, for eacht > 0 with o; carried on
C\E such that:
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Let o be a real measure on E satisfying

(10) /
E

Then

1
log d|a|(¢) < oo.
Z0 —

lim / o doy(2) = a” (20).

PROOF. We may assume that zo = 0. Fix ¢t > 0. Since 0 € dE and C\E is
connected, 3 a probability measure o; carried on C\ E such that

1
ofzlr < |z]l <} = ;(rz — 1) forO0 <ri<r <t

and o, = 0 outside |z| < t.

If some line segment with O as one end point and length ¢ happens to lie in C\ E,
we may of course take o, as 1/¢-linear measure on that segment. (In the general
case, construct o;.)

Then for all ¢ € C we have

1
/log—
7 —

1
do;(z) < /log ' =T ‘ do;(z)

1 ff 1
— [ log ————ar
t Jo Irl =<1l

11 1
=log — + - /log—dr
e 0 11 —=r/I¢ll

The last term is bounded above by a constant A independent of ¢ and |¢|. (Why?)
Hence we have

1 1
(1) flog‘ —7 ‘do,(z) < log m + A, all ¢, allt > 0.

Also, as t — 0, o; — point mass at 0. Hence for each fixed ¢ # O.
(12) flog’ 1 ’dcr,(z) — log L
z=¢ 4B

Now for fixed # Fubini’s theorem gives
(13) /a*(z)da,(z) = f {f log i

By (11), (12), and (10), the integrand on the right tends to log 1/|¢ | dominatedly
with respect to |«|. Hence the right side approaches

da,(z)} do(?).

log —da(¢) = a*(0
/ogk| a(¢) = a*(0)
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ast — 0, and so
lim | a*(z)do;(z) = a*(0).
t—0
O

PROOF OF THEOREM 2.11. Let a be a real measure on X with « 1 Re(P(X)).
Then

/Re "da(t) =0, n>0

and
/Im "da = fRe(—i{”)dot =0, n>0,
so that
/;"da =0, n > 0.
For |z| large,

Ty S n
log <l ;) —XO:C,,(Z){ ,

the series converging uniformly for ¢ € X. Hence

/log (1 - %) da(©) = Y (@) / ¢"da(g) =0,
0

whence
fRe (log (1 - %)) da(¢) =0
or
flog lz = ¢lda(f) — /IOg lzld($) = 0,
whence

/log |z — ¢lda(¢) = 0,
since ¢ L 1. Since
/10glz —¢lda() =0

is harmonic in C\ X, the function vanishes not only for large |z|, but in fact for all
zin C\ X, and so

a*(z) =0, 7z € C\X.
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By Lemma 2.12 it follows that we also have
a*(z0) =0, 20 € X,
provided (10) holds at zo. By Lemma 2.4 this implies that
o =0ae. —dxdy.
By Lemma 2.7 this implies that « = 0. Hence
(14) Re P(X) is dense in Cx(X).
Now choose & € P(X)*.Fix zg € X with

1
(15) /‘—‘dlul(z) < 0.
Z—20

Because of (14) we can find for each positive integer k a polynomial P; such
that

1
(16) |Re Pr(z) — |z — zoll < T zeX
and
(7 Pi(z0) = 0.
e*kPk(z) -1
fild) =
Z— 20

is an entire function and hence its restriction to X lies in P(X). Hence

(1) [ idu=o.
Equation (16) gives

Re kP, (z) — k|z — zo| = —1,
whence

|e—kPk(Z)| S e—k|Z—ZU|"v‘l7 z c X

It follows that f;(z) — —1/z — zo forall z € X\{z¢}, as k — o0, and also

[fr(@)] < zeX.

lz — zo0l’

Since by (15) 1/|z — zo| is summable with respect to |u|, this implies that

du(z)
/ fodp — — / e
Z— 20
by dominated convergence.
Equation (18) then gives that
d
/ ne@ _
Z—20
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Since (15) holds a.e. on X by Lemma 2.4, and since certainly

d
/ e =0 for zp € C\X
Z—20

(why?), we conclude that & = 0 a.e., so 4 = 0 by Lemma 2.7. Thus © L
P(X) = u =0,andso P(X) = C(X). |

NOTES

Proposition 2.2 is a part of the Krein—Milman theorem [4, p. 440]. The proof
of Theorem 2.1 given here is due to de Branges [Bra]. Lemma 2.7 (concerning
1) is given by Bishop in [Bil]. Theorem 2.8 is in F. Hartogs and A. Rosenthal,
Uber Folgen analytischer Funktionen, Math. Ann. 104 (1931). Theorem 2.9 is due
to C. Runge, Zur Theorie der eindeutigen analytischen Funktionen, Acta Math. 6
(1885). The proof given here is found in [H62, Chap. 1]. Theorem 2.11 was proved
by M. A. Lavrentieff, Sur les fonctions d’une variable complexe représentables
par des séries de ploynomes, Hermann, Paris, 1936, and a simpler proof is due
to S. N. Mergelyan, On a theorem of M. A. Lavrentieff, A.M.S. Transl 86 (1953).
Lemma 2.12 and its use in the proof of Theorem 2.11 is in L. Carleson, Mergelyan’s
theorem on uniform polynomial approximation, Math. Scand. 15 (1964), 167-175.

Theorem 2.1 is due to M. H. Stone, Applications of the theory of Boolean rings
to general topology, Trans. Am. Math. Soc. 41 (1937). See also M. H. Stone, The
generalized Weierstrass approximation theorem, Math. Mag. 21 (1947-1948).
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Operational Calculus in One Variable

Let F denote the algebra of all functions f on —7 < 6 < 7, with
o0 . o0
fO) =) Cie", Y IC)| < o0,
—00 —00

EXERCISE 3.1. M(JF) may be identified with the circle || = 1 and for f =
Yoo Cre 150l =1,

Fo) =Y Cugg.

If f € F and f never vanishes on —m < 6 < m, it follows that ]f # 0 on
M(F) and so that f has an inverse in F, i.e.,

l o - inf
7 = ;dne

with % |d,| < oo.

This result, that nonvanishing elements of F have inverses in JF, is due to Wiener
(see [Wi, p. 91]), by a quite different method.

We now ask: Fix f € F and let o be the range of f;i.e.,

o={fOl-7m<6=<n}.

Let @ be a continuous function defined on o, so that ® (f) is a continuous function
on[—m, w]. Does ®(f) € F?

The preceding result concerned the case ®(z) = 1/z.

Lévy [Lév] extended Wiener’s result as follows: Assume that @ is holomorphic
in a neighborhood of . Then ®(f) € F.

How can we generalize this result to arbitrary Banach algebras?

Theorem 3.1. Let A be a Banach algebra and fix x € 2. Let o(x) denote the

spectrum of x. If ® is any function holomorphic in a neighborhood of o (x), then
D) e A

17



18 3. Operational Calculus in One Variable

Note that this contains Lévy’s theorem. However, we should like to do better. We
want to define an element ® (x) € 2 so as to get a well-behaved map: & — P (x),
not merely to consider the function ®(X) on M. When 2 is not semisimple, this
becomes important. We demand that

) d(x) = ®(F) on M.

The study of a map ® — P(x), from H(2) — 2, we call the operational
calculus (in one variable).

For certian holomorphic functions @ it is obvious how to define ®(x). Let &
be a polynomial

N
() = ) a2,
n=0

We put
N
) O (x) = Z apx".
n=0

Note that (1) holds. Let ® be a rational function holomorphic on o (x),

P

o) = L9
0(2)

P and Q being polynomials and Q(z) # 0 for z € o(x). Then
(Qu)~heA  (why?)

and we define

3) () = P(x) - Q)"

We again verify (1).

Now let €2 be an open set with o (x) C Q and fix ® € H (). It follows from
Theorem 2.9 that we can choose a sequence { f,,} of rational functions holomorphic
in Q such that f, — & uniformly on compact subsets of 2. (Why?) For each n,
Jfa(x) was defined above. We want to define

O(x) = lim f, ().

To do this, we must prove

Lemma 3.2. lim, . f,(x) exist in 2 and depends only on x and ®, not on the
choice of { fu}.

We need

*EXERCISE 3.2. Let x € %, let 2 be an open set containing o (x), and let f be a
rational functional holomorphic in €.
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Choose an open set 21 with
o(x) CQ CQCQ

whose boundary y is the union of finitely many simple closed polygonal curves.
Then

1
“) fx) = i / f@) - —x)"dr.
wi J,

PrROOF OF LEMMA 3.2. Choose y as in Exercise 3.2. Then
O (1) dt f fn(t) — <I>(t)

y -2

Ja(x) —

2mi

2mi
< 5 /V | /u(6) — ()] H(; —x)*IH dx

— 0asn — oo, since ||(t — x)~'|| is bounded on y while f, — & uniformly
on y. Thus

1 d (1) dt
®) lim f,(x) = o— :

2mi

, t—x

Now let {F,,} be a sequence in H (£2). We write
F, > Fin H(Q)

if F,, tends to F uniformly on compact sets in €2.

Theorem 3.3. Let 2 be a Banach algebra, x € 2, and let Q be an open set
containing o (x). Then there exists amap t : H(2) — A such that the following
holds. We write F(x) for T(F):

(a) t is an algebraic homomorphism.

() If F, — Fin H(SQ), then F,(x) — F(x) in 2.

(¢) F(x) = F(X)forall F € H(RQ).

(d) If F is the identity function, F(x) = x.

(e) With y as earlier, if F € H(),

F(x):L./F(t)dt,
Y

2mi t—x

Properties (a), (b), and (d) define t uniquely.
Note. Theorem 3.1 is contained in this result.

Proor. Fix F € H(£2). Choose a sequence of rational functions {f,} € H()
with f, — F in H(2). By Lemma 3.2

©) lim_f, (x)
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exists in 2. We define this limit to be F(x) and 7 to be the map F — F(x).

7 is evidently a homomorphism when restricted to rational functions. Equation
(6) then yields (a). Similarly, (c) holds for rational functions and so by (6) in
general. Part (d) follows from (6).

Part (e) coincides with (5). Part (b) comes from (e) by direct computation.

Suppose now that 7’ is a map from H (R2) to 2 satisfying (a), (b), and (d).

By (a) and (d), 7’ and t agree on rational functions. By (b), then t = t on
H(RQ). i

We now consider some consequences of Theorem 3.3 as well as some related
questions.

Let 2 be a Banach algebra. By a nontrivial idempotent e in 2l we mean an
element e with e = e, e not the zero element or the identity. Suppose that e is
such an element. Then 1 — e is another. e 1s not in the radical (why?), so e # 0 on
M. Similarly, [—e # 0,50 ¢ # 1. But &> = ¢, so ¢ takes on only the values 0
and 1 on M. It follows that M is disconnected.

QUESTION. Does the converse hold? That is, if M is disconnected, must 2( contain
a nontrivial idempotent?

At this moment, we can prove only a weaker result.

Corollary. Assume there is an element x in 2 such that o (x) is disconnected.
Then A contains a nontrivial idempotent.

PROOF. o(x) = K| U K;, where K|, K, are disjoint closed sets. Choose disjoint
open sets 21 and €2,

K C Qy, K> C €.
Put @ = Q) U ©,. Define F on 2 by
F = 1on , F = 0on Q,.
Then F € H(S2). Put
e = F(x).

By Theorem 3.3,
P=Fx) =F(x) =e
and

1 onx~(K)),
0 onx '(Ky).

Hence e is a nontrivial idempotent. O

E:F(fc):{

EXERCISE 3.3. Let B be a Banach space and 7' a bounded linear operator on B
having disconnected spectrum. Then, there exists a bounded linear operator E on
B, E # 0, E # I, such that E? = E and E commutes with 7.
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EXERCISE 3.4. Let 2 be a Banach algebra. Assume that M is a finite set. Then
there exist idempotents ey, 5, ..., e, € A with¢; - ¢; = 0if i # j and with
Y ", e = 1such that the followmg holds:

Every x in 2 admits a representation

n
x = Z riei +p,
i=1
where the X; are scalars and p is in the radical.

Note. Exercise 3.4 contains the following classical fact: If & is an n x n matrix with
complex entries, then there exist commuting matrices 8 and y with g nilpotent, y
diagonalizable, and

a=8+y.

To see this, put 2 = algebra of all polynomials in &, normed so as to be a Banach
algebra, and apply the exercise.

We consider another problem. Given a Banach algebra 2l and an invertible
element x € 2, when can we find y € 2 so that

x =e’?

There is a purely topological necessary condition: There must exist f in C (M)
so that

X =¢e onM.

(Think of an example where this condition is not satisfied.)

We can give a sufficient condition:
Corollary. Assume that o (x) is contained in a simply connected region 2, where
0 & Q. Then thereisay in A withx = e°.
PrROOF. Let ® be a single-valued branch of log z defined in Q. Put y = @ (x).

N on
) .
— —> e = zin H(Q), as N — oo.

!
0 n:

Hence by Theorem 3.3(b),

0

N n
(Z %) (x) — x.

By (a) the left side equals

(@)
e .
ZO !

Hence ¢V = x. O
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To find complete answers to the questions about existence of idempotents and
representation of elements as exponentials, we need some more machinery.

We shall develop this machinery, concerning differential forms and the 9-
operator, in the next three sections. We shall then use the machinery to set up
an operational calculus in several variables for Banach algebras, to answer the
above questions, and to attack various other problems.

NOTES

Theorem 3.3 has a long history. See E. Hille and R. S. Phillips, Functional
analysis and semi-groups, Am. Math. Soc. Coll. Publ. XXXI, 1957, Chap. V. In the
form given here, it is part of Gelfand’s theory [Ge]. For the result on idempotents
and related results, see Hille and Phillips, loc. cit.
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Differential Forms

Note. The proofs of all lemmas in this section are left as exercises.

The notion of differential form is defined for arbitrary differentiable manifolds.
For our purposes, it will suffice to study differential forms on an open subset €2 of
real Euclidean N-space RV . Fix such an Q. Denote by x1, . . ., xy the coordinates
in RV,

Definition 4.1. C*°(2) = algebra of all infinitely differentiable complex-valued
functions on 2.
We write C* for C*®°(L2).

Definition 4.2. Fix x € Q. T, is the collection of all maps v : C* — C for
which
(a) v is linear.

(®) v(f -8 = fx)-v(g) +g(x)-v(f) f.g € C.

T, evidently forms a vector space over C. We call it the fangent space at x and
its elements tangent vectors at x.

Denote by 9/0 X |, the functional f — (9f/0x;)(x). Then9/0x;|, is a tangent
vectoratx for j = 1,2,...,n.
Lemmad4.1. 9/0x;|y, ..., d/0xyn|y forms a basis for T.
Definition 4.3. The dual space to T is denoted T".

Note. The dimension of T} over Cis N.

Definition 4.4. A 1-form w on Q2 is a map w assigning to each x in 2 an element
of T.

ExampLE. Let f € C*°. Forx € Q, put

df). () = v(f), allv € T,.

23
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Then (df), € T;.
df is the 1-form on 2 assigning to each x in Q2 the element (df),.

Note. dxi,...,dxy are particular 1-forms. In a natural way 1-forms may be
added and multiplied by scalar functions.

Lemma 4.2. Every I-form w admits a unique representation

N
w = ZdeXj,
1

the C; being scalar functions on 2.

Note. For f € C™,

We now recall some multilinear algebra. Let V be an N-dimensional vector
space over C. Denote by A¥(V) the vector space of k-linear alternating maps of
V x ... x V — C. (“Alternating” means that the value of the function changes
sign if two of the variables are interchanged.)

Define G(V) as the direct sum

GVy=Aer e - &ANW).

Here A°(V) = Cand A'(V) is the dual space of V. Put A/(V) = Ofor j > N.
We now introduce a multiplication into the vector space G(V). Fix 7 €
A(V), 0 € AL(V). The map

(€S TAPAY T T TS TR D B i 4 (S TUNNNY 75 T €I IUNNY S

is a (k + [)-linear map from V x - - - x V(k 4 [ factors) — C. It is, however, not
alternating. To obtain an alternating map, we use

Definition 4.5. Lett € AK(V), 0 € AL(V), k, 1 > 1.

Tt Ao, ..., &)

1
= Y ;(—1)%(&(1), v Exwy) -0 Ergrys - s Enn)s
the sum being taken over all permutations 7 of the set {1, 2, ..., k+/},and (—1)"

denoting the sign of the permutation 7.
Lemmad4.3. t Ao asdefinedis (k +1)-linear and alternating and so € ALY,

The operation A (wedge) defines a product for pairs of elements, one in AK(V)
and one in A/(V), the value lying in A¥*/(V), hence in G(V). By linearity, A
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extends to a product on arbitrary pairs of elements of G(V) with value in G(V).
Fort € AY(V), 0 € G(V), define T A o as scalar multiplication by t.

Lemma 4.4. Under A, G(V) is an associative algebra with identity.
G(V) is not commutative. In fact,

Lemmad4.5. Ift € AK(V), 0 € Al(V), thent Ao = (=D¥o AT
Lete,, ..., ey form a basis for A' (V).

Lemma 4.6. Fix k. The set of elements
e, Nejy N N e, 1<ii<ip<---<ip <N,
forms a basis for AN*(V).
We now apply the preceding to the case when V = T,, x € Q. Then AK(T}) is

the space of all k-linear alternating functions on 7, and so, for k = 1, coincides
with T*. The following thus extends our definition of a 1-form.

Definition 4.6. A k-form o* on Q is a map w* assigning to each x in Q an element
of AK(T,).

k-forms form a module over the algebra of scalar functions on €2 in a natural
way.

Let 7% and o be, respectively, a k-form and an /-form. For x € , put

" A ol(x) = TF(x) A ol(x) € AT,
In particular, since dx, ..., dxy are 1-forms,
dx“ A dx& VANRIEIRIVAN dx”

is a k-form for each choice of (iy, ..., iy).
Because of Lemma 4.5,

dxj A dx; = 0 for each j.
Hence dx;, A --- A dx;, = 0 unless the i, are distinct.

Lemmad.7. Let o* be any k-form on Q. Then there exist (unique) scalar functions
Ci,, ..., ix on Q such that

ot = Z Ci, - ixdxi, A -+ - Adx,.
i1 <ip<-<ig
Definition 4.7. A*(2) consists of all k-forms w* such that the functions C;, . . . iy

occurring in Lemma 4.7 lie in C*. A(Q) = C™.
Recall now the map f — df from C*® — A!(Q). We wish to extend d to a
linear map AX(Q) — AM1(Q), for all k.
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Definition 4.8. Let o* € A¥(Q),k =0, 1,2, .... Then

Z C,‘l --~,~kdx,-l /\'-o/\dx,-k.

i <--<ip
Define
Z dCi1 C iy /\dx,-] JANRRI /\dxik.

i <--<iy

Note that d maps AK(Q) — AM1(Q). We call dw the exterior derivative of

k.

Forw € AY(RQ),
N

w = Z C,’dxi,
i=1

aC; oC; aC;
do = E ——d ;= E -5 _ = ; -
w = o, Xj Adx; (axi 8xj>dx Adx;

i<j
It follows that for f € C*,

N
ddf) =d (Z %dx,-)

i=1

0 0
=y - (f> dx; Adxj =0
= axl E)xj axj 0x;

ord? = 0 on C*. More generally,

Lemma4.8. d> = 0foreveryk; i.c., ifof € AK(Q), k arbitrary, then d(dw*) =
0.

To prove Lemma 4.8, it is useful to prove first
Lemmad4.9. Let o € AN(Q), o € A/(Q). Then
d(@* A o) = do* Ao + (=D*F A do.

NOTES

For an exposition of the material in this section, see, e.g., [. M. Singer and J. A.
Thorpe, Lecture Notes on Elementary Topology and Geometry, Scott, Foresman,
Glenview, Ill., 1967, Chap. V.
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The 9-Operator

Note. As in the preceding section, the proofs in this section are left as exercises.

Let €2 be an open subset of C".

The complex coordinate functions zj, ..., 2z, as well as their conjugates
71, , Zn lie in C*°(2). Hence the forms
dzi, ..., dz,, dzi, ..., d7z,

all belong to A'(2). Fix x € Q. Note that A/(T,) = T} has dimension 2n over
C, since C" = R*". If x; = Re(z;) and y; = Im(z;), then

dx)x, ..., (d-xn)x’ (dyl))m cee (dyn)x
form a basis for 7F. Since dx; = 1/2(dz; + dz;) and dy; = 1/2i(dz; — dz;),
dz1)xs - - - (dzn)xs dzD)x, -5 (dZn)x

also form a basis for 7. In fact,
Lemma 5.1. Ifo € AY(Q), then
n
w = Zadej + bjdz;,
i=1
where aj, b € C*.
Fix f € C*. Since (xy, ..., Xu, 1, . . ., y») are real coordinates in C",

df = Z—d + fd,
Yij
1 0 1 a 1 1 d
_Z _f — _f_ dz; + _f.___._f dz;.
0x; 2 dy; 2i ox; 2 2i dy;

27



28 5. The 3-Operator

Definition 5.1. We define operators on C* as follows:

ad 1 d .0 d 1 d 4 d
_— = = _— =1 — , _ = = —_— 1 — .
aZj 2 8x‘,~ 8yj aZj 2 ij 8y(,~

Then for f € C*,

4 9
(1) df = Z—d + o f Zj.

Definition 5.2. We define two maps from C* — AI(Q), 9 and 9. For f eC*™,
af = Z dz,, af = Z dz,

Note. 3f +df =df,if f € C®.
We need some notation. Let I be any r-tuple of integers, I = (i1, iz, ..., i),
1 <i; <n,all j.Put
dZ[ = de] VANKICIERVAN dZi,-

Thus dz; € A" ().
Let J be any s-tuple (ji, ..., js), | < jr < n,allk, and put

dzy =dz;, N--- ANdZj,.
Sodz; € A*(2). Then
dz; Adzy € NTT(Q).
For I as above, put |I| = r. Then |J| = s.

Definition 5.3. Fix integers r, s > 0. A™*(2) is the space of all ® € A" (Q)
such that

= ZaldeI Ndzy,
1J
the sum being extended over all 7, J with |I| = r, |J| = s, and with each
ajy € (Gha
An element of A"¥(2) is called a form of type (r, s). We now have a direct sum
decomposition of each AK(Q):

Lemma 5.2.

AQ) = A"(@Q) @ AT @ APFTERQ @ - @ AMUQ).

We extend the definition of d and 9 (see Definition 5.2) to maps from AF(Q) —
AFL(Q) for k, as follows:
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Definition 5.4. Choose o* in AF(w),

o = Zaudm ANdzy,
1,J

dok = Zaa,, Adzp AdZy,
1,J

and

éa)k = Zéa” ANdzy ANdZy.

17
Observe that, by (1), if »* is as above,

E_ia)k +8wk = Zda” ANdzp Ndzy = da)k,
1,J

so we have
(2) d+d=d

as operators from A¥(Q) — AT1(Q). Note that if v € A", dw € AT and
dw € AT

Lemma5.3. 2 =0,82 =0, and 39 = 39 = 0.

Why is the d-operator of interest to us? Consider d as the map from C* —
A'($2). What s its kernel?
Let f € C*. df = 0if and only if
a
3) Tf:0in52, j=12,...,n
0z;

For n = 1 and 2 a domain in the z-plane, (3) reduces to

% =0 or % +i % = 0.
For f = u + iv, u and v real-valued, this means that
g
dx dy’ ox ay’

or u and v satisfy the Cauchy-Riemann equations. Thus here

of = 0in Q is equivalentto f € H(2).

Definition 5.5. Let 2 be an open subset of C". H(S2) is the class of all f € C*™
with E_)f = 0 in €, or, equivalently, (3).

We call the elements of H (2) holomorphic in Q2. Note that, by (3), f € H(2)
if and only if f is holomorphic in each fixed variable z; (as the function of a single
complex variable), when the remaining variables are held fixed.
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Let now 2 be the domain
{z e Cn||Zj| <Rj,j=1,...,n},

where Ry, ..., R, are given positive numbers. Thus €2 is a product of n open plane
disks. Let f be a once-differentiable function on ;i.e., f/dx; and 9f/dy; exist
and are continuous in 2, j = 1, ..., n.

Lemma 5.4. Assume that 0f/0z; = 0,j = 1,...,n, in Q. then there exist
constants A, in C for each tuple v = (vy, ..., v,) of nonnegative integers such
that

f@ =) Az,

where 7' = z' - z5’ - - -z, the series converging absolutely in @ and uniformly
on every compact subset of Q.

For a proof of this result, see, e.g., [Ho, Th. 2.2.6].

This result then applies in particular to every f in H(2). We call ) A,z" the
Taylor series for f at 0.

We shall see that the study of the d-operator, to be undertaken in the next
section and in later sections, will throw light on the holomorphic functions of
several complex variables.

For further use, note also

Lemma 5.5. Ifa)k e AK(Q) and o € N(Q), then

I A ) =3 Ao+ (—Dfr A D).
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The Equation du = f

As before, fix an open set 2 C C". Given f € ASH(Q), we seek u € A™ such
that

(1) u=f
Since 32 = 0 (Lemma 5.3), a necessary condition on f is
2) af = 0.

If (2) holds, we say that f is d-closed. What is a sufficient condition on f? It
turns out that this will depend on the domain €.

Recall the analogous problem for the operator d on a domain Q C R”". If o is
a k-form in AF(2), the condition

3) do* =0 (w is “closed”)
is necessary in order that we can find some ¥~! in AK=1(Q) with
4) dt*! = o,

However, (3) is, in general, not sufficient. (Think of an example when k = 1
and Q is an annulus in R2.) If 2 is contractible, then (3) is sufficient in order that
(4) admit a solution.

For the d-operator, a purely topological condition on € is inadequate. We shall
find various conditions in order that (1) will have a solution. Denote by A" the
closed unit polydisk in C" : A" = {z € (C”||zj| <1,j=1,...,n}L

Theorem 6.1 (Complex Poincaré Lemma). Let Q2 be a neighborhood of A".
Fixw € AP9(R), g > 0, with 0w = 0. Then there exists a neighborhood 2* of
A" and there exists w* € AP9~1(Q*) such that

dw* = win Q.
We need some preliminary work.

31
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Lemma 6.2. Let ¢ € C'(R?) and assume that ¢ has compact support. Put
1 dx dy
e@)=—= [ ¢ .
T R2  —

¢
Then ® € C'(R?) and /3¢ = ¢(¢), all ¢.
PrOOF. Choose R with supp ¢ C {z|z] < R}.

1
T®() = ¢(2)

|zI<R {—z

. dx'dy
dxdy:/ ¢ —7) ,y
lz/—¢I<R z

dx'dy'
=/ o(c — ) =2
R2 Z

Since 1/7 € L'(dx’ dy’) on compact sets, it is legal to differentiate the last
integral under the integral sign. We get

dx'dy’' ¢ . dx'dy’
— = —=C—-2)—;
Z Rr2 02 z

n@U—/ L ip -
T ST

_/ %()dxdy
T ez Y-z

On the other hand, Lemma 2.5 gives that
¢ dx d
(@) =/ 89 &y,
R2 0z Z— ;
Hence 0®/9¢ = ¢. 0

Lemma 6.3. Ler Q2 be a neighborhood of A" and fix f in C*°(Q). Fix j,1 < j
< n. Assume that
of . .
5) — =0inQ, k=ky, ..., ks, eachk; # j.
0Zx
Then we can find a neighborhood 21 of A" and F in C*°(2y) such that
(@) dF/3¢; = fin Q.
(b) dF/35 =0inQy, k =k, ..., k.
ProOOF. Choose ¢ > O sothatifz = (z1,...,z,) € C"and |z,] < 1 + 2¢ for
all v, then z € Q.
Choose ¥ € C>(R?), having support contained in {z||z| < 1 + 2¢}, with
Y(z) = 1lfor|z|] < 1+ . Put

F(Li, .o 8jrns Cn)

1 dx dy
=——f Y@L Crn oo Gt Gt L)
T JRr2 Z_é-j
For fixed ¢1, ..., &j—1, §jgts - - -, & With [§,] < 1 + ¢, all v, we now apply

Lemma 6.2 with

Q@) =@ f&, 8-, 2, 81 - n G, 1zl < 1+ 2¢
=0 outside supp .
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‘We obtain
oF
a_é_'-(;‘]’ L) §]5 R ;‘l‘l) = ¢(§j) = f(§19 L] é‘j—h §]5 §j+19 L] é‘l‘l)v
J
if |¢;] < 1+ ¢, and so (a) holds with
Q) ={¢ € C"|¢y] < 1 + ¢, all v}

0
Part (b) now follows directly from (5) by differentiation under the integral sign.

PROOF OF THEOREM 6.1. We call a form

Z Crjdz N dZ]

1.7

of level v, if for some I and J with J = (ji, j2, ..., V), where j; < jo <
- < v, we have C;; # 0; while for each I and J with J = (ji, ..., j;) where

Jj1 <--- < jyand j; > v, we have C;; = 0.

Consider first a form  of level 1 such that dw = 0. Then w € A”!'(Q) for
some p and we have

0= Za,alz1 Adzy, a; € C®(Q)  foreachl.
1

a 9
0=dw=3 "dz Adz Adzy.
Tk Tk

Hence (da;/9zx)dzx A dz; A dz; = 0O for each k and 1. It follows that

0
M0, k=z2.all
07k
By Lemma 6.3 there exists for every I, A; in C*°(£2), Q; being some
neighborhood of A", such that

dA; dA;
fzalandf ZO, k=2,...,ﬂ.
971 0Zk
Putd = Y, Aidz € APO(Q)).
- 0A
do =Y —Ldz Adz = 0.
Tk Tk

We proceed by induction. Assume that the assertion of the theorem holds when-
ever w is of level < v — 1 and consider w of level v. By hypothesis v € AP7(£2)
and dw = 0.

We can find forms « and S of level < v — 1 so that

w=dz, ha+f (why?).
0 =0dw = —dz, A da + 38,
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where we have used Lemma 5.5. So
(6) 0 = dz, A da — dP.
Put

a:Za”dzlAde, ﬂ:Zblde] ANdZy.
1,J 1,J

Equation (6) gives

_ dar; _ -
@) 0=di, A Y —=1d% Adz AdZy
L7k O%k
obyy

de A\ dZ] A dZJ

1Tk 9%k

Fix k > v, and look at the terms on the right side of (7) containing dz, A dzj.
Because o and § are the level < v — 1, these are the terms:

_ da _ _
dz, A 4de ANdzp ANdzy.
0Zk

It follows that for each I and J,

0
ar =0, k > v.

0Zk
By Lemma 6.3 there exists a neighborhood €2; of A" and, for each I and J,
Ay € C*®(R2) with

d0A 0A
_[J =dayy, _Ij = O’ k > v.
aZv aZk
Put
W = ZAIJdZI AdZy e AP Q)
7.7
- JA _ _
doy = Y ——dz Adzy AdZ
17k 9%k
= Zaudzv ANdzp ANdzg +y,
1.7

where y is a form of level < v — 1. Thus

dwy =dz, Na+y.
Hence

dw| — w = y — B
is a form of level < v — 1. Also

Iy —B) = 3w — ) = 0.
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By induction hypothesis, we can choose a neighborhood €2, of A" and 7 €
AP4=1(Q,) with 97 = y — B. Then
w) —1) =00 — 0T =w+( —B) — (v — ) = 0.

w; — T 1s now the desired w*. 0

NOTES

Theorem 6.1 is in P. Dolbeaut, Formes différentielles et cohomologie sur une
variété analytique complexe, I, Ann. Math. 64 (1956), 83-130; II, Ann. Math. 65
(1957), 282-330. For the proof cf. [H62, Chap. 2].
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The Oka-Weil Theorem

Let K be a compact set in the z-plane and denote by P (K) the uniform closure on
K of the polynomials in z.

Theorem 7.1. Assume that C\K is connected. Let F be holomorphic in some
neighborhood Q2 of K. Then F |k is in P(K).

PROOF. Let £ denote the space of all finite linear combinations of functions 1/(z —
a)?, where a € C\, p an integer > 0. By Runge’s theorem (Theorem 2.9), F|g
lies in the uniform closure of £ on K. We claim that £ C P(K). For let i be a
measure on K, u L P(K). Then for |a| large,

di(2) / o "
= — — |du =0.
/ z—a Z(): an+l H
But the integral on the left is analytic as a function of a in C\K and, since C\ K
is connected, vanishes for all ¢ in C\ K. By differentiation,

d
/ MO o, 12 aeC\K.
(z —ay
Thus u L L£,so L C P(K), as claimed. The theorem follows. 0

How can we generalize this result to the case when K is a compact subset of
C',n > 1?

What condition on K will assure the possibility of approximating arbitrary
functions holomorphic in a neighborhood of K uniformly on K by polynomials
nzy,...,2,?

Note that the condition “C\ K is connected” is a purely topological restriction on
K. No such purely topological restriction can suffice whenn > 1. As an example,
consider the two sets in C2.

Ki = {(", 00 <6 <27},
Ky = {(€?, e7))0 < 6 < 27},

36
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The two sets are, topologically, circles. The function F(z1,z2) = 1/z; is
holomorphic in a neighborhood of K.

Yet we cannot approximate F uniformly on K by polynomialsin z;, z». (Why?)
On the other hand, every continuous function on K is uniformly approximable
by polynomials in z;, z2. (Why?)

To obtain a general condition valid in C" for all n we rephrase the statement
“C\K is connected” as follows:

Lemma 7.2. Let K be a compact set in C. C\K is connected if and only if for
each xy € C\K we can find a polynomial P such that

M PG| > max |Pl.

Proor. If C\K fails to be connected, we can choose x% in a bounded component
of C\K and note that (1) violates the maximum principle.

Assume that C\K is connected. Fix x* € C\K. Then K U {x°} is a set with
connected complement. Choose points x, — x° and x, # x°. Then

fa(@) =

7 — X,

is holomorphic in a neighborhood of K U {x°}. Hence by Theorem 7.1 we can find
a polynomial P, with

1
< -, all z € K U {xo}.
n

Pn(Z) -

Z_-xn

For large n, then, P, satisfies (1). O

Definition 7.1. Let X be a compact subset of C". We define the polynomially
convex hull of X, denoted h(X), by

h(X) = {z € C"[|Q(2)] < max |Q|

for every polynomial Q}.
Evidently A (X) is a compact set containing X.

Definition 7.2. X is said to be polynomially convex if h(X) = X.
Note that X is polynomially convex if and only if for every x* in C"\ X we can
find a polynomial P with

2) |P(x%)| > max |P|.

For X C C, Lemma 7.2 now gives that C\ X is connected if and only if X is
polynomially convex. Theorem 7.1 can now be stated: For X C C, the approxima-
tion problem on X is solvable provided that X is polynomially convex. Formulated
in this way, the theorem admits generalization to C" forn > 1.

Theorem 7.3 (Oka-Weil). Let X be a compact, polynomially convex set in C".
Then for every function f holomorphic in some neighborhood of X, we can find a
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sequence { P} of polynomials in z,, . . ., z, with

P; — funiformly on X.
Note. In order to apply this result in particular cases we of course have to verify
that a given set X is polynomially convex. This is usually quite difficult. However,

we shall see that in the theory of Banach algebras polynomially convex sets arise
in a natural way.

André Weil, who first proved the essential portion of Theorem 7.3 [L’Intégrale
de Cauchy et les fonctions de plusieurs variables, Math. Ann. 111 (1935), 178-182],
made use of a generalization of the Cauchy integral formula to several complex
variables. We shall follow another route, due to Oka, based on the Oka extension
theorem given below.

Definition 7.3. A subset I1 of C" is a p-polyhedron if there exist polynomials
Py, ..., P, such that

M={zeClz;] <1,aljand|P(2)| <1 k=12,...,5}
Lemma 7.4. Let X be a compact polynomially convex subset of A" Let O be an
open set containing X. Then there exists a p-polyhedron Il with X C T1 C O.

PrROOF. For each x € A"\QO there exists a polynomial P, with |P,(x)| > 1 and
|Py]| < 1lonX.

Then |P,| > 1 in some neighborhood N, of x. By compactness of A"\O, a
finite collection V,,, ..., N, covers A"\O. Put

M={ze AP, <1,...,|P, ()] <1}
Ifz € X,thenz € I1,s0 X C II.
Suppose thatz & O.If z € A", thenz € T1.If z € A", thenz € A"\O. Hence
zZ € ./\/xj for some j. Hence |Py;(z)| > 1. Thus z ¢ IT. Hence IT C O. |
Let now IT be a p-polyhedron in C”,
N={zeA"P@@)|=<1j=1...r}
We can embed IT in C"*" by the map
C:z— (z, Ai(2), ..., P(2).
® maps IT homeomorphically onto the subset of A"*" defined by the equations
Znp1 — P1(@) =0,..., 24, — P(2) = 0.
Theorem 7.5 (Oka Extension Theorem). Given f holomorphic in some neigh-

borhood of T1; then there exists F holomorphic in a neighborhood of A" such
that

F(z, Pi(z), ..., P.(2)) = f(2),allz € TI.
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The Oka-Weil theorem is an easy corollary of this result.

PROOF OF THEOREM 7.3.  Without loss of generality we may assume that X C A”".
(Why?) f is holomorphic in a neighborhood O of X. By Lemma 7.4 there exists
a p-polyhedron IT with X C IT C O. Then f is holomorphic in a neighborhood
of I1. By Theorem 7.5 we can find F satisfying

3) F(z, P1(2), ..., P.(2)) = f(2), z € I,

F holomorphic in a neighborhood of A"*". Expand F in a Taylor series around 0,

Vy o Vn+l1 Vntr

v
F(z, zpy1s - -+ Zn+r) = Zale] %y Lyt Lt
v

The series converges uniformly in A"*". Thus a sequence {S;} of partial sums of
this series converges uniformly to F on A"*", and hence in particular on @ (IT).
Thus

Si(z P12 ..., Pr(2))

converges uniformly to F(z, Pi(2), ..., P.(z)) for z € TI, or, in other words,
converges to f(z), by (3). Since S;(z, Pi(z), ..., P.(z)) is a polynomial in z for
each j, we are done.

We must now attack the Oka Extension theorem. We begin with a generalization
of Theorem 6.1.

Theorem 7.6. Let I1 be a p-polyhedron in C" and 2 a neighborhood of T1. Given
that ¢ € AP1(S2), g > O, with ¢ = O, then there exists a neighborhood €2, of
I and ¢ € AP2~1(Q)) with 3y = ¢.

First we need some definitions and exercises.
Let €2 be an open set in C" and W and open set in Ck.Letu = (uy, ..., u,) be
amap of W into Q. Assume that each u; € C*(W).

EXERCISE 7.1. Leta € C*®°(R2),soa(u) € C*°(W). Then

n 8 a
dla@) =Y %(u)duj n %(u)dﬁj.
J

j=1 9%J

Both sides are forms in Al (W).
Let 2, W, and u be as above. Assume that each u; € H(W). For each I =

(il"--vir)7J: (jl""?js)pUt
du; :du[] /\dlzt,'2 AR /\du[r

and define du; similarly. Thus du; A duy € A>(W).
Fix w € A (),

w = Za”dz, AdZy.

1,J
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Definition 7.4.

oW) =Y ardu; Adii; € NF(W).
1,J

EXERCISE 7.2. d(w(u)) = (dw)(u) and 3(w (1)) = (dw)(u). We still assume, in
this exercise, that each u; is holomorphic.

PROOF OF THEOREM 7.6. We denote

P, ....q) ={ze AYlg;@I < 1,j =1,...,r},

the g; being polynomials in z, . . ., zx. Every p-polyhedron is of this form.

We shall prove our theorem by induction on r. The case r = 0 corresponds to
the p-polyhedron A* and the assertion holds, for all k, by Theorem 6.1.

Fix r now and suppose that the assertion holds for this r and all k¥ and

all (p,q),q > 0. Fix n and polynomials pi, ..., p,+1 in C" and consider
¢ € AP1(Q), Q some neighborhood of P*(py, ..., pr+1). We first sketch the
argument.

Step 1. Embed P"(py, ..., pyy1) in P""(py, ..., p,) by themap u : z —
(z, pr+1(2)). Note that py, ..., p, are polynomials in zy, . . ., Z,41 Which do not
involve z,41. Let >_ denote the image of P"(py, ..., pr4+1) under u. 7w denotes

the projection (2, z,4+1) — 2z from C"*! — C". Note w o u = identity.

Step 2. Find a d-closed form @, defined in a neighborhood of
P (p1, ...\ pr)
with ®; = ¢ () on ) _.
Step 3. By induction hypothesis, 3¥ in a neighborhood of P (py, ..., p,) with
oW = ®. Put Yy = W(u). Then
Y = (OW)(u) = () = ¢.
As to the details, choose a neighborhood 2| of P"(py, ..., pr+1) With Q, c Q.

Choose A € C®(C"),» = 1on L, = Ooutside Q. Put ® = (A-¢)(1), defined
= 0 outside 7~ (R).

Let x be a form of type (p, ¢) defined in a neighborhood of P"*!(py, ..., p,).
Put
4 D =D — (Zpp1 — pr1(2) - X

Then ®; = ® = ¢(r)on ) . )
We want to choose x such that ®; is d-closed. This means that

3D = (Zus1 — Pr1(2)dx
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or
- AP
3) = — 0%
(Zn+1 - Pr+1(Z))
Observe that 3® = 3¢ () = 0 in a neighborhood of >, whence the right-hand

side in (5) can be taken to be 0 in a neighborhood of > and is then in C* in a
neighborhood of P"*!(py, ..., p,). Also

- dd
0y ———— ¢+ =0
{ (Znt1 — pr1(2) }

By induction hypothesis, now, dy satisfying (5). The corresponding @, in (4) is
then d-closed in some neighborhood of P"*!(py, ..., p.). By induction hypoth-
esis again, 3a (p, g — 1) form W in a neighborhood of P”*'(pl, ..., pr) with
oW = ®&,. Asin step 3, then, making use of Exercise 7.2, we obtain a (p, g — 1)
form i in a neighborhood of P"(py, ..., p,+1) With 51// = ¢. |

We keep the notations introduced in the last proof.

Lemma 7.7. Fix k and polynomials q, ..., q, inz = (21, ..., 2x). Let f be
holomorphic in a neighborhood W of 1 = P*(qy, ..., q,). The 3F holomorphic
in a neighborhood of Tl = Pk“(qg, ..., qy) such that

F(z,q1(2)) = f(2), all z € TI.
[Note that if z € II, then (z, ¢ (z)) € IT'.]

PROOF. Let ) be the subset of I1" defined by z;4+1 — ¢1(z) = 0. Choose ¢ €
C3(m~"(W)) with ¢ = 1 in a neighborhood of ).
We seek a function G defined in a neighborhood of IT’ so that with
F(z, zi1) = 02, 2k41) f(2) = @iyt — q1(2)G (2, 2i41),

F is holomorphic in a neighborhood of IT'. We define ¢ - f = 0 outside 7~ (W).
We need 0 F = 0 and so

fo¢ = (zis1 — q1(2))dG
or
©) G- 1% _,
(Zk+1 — q1(2))

Note that the numerator vanishes in a neighborhood of )", so w is a smooth form
in some neighborhood of I1". Also dw = 0. By Theorem 7.6, we can thus find
G satisfying (6) in some neighborhood or IT'. The corresponding F' now has the
required properties. O

PROOFOFTHEOREM 7.5. pjy, ..., p, are given polynomialsinzy, ..., z,and Il =
P"(pi1, ..., pr). f is holomorphic in a neighborhood of I[T. For j = 1,2, ...,r
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we consider the assertion
A(j) : 3F holomorphic in a neighborhood of P"*/(p,,1, ..., p,)

such that F;(z, p1(2), ..., pj(2)) = f(2),all z € II.
A(1) holds by Lemma 7.7. Assume that A(j) holds for some j. Thus F; is holo-

morphic in aneighborhood of P"*/(p;i, ..., p;). By Lemma7.7,3F, is holo-
morphic in a neighborhood of P"™/ 1 (p;is, ..., p,) with Fj1(¢, pj+1(z) =
Fj(é‘)’ C € Pthj(pj-Ha DRI Pr), and C = (Z’ Zndls - - o> Zn+j)-

By choice of F;.

Fi(z, pi(2), ..., pj(@) = f(2), all z in I1.

Hence

Fini(z, p1(@), ..., pj@, pi+1(2) = f(2), all z in IT.

Thus A(j + 1) holds. Hence A(1), A(2), ..., A(r) all hold. But A(r) provides F
holomorphic in a neighborhood of A"*" with

F(z, p1@), ..., p@) = f(2), all zin I1.
[l

EXERCISE 7.3. Let 2 be a uniform algebra on a compact space X with generators
81s - .., &n (i.e., A is the smallest closed subalgebra of itself containing the g;).
Show that the map

x = (&1(x), ..., &(x))

maps M (2() onto a compact, polynomially convex set K in C", and that this map
carries 2( isomorphically and isometrically onto P(K).

EXERCISE 7.4. Let X be acompact setin C". Show that M (P (X)) can be identified
with 2 (X). In particular, if X is polynomially convex, M(P (X)) = X.

NOTES

Theorem 7.5 and the proof of Theorem 7.3 based on it is due to K. Oka, Do-
maines convexes par rapport aux fonctions rationelles, J. Sci. Hiroshima Univ. 6
(1936), 245-255. The proof of Theorem 7.5 given here is found in Gunning and
Rossi [GR, Chap. 1].
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Operational Calculus in Several
Variables

We wish to extend the operational calculus established in Section 3 to functions
of several variables. Let 2 be a Banach algebra and x;,...,x, € A If Pisa
polynomial in n variables

P ovz) = ) Az -,
v

it is natural to define

P(xi,...,x,) = ZA\,)C;)‘ coexy e A
We then observe that if y = P(xy, x5, ..., X,), then
(D y=P(,...,X%,) on M.

Let F be a complex-valued function defined on an open set 2 C C”". In order
to define F(xy, ..., X,) on M we must assume that & contains

{G1(M), ..., X, (M)|M € M}.
Definition 8.1. o (x|, ..., x,,), the joint spectrum of x, . . . , X, is {(X; (M), . . .,

X (M)IM € M}.
When n = 1, we recover the old spectrum o (x). You easily verify

Lemma8.1. (A,...,X,)inC" liesino(xy, ..., x,) if and only if the equation
Yoyt =) =1
j=1

has no solution yy, ..., y, € 2.

We shall prove

Theorem 8.2. Fix xi,...,x, € U Let Q be an open set in C" with

o(x1,...,x,) C Q. Foreach F € H(S) there exists y € 2 with

2 M) = Fx((M), ..., x,(M)), allM € M.

43
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Remark. This result is, of course, not a full generalization of Theorem 3.3.
We shall see that it is adequate for important applications, however, When 2
is semisimple, we can say more. In that case y is determined uniquely by (2) and
we can define

F(xi,....,xp) = y.

Now H (€2) is an F'-space in the sense of [DSch, Chap. II]. Hence by the closed
graph theorem (loc. cit.), the map

F—> F(xi,...,x,)

is continuous from H(2) — 2. Thus

Corollary. If2issemisimple, F; — F in H(Q) implies that Fj(xy, ..., x,) —
F(xy,...,x,)in%

We shall first prove our theorem under the assumption that

X1, ..., X, generate 2; i.e., the smallest closed subalgebra of 2
3) containing X1, ..., X, coincides with .
Lemma 8.3. Assume (3). Then o(xy, ..., X,) is a polynomially convex subset
of C".
ProoF. Fix 20 = (2¥, ..., %) with
10(z%)| < max |Q], all polynomials Q,
where 0 = o (xq, ..., X,).
max |Q] = max Q1 ...\ X)) = max [Q(x1, ooy X0)
< Qx1, ..., xp)Il-
Hencethemap x : Q(x1, ..., x,) — Q(2°)isabounded homomorphism from

a dense subalgebra of 2l — C. (Check that x is unambiguously defined.) Hence
x extends to a homomorphism of A — C, so AMy € M with x(f) = f(My),
all f € 2L In particular,

X(xj):jej(MO)OrZ?:)ACj(Mo), j=1,...,n

Thus z° € o. Hence o is polynomially convex. O

EXERCISE 8.1. Let F be holomorphic in a neighborhood of AV with
F@) =) G- oy

Given that y, ..., yy € A, max |y, < 1, all j. Then

chyl
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converges in 2.

PROOF OF THEOREM 8.2, ASSUMING (3). Without loss of generality, ||x;|| < 1 for
all j ByLemma8.3,0 = o(xy, ..., x,) is polynomially convex, and o0 C A”".By
Lemma 7.4, 3 a p-polyhedron [[ witho C [] € @, ] = P"(p1, ..., pr). Fix
¢ € H(R2). By the Oka extension theorem, 3® holomorphic in a neighborhood
of A" with

Q@ 2 1R @) = 0@, ze]].

Put yiy=x1, ..., Y0 = Xns Ynt1 = P1(X15 « oo X))y ooy Yur = Pr(X1, 00, Xa).
We verify that max |51j| <1,j=1,2,...,n+ r. By Exercise 8.1,

3 Cory - (o) (p, ()

converges in 2 to an element y, where ) " C,¢" is the Taylor expansion of ® at
0 and p;(x) denotes p;(xy, ..., x,). Then

YM) = @G (M), ..., 5(M), pr(X(M)), ..., pr(X(M)))
= ¢ (M), ..., %, (M)), all M € M,
since (x1(M), ..., X,(M)) € o C []. We are done.
If we now drop (3), o is no longer polynomially convex. Richard Arens and

Alberto Calderon fortunately found a way to reduce the general case to the finitely
generated one.

Let x1,...,x, € 2, let W be an open set in C" containing o (xy, ..., X;),
and fix F € H(W). For every closed subalgebra 21’ of 2 containing elements
L1y o, Grof A letog (&1, - - ., &) denote the joint spectrumof ¢y, . . . , & relative
to 2A'.

Assertion. 3Cy, ..., C,, € 2 such that if B is the closed subalgebra of A
generated by xy, ..., x,, C, ..., Cy, then
(@) og(x1,...,x,) C W.

Grant this for now. Let 7 be the projection zi, ..., Zu, Zn+1s - - + » Zntm) —>
(z1, ..., 2y) of C*™ — C". Because of (4), og(x1, ..., %, C1,...,Cpn) C
7~ (W). Define a function ¢ on 7' (W) by

¢)(Z17 ooy Zns Zngls oo vy Zn+m) = F(Zl’ ey Zn)'
Thus ¢ is holomorphic in a neighborhood of o (x4, ..., x,, Cy, ..., Cy), and

s0, by Theorem 8.2 under hypothesis (3) applied to B and the set of generators
X1y ..., Cyp,dy € B with

j\):¢(£17---s£n,él,...ém)
= F(Xy, ..., %,) on M(B).

If M € M,then M N B € M(B) and hence y(M) = F(xi(M), ..., X,(M)).
We are done, except for the proof of the assertion.
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Let 2y denote the closed subalgebra generated by xi, ..., x, and put oy =
o9, (X1, - .., xy). If 09 C W, take B = . If not, consider ¢ € op\W.
Since ¢ € o(x1, ..., %), Ay1, ..., yu € Asuch that Z;zl yilx; —¢) =1L

Denote by 2((¢) the closed subalgebra generated by x, . . ., x,, y1, . .., ¥,- Then
Ineighborhood N; of ¢ in Csuch thatifa € NV, then ) y;(x; —a;) isinvertible
in 2(¢). It follows that if @ € N, then & & og() (X1, .. ., Xy).

By compactness of op\W, we obtain in this way a finite covering of
oo\W by neighborhoods N;. We throw together all the corresponding y; and
call them Cy, ..., C,, and we let B be the closed subalgebra generated by
Xls+voyXn, Cp, ..., Cyp. Note that og(xy, ..., x,) C 0p. (Why?) If @ € oo\ W,
then « lies in one of our finitely many M, and so duy,...,u, € B such
that Zj uj(x; — a;) is invertible in B. Hence ¢ ¢ op(xy, ..., x,). Thus
op(xy, ..., x,) C W, proving the assertion. Thus Theorem 8.2 holds in general.

As a first application we consider this problem. Let 2 be a Banach algebra and
x € 2. When does x have a square root in 2, i.e., when we can find y € 2 with
y2 = x?

An obvious necessary condition is the purely topological one:

3) 3y € C(M)  with y> = % on M.
Condition (5) alone is not sufficient, as is seen by taking, with D = {z| |z|] < 1},
2 ={f € AD)|f'(0) = 0}.

Then z% € 2, z & 2, but (5) holds. However, one can prove

Theorem 8.4. Let A be a Banach algebra, a € 2. and assume that 3h € C(M)
with h®> = a. Assume also that G never vanishes on M. Then a has a square root
in 2.

We approach the proof as follows: First find ay, ..., a, € 2 such that IF
holomorphic in a neighborhood of o (a, as, ..., a,) in C" with F? = z,. By
Theorem 8.2, Iy € A, with § = F(a, as, . . ., a,) on M. Then $> = a on M. If
2 is semisimple, we are done. In the general case, put p = a —y*. Then p € rad 2.
Since % = a, y*isinvertible and p/y? € rad 2. Then (y/1 + p/y?)? = y*(1+

p/¥?) = a, so yy/1 + p/y? solves our problem provided that /1 + p/y2 € 2.
It does so by

EXERCISE 8.2. Let 2L be a Banach algebra and x € rad 2. Then 3¢ € A with
(’=14+xand¢ = 1on M.

We return to the details.

Lemma 8.5. Given a as in Theorem 8.4, Jay, ..., a, € 2 such that if K =
o(a,ay, ...,a,) C C", thenwe canfind H € C(K) with H*> = 7, on K.
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PROOF. In the topological product M x M put
S = {(M, M))|n(M) + h(M') = 0},

where / is as in Theorem 8.4. S is compact and disjoint from the diagonal. (Why?)
Letx = (M, M) € S. Since M| # My, 3b, € Qlwnhb (M) —b (M) # 0.
By continuity b, (M) — b (M) 75 0 for all (M, M) in some neighborhood N; of
xin S.By compactness,./\/h, e, J\/xn cover S for a suitable choice of x5, . . ., x,.
Puta; = bx/.,j =2,...,n.Put

K =o0(a,a,...,a,)

and fix z = (a(M), ax(M), ..., a,(M)) € K.
We define a function H on K by H(z) = h(M). To see that H is well defined,
suppose that for (M, M') € M x M,

(©6) aMy = aM'), a;(M) =a;(M'), j=2,....n

(M, M") ¢ S, for this would imply that (M, M) € N, for some j, denying
(6). Hence h(M) # —h(M’). By (6), h2(M) = h*(M"). Hence h(M) = h(M'),
as desired. It is easily verified that H is continuous on K, and that H 2—z. O

PrROOF OF THEOREM 8.4. It only remains to construct F holomorphic in a
neighborhood of K with F? = z;.

For each x € K and r > 0, let B(x, r) be the open ball in C" centered at
x and of radius . If x = (oy,...,®,) € K, # 0. Hence Ir > 0 and F,
holomorphic in B(x, r), with sz = z; in B(x, r). By compactness of K, a fixed r
will work for all x in K. This is not enough, however, to yield an F' holomorphic in
a neighborhood of K with F? = z;. (Why not?) But we can require, in addition,
that F/, = H in B(x,r) N K. Put Q = Uxe,( B(x,r/2). For ¢ € Q, define
F(¢) = Fy(¢)if ¢ € B(x,r/2), x € K. To see that this value is independent of
x € K, suppose that ¢ € B(x,r/2) N B(y,r/2),x,y € K.

Theny € B(x, r) N K.Hence F,(y) = H(y).Also, F,(y) = H(y). Hence F,
and F, are two holomorphic functions in B(x, r) N B(y, r / 2) with F; 2 = F 2=z
thereande = Fyaty.So Fy(¢) = F,(¢).(Why?) Thus F' € H(S2) andF2 =2z
in Q. |

Theorem 8.4 holds when the square-root function is replaced by any one of
a large class of multivalued analytic functions. (See the Notes at the end of this
section.)

As our second application of Theorem 8.2, we take the existence of idempotent
elements.

Theorem 8.6 (Silov Idempotent Theorem). Ler 2 be a Banach algebra and
assume that M = M| U M, where My and M, are disjoint closed sets. Then
Je e Awithe* = eandé = 1 on My and é = 0 on M,.
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Lemma 8.7. Jay, ..., ay € U such that if a is the map of M — CV : M —
(@ (M), ...,ax(M)), then a(My) Na(My) = @.

The proof is like that of Lemma 8.5 and is left to the reader.

PROOF OF THEOREM 8.6. By the last Lemma, Jay, ..., ay € 2, so that a(M)

and @(M,) are disjoint compact subsets of CV. Choose disjoint open sets W, and

W, in CV with aM;) Cc W;,j =1,2.Put W = W; U W, and define F in W

by F = 1on W, and F = Oon W,. Then F € H(W). By Theorem 8.2,3r €

with y = F(aj,...,a,) on M. Theny = 1 on My, y = 0 on M,. We seek

u € rad Asothat (y +u)> = y +u. Then e = y + u will be the desired element.
The condition on u <

N w4+ Qy—Du+p=0,

where p = y> — y € rad 2.
The formula for solving a quadratic equation suggests that we set

2y — 1 2y — 1

S S B
where ¢ is the element of 2, provided by Exercise 8.2, satisfying
4 A
r=1- P and =1
2y — 1?

We can then check that u has the required properties, and the proof is complete.
Corollary 1. If M is disconnected, 2 contains a nontrivial idempotent.

Corollary 2. Let U be a uniform algebra on a compact space X. Assume that M
is totally disconnected. Then A = C(X).

Note. The hypothesis is on M, not on X, but it follows that if M is totally
disconnected, then M = X.

PROOF OF COROLLARY 2. If x1,xp € X, x; # X, choose an open and closed
set My in M with x; € My, x, & M;. Put M, = M\ M. By Theorem 8.6,
Je € A, e = 1 on M; and ¢ = 0 on M,. Thus e is a real-valued function in 2
which separates x| and x,. By the Stone-Weierstrass theorem, we conclude that
A = C(X).

Corollary 3. Let X be a compact subset of C". Assume that X is polynomially
convex and totally disconnected. Then P(X) = C(X).

PrROOF. The result follows from Corollary 2, together with the fact that
M(P(X)) = X.

NOTES
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Theorem 8.2 was proved for finitely generated algebras by G. E. Silov, On
the decomposition of a commutative normed ring into a direct sum of ideals,
A.M.S. Transl. 1 (1955). The proof given here is due to L. Waelbroeck, Le Calcul
symbolique dans les algebres commutatives, J. Math. Pure Appl. 33 (1954), 147-
186. Theorem 8.2 for the general case was proved by R. Arens and A. Calderon,
Analytic functions of several Banach algebra elements, Ann. Math. 62 (1955),
204-216. Theorem 8.4 is a special case of a more general result given by Arens
and Calderon, loc. cit. Theorem 8.6 and its corollaries are due to gilov, loc. cit.

Our proof of Theorem 8.4 has followed Hormander’s book [H6, Chap. 3].

For a stronger version of Theorem 8.2 see Waelbroeck, loc. cit., or N. Bourbaki,
Théories spectrales, Hermann, Paris, 1967, Chap. 1, Sec. 4.
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The Silov Boundary

Let X be a compact space and F an algebra of continuous complex-valued
functions on X which separates the points of X.

Definition 9.1. A boundary for F is a closed subset E of X such that
|f(x)|§m§1x|f|, all f e F,x € X.

Thus, for example, if D is the closed unit disk in C and P the algebra of
all polynomials in z, restricted to D, then every closed subset of D containing
{zl|z] = 1} is a boundary for P.

Theorem 9.1. Let X and F be as above. Let S denote the intersection of all
boundaries for F. Then S is a boundary for F.

Note.

(a) Itis not clear, a priori, that S is nonempty.

(b) S is evidently closed.

(c) It follows from the theorem that S is the smallest boundary, i.e., that S is a
boundary contained in every other boundary.

Lemma 9.2. Fixx € X\S. 3 aneighborhood U of x with the following property:
If B is a boundary, then B\U is also a boundary.

PROOF. x ¢ S and so 3 boundary Sy with x ¢ Sy. For each y € Sy, choose
fy € Fwith f,(x) =0, f,(y) = 2.

/\/y = {lfy| > 1}is aneighborhood of y. Then Jyy, ..., y; so thatJ\fy, U---u
Ny, D So. Write f; for f,,. Put
U={lAl<1,...,1fil <1}

Then U is a neighborhood of x and U N Sy = @
Fix a boundary B and suppose that B\U fails to be a boundary. Then 3f €
Fmax, | f| = 1, withmaxg\y | f| < 1.

50
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Assertion. 3n so that maxy |f"f;| < 1,i =1,...,k.

Grant this for now. Since Sy is a boundary, we can pick x € Sy with | f(x)| = 1.
By the assertion, |f;(x)| < 1,i =1,..., k.

Hence x € U, denying U NSy = . Thus B\U is a boundary, and we are done.

To prove the assertion, fix M with maxy |f;| < M,i = 1,..., k. Chose n so
that (maxg\y | f)" - M < 1. Then | f" f;| < 1 at each point B\U for every i. On
U, |f" fil < 1by choice of U. Hence the assertion.

PrOOF OF THEOREM 9.1. Let W be an open set containing S. For each x € X\W
construct a neighborhood U, by Lemma 9.2. X\ W is compact, so we can find
finitely many such Uy, say Uy, ..., U,, whose union covers X\ W.

X is a boundary. By choice of Uy, X\Uj is a boundary. Hence (X/U;)\U,; is a
boundary, and at last X* = X\(U; UU, U - - - U U,) is aboundary. But X* C W.
Hence if f € F, maxy | f| < supy | f|. Since W was an arbitrary neighborhood
of S, it follows that S is a boundary. (Why?) O

Note. What properties of F were used in the proof?

Let 2 be a Banach algebra. Then 2 is an algebra of continuous functions on
M, separating points. By Theorem 9.1 Ja (unique) boundary S for 2 which is
contained in every boundary.

Definition 9.2. S is called the Silov boundary of 2 and is denoted S 0.

EXERCISE9.1. Let €2be abounded plane region whose boundary consists of finitely
many simple closed curves. Then S(A(£2)) = topological boundary 92 of 2.

EXERCISE 9.2. Let Y denote the solid cylinder = {(z,f) € C x R||z| <1,0<
1 < 1}. Let AY) = {f € C(Y)| foreacht, f(z, t) is analytic in |z| < 1}. Then
SAUY)) = {z Dlzl =1,0 <t < 1}.

EXERCISE 9.3. Let Y be as in Exercise 9.2 and put L(Y) = {f € C(Y)|f(z, 1) is
analytic in |z] < 1}. Then S(L(Y)) = Y.

EXERCISE 9.4. Let A2 = {(z, w) € C?||z| < 1, |w| < 1} and A(A?) = {f €
C(AY)|f € H(S), where Q = interior of A?}. Show that S(A(A%) = T =
{(z, w)||z| = |w| = 1}. Note that here the Silov boundary is a two-dimensional
subset of the three-dimensional topological boundary of A2,

EXERCISE 9.5. Let B" = {z € C'| Y |z]* < 1} and A(B") = {f €

C(B")|f € H(R), 2 = interior of B"}. Show that S(A(B")) = topological
boundary of B".

Note that in all these examples, as well as in many others arising naturally,
the complement M\ S(2() of the Silov boundary in the maximal ideal space is
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the union of one or many complex-analytic varieties, and the elements of 9 are
analytic when restricted to these varieties.

We shall study this phenomenon of “analytic structure” in M\S(@) in several
later sections. .

We now proceed to consider one respect in which elements of %l act like analytic
functions on M\S’ ).

Let © be a bounded domain in C. We have

(1 For F € A(Q), x € ., [F()| < max |F|.

The analogous inequality for an arbitrary Banach algebra 2 is true by definition:
For f e A, x € M,

|7 ()| < max | f].
S

However, we also have a local statement for 2A(2). Fix x € Q and let U be a
neighborhood of x in 2. Then

2) For F € A(Q). |[F(x)| < max |F|.

The analogue of (2) for arbitrary Banach algebras is by no means evident. It is,
however, true.

Theorem 9.3 (Local Maximum Modulus Principle). Ler be a Banach algebra
and fix x € M\SR). Let U be a neighborhood of x with U C M\SR). Then
forall f e %,

3 7] < max |71,

Lemma 9.4. Let X be a compact, polynomially convex set in C" and U, and U,
be open sets in C" with X C Uy U U,. Ifh € H(U; N U,), then A a neighborhood
WofXandh; € HW NU;), j=1,2, sothat

hl—hQZhinWﬂUlﬂUz.

PrOOF. Write X = X; U X», where X; is compact and X; C U;,j = 1,2.
Choose f; € Cy°(Uy) with 0 < f; < 1l and f; = 1 on X,. Similarly, choose
fr» € C°(Uy). Then fi + f>» = 1on X, and so fi + f> > 0in a neighborhood
V of X.In V define

__h __h
A+ A’ ? A+ f

Thenny, n € C°(V),ni +n2 = 1inV,and suppn; C U;, j = 1, 2. Withno
loss of generality, U; = U; N V. Define functions H; in C*(U;), j = 1,2 by

m

H1 = T’]zh in U1 N Uz, H1 =0in U]\Uz.
H, = —mhin U; N Uy, H, = 0in U,\U;.
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Then
Hy — H, = (1 +n2)h = hinU; N U,.

Hence dH, = 9H, in U, N U,. Let f be the (0, 1)-form in U; U U, defined
by f = 9H, in U;, f = 3dH, in U,. Then f is d-closed in U; U U,. We can
choose a p-polyhedron [ | with X C [[ € U; U U,. By Theorem 7.6, then, 3 a
neighborhood W of [T and F € C®(W) withaF = f in W.

Puth; = Hj— FinU; N W, j =12 Thenh, —hy = hinU; N U, N W,
anddh; = f — f=0inU; N W;soh; € HU; N W), j=1,2. O

Lemma 9.5. Let K be a compact set in CN and U, and U, open sets with

“ UyuU, DK,

5) U NU, C {Rez; < 0} and dhy € HWUy), hy, € H(U>)
with

1
©)  hy—hy = —25

inU; NU, and KNU, C {Rez; <0}.
21

Then 3F holomorphic in a neighborhood of K with F = 1on K N{z; = 0} N U,
and |F| < 1 elsewhere on K.

PrROOF. By (5) we have in U; N Us,
Z]/’l1 — Z]hz = IOg 71 SO ezlh] = Zlezlhz.
It follows that if we define

f= e in Uy,
Zlezlh2 in U,,

then f € H(U; U U,). Also
(7) f never vanishes on K\ ({z; = 0} N U>).
Assertion. 3¢ > 0 such thatif z € K\({zy = 0} N U,), then f(z) lies outside
the disk {jw — ¢| < &}.
Assume first that z € U,. Then
21 =e " f, sozihy = e s f,

or zih, = C - f, with C € H(U,). Hence z; = fe ¢ = f + kf?, with
k € H(U,). By shrinking U, we may obtain |k| < M on U,, M a constant. Since
Re z; < 0 by (6), we have, at z,
0 > Re f + Re(kf?) = Re f — | f*|K|
> Re f — M|fI.
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Put f(z) = w = u + iv. Then
u— Mu*>+v*) <0,

and so

1\’ s
“Tom) TV T ame
Thus f(z) lies outside the disk:
1
= 5| < 5
2M 2M
On the other hand, K\U, is compact and f # 0 there. Hence for some r >

0, |f(z)| = rif z € K\U,. The assertion now follows.
Let D, be the disk {|{w — €| < ¢} just obtained and put

€
f—e
By choice of D,, F is holomorphic in some neighborhood of K. Also on {z;

0}NU,, F = 1since f = 0,and everywhereelseon K, |F| < 1since |f —¢| >
£. O

F=-

Lemma 9.6. Let A be a Banach algebra, T a closed subset of M and U an open
neighborhood of T. Suppose that 3¢ € A with¢ = 1lon T, |¢p| < 1 on U\T.
Then 30 € Awith® = 1on T, |P| < 1 on M\T.

PrOOF. T and M\U are disjoint closed subsets of M. Hence 3g3,..., g, €
2A such that if g : M — C"!isthe map m — (g&(m), ..., 8,(m)), then
2(T) N ZM\U) = #. (Why?)

Put gy = ¢ — 1. Then g, = Oon T and Reg; < 0 on U\T. Let now
G : M — C" be the map sending m — (g,(m), g2(m), ..., g,(m)). Then
GM) =0(g1,..., &) Wehave

(8) G(T) is a compact subset of {z; = 0},
) G (T) is disjoint from G (M\U),
(10) G(U\T) C {Rez; < 0}.

Choose a neighborhood A of G(T) in C* with A N G(M\U) = @. It is easily
seen that 3 an open set Dy in C" such that

(11) DyUA D GM) and Dy N A C {Rez; < 0}.

By a construction used in the proof of Theorem 8.2, 3Cy, ..., C,, € U such
that if B is the closed subalgebra generated by gy, ..., g, Ci, ..., Cy, then
op(g1, ..., &) C Dy UA.

Puto =o(gy,..., 8 Ci,...,Cp) C C" and let & be the polynomially
convex hull of o in C"*™_ Let 7 be the natural projection of C**" on C".
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Sinceo C op(gi, ..., & C1, ..., Cp),andsince the latter set is polynomially
convex because g1, ..., C, generate B,o C op(g1,..., &u C1,...,Cp), and
SO

7w (6) C mw(op(gr,-.-»Cn)) = 0B(g1, -, &n)-
Thus 7(6) C Dy U A, and so
(12) 6 ¢ 7 Y(Dy) U~ H(A).

Because of (11) we have
(13) 7 Y (Dy) N7 (A) C {Rez; < 0}.

Now & is polynomially convex and (log z;)/z; is holomorphic in 7 ~'(Dy) N
77 1(A). Lemma 9.4 then yields a neighborhood W of 6, and h; € H(@@ Y(Dy) N
W), hy € H(m@~'(A) N W) such that
log z1

71

We now apply Lemma 9.5 with 0 = K, U; = 7 Y (Dy) N W, and U, =
7~ (A)N W.Since 0 C &, hypotheses (4) and (5) hold. By choice of A and (10),
G(M)N A C {Rez; < 0}, whence o N7~ '(A) C {Rez; < 0}. So hypothesis
(6) also holds. We conclude the existence of F holomorphic in a neighborhood of
owith F =1lon{z; =0}Nm7~'(A)N(A)Noand |F| < 1 elsewhere on o.

By Theorem 8.2, 3® € A with

M) = F(&§i(M), ..., gu(M), C(M), ..., Cu(M))

hy —hy = in7t Y (Do) N7HA) N W.

forall M € M.For M € T,the corresponding pointof o isin {z; = 0}N7w~!(A),
so (M) = 1. For M € M\T, the corresponding point of ¢ is not in {z; =
0} Nz~ '(A), so |[P(M)]| < 1. O

PROOF OF THEOREM 9.3.  Suppose that (3) is false. Chose xo € U with |f(xo)| =
maxg | f|. Then

(14) |F o)l > max |71,

Without loss of generality, j‘(xo) =1.LetT = {y € f]|}‘(y) = 1}. Then T is
compact and C U. Put ¢ = %(1 + f). Then ¢ € 2[(25 =1lonT, |<;)| < 1lon
U\T.

Lemma 9.6 now supplies ® € 2, with ® = 1on T, |<i>| < 1 on M\T. Since
U C M\S’(Ql), we get that |ﬁ>| < 1 on 5’(91). This is impossible, and so (3)
holds. H

Note. Some, but not all, of the following exercises depend on Theorem 9.3.

EXERCISE 9.6. Let 2 be a Banach algebra and assume that S %+ M. Show that
the restriction of 2 to S(2) is not uniformly dense in C(S(2()).



56 9. The Silov Boundary

EXERCISE 9.7. Let 2 be a Banach algebra and assume that S %+ M. Show that
S(20) is uncountable.

EXERCISE 9.8. Let 2 be a Banach algebra and fix p € S (2). Assume that p is an
isolated point of S(2l), viewed in the topology induced on S(2[) by M. Show that
p is then an isolated point of M.

Theorem 9.7. Let 2 be a uniform algebra on a space X. Let Uy, Us, ..., Uy
be an open covering of M. Denote by L the set of all f in C(M) such that
for j = 1,...,s, flu, lies in the uniform closure of ™U|y,. Then L is a closed

subalgebra of C(M) and 5’([:) C X.

ProoOF. The proof is a corollary of Theorem 9.3. We leave it to the reader as
*Exercise 9.9.

EXERCISE9.10. Is Theorem 9.3 still true if we omit the assumption U C M\ S *A)?

NOTES

Theorem 9.1 is due to G. E. gilov, On the extension of maximal ideals, Dokl.
Acad. Sci. URSS (N.S.) (1940), 83-84. The proof given here, which involves no
transfinite induction or equivalent argument, is due to Hormander [H62, Theorem
3.1.18]. Theorem 9.3 is due to H. Rossi, The local maximum modulus principle,
Ann. Math. 72, No. 1 (1960), 1-11. The proof given here is in the book by Gunning
and Rossi [GR, pp. 62-63].
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Maximality and Rad6’s Theorem

Let X be a compact space and 2 a uniform algebra on X. Denote by || || the
uniform norm on C(X). Note that if x,y € 2, then x + y € C(X), so that
[lx 4+ y|| is defined.
Lemma 10.1 (Paul Cohen). Leta, b € 2. Assume that

|11 4+a+b|| < 1.
Then a + b is invertible in 2.

Note. When b = 0, this of course holds in an arbitrary Banach algebra.

PrOOF. Put f = a + b. We have
||1+a+l_)||<1, hence ||l +a + b|| < 1,
whence
IM+a+b+14+a+bl| <2ork =||1 +Refl]l <I.
For all x € X, then
|1 +Re f(x)| < k.

This means that f(x) lies in the left-half plane for all x, which suggests that for
small ¢ > 0,

1+ ef(x)
lies in the unit disk for all x. Indeed,
11+ ef )P =1+ f) +2eRe f(x)
<1+ ce? + 2de,

where c = || f||>andd = —1 +k < 0.Hence for smalle > 0, |1 +sf(x)| < 1
forall x, or ||1 + ef|| < 1, as we had guessed.
It follows that ef is invertible in 2 for some ¢ and so f is invertible. O

57
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We shall now apply this lemma to a particular algebra. Let D = closed unit disk
in the z-plane and I" the unit circle. Let A(D) be the space of all functions analytic
in D and continuous in D. Put

2o = (A(D)Ir

and give 2y the uniform norm on I". 2 is then isomorphic and isometric to A(D)
and is a uniform algebra on I". The elements of 2, are precisely those functions
in C(I") that admit an analytic extension to |z| < 1.

2y is approximately one half of C(I"). For the functions

e n=0,+1,+2, ...

span a dense subspace of C(I"), while 2, contains exactly those "’ with n > 0.

ExEgRrcISE 10.1. Put g = Zf » cpe?, where the ¢, are complex constants. Com-
pute the closed algebra generated by 2{y and g, i.e., the closure in C(I") of all
sums

N
Zavg”, a, € Ap.
v=0

Theorem 10.2 (Maximality Of 2{y). Let B be a uniform algebra on T" with
Ao € B < C(I).
Then either Ay = B or B = C(I").

We shall deduce this result by means of Lemma 10.1 as follows. Assuming
B # 2y, we construct elements u, v € B with

(D 114z -u+z0|| <1,
where z = ¢?. Then we conclude that zu + zv is invertible in B, when z is
invertible in B. Hence B D ¢, n = 0, &1, +2,...,s0 B = C(I), as required.
To construct # and v we argue as follows: For each h € C(I"), put

2

i h(e?)e ™ do, k=0,+1,+2,....

:Z A

ExerCISE 10.2. Let h € C(I"). Prove that h € 2 if and only if #; = 0, for all
k < 0.

Suppose now that B # 2ly. Hence ¢ € B with g # 0, for some k < O.
Without loss of generality we may suppose that g_; = 1. (Why?)

Choose a trigonometric polynomial 7 with

2 llg =TIl < 1.

We can assume 7_; = 1, or

) N
T = Z T,z +z7 ' + Ztvz“.
Y 0



10. Maximality and Rad6’s Theorem 59

Hence

T = i T,z + 1+ zi T,z"
—N 0
=z-P+1+z0,
where P and Q are polynomials in z. Equation (2) gives
lzg —2Tll <1 or  [2(Q—-g) +ZP+ 1|l <L
Also Q — g € B, P € B, so we have (1), and we are done. O

Theorem 10.3 (Rudin). Let £ be an algebra of continuous functions on D such
that

(a) The function z is in L.

(b) L satisfies a maximum principle relative to T':

|IG(x)| < max |G, allx e D,G € L.

Then L C A(D).

PrOOF. The uniform closure of £ on D, written £, still satisfies (a) and (b).

Put B = %|r. Because of (b), B is closed under uniform convergence on I" and
by (a), 2y € B. So Theorem 10.2 applies to yield B = 2y or B = C(I').

Consider the map g — G(0) for g € B, where G is the function in 2 with
G = gonT.By (b), G is unique. The map is a homomorphism of B — C and
is not evaluation at a point of I'. (Why?) Hence B # C(I"), and so B = .

Fix F € A. F|r € y,s03F* € A(D) with F = F*onI'". F — F*thene 2
and by (b) vanishes identically on D. So F € A(D) and thus % = A(D), whence
the assertion. |

Now let X be any compact space, £ an algebra of continuous functions on X,
and X a boundary for £ in the sense of Definition 9.1; i.e., X is a closed subset
of X with

(€) lg(¥)] = max |g], allg € L, x € X.
0

Lemma 10.4 (Glicksberg). Let E be a subset of Xo and let f € Land f =0
on E. Then for each x € X either

(@ f(x)=0,or
() |g(x)| < supy,\g I8l all g € L.

ProoF. Fix g € L. Then f - g € L. Fixx € X with f(x) # 0. We have

[(fe)(X)| < max |fgl = sup |fg]
0 Xo\E

IA

sup [ f| - sup |gl.
Xo\E Xo\E
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Hence

lg(x)| = K sup |g],
Xo\E
where K = | f(x)|~! - supy,\g | f]- Applying this to ", n = 1,2, ... gives
lg()I" = 1g"(x)| = K sup [g"| = K(sup |g]".
Xo\E Xo\E
Taking nth roots and letting n — oo gives (b). O

Consider now the following classical result: Let €2 be a bounded plane region
and z¢ a nonisolated boundary point of Q. Let U be a neighborhood of z, in C.

Theorem 10.5. Let f € A(2) and assume that f = 0ondQNU. Then f =0
in Q.

If we assume that

4) Ja sequence {z, }in C\Qwith z, — zo,

then Lemma 10.4 gives a direct proof, as follows.
Put X = Q, L = A(R2). Then 92 is a boundary for L. Put E = Q2 N U.
With z,, as in (4), put

1

Z—2Zn

gn(z) =
Then g, € L.If ¢ > 0is small enough, we have for all x € Q with |x — z9| < &,

|gn(x)] > sup |gxl
AQ\E

for all large n. Hence the lemma gives f(x) = Oforall x € Q with |x — z¢| < &,
andso f = 0. O

If we do not assume (4), the conclusion follows from

Theorem 10.6 (Radé’s Theorem). Let h be a continuous function on the disk
D. Let Z denote the set of zeros of h. If h is analytic on D\Z, then h is analytic
on D.

PrOOF. We assume that Z has an empty interior. The case Z # @ is treated

similarly.
Let £ consist of all sums
N
> ah’, a, € A(D).
v=0

If f € L, f is analytic in |z| < 1 except possibly on Z, so
©) |f()| <max|fl, allx € D.
ruz
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We apply Lemma 10.4to L with Xg = TUZ, E = Z.Sinceh € Landh = 0
on Z we get by the lemma

(6) lg(x)| < Sl;p lgl, allg € L,

if x € D\Z, since then h(x) # 0.
By continuity, (6) then holds for all x € D. Thus L satisfies the hypotheses of
Theorem 10.3, and so £ € A(D). Thus 4 is analytic on D.

Note that Theorem 10.5 follows at once from Radd’s theorem.
For future use we next prove

Theorem 10.7. Let 2 be a uniform algebra on a space X with maximal ideal

space M. Let f € U satisfying

(@ |f|l =1onX.

(b) 0 € fF(M).

(c) 3 a closed subset Ty of I' having positive linear measure such that for each
A € Iy there is a unique point q in X with f(q) = A.

Then
@) For each zy € D there is a unique x in M with f(x) = z;.
®) If g € U, 3G analytic in D such that

g=G(f) onf'D).

PrOOF. For each measure i on X, let f () denote the induced measure on [';i.e.,
forS Cc T,

F(S) = n(f1(S)).

where f~1(S) = {x € X|f(x) € S}.
Since by (b), f (M) contains 0, and by (a), f(X) C T, it follows that f (M) D
D. (Why? See Lemma 11.1.) Fix p; and p, in M with

f(p1) = f(p2) =21 € D.

We must show that p; = p,. Suppose not. Then g € A with g(p;) = 1 and
g(p2) = 0. Choose, by Exercise 1.2, positive measures /41 and u, on X with

h(p;) = /hduj, allh € A,

forj =1,2.
Let G be a polynomial. Then

/Gd(f(m)) =/G(f)dm — G(f(p)

and similarly for u,. Hence f(u1) — f(u2) is a real measure on I' annihilating
the polynomials. Hence f(w;) — f(u2) = 0. (Why?)
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Since by (c), f maps f~'(I'y) bijectively on Iy, it follows that x; and p,
coincide when restricted to f~!(I'y). Hence the same holds for the measure g,
and guo.

Put A; = f(gu;), j = 1,2. Then A, and A, coincide when restricted to I'g.
For a polynomial G we have

/WM:/ﬁﬂwwzmﬂwm%l

Hence by choice of g,
| Gan =G,
/Gdkz =0.

Thus

©)] /Gd(kl — X)) = G(zy), all G.

It follows that the measure (z — z1)d(A; — A;) is orthogonal to all polynomials.
By the theorem of F. and M. Riesz (see [Bi2, Chap. 4]), 3k € H' with

(z —z)d(A — ) = kdz.

It follows that k = 0 on I'y. Since 'y has positive measure, k = 0. (See [Hof,
Chap.4].)Butz—z; # OonI',soA; — A, = 0, contradicting (9). Hence p; = pa,
and (7) is proved.

It follows from (7) that if g € 2, 3G continuous on b, with ¢ = G(f) on
f1 (b). It remains to show that G is analytic.

Fix an open disk U with closure U C D. Let £ be the algebra of all functions

G=g(f™), ge
restricted to U.
Choose x € U. f~'(U) is an open subset of M with boundary f~'(3U), and
[T ) e 7).
By the local maximum modulus principle, if 7 € 2,
lh(f~'(x)| < max |h|
f71eU)

or

|H(x)| < max |H]|
U

if H=h(f"") € L. Notealsothatz = f(f~!) € L.

Theorem 10.3 (which clearly holds if D is replaced by an arbitrary disk) now
applies to the algebra £ on U. We conclude that £ € A(U), andso G = g(f~1)
is analytic in U for every g € 2.

Thus G is analytic in D, whence (8) holds. |
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NOTES

Lemma 10.1 and the proof of Theorem 10.2 based on it are due to Paul Cohen, A
note on constructive methods in Banach algebras, Proc. Am. Math. Soc. 12 (1961).
Theorem 10.2 is due to J. Wermer. On algebras of continuous functions, Proc.
Am. Math. Soc. 4 (1953). Paul Cohen’s proof of Theorem 10.2 developed out of
an abstract proof of the same result by K. Hoffman and 1. M. Singer, Maximal
algebras of continuous functions, Acta Math. 103 (1960). Theorem 10.3 is due
to W. Rudin, Analyticity and the maximum modulus principle, Duke Math. J. 20
(1953). Lemma 10.4 is a result of 1. Glicksberg, Maximal algebras and a theorem
of Radd, Pacific J. Math. 14 (1964). Theorem 10.6 is due to T. Rad6é and has
been given many proofs. See, in particular, E. Heinz, Ein elementarer Beweis des
Satzes von Radé-Behnke-Stein-Cartan. The proof we have given is to be found
in the paper of Glicksberg cited above. Theorem 10.7 is due to E. Bishop and is
contained in Lemma 13 of his paper [Bi3].
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Maximum Modulus Algebras

Let A be an algebra of functions defined and analytic on a plane region 2. Fix a
disk A = {z : |z — zo| < r} € Q. Then the inequality

(M £ @)l < max | £

holds for every function f in A.

In more complicated situations, one often meets the following generalization of
(1): We consider an algebra A of continuous complex-valued functions defined on
alocally compact Hausdorff space X. We assume that A separates the points of X.
We fix a function p in A and an open set €2 in C, such that p is a proper mapping
of X onto , “proper” meaning that p~!'(K) is compact for each compact set K
in 2. We now assume, for each Ay € €2 and each closed disk A centered at A, the
inequality

2) lg(x")| < max |g|
p~1(@4)
foreach x° € p~'(Ao) and g € A.

If (2) holds, we say that (A, X, Q, p) is a maximum modulus algebra (on X,
with projection p over 2).

ExEeRrCISE 11.1. Let X be the product of the open unit disk and the closed unit
interval, i.e.,
X={X,1t):2eC, A <1,0=<t <1}
Let A be the algebra of functions continuous on X, such that, forall#,0 <t < 1,
A f(A, 1)
is analytic on {|A| < 1}. Put p(%, r) = A. Show that (A, X, ©, p) is a maximum

modulus algebra on X.

EXERCISE 11.2. Let A, w be complex coordinates in C2. Let X denote the complex
curve w> = zin C% ie., & = {(z,w) € C*> : w? = z}. We take X =
YN (2 xC),where 2 ={L € C:0 < |A] < 1} and p(A, w) = A. Note

64
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that for each A € Q, p~!(X) is the pair of points (A, \/X), (A, —«/X). Let A be
the algebra of all functions g on X that are analytic on X, in the sense that near
each point (A9, wp) € X, g can be written as g = G o p for some G analytic on

a neighborhood of (. Show that (A, X, 2, p) is a maximum modulus algebra on
X.

We now fix a plane region 2 that contains the closed unit disk and consider a
maximum modulus algebra (A, X, @, p) over Q. We put I" equal to the unit circle
and Y = p~(T"). We fix a point x° in p~'(0). As in Exercise 1.2, this yields the
existence of a probability measure p on Y such that

FG = fy fdu

forall f € A; u is a representing measure for x0~. Each continuous function ¢ on
" “pulls back” to a function ¢ on Y defined by ¢ = ¢ o p. We define the “push
forward” u, of u as the measure on I' given by

3) pu(E) = p(p™ (E))

for each Borel set E C I'. For each ¢ € C(I"), we then have

4) f Fdu = f o
Y I

as is easily verified. Also, clearly, u, is a probability measure on I'.
_ In particular, fixing a positive integer n and putting (1) = A", A € T we get
¢(y) = p"(y),y € Y, and so (4) now gives

/p”du:/)»"d,u*, n=12....
Y r

By the choice of i, the left-hand side equals p"(x") = 0, since x° lies over 0. So

Oszndu*, n=12,....
r
Taking complex conjugates, we get
ozfi”du*, n=12....
r

Also, 1 = [, d ..
Hence the Fourier coefficients of the measures u, and d6/2m coincide, and
hence w, = dO/2x. It follows that

~ 1
(5 fd)du = 2—/¢d9, ¢ € C(T).
Y T Jr

Hence, if ¢ € C(I"), we deduce that

<2 1 2
(6) /|¢>| du = 7 / |p|~do.
Y 7T Jr
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We now form the space L2(u) of all functions on Y measurable-d 1 and square
summable. Fix ¢ € L*(I', £). We shall “lift” ¢ to a function ¢ on Y as follows:
Choose a sequence {pn} € C(F) such that ¢n — ¢ in LZ(F, 40 — ). In view of (6),
the sequence (pn converges in L*(1). We put ¢ = lim,_, o qb,,, 1n L*(w). Again by
(6), (;5 is independent of the choice of the sequence {¢,}, and (6) remains valid for
¢ and ¢. We define a subspace C of L%(u) by,

- do
C=weL%m:¢eL%n5—»
T

C is then a closed subspace of L?(1). We regard its elements as those functions in
L?() which are “constant on each fiber of the map p.” We may identify C with
L*(T, 42) by identifying ¢ with ¢.

We now shall consider the following: We fix a function F in A. Restricted to Y,
F lies in L% (). We shall study the orthogonal projection G of F on the subspace
C and show that G has interesting properties related to F'. We write co(S) for the
closed convex hull of aset S € C.

Theorem 11.1. Fix F € A. Let G denote the orthogonal projection in L*(i) of
FtoC.Then

@) Ge H®onT and
®) G(0) = F(x")
9) Fora.a. 0 € [0,27], G(e") € co(F(p~'(e"?))).

Note. H® denotes the space of functions in L*°(I") that are a.e. radial limits of
functions bounded and analytic in the unit disk.

PrOOF. F — G is orthogonal to C in L?(u), or
/(F — G)gdu =0, Vg € C.
Y
This is equivalent to
(10) / Fgdu = / Ggdp.
Y Y
Since G and g € C, using our identification of C with L*(T", &

LZ(F’ 27
So we get

. ) G and g €
9, and we verify that the right side in (10) is (1/2m) fr G(e’e)g(e’e)de

1
(11) /nguz —/Géd@.
Y 2 Jr
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We now fix a positive integer n and put g = p”. Then g is identified with A" in

L* (", £, and so we get

1
(12) /Fp"du: —/Gk”d@.
Y 2r Jr

By choice of 1 and choice of x°, the left-hand side = F(x°)(p(x°))". So
(13) 0= / G(e'e"do, n=12....
r

Thus G belongs to the Hardy space H? on I".

Taking g = 1in (11), we get F(x°) = [, Fdu = 5= [. Gd = G(0), and
so assertion (8) holds.

Fix next Ay = ¢'% e I'. Foreach § > 0, let & denote the arc of I" from e’
to ¢/ ®+% and put

—5)

ion _ /8, 0 —8 =<0 =<6+
ga(e)—{o, 10 — 6] > &

so that

00+8

1 1 A
(14) /Fgadu = — / Ggsdd = — G(e'%)do.
Y 27 r 28 0p—3

Also, fy g o pdu = % eiojr; 5d0 = 1, and supp(gs o pdu) < p~ ).

The right side of (14) approaches G (o) for a.a. Ay € T'. The left side of (14)
approaches a point in the convex hull of the set F(p~!()g)), since the probability
measures gs o pdu have a weak-* convergent subsequence approaching some
probability measure supported in p~!(Xg). Hence G(Ao) € co(F(p~'(Aro))) for
a.a. Ag € I'. Thus assertion (9) holds. Since F' is bounded on Y, it follows that
G € L*®(I), and, since G € H?, this yields G € H®, i.e., (7) holds. Theorem
11.1 is proved. [

We next replace the unit disk by an arbitrary disk A with center Ag, fix a point
xo in the fiber p~!(Xo), and prove the analogue of Theorem 11.1.

Theorem 11.2. Let (A, X, 2, p) be a maximum modulus algebra on Q2 and fix
F € A. Choose a closed disk A contained in 2, with center Ay, and fix a point x0
in p~'(ko). Then there exists a bounded analytic function G on int(A) such that

(15) G() = F(x%), and

(16) G(\) € co(F(p~'(\)) fora.a. » € dA.

PrOOF. Let x(A) = air + b, a,b € C, be a conformal map of A onto the unit
disk {|z] < 1}, x(X%0) = 0.PutI1 = x o p. Then I1 € A and x maps 2 on the
region x (£2) and A on the closed unit disk. Hence (A, X, x (£2), IT) is a maximum
modulus algebra over x (). Also, IT(x?) = 0. By Theorem 11.1 there exists a
function H € H® such that H(0) = F(x°) and H(e'?) € co(F(p~'(e?))),
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0ae.onT.Put G = Ho x. Then G € H®(A), G(hy) = F(x), and
G\ = H(x (L) € co(FIT ' (x (1)) ae.on dA. Also, IT- ! (x (1)) = p~' (W),
so G(A) € co(F(p~' (1)) a.e. on dA. This gives the theorem. O

Corollary11.3. Let (A, X, 2, f) be a maximum modulus algebra and fix a closed
disk A C Q. Assume that X lies one sheeted over A, in the sense that f’l()»)
consists of a single point for each .. € A. Then, over A, every g € A is an analytic
function of f, i.e., there exists G analytic on intA and continuous on A such that

g=Go fonf~l(A).
PrOOF. Fix g € A. By Theorem 11.2, there exists a bounded analytic function G
on int(A) such that

G(\) € co(g(f~(n)) fora.a. A € dA.

By hypothesis, f~!'(}) is a singleton; so co(g(f~'(1))) = g(f~'(A)), and so
G(A) = g(f~'(1)) a.e.on JA. f is a one-one continuous map of f~'(dA) onto
d A, and therefore f ~1is continuous on d A, and therefore g(f~'(M)) is continuous
on dA.

It follows that G is continuous on the closed disk A. Hence we can choose a
sequence of polynomials {P,} such that P, — G uniformly on A. Hence P, o
f — G o f uniformly on f~'(dA). P, o f € A, for each n, and tends to
G o f = g uniformly on f~!'(dA). By the maximum principle for A, it follows
that, on f’l(A),

|[P,of—gl < max |P,of — gl
f1@a)

Hence |P, o f — g| — Ouniformly on f~!'(A),and Go f = gon f~1(A). O
We fix a maximum modulus algebra (A, X, 2, p). To each F € A, various

scalar-valued functions defined on €2 are associated, by considering for each A the
set

F(p~'(v) c C,

i.e., the image under F of the fiber over A. Each such set is compact.
Definition 11.1. Zp () = maxyc,-10) [F(Y)|, A € L.

Definition 11.2. Fix an integer n > 2. Let S be a compact set contained in C. Put

21,225 2n

2
d = P — =
n($) = max ([Tl —ab™™
Jj<k
We call d,,(S) the n-diameter of S.
EXAMPLE.

d>(S) = max |71 — za].
21,22€8



11. Maximum Modulus Algebras 69

So d,(S) is just the diameter of S:

1
d3(S) = max (|z1 — z2llz1 — z3llz2 — z30) 3.
21,22,23€S

For F € A and n fixed, the function
A d[F(p~ O], reQ

is another example of a scalar-valued function defined on €2, attached to F.

ExeRrcISE 11.3. Fix F € A. Then Zp is upper semicontinuous on £2; i.e., for each
)\.0 € Q,
Zp(ho) = limsup Zp(X).
A—>Xo

A real-valued function defined on €2 is subharmonic on 2 if:
(1) u is upper semicontinuous at each A € Q , and
(i1) For each closed disk A = {|A — Ag| < r}

contained in €2, we have the inequality

1 2 )
(17) u(ho) < — / u(ho + re'®)do.
2 0
See Appendix Al for references to subharmonic functions.

Theorem 11.3. Ler (A, X, Q, p) be a maximum modulus algebra over Q2. Fix
F € A. Then A +— log Zr(A) is subharmonic on Q.

PrOOF. In view of Exercise 11.3, it suffices to show that log Z; satisfies the
inequality (17).

We fix adisk A = {|A — Ag| < r} contained in 2 and apply Theorem 11.2 to
the function F, a point x% e p’1 (Xo), and the disk A. This yields G € H*(intA)
with G(A9) = F(x°), and, by (16), |G(A)| < maxye,-1 |[F ()| = Zp(A) for
a.a. . € dA. By Jensen’s inequality on intA, we have

1 2 . 1 27 .

log |G(ho)| < — / log |G (o +re'?)|do < — / log Zp (Lo +re'?)do.
2 0 2z 0

The left-hand side = log | F x99/, so inequality (17) holds, and we are done. [

We wish to study the functions
b logd,[F(p~' Gl heQ,

with d,, given by Definition 11.2.

We next develop some machinery concerning the n-fold tensor product of the
algebra A. Fix an integer n > 1. Define X" = X x X x --- x X, the topological
product of n copies of X. Define the n-fold tensor product of A, ®" A, by

N
®"A={geCX"):g(x1,x2,...,x,) = Zgjl(xl)gj2(x2) o 8in(Xn),
=
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(x1, x2,...,x,) € X", where each g;, € A, N is arbitrary}.

Define the map IT : X" — C" by IT(xy, x2, - - -, x,) = (p(x1), p(x2), - - -,
p(x,)). Let A" denote the closed polydisk in C" and T" = {(z1, 22, ", 2Zn) €
A"zl =1,1<j<n)Puty ={(A A, ---, 1) e T": [A]| =1},s0yisa
closed curve lying in 7".

Theorem 11.4. Let (A, X, Q, p) be a maximum modulus algebra over Q2. Assume
that A = {|z]| < 1} C Q. Fix F € Q"A andﬁxx0 e II71(0,0, ---,0). Then

|F(x%)] < max |F|.
-'(y)

Note. By definition,

n'(y)
={(x1, 22, -+, %) € X" 1 p(x1) = -+ = p(xa), and |p(xp)| = 1}

To prove Theorem 11.4, we need the following.

Lemma 11.5. Under the hypothesis of Theorem 11.4, there exists a function G €
H>(T™) such that

(18) G(0,0,---,0) = F(x°), and,
if U is any relatively open subset of T",
(19) IGllLe@y = sup |F].

')
Remark. Just as in the case where n = 1, H*®(T") is defined as the set
G € L*®(T", db,---db,) such that fT,, Ges0 | esthgg, .. .de, = 0, if
Si,-++,8, € Zands; > 0 for some j. An analogous definition gives H*(T").

H®°(T") can be identified, by the Cauchy integral formula, with the Banach algebra
of bounded analytic functions in the open unit polydisk. Thus, in (18), G(O, - - -, 0)
denotes the value at 0 € C" of the extension of G € H*(T") to the polydisk.

PrOOF. x” = (x}, - -, x) and p(x}) = 0, forall j. We may choose representing
measures [y for x,?, supported on p~!(dA), such that

g(x,?):/ gd g, geA, fork=1,2,...,n.
p1(@4)

We form the product measure ;1 = 1] X ia X - - - X [y, supported on TT~1(T").
We denote by u, the “push forward” of © on 7" under the map IT.

EXERCISE 11.4. Show that the measure

1 n
s = (—) do,d6, ---db,, onT".
2
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We claim that u is a representing measure, for the algebra Q" A, i.e.,

(20) / hdp = h(x°), he®"A.
n-1(T")

Without loss of generality, we consider h(x) = g;(x1)g2(x2) - - - gu(xy), x =
(x1, X2, -+, X,), g € Aforall j:

/ hd
=17

= / g1(x1)g2(x2) - - - gn(xp)d ey (x1)
m_, (p;' (@4))

X dpa(xz) X -+ X dpg(x,)
= I, [ L giladp(ag) = g, (xf) = h(x?),
p; (34)

proving (20).
For ¢ € C(T"), we define ¢ on TI~'(T") by ¢(y) = ¢(I1(y)), y € I~ (T").
Then we have

@n / &duzf pdu, = <i> f $db; - - - db,,
-1 (T7) n 2 T

and so

. 1 \" 5
(22) f lpl*dp = (2—> / |pI2d6, - - - db,.
-1(Tn) Y4 n

This last inequality allows us to lift each ¢ € L*(T™"), taken with respect to the
Haar measure on 7", to a function ¢ in L?(y) that is “constant on the fibers of I1.”
We put, as in Theorem 11.1,

C={pelw:¢elLl* (T

We identify C with L?(T"), by identifying ¢ with ¢. Arguing as in the proof of
Theorem 11.1, we assign to a given F € ®”"A the orthogonal projection of Fj to
C,in L*(u), denoted by G. Then

(23) / Fogdu
-1 (T")

1 n
= f Gogdu = <—> / Gogdgl ~~'d9,,, g € C.
H’I(T”) 27T n
We claim that G, € H>*(T"), which means that
(24) / Goe'% . e =0,

where s; are integers with at least one of them being positive. Fix such an n-tuple

Sn

(81, 82, - - -, $,), where, without loss of generality, s; > 0,andputg = p' - - py'.
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Then, by (23), we have

1\ . .
(25) / Fopi] o p;”d,u, = (—) / Goemlel A e””e"déh ...do,,
m-1(T") 21 n

since py' - - - p, in C, is identified with 1% . .. e/% in L?(T™). Without loss of
generality, Fo(x) = g1(x1) . .. ga(x,), where each g; € A, and then

/ Fopy' ... pydu
-1 (T")

= / py - pylpygr ... gnldp
rm)

= / 2SN |:/ P x)gi(xy) ...
= (98) PO

gn(xn)d,ul(xl)ild,u2(x2) o dﬂn(xn)-

The inner integral equals p}' (x)g1 (x")g2(x2) . . . g, (x,) = 0, since p; (xV) = 0.
By (25), it follows that [;,, Goe™'% ... e"%d®, - - - df, = 0, i.e., (24) holds, and
so Gy € H?(T"), as claimed.

To prove assertion (19), we fix a relatlvely open subset I/ of 7" and put M =
sup | Flon T1™! @4). Fix 1° = (elf’n %, ... ei%)inl. Foreach$ > 0, form the
set K5 = {(€, &%, ... ey . |0, —90| < 8 1 < ] < n}. We choose g; to be
the characteristic function of K normalized so that ( s- 5. )" fT,, gsd6y ---db, = 1.
Applying (23) with g = g5, Fy = F,and Gy = G, we get

26) | f Fesdul = Ics / Gdo, ... d6,),
M-'(Ks) K;

where cs = (volume(Ks))~!. As 8 — 0, the right-hand side tends to G(A°) for
a.a. A’ inU. For fixed A’ inl/ and all small 8, the left-hand side < maxp-1(x,) |F| <
supp-1¢ |F|. Hence GO\ < supp-1¢y |Fl, a.e. on Y. Hence (19) holds and
also G € H*®(T") . The lemma follows. O

PrOOF OF THEOREM 11.4. We shall use the fact that, at almost every point,
(e, ei%, ... %) e T" relative to the Haar measure G (e'?, €%, ..., ¢'%) =
lim,_, | G(re’el, re'®, ... re!%). We fix aneighborhood U of y on T”.Fixacircle

U= {(¢e™, ¢e®, ..., {em") : |¢] = 1} € U such that fora.a. ¢ on {|¢| = 1},
G(ee®, ce'®, . .., cel%) = lim G(ree'®, ree'®, ..., reet®). On the disk
bounded by y!, that is, on {(ze'?, ce'®, ... cel%) 1 |¢| < 1},

|G| < ess sup |G(ce'®, ce®, ... ce'™)| < ess sup |G| < sup |F|
[¢1=1 -t

by (19). In particular, |G(0, 0, ..., 0)| < SUP-1(y) |F].
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Given € > 0, we choose U such that supy-iy, [F| < suppi, [F| + €. It
follows that

|G(0,0,...,0)| < sup |F|+e.
n-!(y)

Since € is arbitrary, we conclude that

IG(0,0,...,0)| = sup |F|.
()

Also, by (18), G(0, 0, ..., 0) = F(x°). So

|F(x%)] < sup |F|.
n-1(y)

Theorem 11.4 is proved. O
We now look at the “diagonal” of the product space X", given by

Definition 11.3.
X" = {1, %2, ., x) € X' pr) = pl) = - = px)}.
We define the projection function 7 : X® — Q by

(X1, X2, ..., Xp) = p(x)(= p(x2) = -+ = p(xy)).
We also put
Definition 11.4. A" is the restriction of ®"A to X™.

Theorem 11.6. (A™, X™ Q. 7) is a maximum modulus algebra.

PrOOF. Clearly, A™ is an algebra of continuous functions on X™. Let A be a
closed disk in € with center Ag. Fix x° € 771(ky) € X®. We must show that

X)) [F(x%)| < max |F|, F e ®"A.
7-10A)

Without loss of generality, Ay = 0 and A is the unit disk. We have that
7 @A) = {(x1, X2, . x) 2 pan) = o0 = plxy) = Cwith [¢] = 1}
and IT7'(y) = {(x1, x2, ..., %) : (p(x1),..., p(x,)) € y}. Since y =
{O A, ..., ¢ A = 1}, 771(@A) = IT7!(y). By Theorem 11.4, |F(x%)| <
maxp-1(,) | F|. Hence (27) holds and Theorem 11.6 is proved.

O

Now let (A, X, Q, f) be a maximum modulus algebra. Fix g € A. For each
A € Q, theset g(f~' (1)) € C. We fix an integer n and we form the function

A dy(g(fTTV),  req,

where d,, is the n-diameter defined in Definition 11.2.

Theorem 11.7. X — logd, (g(f‘l(k))) is subharmonic on Q.
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PrOOF. For ease of understanding we take n = 3. The proof is the same for
eachn > 2.log(ds(g(f~' (1)) = log[max |z; — 22|z — z3llz2 — z3]]'/3, the
maximum being taken over all triples (z1, z2, z3) witheach z; € g(f’1 A)).

Now the statement z; € g(f ~1(1)) means that there exists x i€ f ~I(n) with
g(x;) = z;.Soatriple (z1, z2, z3) is in the competition exactly when it has the form
(g(x1), g(x2), g(x3)) with f(x;) = A, j = 1, 2, 3. By Definition 11.3, the triple
(x1, x2, x3) € X¥ if and only if f(x1) = f(x2) = f(x3) and (x|, x2, x3) =
f(x1), where 7 is the projection of X® to Q. Hence

log d3(g(f~' (M)
=log[ max |g(x)) — g(x2)llgx1) — g(x3)llg(x2) — g(x3)l]

7T (X1,X2,%3)=A

1/3

We define, for (x;, x5, x3) € X9,

G(x1, x2, x3) = (g(x1) — g(x2))(gx1) — g(x3))(g(x2) — g(x3)).

Thus G € A®. We have logds(g(f~' (L)) = % log[max |G (x;, x2, x3)|, the
maximum being taken over 77! (1) € X©,

By Theorem 11.6, (A®, X® Q| ) is a maximum modulus algebra, and,
hence, by Theorem 11.3, A + log[max,-1¢, |G|] is subharmonic on €2. Thus
A — log(ds (g(f’l()\)))) is subharmonic on €2 and Theorem 11.7 is proved. [

We shall write #S for the cardinality of a set S.

Definition 11.5. Let (A, X, @, p) be a maximum modulus algebra. Let E be a
subset of 2. For n an integer > 1, we say that (A, X, 2, p) lies at most n-sheeted
over E if #p~'(L) < nforeach A € E.

ExAMPLE 11.3. Let Qbe aregionin C andletay, as, . .., a, be analytic functions
defined on . We let X be the set in C? defined by the equation

(28) w" + a;(Qw" ' + a@w" Tt + -+ a,(z) = 0,

in the sense that X = {(z, w) € C? : (z, w) satisfies (28)}.

Let A be the algebra consisting of all restrictions to X of polynomials in z and
w. Then A is an algebra of continuous functions on X. Put p(z, w) = gz, for
(z,w) € X. Then p € Aand p : X — Q is a proper map.

We claim that (A, X, 2, p) is a maximum modulus algebra, and that it lies at most
n-sheeted over Q2—provided that the polynomial of (28) satisfies an additional
hypothesis on its discriminant, to be formulated below.

For each 7 € €, equation (28) has n roots in C, and we denote these roots by
wi(2), w2(2), ..., w,(2), taken in some order. If o is any symmetric function of
n variables, the number o (w;(z), w2(z2), .. ., w,(z)) is independent of the order
of the roots and hence gives a single-valued function of z on €.
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In particular, if we take o to be I—[i<j(w,- - wj)z, and define D(z) =
.- j(w,- () — wj(z))z, then D is a single-valued function on 2 called the
discriminant.

HypoTHESIS. We shall assume that D is not identically 0 on €.

The coefficient functions a; in (28) correspond to the elementary symmetric
functions. Since [];_;(w; — w;)? is a polynomial in the elementary symmetric
functions, it follows that D is analytic in €2. Since, by hypothesis, D is not iden-
tically 0, the zeros of D form a discrete subset A of 2; A is empty, finite, or
countably infinite.

Fix zg € Q \ A. Then the roots w;(z), wz2(2), ..., w,(z) are distinct. Cauchy
theory yields that, in some neighborhood U of z, there are n single-valued
analytic functions wi, ws, ..., w, that provide the roots of (28). For z € U,
the points of X over z, i.e., which are mapped to z by p, are the points
(z, w1(2)), (z, w2(2)), ..., (z, w,(2)). Fix a function f € A. Then there exists
a polynomial Q(z, w) such that f((z, w;(2))) = Oz, w;(z),j =1,...,n.
Thus the function z +— f((z, w;(z))) is analytic on U/ for each j. We define
the symmetric function o (@1, o2, - - -, @,) = maxi<;<, | |. Hence the function
Uz P maxi<j<p | f((z, wj(z)))| is well defined on © \ A. By the above dis-
cussion, | f((z, w;(z)))| is locally subharmonic at each point zp in 2 \ A. Hence
u is subharmonic on €2 \ A and has isolated singularities at the points of A. In
a deleted neighborhood of each point of A, u is locally bounded. It follows (see
[Tsu] Thm. IIL1.30) that, if we define u(z;) = ﬁwl u(z), then u is subharmonic
on all 2. We claim that the equality u#(z) = max;<j<, | f((z, w;(z)))| remains
true at points z € A; by the definition of u, we already know that it holds for
points z € 2\ A.Let A € A and fix one of the roots w;,(A) at A. Then, by the
Cauchy theory, there exists zx — A, zx € £ \ A and points {w}, (zx)} such that
wj, (zx) — wj,(2) . It follows that z = max;<;<, | f((z, w;(z)))| is continuous
at z = A and so the claim follows.

Now let A be any closed disk contained in €2, with center ¢, and let xo be
a point of X lying over Ag. Since xo can be written (A9, w;(Xo)) for some j,
[ f(x0)| < maxi<j<u|f (Ao, wj(Ao))| = u(Xo). Since u is subharmonic on £2,
u(ro) < maxzepa u(A) = max,-i1a)(|f1). Hence |f(xo)| < max,-1a(f])-
Thus (A, X, @, f) is a maximum modulus algebra, as claimed. That it lies at
most n-sheeted over €2 is clear from the definition. 0

We next show that a maximum modulus algebra (A, X, 2, f) which lies finite-
sheeted over a sufficiently large subset E of 2 is an algebra of analytic functions on
acertain Riemann surface, in the sense of the following theorem. See the Appendix
for the notion of logarithmic capacity.

Theorem 11.8. Ler (A, X, Q, f) be a maximum modulus algebra. Assume that,
for some integer n, there exists a Borel set E C 2 of logarithmic capacity c(E) >
0, such that, for every A € E, #f~ (L) < n. Then:

() #f7'(V) < nforevery k € Q, and
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(i) there exists a discrete subset A of Q such that f~'(Q\ A) admits the structure
of a Riemann surface on which every function in A is analytic.

Proor. Fix a function g € A. By hypothesis, if A € E, #f7'(A) < n;
so #g(f~'(1)) < n and hence d,4i1(g(f~'(1))) = 0. We define ¥ (1) =
logd,.1(g(f~'(1))) for A € Q. Then (L) = —oo on E. Also by Theorem
11.6, v is subharmonic on 2. By the Appendix, since c(E) > 0, this implies that
V¥ is identically equal to —oo. Hence d,,41 (g(f~'(1))) = O forall A € Q.

Fix A¢p € Q. Suppose that # f ~'(Ag) > n + 1. Then, because A separates the
points of X, we may choose g € A such that the set g(f ~I(xo)) contains at least
n + 1 points. Hence d,;1(g(f~'(A))) # 0. This is a contradiction; so no such
Ao exists. Thus # f~!(1) < n for every A € Q. Assertion (i) is proved. |

Define Q, = {A : #f~'(1) = n}. We clearly may assume that £2,, is nonempty.
Fix p € f~1(,). We shall construct a neighborhood of p in X such that f maps
this neighborhood one-one onto a disk in €2, centered at Ay = f(p).

By hypothesis, f~'(xo) = {p1, p2, ..., pn}. Without loss of generality, p =
p1. We choose disjoint compact neighborhoods U of p;, 1 < j < n, and choose
aclosed disk A = {& : [A — Ag| < ro} with f~1(A) C U;?:ll/lj. For each j,
we put X; = f~'(A) NU,. Then f~'(A) = Uj_ X;. By shrinking A, we may
assume that there exists & € A, suchthatthe sets h(X;),1 < j < n,lie in disjoint
closed disks in C.

Fix g € A. Define g on f~!(A) by

~ 8 Ol’lX]
&= 0 OIIUHHX]‘.

Claim 1. g is the uniform limit on f~!(A) of a sequence of functions in A.

ProoF. Since the sets A(X;), 1 < j < n, lie in disjoint closed disks, we can
choose a sequence of polynomials {P,} such that P, — 1 uniformly on 2(X;)
and P, — O uniformly on i (X ), for each j # 1. Hence the sequence (P, o h)g
tends to g uniformly on U}_, X; = f~1(A). Since (P, o h)g € A for each n,
Claim 1 is proved. O

Claim 2. Fix a closed disk T, with center A;, contained in intA. Fix x; €
fﬁl()\l) N X;. Then

lg(x)| < max gl
f@TINX,

PRrROOF. In view of Claim 1, there exists a sequence {g;} in A tending uniformly
to g oneach X;, 1 < j < n. For each k, [gi(x;)| < max;-17) |gxl. Letting
k — oo, we get [g(x1)| < max;-157) [g], and so [g(x1)| < maxg-157)nx, 18], as
claimed. O
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Claim 3. Fixr,0 < r < rg.Let T be the disk {A € C : |L — A¢| < r} C intA.
Then

F(F'@T)Y N Xy) = aT.

PrROOF. Suppose not. Then f(f~'(dT) N X,) is a proper closed subset y, of
0T. We may choose a polynomial Q with |Q(Ao)| > max,, |Q]. Now p; €
f_] (2) N X;. By Claim 2,

(Qo fHx)l = max [Qo f|.

F=1OT)NX,

Also, [(Q o f)(x)| = Qo) > max s-137)nx, |Q o f1. This is a contradiction;
hence Claim 3 holds. |

It is clear that in the last three claims we may replace X; by any X ;. We now
put XO = X; N f~(int(A)), 1 < j < n. We denote by f; the restriction of
f to XO and by A the restriction of the algebra A to XO Claim 3 yields that
f(XO) D intA, for all j. In view of the last three clalms (A], X ,IntA, f}) is
a maximum modulus algebra over intA. Since #f~'(L) < n for each L e Q,
it follows that each X? is mapped one-one by f; to intA;. By Corollary 11.3 of
Theorem 11.2, we obtain the following.

Claim4. 1If g € A, 1 < j < n, there exists G; analytic on intA and continuous
on A such that

g=Gjof onf (A

Now we have shown that f is a local homeomorphism from f~!(£,) to €,.
This means that f~!(2,) is a Riemann surface defined by using f as a local
coordinate at each point—the “transition functions” between the local patches are
just the identity functions in all cases. Moreover, by Claim 4, the functions in A
are analytic with respect to this Riemann surface structure. Finally, by definition
of 2, f is an n-to-one map of f’l(SZ,l) onto Q.

We shall show that © \ €2, is a discrete subset of Q. Fix 1y € 2, and choose
g € A such that g separates the points of f~'(). For A € Q,let py, p2, ..., pa
denote the n points of £~!()) and put D(}) = [Ti-;(epi) — g(p)?. Note that
D(A) is independent of the ordering of the points {p;}.

Fix 11 € Q,. As we saw, there exist a disk A centered at A; and neighborhoods
X1, Xo, - -+, X, of the points py, p2, ..., py in £~1(x1) such that on each X,
g admits a representation g = G; o f, where G; is analytic on intA. Hence
D@ = [1;.;(Gi(\) — G;(1))* is analytic in A on §2,.

Let b be a point of €2 lying on the boundary of @ \ €,,.

Claim5. D(A) — 0,as A — b.

PrOOF. We need only consider sequences {1;} in €2, that converge to . Without
loss of generality, |g| < M for some M. Fix ¢ > 0. Since b € (R \ Q,),
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b e Q forsomes < n;s0 f~'(b) = {q1, -, q,}. Choose compact disjoint
neighborhoods U; of ¢; such that |g(q) — g(¢')| < € forg and ¢’ inl{;, for each j.
For k large, f’l()\k) - U‘;:luj. Since f’l()»k) consists of n points py, ..., pa,

and n > s, there exist two points p, and pg over A belonging to the same U/,
and so [g(py) — g(pp)| < 2¢. Then

IDOW] =[] lep) — gppl? < €27 D yr=b=2,

i<j

Hence D(A;) — 0, as k — o0, so the claim is proved. O

Thus D is continuous on €2 and vanishes on 9 (2 \ €2,,). It follows from Rado’s
theorem (Theorem 10.9) that D is analytic on 2. Hence the zero set of D is discrete
and so, if A = Q\ ©,, then A is a discrete subset of €2, as claimed. This proves
assertion (ii) of Theorem 11.8.

EXERCISE 11.5. Let (A, X, 2, f) be a maximum modulus algebra such that, for
some integer n, # f “I(A) < nforall A €  and such that there exists 1o €
with # f ~I(L¢) = n. Show that, for all g € A, there exist analytic functions
ai, ds, ..., a, on £ such that

g +a(fHg "+ +a(f)=0
on X.

We now shall consider a special class of maximum modulus algebras, which
arise in the study of uniform algebras.

Let2( be a uniform algebra on a compact space Y and denote by M the maximal
ideal space of 2. Fix a function f € 2.

The image f(Y) of Y under f is a compact subset of C. We fix an open set
Q C C\ f(Y)suchthat f7'(Q) = {m € M : f(m) € Q} is nonempty. Then
f~1(R) is a locally compact Hausdorff space. We write A for the restriction of A

to f~1(Q).
Theorem 11.9. (A, f_l (RQ), Q, f) is a maximum modulus algebra.

This assertion is an immediate consequence of Rossi’s Local Maximum Modulus
Principle, Theorem 9.3.

EXERCISE 11.6. Use Theorem 9.3 to give a proof of Theorem 11.9.

An elementary proof of Theorem 11.9, independent of Theorem 9.3, was found
by Slodkowski [SI2]. We now shall give a version of that proof.

PROOF OF THEOREM 11.9. It is clear that f gives a proper map of f~'() to
Q. We also need that f maps f~'(R) onto Q. Suppose otherwise. Then, since
F~H(R) is nonempty, there exists a Ay € 2\ f (M) such that dist(Ly, f(OM)) <
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dist(Ag, f(Y)). Hence there exists x* € M, with f(x%) € Qand | f(x°) — A,| =
dist(ro, £ (). Then g = 1/(f — Ao) € Aand [g&O)] = 1/|f () — dol >
sup,cy 1/1f(y) — Aol = |Iglly, a contradiction. Thus f maps 1) onto Q.

Now fix aclosed disk A € €2, with center A¢. Choose a point x0 e f’1 (o). Let
o be a representing measure for x° on Y. For each A € A, we define a functional
m;_on 2{ by putting

—A
m,(h):/}i(?_)\o)hduo, he A
Then

(29) my, (h) = h(x"), h e 2.

We next fix . € A and denote by I, the closed ideal in 2, which is the closure
of

(f=MNUA={heA:3geAwithh = (f — N)g}.

We form the quotient algebra 2(/7, and write ||[A]||,. for the quotient norm of
the coset [1] in A/ I, for h € 2. Put

c— fO) — %o
reayer | f(y) — A ’
Then, putting ||k|| = maxy |k|,
lm; (h)| < Cl|hl], h el

Also,
m((f — W)g) = / (f —r)gduo = 0,  ged,
Y

som; = 0on I,. Fix h € 2. For each k in the coset [h], we have
Im; (h)| < Cllk|l;
therefore, we get
(30) Im;. (h)| < Cl[[All];, h e A
Finally, the definition of m; yields that we have
31) A+ m; (h) is analytic on A for each h € 2.
Now fix g € A with g(x°) # 0,and fixA € A.Forn =1,2, ...,
Imy(g")1 = ClILg" Il = CIIgN"llx-
If we apply (31) to h = g", we may conclude that
A > log m;(g")]

is subharmonic on A. Hence

1
tog |¢” (") = log I, ()] < 5 / log |m;,(g")|d6.
T Jaa
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Therefore, using (30), we get

1 1
log |g(x?)] < 7 — log[C||[g"1l]:1d6.
T Jaa N
It follows that
0 1 1 1 e /n
(32)  loglgGx”) < — | —logCdo+ — | log[lllg"1Il,’"1d6.
2 PYNRL 2 IA

Now 21/, is a commutative Banach algebra. Each point of f~'(1) induces a
homomorphism of 2/, into C. We leave it to the reader to verify that, conversely,
each such homomorphism arises in this way. Hence the maximal ideal space of
21/ I, may be identified with f~'(1). By the spectral radius formula, then,

. nip oL
lim [[[[g]"[[x]"
n—oo

exists and equals max,cs-1(3) [g(x)|. Letting n — o0 in (32) and using Fatou’s
Lemma, we get

1
log |g(x)] < — / log[ max |g|]dé.
2 Jya 710
It follows that

log [g(x")| < log[ max |gl],
@)

and so
lg(x))] < max |g].
f71@8)
This holds for each g, x°, and A. Therefore, (A, f~1(Q), Q, f) is a maximum
modulus algebra and Theorem 11.9 is proved. O

In the next results we again let 2 be a uniform algebra on the space Y, M the
maximal ideal space of 2, and f an element of 2(. As a corollary of Theorem 11.8
and Theorem 11.9, we obtain:

Corollary 11.11. LetU be a connected component of C\ f(Y). Assume that, for
some integer n > 0, # f~1(L) < n for each > € U. Then there exists a discrete
subset A of U such that f LU\ A) admits the structure of a Riemann surface on
which every function in 2 is analytic.

Assume 2, Y, M, f as above. Let i be a connected component of C \ f(Y).
Let m denote the arc-length measure.

Theorem 11.12. Assume that 0U contains a smooth arc « as an open subset, and
assume that there exists a closed subset E of a such that m(E) > 0 and such
that # f~'(\) < n for for each . € E. Then#f~'(¢) < n foreach ¢ € U, and
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hence the conclusion of Theorem 11.8 holds for the maximum modulus algebra
(A, F71RQ), Q, f) given by Theorem 11.9 with Q = U.

PROOF. Recall the k-diameter d;, as in Definition 11.2. Suppose that f~!(¢) > n
for some ¢ € U. We construct a region Uy, with a piecewise smooth boundary,
such that U, contains « as a part of its boundary and with { € Uy C U.

Claim. Fix Ao € E.Fix g € A. Put
F(u) = logldyr1(g(f '], A € Up.

Then lim sup; _,; ¢y, F(A) = —00.

PrOOF OF CLAIM. Denote by g (o), g2(Xo), - - -, gx (o) the points of f~!(Ag).
By choice of Ay, k < n. Next consider the points g(g;(Ao)), j = 1,...,k in
C. Consider closed disks A; with center g(g; (X)), j = 1, ..., k, and radius €,
for a small fixed € > 0, where the disks A; are disjoint or coincide, according
to whether the points g(¢g;(X0)), j = 1, ..., k are distinct or not. Let {),} be a
sequence in U, converging to Ag. Choose a neighborhood N of f~!(Ay) in M
such that g(N) C U];':1Aj~

Choose vy such that, for v > vy, f~'(A,) € N.Fix v > v Then
(7)) S U A

Suppose first that there are n + 1 distinct points zi, - - -, Z,11 in g(f~'(1,)).
Since k < n, then atleast two of them lie in the same A ;. Without loss of generality
we may assume that z;, z, is such a pair, and so |z; — z2| < 2¢. Also, for every
pair of indices o, B with 1 < o, B < k,

lza — zpl < 21Igll-

Hence

(n+Dn 1
[T1z — 281 = @o)2lIglD = .
a<pf

By definition of d,,1, then

(n+Dn

A1 (8(f 7' O0))) < (QO)QlIglD “T* ) T

and hence

(33) F(u) = logldyir (2(f )] £ ——— log(@e)@lIglh “F* ).
(n+ Dn

On the other hand, if there do not exist n + 1 distinct points in g(f~'(A,)), then

F(A,) = —oo. Hence (33) holds for all v > vy. Hence lim sup,_, ., F(},) has

the same bound. This holds for all € > 0, and so lim sup,,_, ., F(A,) = —oc. The

claim follows. O

We now need the following result on subharmonic functions from the Appendix,
A3.
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Proposition. Given Uy, o, E as above, and given a subharmonic function x
defined on Uy, suppose that

limsup x(A) = —o0
Ao, AUy

foreach hy € E. Then x = —o0 in Uj.

By hypothesis, there exist n 4 1 distinct points p1, pa, - - -, pag1 € f1 (). We
choose g € A with g(p1), g(p2), - - -, g(pn+1) distinet points in C. Put F(1) =
log[d,+1(g(f~'(M))], A € Uy, as before. By Theorem 11.7, F is subharmonic
in Uy. Also, the set g(f~'(¢)) contains the n + 1 distinct points gp)),j =
1,2,---,n+ 1.Hence d,11(g(f~'(¢))) # 0,and so F(¢) > —oo.

On the other hand, by the claim and the proposition, F = —oo in U, and so
in particular F(¢) = —oo. This is a contradiction. Hence # f~!(¢) < n for all
¢ € U, and Theorem 11.12 is proved. O

It will be useful in some applications to derive the old inequality

2) lg(x”)| < max |gl, g€ A,
p~1@A)

foreach x° € p~'(A9) and g € A, which is assumed to hold for every closed disk
A C , from the following weaker assumption:

(34)  VAp € Q,3€(ko) > Osuchthat [g(x*)| < max [g], geA
p~1(dA)

for each x® € p~'(Xg), and g € A for every closed disk A with center Ay and

radius r < €(Xp).

Proposition 11.13. Let (A, X, 2, p) satisfy all of the assumptions for a maximum
modulus algebra except for (2). Suppose that (34) holds. Then (2) holds as well,
and (A, X, Q, p) is a maximum modulus algebra on X with projection p.

PrROOF. Fix Ay € Q2. Choose €(Ag) asin (34). Let A = {A : |A — Ag| < r}, where
r < €(Ap). Fix g € A and define Z, as in Definition 11.1. It is clear from the
definitions that Z,, and hence log Z,, are upper semi-continuous on £2.

It follows that we can choose a sequence {u;} of continuous functions on A
such that u; | log Z; on A. For each k, let Q; be a polynomial in A such that
IRe Qr — ur| < 1/k on dA. Then

35) logZ, < Re Qp + 1/k on 9A.

Fix x° € p~!(Xo). We now apply (34) to g replaced by ge~(C+P+1/0 Syrictly
speaking, since e~ (2P *1/k) peed not be in the algebra A, we first apply (34) with
the exponential function replaced by the partial sums (polynomials) of its Taylor
series and then take a limit. We get

0 —(Re A 1/k - 1/k
1g(x%)|e (Re(Qy (10))+1/k) < |ge (Q(p)+1/ )(y)l
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for some y € p~'(dA). Hence, with A = p(y),

|g(x0)|€*(R3(Qk()\0))+1/k) < Zg()\')e*(Re(Qk()\))‘i’l/k) <1,

by (35). Hence

|g(x0)| < eRe(QrCGo)+1/k

Since this holds for every x0 e p~'(Lo), we have

log Z, (o) < Re Qu(ho) + 1/k

1 1
= = Re(Qx + 1/k)d0 < —— [ (ux +2/k)d6.
21 dA 21 A

Letting k — oo and using the monotone convergence theorem, we arrive at

1
(36) log Z,(Ao) < —/ log Z,d6.
27 dA

It follows from (36) (see the Appendix) that log Z, is subharmonic on £2. By the
maximum principle for subharmonic functions, this implies (2) for g and gives the
proposition. H
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Hulls of Curves and Arcs

In this chapter we shall study the polynomial hull of a curve in CV, or, more
generally, of a finite union of curves in C", by making use of the results on
maximum modulus algebras that we gave in the preceding chapter.

Let y1, y2, . . ., ¥, be a finite collection of compact smooth curves in CV and
let y be their union. We shall write 7 for the polynomial hull z(y).

Theorem 12.1. Ify is not polynomially convex, then y \ vy is a one-dimensional
analytic subvariety of CV \ y.

Weuse z;, 1 < j < N, for the complex coordinates in CV. In order to prove
Theorem 12.1 we shall carry out the following steps.

Step 1. Fix apoint x° € $ \ y. Construct a polynomial f inzy, ..., zy such that

f&%) =0and0 & f(y).

Notation. For S a subset of C,

'S ={z1,....,z2v) €7 : f(z1,...,zn) € S}.

We say that f~1(S) lies at most k-sheeted over S if, foreach A € S, #f~'(1) < k.
We say that £~1(S) lies finite-sheeted over S if £~'(S) lies at most k-sheeted over
S for some k.

Step 2. Let U and V be components of C \ f(y) that share a common boundary
arc o such that, for some integer s, there are exactly s points of y which are mapped
to each point of o. (We will say that f|y is s to 1 over a .) Show that if £~ (U)
lies at most k-sheeted over U, then £~'(V) lies at most (k + s)-sheeted over V.

Step 3. Let U, denote the unbounded component of C \ f(y). Show that f~!(Up)
lies at most 0-sheeted over Uy; i.e., if A € Uy, then there exists no point z in ¥
with f(z) = A.

84
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Step 4. Let U™ denote the component of C \ f () that contains 0. Show that there
exists a sequence

U,Us, ..., U,

of components of C \ f(y) such that

(1) Up and U, share a boundary arc ¢ such that f|y is so to 1 over o for some
positive integer sg.

(2) Uj and Uj4 share a boundary arc «;; such that f|y is s; to 1 over «; for some
positive integer s;, j = 1,2,..., £ — 1.

3) U, =U"

PROOF OF THEOREM 12.1. First we get the sequence
U,Up,...,U =U"

from Step 4. By Step 3, f ' (Up) lies at most O-sheeted over Uy. Then, using Step
2 at each of the “edges” o, o1, . .., ay—1 we deduce, after £ applications of Step
2, that f~1(U*) lies finite-sheeted over U*. By Corollary 11.11, f~'(U*) is a
finite-sheeted analytic cover of U*. Since x° € f~1(U*), f~'(U*) provides a
neighborhood of x° in $. Thus 7 is locally an analytic variety at x°. Since this
holds for each x° € 7 \ y, 7 \ y is a one-dimensional analytic subvariety of
CN \ y and we see that Steps 1 through 4 imply Theorem 12.1.

We now proceed to carry out Steps 1 through 4.

We need, for Step 1, to define R(X) for X a compact subset of CV as the
uniform closure in C(X) of the rational functions »r = p/g, where p and ¢
are polynomials in zj, 22, - -+, zy and g(z) # O for z € X. We shall use the
observation that, if z;(X) € C has zero planar measure for all j,1 < j < N,
then R(X) = C(X). Indeed the assumption implies, by the Hartogs—Rosenthal
theorem (Theorem 2.8), that the function A — A can be uniformly approximated
on z;(X) by rational functions of A with poles off of z;(X). Composing these
rational functions with z; we see that the function z — z; belongs to R(X) for
each j. Now the Stone—Weierstrass theorem yields R(X) = C(X).

Now suppose that x* ¢ y.Set X = {x°} U y. Since y is smooth, g(X) has zero
planar measure for all polynomials g on C". By the previous paragraph, we have
that R(X) = C(X). The function on X thatis 1 at x° and = 0 on y is continuous
on X. Uniformly approximating it by a rational function, we get r = p/q such
that r(x°) = land |r| < lony,and g # Oon X. Now set f = p — g. We have
f(x% =0and f # Oon y, since r # 1 on y. This completes Step 1.

We lead up to Step 2 with some discussion and a lemma. Let f be a nonconstant
function in the disk algebra A(A), and let p be a point in the open unit disk. Put
f(p) = XAp. The open mapping principle for an analytic functions tells us that
each neighborhood of p in A is mapped by f onto a neighborhood of 1.

The analogous statement for a uniform algebra is not true in general, as we
shall see in Example 12.1 further on. However, a violation of the “open mapping
principle” has a consequence for the algebra given in the following lemma.
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Lemma 12.2. Let (A, X, M) be a uniform algebra. Fix p € M\ X, f € A,
and put .y = f(p). Define K, a subset of C, by

K={:[A—2x| =ra=<arg— 1) < B},

where —m/2 < o < B < 31w /2. Assume that for some compact neighborhood
ofp in M\ X we have fN) C K. Then p is not a peak-point of the algebra
Al 1) 0n the space £~ (hp).

PrOOF. By the Local Maximum Modulus Principle,

< , € A.
lg(p)| < max lgl, g

Hence there exists a representing measure u for p on 9N, with

¢(p) =/ gdu, g e A.
N

Choose a function ¢ continuous on K, analytic on intK, such that ¢ (Ag) = 1 and
()] < 1for A € K \ {Ao}. Then ¢ is a uniform limit on K of polynomials in
A Forn =1,2,..., define the measure u,, = (¢ o )", on dN.

Fix g € AN\ f~'(h). Then f(g) € K \ {Xo} so |¢(f(g))] < 1 and hence
(@ o f)"(g) — Oasn — oo. It follows that, if g € A,

g(p) =/ gd in =/ g(@o f)"du—>/ gdpu.
AN AN NN~ (o)

If G € Alf-1(3,), there exists a sequence {g,} in A such that g, — G uniformly
on f~'(Xo). Hence

G(p) = / Gdu.
INNF1(ho)

It follows, since p € N, that p cannot be a peak-point for A| F100)- O

ExAMPLE 12.1. Let (A, X, M) be the uniform algebra where X is the torus T2 =
{(z,w) € C: |z| = |w| = 1}, Ais the bidisk algebra on T2, and M is the closed
bidisk AZ.

Fix p = (1,0) € M\ X, and let f be the first coordinate function (z, w) + z.
Every neighborhood A of p in M maps into {|z| < 1}, and so f () contains no
neighborhood of f(p) = 1.

We note that, as predicted in Lemma 12.2, p is not a peak-point of A1),
since f1(1) is the disk {(1, w) : |w| < 1}.
We now use Lemma 12.2 to prove the following.

Lemma 12.3. Fix a compact set X in CV and let A = P(X) denote the uni-
form closure on X of the polynomials in zy, 22, ..., zZy. Fix f € A. Let U be a
component of C \ f(X) such that f~'(U) lies k-sheeted over U.
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Let a be a smooth arc on dU such that X lies s-sheeted over o for some positive
integer s. Then, for almost all Ay € «, there are at most k + s points in X lying
over Ag.

PROOF.
Claim 1. For almost all Ay € « there exists an open triangle S such that § C

U U {Xo}, with vertex at Aq, and there exist k single-valued bounded C"-valued
analytic functions on S:

w, a)z, s oF
such that
k
) £718) = Jto'0) s 1 € 8)
v=1
and
5) lim ®"()\) exists.

reS—Ag

To verify Claim 1, we first fix T € U such that f~!(t) consists of exactly k
distinct points z?, zg, cee z,((). Let g be a polynomial in CV that separates the points
29,29, -+, z). By Exercise 11.5, we form the polynomial

P Z)=Z +a s (VZ 4+ ap(h)

such that, for A € U, the roots of P (A, Z) are the values of g on the k (with mul-
tiplicity) points of f~!'(1). The coefficient functions ag(X), a;(A), - - -, ar_1 (L)
are bounded analytic functions on U. Let D(A) be the discriminant function of
P(A, Z).If D(A) # 0, then f~'()) contains k distinct points. D is a bounded
analytic function on U and D(t) # 0. Hence it has a nontangential limit that is
different from O a.e. on «, say, except on a subset Q; of « of measure zero.

It follows that, if Ay € «a \ @, there exists an open triangle S contained in
U with one vertex at Ao and such that S approaches Ay nontangentially in U and
such that D # 0 in S. For each A; € S there is a neighborhood 7 (A;) contained
in S and k C"-valued analytic functions o', w2, .-+, o on n(A1) such that, for
all A € n(ry), f~' (1) consists of the k distinct points '(1), @*(A), - - -, @*(X).
It follows from the Monodromy Theorem, since S is simply connected, that the
functions @', @?, - - -, ¥ ona given initial n(X) can be analytically continued to
give single-valued analytic functions on S. By analytic continuation their values
atevery A € S are always in (). Also, their values are always distinct—for if
continuations @ and w” from n(A;) are equal at some point A, € S, thenw’ = o’
on a neighborhood of A, and so w® = w” on all of S. Thus (4) follows.

It remains to establish (5). For each coordinate function z; we form, as was done
above for g, the polynomial

Pi(hZ) = ZF + a1 ;00 Z5 4+ ag ()
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associated to z;; i.e., the roots of P;(A, Z) are the values of z; at the k points of
f~'(n), for each A € U. The finite set {a;, ;i) of bounded analytic functions have
nontangential limits everywhere on « except for, say, a set O, of zero measure.
We will show that (5) holds for Ag € a \ (Q1 U Q).

Fix 40 € o\ (Q; U Q) and the associated triangle S and functions
o', -, 0  Fix v, 1 < v < k. We verify (5) for w’. Write 0’ =
(hy, ha, -+ -, hy), where the h; are bounded complex-valued analytic functions
on S. Fix j. It suffices to show that lim;_,, & ;(X) exists. ForallA € §,h;(A)isa
root of P;(A, Z). As A € S approaches Ao, the coefficients of P;(A, Z) approach
the corresponding coefficients of P;(Ag, Z), by the construction of Q. It follows
that the roots of P;(A, Z) approach the roots of P;(Ag, Z) as A € S approaches
Ao. Hence the set of all limit points of the values of /1;(1), as A € S approaches
Ao, 1s a subset of the finite set consisting of the roots of P;(Ag, Z). This set L of
limit points can be written as

oo
L=()hire€S: =il < 1/m).
m=1
Since the sets 2;({A € S : |[L — Ao| < 1/m}) are connected, it follows that L is
connected. Hence L, being finite and connected (and nonempty), is a single point.
This means that lim,_,,, /;(X) exists. This gives Claim 1. O

Fix Ao as above. Put

' (Ag) = Jim '), v=12,...k
]

for each v, and put
Py = o (1)

Then pY, p3, - - -, p{ are points in £~'(¢). Let g1, g2, - - - , g be the s points in
X N £~ ().
We now fix a point p € f‘l (Ao).

Claim 2. If p # p®foreachv,1 < v < k,and p # gjforeach j,1 < j <,
then p is not a peak-point of A|-1,).

PrROOFOF CLAIM 2.  We choose a compact neighborhood AV of p in X thatexcludes
p)pY, -+, pdand qi, q2, -+, qs . Suppose, by way of contradiction, that for
m=1,2,..., fN) meets (S \ {Ao}) N {|A — Ag| < 1/m}. Then there exists
pm € N with f(p,) € S\ {Ao} and | f(pn) — Aol < 1/m. Therefore, p,, €
f’l(S); so, putting z,, = f(pn); we have, by (4), p,, = ©"(z,,) for some v,
depending on m, 1 < v < k. By passing to a subsequence, we may assume that
v is fixed. As m — 00, p, — @"(A) = pY. Since N is compact and each
pm € N, p® € N. This contradicts the choice of N. So, for a certain m, f(N)
fails tomeet (S \ {Lo}) N{|L —Ao| < 1/m}.Itfollowsthat fF(N N fF='({|]A — Aol <
1/m}) € {|]A — A¢| < 1/m} \ S. By Lemma 12.2 applied to the neighborhood
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NN FL{IA = Ap| < 1/m}), then, p is not a peak-point of Al -1, Claim 2 is
proved.

Claim 2 yields that the set of peak-points of A|s-1(,,) is contained in the finite
set

PLpS. P a1 @ s
Hence f~'(Ao) is a subset of this set. This gives Lemma 12.3. O

We now can complete Step 2. By Lemma 12.3, almost all points A € o have
the property that £~'(1) N § contains at most k + s points. By the regularity of
arclength measure, therefore, there is a compact subset E of « of positive measure
such that f~'(1) N p contains at most k + s points for all A € E. Then Theorem
11.12 implies that f~!(V) lies at most (k + s)-sheeted over V. This gives Step 2.

For Step 3 we recall from the first paragraph of the proof of Theorem 11.9 that
either f () contains Uy or f(7) is disjoint from Uy—we use the fact that, by
Exercise 7.4, 7 is the maximal ideal space of P(y). Since | f(z)| < || fll, < oo
for all z € 7, f(y) does not contain Uy. Hence f () is disjoint from Uy. This
gives Step 3.

Finally we carry out Step 4. We can parametrize y by a finite set of C! maps
¢ J; =la;j,b;] > CN, 1 < j <n.Since0 ¢ f(y), wehave f o¢; # 0
and so we have well-defined maps ¢; = f o ¢;/|f o ¢;| : J; = T', where I is
the unit circle. Let C; be the set of critical values of ;. This includes ¥;(3J;).
By Sard’s theorem (see the Appendix), C; is a compact subset of I" of (linear)
measure zero. Let C be the union of the C;; C is also a compact subset of I"
of (linear) measure zero. Hence there exist —7/2 < o < B < m/2 such that
v =1{e":a<t<B}is disjoint from C. By the chain rule, v; is regular on
I\,

Consider the set wj_l (v0) € J;. This set is a union of a finite number of closed
intervals {y;«} such that f o ¢; maps each such interval y; ; homeomorphically
onto an arc 0, € C, where each o is contained in the “wedge” V = {¢ : o <
arg ¢ < B}; each o joins the ray {arg { = o} to the ray {arg { = B} and meets
eachray {arg ¢ = t},a <t < B, exactly once. There are, say, K; such intervals,
foreach j,1 < j < n.

Foro <t < B, let m(t) be the number of points in the set

farg¢ =t} N UGM'
ok
Thenm(t) < K1+ Ky +- - -+ K,. Choose a fy such that m (f9) = maxy,g m(1).
We put £ = m(ty). By the continuity of the maps f o ¢;, there exists ¢ > 0
such that m(t) = £ forty — € < t < ty + € and there exist £ distinct and
disjoint arcs oy, 1 < s < £, among the arcs {0} N W, where W is the wedge
{¢ 10— € <argl <ty + €} U{0}. Thatis, each of the K| + K, + -+ - + K,
arcs o N W is equal to one of the £ arcs o;. Then the set

E=W\ | o

1<s<¢
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consists of £ + 1 components Wy, Wy, ..., W,, where W, is unbounded and W,
contains 0. Since f(y) N W = E, each W; is contained in a component U of
C\ f(y)forl < s < £.Clearly, (3) holds since 0 € W, C U,. Also, (1) and (2)
hold, by the construction of the y; x and o «, since the arcs {c} of (1) and (2) are
just the arcs {oy}. This gives Step 4 and concludes the proof of Theorem 12.1.

In the case that y is a smooth arc, we can deduce the following from Theorem
12.1.

Theorem 12.4. Let y be a smooth arc in CN. Then y is polynomially convex and
P(y) = C(y).

PrOOF. First we show that y is polynomially convex. Arguing by contradiction,
we suppose that there exists x° € 7 \ y. By Step 1 in the proof of Theorem 12.1,
there exists a polynomial f such that f(x°) = 0 and f # 0on y. Since y is an
arc, there exists an open simply connected neighborhood U of y in C¥ such that
f has an analytic logarithm U. That is, there exists an analytic function 4 defined
on U, such thate” = f on U.By Theorem 12.1, A = 7 \ y is a one-dimensional
analytic subset of CV \ y.

Choose Uy open in CV suchthaty C Uy € 70 CU.Then Q = A\ Upisa
compact subset of A such that the boundary of Q in A lies in U, so that f has a
logarithm on the boundary of Q. It follows by the argument principle that f has
no zeros on Q. This is a contradiction, since f(x) = 0 and x° € Q. Thus y is
polynomially convex.

Before proceding we shall give a few more details about this application of the
argument principle. Except for singular points, A is a Riemann surface. This means
that we can triangulate A using “triangles” {7’} (2-simplices with smooth edges,
oriented by the analytic structure) such that the interior of each of these triangles
contain only regular points and f # 0 on 87 for all T— in particular, x° is an
interior point of one of these triangles, say Tp. By the classical argument principle
in a triangle,

L ﬁ > ()

2mi aT -
for all 7', and

L ﬁ > 1.

2mi Ty o

Let X be the union of all the triangles that meet Q. Since

X = Z{BT : T meets O},
we get

1 i _

2mi E))
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On the other hand, since Q C %, after cancellation of common boundaries along

the triangles comprising X, we have ¥ C U and so, since f = ¢”" on U,

1 d 1
- —f = — dh = 0.

2mi E 2mi ED)

This is the desired contradiction arising from the argument principle.

We have that y is polynomially convex. Hence y is the maximal ideal space
of P(y). This implies that if g is analytic on a neighborhood of z;(y) < C,
then g o z; € P(y). Consequently, the argument used in Step 1 of the proof
of Theorem 12.1, to show that R(X) = C(X), shows in the present case that
P(y) = C(y). O

For certain applications it is sometimes useful to have a statement that is more
general than Theorem 12.1. The following result reduces to Theorem 12.1 when
K =19.

Theorem 12.5. Let y be a finite union of smooth compact curves in CV (as in
Theorem 12.1) and let K be a compact polynomially convex set in CN. Then
K Uy \ (K U y)isa (possibly empty) one-dimensional analytic subvariety of
CN\ (K Uy).

SKETCH OF PROOF.  Suppose that there exists x0 e m \ (K U y). We must
show that K U y is a one-dimensional analytic set near x°. The first step is to
produce a polynomial f in zi, 2, - - -, zn such that f(xo) =0,0¢ f(y),and
Re(f) < Oon K. This uses the polynomial convexity of K—we omit the details.
Now the proof of Theorem 12.1 carries over to give Theorem 12.5. In particular,
the construction in Step 4 of the proof of Theorem 12.1 works here because f(K)
lies in the left half-plane and the wedge V constructed in Step 4 lies in the right-half
plane, andso f~'(V) N (y UK) = f~L(V) N y. O
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Integral Kernels

13.1 Introduction

Let D be a smoothly bounded domain in C". By a kernel K (¢, z) for D we mean
a differential form

D K(;,z):Zaj(C,z)dfl/\--~/\Eg/\---/\dg:,,/\d§1/\---/\dz,,

Jj=1

whose coefficient functions a; are defined and smooth for ¢, z € D with ¢ # z.
Here Xxx means omit xxx.
We are aiming for a formula

€5 cOf(z):/wf({)K({,z), z €D,

which is valid for every f € A(D), with ¢¢ a constant, where A(D) denotes the
algebra of functions that are continuous on D and holomorphic on D. In the case
n = 1, we have the celebrated formula

1 d¢
3) f(Z)ZT/ f@&)——.
i Jap =z
Here the kernel C(¢, z) = d¢ /(¢ — z) is the Cauchy kernel. Formula (1) gives a
form of type (n, n — 1) in ¢, which allows us to integrate expressions f(¢)K (¢, z)
over dD.
In all that follows, the differential operators d, 9, 9 will be understood to be
taken with respect to the ¢-variables.
We list three properties enjoyed by the Cauchy kernel C (¢, z):
(i) dC =0onC\ {z}.
(ii) f|;—z\:e C(,z) =2ni,Vz € C,e > 0.
(iii) For every continuous function g on C,

92
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/| ‘ 8()C(, 2)
¢—z|=€

<27 max |g({)l,
[ —z|=€
valid forallz € C,e¢ > 0.

EXERCISE 13.1. Verify properties (i), (ii), and (iii).

We now turn to the case n > 1, and consider a smoothly bounded domain D in
C". We fix a kernel K (¢, z) given by (1) and we impose on K the following three
conditions, analogous to (i), (ii), (iii):

(4) dK =0on D\ {z}.

(®)) fl = K = ¢y, where ¢ is a constant independent of z and €. (Here, z € D
and {|¢ — z| = €} is the sphere in C" of center z and radius €.)

(6) There exists a constant M such that, for every continuous function g on D,

/ 8K, 2)| = M‘Cmalx lg©)|, z€D,e>0.
¢ —zl=e —il=e

Theorem 13.1. Assume thgt K is given by (1) and satisfies (4), (5), and (6). Then,
for each f € A(D) N C' (D), we have

@) Cof(Z)=/an(C)K(C,Z), zeD.

PROOF. Fix € > Oandput D, = D \ {|¢ — z| < €}. On D, K is a smooth
(n,n — 1)-formin ¢. B
Fix f € A(D) N CY(D). We have on D,,

d(f(O)K(&,2)) =df NK + fdK =df ANK

by (4). Also,df ANK = df AK +3f A K = 0, since d f vanishes because f is
analytic, and df A K = 0 since df is of type (1, 0) and K is of type (n, n — 1).
Stokes’ Theorem on D, now gives

AQfK==ﬁkme)=a
/anK—/{_ZIEszo,

where {|¢ — z| = €} is taken with the positive orientation. Thus

or

@y/fK=/ fK=f (@) - FENK + F2) K
aD [¢—z|=€ |&—z]=€ |

¢—z|=€

=/ | (f (&) = f@IK + ¢ f(2),
{—z|=€
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by (5). In view of (6),

=M Jmax (&) = fI

/ | (f (&) — f)K
’—z|=€

Since f is continuous at z,

e—0

lim [ / _G© = foK] =0
’—z|=€
It follows from (8), letting ¢ — 0, that

f fK = cof(2).
aD

Thus (7) is proved. O

13.2 The Bochner—Martinelli Integral

Fix n > 1. How shall we obtain a kernel K satisfying (4), (5), and (6)? In the
1940s, Martinelli and then Bochner (independently) constructed such a kernel. We
denote it by K. It is defined by

) Kup.2) = Y L iy ndgy A+ AdEy AdEs A+ Ay Adiy.

j=l1 |{ - len

For fixed z € C", the coefficients of K, are smooth on C" \ {z}.

Lemma 13.2. K, satisfies (4), (5), and (6) on each smoothly bounded domain
D C C". The constant cy in (5) equals 2mi)"/(n — 1)!.

PrOOF. Foreach j,1 < j < n, we put
(10) wj =do Ade A A AL A AdE A dE.
Then

EXERCISE 13.2. For each j, we have

dEj Nwj = /\;l‘:ldii /\d(j.

We put § = Ajzldfj A dg;, and so we have

(11) diiAwj=8, j=1,2,---,n
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We proceed to calculate d K ys5:

o = Zd &1

_ Z [ ¢ — 2"y — (& — Zpndlg — 219" 'd(¢ — ZIZ)]

I — z|*

j .
j=1
Now,

n

d(¢ —z) =d| Z(Ck — )& — )] = [(& — z0de + (& — Z)d ]

k=1 k=1

Since w; contains each d ¢ as afactor, d{x Aw; = Oforall k. Similarly, d GAwj =
O unless j = k. Finally, d¢; A w; = B by (11). Hence

1 n
Kup = ————
d MB |§ _Z|4n Z

=

x (1t = 21?dE; A wj — |8 — 2P — 2D* 7 DdE; A )]

1
7~ [nlc — "B —nlg — Z|2n,3] =0.

Thus K, p satisfies (4).
Next, with z € C", ¢ > 0, we have

n 1 - )
/ KMB:Z/ =, & — Zj)w;.
¢ —z|=e =1 le—zl=e €

Writing, as earlier,
,8 = dgj /\C()j = /\?zldgj /\d{j,

we have by Stokes’ Theorem, for each j,

f (& —Z)w; :/ d[(¢; —Z))w;] 2/ dii Ao, :/ B.
[¢—z|=€ [ —z|<e [ —z|<e ¢ —z|=<e

and so

n
/ Kvp = —, B
l¢—zl=¢ €7 Jlg—zl=e

We write ¢; = & +in;, j = 1,2,...,n, with §;, n; real. Then B8 =
A’}zl(dgj —idn;) A (d&; +idn;) = 2i)'d& ANdny A -+ - ANdE, Ndn,. Letdx
denote Lebesgue measure on C" = R?", Then, as a measure on R?", B = 2i)"dx.
So

n \n n N1 _2n 2n
Kyp = —-(2i) dx = —(2i)"e”"vol(B™),
|t —zl=€ € [t —zl<e €
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where B?" is the unit ball in R?". Thus

f « iy " Qri)
= n(li —_— = .
ieame B n (-1

Thus (5) holds with ¢g = SZ25.

Finally, let g be a continuous function on C". Fix z € C", € > O:

n 1 _
/ gKup = Z = / g — zj)w;.
[¢—z|=€ j=1 € [E—z|=€

We make the change of variable: ¢ = z + €b, where b = (by, by, - - -

s by) 1s

in C". After this change of variable, {¢ : | — z| = €} = {b : 27=1 |b_,~|2 =1},

and we denote the right-hand side by S. Then, for all j,
/ g — Zj)w;
[ —z]=€
= fg(z + €b)(eb;)(edby) A (€dby) A --- A (edb;)
s
A (edbj) A - -+ A (edb,) A (edby)

=" / g(z + eb)o;(b),
s

where o;(b) = BdeI Adby A - A dl;j ANdbj Ao A db, A db,. Here, ojis
a (2n — 1)-form in b, independent of z and €. It follows that, for some constant &,

|/h(9)aj| < k max |h|,
s s

for every continuous function /4 on S. Thus, for each j,

|fg(Z+€b)0j(b)| < k max |[g,
s [¢—z|=€

and hence

/ gKMB <Z 2n
g —z|=€

So Ky p satisfies (6), with M = nk. We are done.

g(z + eb)o;(b)
s

In view of Theorem 13.1, the lemma gives

Theorem 13.3. For each smoothly bounded domain D C C",
(Zm)”
(12) w1 f@) = f(C)KMB(C 2)s

whenever 7z € D and f € A(D) N CI(D).

< nk max |g|.
[¢—z|=€
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Remark. It follows immeQiately from (4) and Stokes’ Theorem that fa D
Kup(,z) =0ifz € C"\ D.

13.3 The Cauchy—Fantappie Integral

For various applications, kernels other than the Bochner—Martinelli kernel are
desirable. We shall introduce a certain class of kernels.

For a smoothly bounded region D < C", fix functions w;(¢, 2), ..., w,(¢, 2),
defined and smooth on D x D \ {¢ = z}. Assume that

(13) Y wi€. ) —z)=1. teDzeD#z
j=1

We write d, 9, 9 for the differential operator relative to . We define
w(¢,z) = Wi(¢, 2), waf,2), ..., wa(¢.2) ¢ €D, z€D,{#z

Thus w is a vector-valued map defined on D x D \ {¢ = z}. Given w as above,
satisfying (13), we define the corresponding Cauchy—Fantappie form K, (¢, z) by

n
(14) Ky(¢,2) = Z(—l)j‘ledwl/\- cAdwi A Adwy ADEA - AL,
=1

Theorem 13.4 (Leray’s Formula). With D, w as above, we have

(15) f@) = ao/ fOKL(E, 2),
oD

for every f € A(D) N CI(D_) and 7 € D, where ay = (—=1)"=D2n —
D/ Qmi)".

We shall deduce formula (15) from the corresponding result (12) for the
Bochner-Martinelli kernel. To this end, we now prove a number of lemmas.

Fix a point (z1, z2, .- ., 2,) in C". We use complex coordinates Zi, ... Z,,
Wi, ... W, in C*" and define a set X in C*" by

(16) Y WilZi —z) = 1.
k=1
t(Zy,...Z,, Wy, ..., W) lieson Xy, Z; # z for some k, so we can locally

represent X by the equation
Wi= (1= WiZj —2)(Z — )"
J#k

It follows that X is a complex manifold of complex dimension (2n — 1).

Lemma 13.5. Fix positive integers N, k withk < N. Let ¥ be a k-dimensional
complex submanifold of CV, and let a be a holomorphic k-form on CN. Denoting
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by oy the form on X obtained by restricting o to X, then,
daly =0 onX.

ProOF. Let j : ¥ — CV be the (holomorphic) inclusion map. Then «|y is just
the “pull back” j* (o). By a standard property of pull backs, d(j*(«)) = j*(d).
Hence da|x is a holomorphic (k 4+ 1)-form on X, being the pull back of the
holomorphic (k + 1)-form da on C". Since there are no nonzero holomorphic
(k + 1)-forms on a complex k-dimensional manifold, we conclude that da |y = 0
on X. O

We next fix a function f € A(D)NC'(D)anddefine aforma on C**N{Z € D}
by

A7) a = f(2) Y (=D " WedWiA- - AdWi A+ - AdWy AAZ A+ ADZ,y.
k=1

Then « is a holomorphic (2n — 1)-form on C* N {Z € D}. We now restrict o to
2o, where X is given by (16). Lemma 13.5 then gives d(a|x,) = 0.
We next make a particular choice of functions w; by putting
: -z .
UJ‘(C,Z): , ]:1,2,...,1’1
! g — 2z

Since

n _ B n |Ej_zj|2 B
Yo -y =y, =1, ¢ #z,
= = gzl

condition (13) is satisfied. We form the kernel

Ky, 2) =
é‘j El - Zl
(-’ L d( )
Z |2 ¢ —z|?
Ao /\d(f’ Z|’2) /\d(lg" |2)/\d§1 oA dey,.
EXERCISE 13.3. Let Py, P,, ..., P, and ¢ be functions defined and smooth on an

open set U € C", with ¢ # 0 on U. Then we have on U,

n P, [P 7P P
_1k—1_"d<_'> d(—k> d(—")
Zkzl( e O A U3 RN

— N D PedPy A AdP A A dP,.
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Applying the exercise to Py = ¢, — Z, k = 1,2,...,n,and ¢ = [¢ — 2|,
we get

1 n _ _ — _
Ko = o D DG = 3G A A G A A, A,
k=1

where d¢ = d¢; Adé A - - - A di,. Recall that the Bochner—Martinelli kernel

Kus = |—|2,, Z(;k—zwda A A NG NG A - A dE, A dE,.

ExerciSE 13.4. Forg, = n(n — 1)/2,

Kyp = (=D"Kj

We next define a family of maps ;, 0 <t < 1, from d D into C?, given by

.-z
t
I —zI?

X (&) = (&, + (1 -nw(,2), ¢eD.

For each ¢,

o[ e |2 + (1= D, D@ — 20
k=1

& —
R

in view of (13) and the corresponding equality for w. It follows that the point y;(¢)
satisfies (16) for each ¢ € dD. Thus the cycle x,(dD) lies on the manifold X
defined by (16), for each 7, 0 < r < 1. It follows that the family of maps y;,
0 <t < 1, provides a homotopy between the maps

(r:k —z)+ 1 -1 Z wi (8, (G — z) = 1,

k=1

0:¢ (& w(,2)
and
1:¢ = (G w(d, 2)

as maps from 9 D to Xy. Hence the cycles xo(d D) and y;(d D) are homologous in
¥. It follows by Stokes’ Theorem that we have

(18) / o= / o,
X0(dD) x1(dD)

where « is the form defined by (17), since we have seen that the restriction of « to
Y is a closed form.
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From the definition of o and of the maps o and x;, we have that

[ o
x0(dD)

= / FOY D wdwy A Adwg A A dw, Adg
9D k=1

=/ F@OKw(E, 2),
aD

and similarly

[ =] roxsco.
x1(0D) oD
By (18), then, the two integrals over d D are equal. By Exercise 13.4,

KID(§9 Z) = (_l)q”KMB(gv Z)

So
Qmi)"
/ FOKy(&, z) = (—l)q"f F@Kup(, 2) = (=D f(@)
9D aD (n—1)!
by Theorem 13.3. Thus
@mi)"
(=D* f@) = / F@Ky(E, 2).
(n — D! D
Theorem 13.4 is proved. O

The last two results will be used in Chapter 14.

Lemma 13.6. Fixz € D, then dK,(¢,z) = O0for¢ € D\ {z}.
PrROOF. Note that (13) yields d(Z’}:l(wj(é', 2 —zj)) =0,0r

(19) D [ow; (g — z) + 0w;(¢; — z;) + w;dg;] = 0.
j=1
From (14),

dK, =Y (=D 'dw; Adwy Ao Adwp A Adwy A A A dE,
j=1

Put

—

Bi = 0w Adwi A Adwj A Adw, AdL.
ThendK, = }_j_;(~=1)/~'B;. Note that, forall j, 8; = (=) AL dwi] AC.
Fix ¢ # z. Without loss of generality, {; # z;. Equation (19) yields
(20) (&1 — 20wy = — (&1 — 2wy — widE

=Y 10w (¢ — zj) + 0w;(g; — 7)) + w;dg;).
j#1
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Let us w_edge equation (20) with (/\k;ﬁléU)k) A d¢. We get on the left (¢ —
z21) (A} 9wg) A d¢ and on the right we get 0, because of repetitions. Hence
(¢1 — z1)Bj = Oforall j. It follows that dK,, = 0. 0

Lemma13.7. Fixz € D, andchoose € > 0 suchthatthe closedball{|¢ —z| < €}

is contained in D. Then
1 = aO/ Kw(;a Z)v
{I¢—z|=€}

where ay = (—1)""=D2m — 1)1/ Q2mi)".

PROOF. Put D, = D\ {|¢ —z| < €}. [,, Kuw = [,, dK,, = 0, by Lemma 13.6.

So
/ K, = / Ky.
oD {1t —z]=€}

1= aof Kw.
oD
1= a()/ Kwa
{lc—z|=€}

which is the assertion. O

By Leray’s formula (15),

Hence

NOTES

The integral representations in this chapter generalize the Cauchy integral for-
mula to smoothly bounded domains in C*, n > 1. Theorem 13.3 was discovered
by E. Martinelli in [Mar] and independently by S. Bochner [Boc].

The generalization of the Bochner—Martinelli formula given in Theorem 13.4,
which deals with the Cauchy—Fantappie kernels K, is due to J. Leray [Ler] (1956)
and is based on earlier work by L. Fantappie (1943). For an exposition of the theory
and generalizations, see the book of Henkin and Leiterer [HenL], Chapter 1.
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Perturbations of the
Stone—Weierstrass Theorem

Let D be the closed unit disk in C. Given functions f, g on D, we denote by
[f, g] the algebra of all functions P(f, g) on D, where P is a polynomial in two
variables.

If z is the complex coordinate in C, the Stone—Weierstrass approximation theo-
rem gives that [z, z] is dense in C (D). What if we keep the function z, but replace
Z by a function by a function Z + R(z), where R(z) is a “small” function? Do we
then have that [z, 7 + R] is dense in C(D)?

If “small” is taken to mean:

|[R(z)| < eforallz € D
with e sufficiently small, the answer is No! Given € > 0, we define
R(re') = p(re™, 0<r<1,0<86 <2nm,
where p(r) = —r,0 <r < eand p(r) = —€,¢ <r < 1.Then |R| < €eon D,
butz + R(z) = 0, |z] < €. So every function in [z, z + R] is analytic on |z| < €,
and hence each uniform limit of a sequence of such function on D is analytic there.
Hence [z, 7 + R] is not dense in C (D).

However, if “small” is taken in terms of the Lipschitz norm of R, the answer
becomes Yes, as will be shown in Theorem 14.3 below. We require two lemmas.

Lemma 14.1. Given an integer n > 1, there exists a polynomial P, so that

Py(w) —

1
< -, wEeS,
n

w + %
where S is the closed semidisk
{w € C: Re(w) > 0and |w| < ro}, rofixed.

PRrOOF. EXERCISE 14.1.

102
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Lemma 14.2. Let S be as above. There exists a sequence of polynomials {P,}
such that

1

(D P(w) - —, we S\{0},asn — oo, and
w
C

2) |Pn(w)|§ﬁ, weS\{0,n=1,2,...,
w

where C = rg + 1.

PrOOF. Let P, be as in Lemma 14.1. Then

lw P, (w)]
1 1 1
= wl| |P(w) — — + =1 < (w] |Pa(w) - -
Wty + w+
w |w|
+ | —+1=C weS§,
w + . n

since |w| < |w+ 1/n|asRe(w) > 0. Also, foreachw € S\ {0}, P,(w) — % —
0. We are done. O

Theorem 14.3. Assume that there is a constant k < 1 such that
(3) |R(z) — R(Z)| < klz—7Z|, z,7 €D.
Then [z, 7 + R(z)] is dense in C (D).

PROOF. Write 2l = [z, z + R(z)]. Fix a pointa € C. Let u be a measure on D
with u L 2. If |a] > 1, we have

n

1 N
z—a __Zan-H’

n=0
so
dp(z) — | /
4 = — nd =0.
“) [Dz—a ;anﬂ i n(z)
Next assume that |[a] < 1 and
d
) / () - 0
p |z —al

Note that (5) holds for almost all points a. We shall construct a sequence of elements
bjin, j=1,2,---, such that

1
6) bi(z) — pointwise on D \ {a},
zZ—a

) 1bj(z)] < ,zeD,j=1,2,...,

|z — al

where C is a constant.
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Once this is done we have
1
o:/bj(z)du(z) —>/ —dp(z),
D D Z—da

by dominated convergence, in view of (5) and (6). So f D Z%ﬂ du(z) = 0a.e. in
C. By Lemma 2.7, this implies that . = 0. It follows that 2 is dense in C (D), as
desired.

It remains to construct the functions b;. We fix a € D. We put

h(z) = (z — a)Z + R() — @ + R(a))).
Then
®) h(z) = |z —al* + (z — a)(R(2) — R(a)) = |z — a|* + B(2).

Because of our condition (3),

) |B(2)| < klz —al* <|z—al’>, zeD\l{al
Now (8) and (9) give
(10) Reh(z) >0, ze D\ {a}.

It follows that A (D) is a compact subset of {Re w > 0} and A(D \ {a}) C
{Re w > 0}. We fix a closed semidisk S contained in {Re w > 0} that contains
h(D).

Next we choose polynomials P, by Lemma 14.2, satisfying (1) and (2). We then
put,forj =1,2,...,

bj(z) = [(z + R(2) — (@ + R(a)]P;(h(z)).

Since z € A and z + R(z) € 2, also h € 2, and hence b; € 2, for each j.
Fixz € D\ {a}. As j — oo,

1
bj(z) - [(2+ R(@) — (@ + R@)] - —

h(z)’
since Pj(w) — i at w = h(z). So we have
1
bjz) > ——, zeD\{a).
Z—da
Furthermore, for z € D,
2
;@] < I[(z+ R(2)) — (@ + R@)]| - = .
! |7 (z)] lz — al

So (6) and (7) hold, and we are done. |

EXERCISE 14.2. Show that the hypothesis: k < 1, in Theorem 14.3, cannot be
weakened.

We now ask: How does Theorem 14.3 generalize when the disk D is replaced
by a compact set X inC", n > 1?
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For functions fi, f», -, fr in C(X) we denote by [ fi, f2, -, fi] the al-
gebra of all functions P(fi, fa, ---, fx) with P a polynomial in k variables.
The Stone—Weierstrass theorem gives that [zy, - - -, 24, Z1, - - -, Zn] 1S dense in
C(X). We now fix functions R;, Ry, ---, R, and consider the algebra 2 =
[z1, -, 2Zn, 21, +R1 - - -, Zn + R,] of functions on X. When is 2 dense in C(X)?

We aim for a sufficient condition on the R; similar to the hypothesis (3) in
Theorem 14.3.

For convenience we assume the existence of a neighborhood N of X such that
each R; is defined in N and lies in C'(N). We write R = (R, R», -- -, R,). For
w € C", we write |w| = \/lel2 + -+« + |wy|?. We shall prove

Theorem 14.4. Assume that there exists k, 0 < k < 1, with
1 [R(z) — R(Z)| < klz—=Z|, z.Z eN.
Then A = [z1, -+, 2p, 21 + Ry, - -+, 2, + Ry is dense in C(X).
The method of proof consists of replacing the Cauchy kernel dz/(z — a), used

in the proof of Theorem 14.3, by a suitably constructed Cauchy—Fantappie kernel

K(, 2).
Construction of the Kernel K (¢, z)
We introduce some notation. Foreach ¢, z € N,

(12)  Hi(¢,2) =G+ Ri@)— G +Rj@), j=12--,n

All differential operators d, 9, 9 are with respect to ¢, holding z fixed. Then
dHj = dt; + dR;(0).

As earlier, we put

di =di Ndoo N -+ ANdEy,

(13) G, 2) =Y Hi( D& —z)),
j=l1
(14) w;(¢,z) = —G@’ 2 =1, 2, , n.

We shall show in (17) below that G(¢, z) # 0 for { # z. Hence w;(¢,z) is a
smooth functionon N x N \ {¢ = z}. Also,for¢ € N,z € N,¢ # z,(14) gives

n n H(é‘, Z)
Wi, D —z) =y L2 —z) =1
JXZ; i J J ; G, z) J

With w = (wy, - - -, w,), the Cauchy—Fantappie kernel K, (¢, z) is given by

—

4 . H H H; H,
=3 =)D A A (YA Ad (2
(15) Ky(Z,2) = ;:1( DI nd(CZ) A Ad () AdE
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Exercise 13.3 yields that
1 & . —
Ku(¢,2) = = > (=1)"'HjdHy A+ NdH; A+ AdH, Ad.
j=1

We put

H; .
(16) K,({,z): a, ]:1,2,~--,}’l.

Then

K@, 2) =Y (=1/7'K;(¢,2) Anj (@) Adg,
j=1

where n;(¢) = dH A - A d/lz A -+ A dH, is independent of z.
Withw = (wy, - - -, w,), where w; is given by (14), 1 < j < n, we put, from
now on,

K =K,.

We shall deduce Theorem 14.4 from the following three lemmas.

Lemma 14.5. Let ¢ € CJ(N). Fixz € N. Then

n—1)! -
$@) =————— [ 96() AK(, 2).
@ri)yt Jy
Lemma 14.6. Let w be a measure on X with ||| < oo and u L 2. Fix z such
that
/ d|pl ()
2n—1 <X
x ¢ —zl
Then

f K¢, 0du(@) =0, j=12,...,n
X

Lemma 14.7. Let u be a measure on X with |||| < oo such that i 1 . Then,
foreach ¢ € Cé (N), we have

/ ¢(2)du(z) = 0.
X

EXERCISE 14.3. The restriction of Cé(N) to X is dense in C(X).

PROOF OF THEOREM 14.4. Lemma 14.7 and Exercise 14.3 imply that when-
ever w L %A then u L C(X). Hence 2 is dense in C(X), and Theorem 14.4
follows. -
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We begin the proofs of the three lemmas by establishing certain inequalities for
Gand Hj,1 < j < n.

Claim. For¢,z € N,

17) ReG(,7) > 0if ¢ # z,

(18) G, )| = (1 =k -z

(19) K;j(¢, )| <C W’ Ca constant, and
(20) |Hj(¢, )| < A+ k)¢ —zl.

PROOF.

Hi( )& —z2) =18 — 2P+ (R;j€) — Ry (& — z;), V).
Hence

G, 2) =Y 18—z + D (Rj©) = R —z)) = It — 2 + B(, 2),
j=1 j=1

J J

where

B, ) < |RQ) = R@IIE — 2l < kg =z < |t —zf
if ¢ #z. S0

G, 2) =18 —zI> + B2, 2) € {Rew > 0},
whence (17) holds. Next,
G, D 218 =2 —klg — 2P = A = b)IE — 2P,

so (18) holds. Furthermore,
|H; (&, 2)| - [¢; — z;| + IR;(¢) — R;(2)]

K (¢, = =
K@= Ga or IG@Z. ol
_ K-z IRQ - R@| _ (4Rl —2 I
R Ry I T Gt v P R TR T
where C = (1 + k)/(1 — k)". This gives (19). |

In a similar way, (12) gives (20). The claim is proved.

PROOF OF LEMMA 14.5. We are given ¢ € C(} (N) and a point z € N. We choose
a smoothly bounded region D with D € N and supp¢ C D.
We fix € > 0 and put

De = D\ {|§ —z| < €}.
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Lemma 13.7 then gives

Qmi)
21 1= / K(¢, 2).
(n —1)! [ —z|=€

Applying Stokes’ Theorem to the smooth (2n — 1)-form ¢ (¢)K (¢, z) on D, we
get

/B $(OK (. 2) = / A OK(E. 2) = /D (3$)(¢) A K (¢, 2) (why?),

D, D, e

and so

22) f ¢>(§)K(;,z)—/ ¢<r;)1<(c,z>=/ (36)(0) A K. 2).
aD |¢—z|=€ D,

Also,

(23) f | #(EK (&, 2)
[ —z|=€

= f @) — DK, 2) + / #(2)K (¢, 2).
|t —z|=€

[ —z|=€
EXERCISE 14.4.

lim (@) — @)K, 2) =0.

€20 Jj—zl=e

Using (21) and Exercise 14.4, we get

. (n — D!
1 K
lim e 6<i>(§) ¢ 2= iy ¢(2).
Letting € — 0 in (22) then gives
/ ¢()K(E, 2) — ((2 )3 ¢(2) —/(345)(4“)/\1((4“ 2).
Since d D lies outside supp¢, the first integral on the left vanishes, and we get
n—1)!

— ¢(2) =/(5¢)(C)/\K(C,Z) =/(5¢)(C)/\K(C,Z)~
Qi) D N

Thus Lemma (5) is proved. 0
EXERCISE 14.5. Each K; satisfies
K](§5 Z) = _Kj(za C)) é-a Z € N.

EXERCISE 14.6. Let u be a complex measure on X of finite total mass. Then
dlpl©)
|;— _ Z|2n—1

for a.a. z in C".
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PRrROOF OF LEMMA 14.6. We define
S, =1{G(,2): ¢ € X}.

Then S, is a compact setin C and, by (17), S, lies in the closed half-plane {Re w >
0}. We choose a closed semidisk S such that

S. €8S C{Rew > 0}.
By Lemma 14.2, there exists a sequence of polynomials {P,} satisfying (1) and

2,

lim P,(G(¢.2)) = e X\ {z}

b
G, 2)’
and

C
[P, (G, 2)| < m, e X\{z},v=>1.

In view of (18), then,

[P,(G(&, 2)| = A= -2 teX\{zh,v=1
It follows that for each ¢ € X \ {z}, and for each j,
. " Hi(¢,2)
Jim Hj(€, (PG ) = i = K@)
and
[H; (&, DII(Pu(G(&, )" < [H;(&, 2)I( ¢ )" :
JZ,Z v {,z = J;-’Z 1—k |§-_Z|2n
1 c’

C .
§(1+k)|§_z|(1_k) |;._Z|2n = |§_Z|2n71’

where C’ is a constant independent of v.

By hypothesis, W € L'(|u]). Thus the sequence {H;P,(G)" : v =
1,2, .-} converges to K;(¢, z) pointwise on X \ {z}, and dominatedly with re-
spect to |i|. Also, the missing point {z} has |x|-measure O (why?). Thus, by the
dominated convergence theorem,

24) f H, (¢, PG (5. ) dp(C) — / K¢, 2)du (o).
X X
as v — 00. But
Hi(¢,2) = (¢ + Ri(©) — @ + R;j(2);

hence H; € 2 andso G € 2, and so H;(¢, 2) P,(G(Z, z))" € A for every v.
Hence the left-hand side in (24) vanishes for all v. Thus fx K¢, 2du) =0,
and Lemma 14.6 is proved. O
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PROOF OF LEMMA 14.7. Since ¢ € Cé(N), for each z € N, Lemma 14.5 gives

(25) end(z) = —/Néqs(;) AK(E, 2),

Q2mi)"
(n—1)!

Cn/ ¢ (2)d(z) :/ [—/ I¢(C) A K(&, 2)]du(z)
X X N

[ L] Yo A ke
X N j=1

A (&) Adt]du(z)
= (=it / dp(z) / I (2)

j=1 X N

A K, 2) Anj(E) Ade.

For each j, 3¢ (¢) A n;(&) A d¢ is a2n-form on N. We write it as
Fj(&)dx,

with ¢, = . Hence

where F; is a scalar-valued function and dx is a Lebesgue 2n-dimensional measure.
Then

(26) Cnf ¢ ()du(z) = —Z(—l)j“fdu(Z)f Fi(0)K; (&, 2)dx.
X = X N
Fix j. By Fubini’s Theorem, we have
@7) / du(2) / Fi(0)K;(&, dx = / @] / K¢, Ddu()]dx.
X N N X
EXERCISE 14.7. Justify this application of Fubini’s Theorem.
By Exercise 14.5, K;(¢, z) = —K;(z, ¢). Hence, foreach ¢ € N,

/XKj(g‘,z)dM(z) = —fXKj(z, $)du(z).
Lemma 14.6 then gives that
(28) /X K (6, du(z) = 0
for a.a. ¢. Since this holds for each j, (26), (27), and (28) yield
/ ¢(2)du(z) = 0.
X

This proves Lemma 14.7. O
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As we saw earlier, Theorem 14.4 follows.

NOTES

The perturbed Stone—Weierstrass theorem in one complex dimension, given
in Theorem 14.3, is due to Wermer [We7]. The generalization to higher dimen-
sions, given in Theorem 14.4, was proved under stronger smoothness conditions
by Hormander and Wermer [H6We]. That proof is based on the theory of approx-
imation on totally real submanifolds in C", and is presented in Chapter 17. The
proof given in the present chapter, based on certain specially constructed integral
kernels, is due to B. Weinstock [Wei].



15

The First Cohomology Group of a
Maximal Ideal Space

Given Banach alebras 2(; and 2, with maximal ideal spaces M and My, if 2,
and A, are isomorphic as algebras, then M, and M, are homeomorphic. It is thus
to be expected that the topology of M (2) is reflected in the algebraic structure of
2, for an arbitrary Banach algebra 2.

One result that we obtained in the direction was this: M is disconnected if and
only if 2 contains a nontrivial idempotent.

We now consider the first Cech cohomology group with integer coefficients.
H'(M, Z), of a maximal ideal space M.

For decent topological spaces Cech cohomology coincides with singular or
simplicial cohomology. We recall the definitions. Let X be a compact Hausdorff
space. Fix an open covering / = {U,} of X, « running over some label set.
We construct a simplicial complex as follows: Each U, is a vertex, each pair
(Uq, Ug) with Uy, N Ug # @ is a 1-simplex, and each triple (U,, Ug, U, with
U, NUg NU, # ¥is a2-simplex. A p-cochain (p = 0,1, 2) is a map c”
assigning to each p-simplex an integer, and we require that c¢” be an alternating
function of its arguments; e.g., cl(Uﬁ, U,) = —c'(U,, Ug).

The totality of p-cochains forms a group under addition, denoted C? (/).

Define the coboundary § : C?(U) — CP*'(U) as follows: For ¢® € COU),
(Uy, Up) a 1-simplex,

8¢°(Ua, Up) = " (Up) — " (Uy).
For ¢! € C'(U), (Uy, Ug, Uy) a 2-simplex,
8c' Uy, Ug, Uy) = ' (Uy, Up) + ' (Up, Uy) + ' (U, Uy).

¢! is a 1-cocycle if ¢! = 0. The set of all 1-cocycles forms a subgroup F'

of C'(U), and 8C°(UA) is a subgroup of F'. We define H' (U, Z) as the quotient
group F'(U)/8C°U). We shall define the cohomology group H'(X, Z) as the
“limit” of H' (U, Z) as U get finer and finer. More precisely

Definition 15.1. Given two coverings U/ and V of X, we say “V is finer than {/”
(V > U) if for each V,, in V 3¢ (@) in the label set of U with V,, C Up(y).

112
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Note. ¢ is highly nonunique.

Under the relation > the family F of all coverings of X is a directed set. We
have a map

U— H'WU, Z)

of this directed set to the family of groups H' (U, Z).

For a discussion of direct systems of groups and their application to cohomology
we refer the reader to W. Hurewicz and H. Wallman, Dimension Theory (Princeton
University Press, Princeton, N.J., 1948, Chap. 8, Sec. 4) and shall denote this
reference by H.-W.

To each pair ¢/ and V of coverings of X with V > U corresponds for each p a

map p:

CPU) — CP(V),
where pc? (Vo Vo -+, Vi) = P (Upag)s - - - » Up(a,))» ¢ being as in Definition
15.1.
Lemma 15.1. p induces a homomorphism K4V : HP (U, Z) — HP(V, Z).
Lemma 15.2. KYY depends only on U and V, not on the choice of ¢.

For the proofs see H.-W.
The homomorphisms K U,V make the family {H? (U, Z)|U} into a direct system
of groups.

Definition 15.2. H'(X, Z) is the limit group of the direct system of groups
{H'U, 2)|U)}.

3 a homomorphism K¥ : H'(U, Z) — H'(X, Z) such that for V > U we
have

(D KY o KYY = KY.

(See H.-W.)
Our goal is the following result: Let 2 be a Banach algebra. Put

2A~! = {x € YUlx has an inverse in A}
and
exp = {x € Alx = ¢’ for some y € A}.
2! is a group under multiplication and exp 2 is a subgroup of A",

Theorem 15.3 (Arens-Royden). Let M = M. Then H' (M, Z) is
isomorphic to the quotient group A~" / exp 2.

Corollary. If H'(M, Z) = 0, then every invertible element x in 2 admits a
representation x = e”,y € .
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ExEgRrcISE 15.1. Let A = C(T"), I the circle. Verify Theorem 15.3 in this case.
EXERCISE 15.2. Do the same for 2l = C(I), I the unit interval.
In the exercises, take as given that H'(I", Z) = Z and H'(I, Z) = {0}.

Theorem 15.4. Let X be a compact space. 3 a natural homomorphism
n:CX)™' - H'(X, Z)
such that n is onto and the kernel of n = exp C(X).

PrOOF. Fix f € C(X)~'. Thus f # 0 on X. We shall associate to f an element
of H'(X, Z), to be denoted n(f).

LetUd = {U,} be an open covering of X. A set of functions g, € C(Uy) will
be called (f, U)-admissible if

2 f = e* in U,
and
3) lga(®) — ga (V)| < 7 for x, y in U,.

Such admissible sets exist whenever f(U,) lies, for each «, in a small disk
excluding 0. Equations (2) and (3) imply that gg — g, is constant in U, N Uyg.
Now fix a covering U/ and an (f, U)-admissible set g,. Then 3 integers /45 With

1
— — 84) = hegin U, N Ug.
e (gp — &) 8 8

The map i : (Uy, Ug) — hyp is an element of C'U); in fact, h is a 1-cocycle.
For given any 1-simplex (U, Ug, U,)

8h(Uy, Up, Uy) = hap + hpy + hyo

1
= = o [ =0
T {86 — 8« + 8 — 88+ 8« — &}

at each point of U, N Ug N U,,.
Denote by [4] the cohomology class of i in H' (U, Z).

(4)  [h] is independent of the choice of {g,} and depends only on f and U/.
For let {g/,} be another (f, U)-admissible set. By (2) and (3), 3k, € Z with
8, (x) — go(x) = 2mik, for x € U,.
The cocylce i’ determined by {g,,} is given by

1
hap = 1 (Ua: Up) = 5— (85() = g, ()
(x € Uy, N Ug). Hence
h;ﬁ = hep + Ok,
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where k is the O-cochain in C°({) defined by k(U,) = k4. Thus [h'] = [h], as
desired.
We define

Nucr) = [h]
and
n(f) = K“([h]) € H' (X, 2).

Using (1) we can verify that (f) depends only on f, not on the choice of the
covering U.

3) n maps C(X)~! onto H! (X, Z).

To prove this fix & € H'(X, Z). Choose a covering U and a cocycle i in C'(IA)
with KY([h]) = &. Put hy, = h(U,, U,). Since X is compact and so an arbitrary
open covering admits a finite covering finer than itself, we may assume that I/ is
finite, U = {U — 1, Us, ..., Us}.

Choose a partition of unity x,, | < o < s, with supp o C Uy, ¥« € C(X),
and ) _| xo = 1. For each k define

s
gr = 2mi Zhvkx,,(x) for x € Uy,
v=1

where we put 4, = 0 unless U, meets Uy. Then g € C(Uy). Fixx € U; N U;.
Note that unless U, meets Uy N U;, x,(x) = 0. Then

(8 — 8)(x) = 2mi D xu(X) (hue — hyy).
Since h is a 1-cocyle, hy, + hyj + hjr = 0 whenever Uy N U, N U; # @. Hence
in Uj N Uk,
gk — & = 2mi vahjk = 2mihj.

Define f; in U, by f, = e®*. Then f, € C(Uy) and in U, N Ug,

ﬁ — o8 8 — 2T _ |

Jfa
Thus f, = fp in U, N Ug, so the different f, fit together to a single function f
in C(X). Also,

fo = e in Uy, and 88 — 8a = 2mihgp in Uy N Ug.
From this and the definition of 1, we can verify that n(f) = K U(h)) = &.
6) Fix f in the kernel of . Then f € exp C(X).

For n(f) is the zero element of H'(X, Z). Hence 3 covering V such that if &
is the cocycle in C'(V) associated to f by our construction, then the cohomology
class of his 0; i.e., if

f = ée%in U,,
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then 3H € C°(V) such that

88 — 8« = 2mi(Hg — Hy) in V, N V.
Then

gp — 2mHg = g, — 2nH, in V, N Vp.

Hence 3 global function G in C(X) with G = g, — 2w H, in V,, for each «. Then
f = e, and we are done.

Since it is clear that n vanishes on exp C(X), the proof of Theorem 15.4 is
complete. O

Note. We leave to the reader to verify that 5 is natural.

Now let X be a compact space and £ a subalgebra of C(X). The map n (of
Theorem 15.4) restrictsto £L~! = {f € L|1/f € L}, mapping ~* into H'(X, Z).

Definition 15.3. L is full if
(a) n maps £~ onto H' (X, Z).
(b) x € L7'and n(x) = 0imply 3y € £, with x = ¢”.

Next let X be a compact polynomially convex subset of C”".

Definition 154. H(X) = {f € C(X)|3 neighborhood of U of X and 3F €
HU) with F = f on X}.
H(X) is a subalgebra of C(X).

Lemma 15.5. H(X) is full.

PrOOF. Fix y € H'(X, Z). Then 3 a covering I/ of X and a cocycle h € C'(U)
with K¥([h]) = y.
Without loss of generality, we may assume that

U={U,NX|l <a <s}, each U, open in C".

(Why?)
For each o choose &, € C§°(U,), with Zi:l » = 1 in some neighborhood N
of X.Put heg = h(Uy N X, Ug N X) € Z. Fix o and put for x € U,,

8a(X) =27 ) hyuk(x),
v=1
where h,, = Ounless U, N U, # @. Then g, € C*(U,), and, as in the proof of
Theorem 15.4, we have in U, N Ug N N,
@) 8p — 8¢ = 2mihgp.

Hence 5g5 —9gy = 0in Uy, N Ug N N, so the dg, fit together to a d-closed (0,
1)-form defined in N.
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By Lemma 7.4 3 a p-polyhedron [] with X C [] € N. By Theorem 7.6 3 a
neighborhood W of [ and u € C* (W) with

8) u = gy in W N U,.

PutV,=U,NW,1 <a <s.Thenld ={V, N X|l < a < s}.
Put g/, = g4 — uin V,,. Then g, € H(V,), by (8). Also, by (7),

1, 1
— gy = — (g5 — 84) = hyg in V, N Vj.
5 (85 8q) g (888 ) p in B
Define f = e®« in V, for each . In V,, N Vg the two definitions of f are

% and e% = e8«t2mhas — p8u

Hence f is well defined in |, V., and holomorphic there, so f|, € H(X) and,
in fact, € (H(X))~L.

g}; — g, = 2mihyg, whence n(f) = KY([h]) = y. We have verified (a) in
Definition 15.3.

Now fix f e (H(X))~! with n(f) = 0. Let F be holomorphic in a
neighborhood of X with F = f on X.

Since n(f) = 0, nu(s) = 0 for some covering U. Choose a covering of X by
open subsets W, of C*, 1 < « < s, such that

©) W > U.

(10) 3G, € HW,)  with F = ¢% in W,.
(11) |Go(x) — G,V <7 forx,y € W,.
(12) If W N Wg # ¢, then W, N W meets X.

Let W ={W,NX|l <a <s}. nuyp =0 ,s0 nwyy = 0. Hence 3
integers k, such thatif (W, N X) N (Wg N X) # @, thenin (W, N X) N (Wg N X),
(13) % Gy — Go) = ks — ke

Now fix a and 8 with W, N Wg # @. By (12), (W, N X) N (Wg N X) # 0.
Hence, by (13),

Gg — Gy = 2mkg — 2miky, in W, N W N X.
Also, because of (10) and (11),
Gp — G, is constant in W, N Wyg.

Hence

Gg — Gy = 2mikg — 2miky, in Wy, N Wy
or

Gg — 2mikg = go — 2miky in Wy N We.
Hence 3G € H(J, W) with G = G, — 2mik, in W, for each «. Then

F=e%in | JW..
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Since G|, € H(X), we have verified (b) in Definition 15.2. So the lemma is
proved. O

Lemma 15.6. Let L be a finitely generated uniform algebra on a space X with
X = M(L). Then L is full [as subalgebra of C(X).]

Proor. By Exercise 7.3 it suffices to assume that £ = P(X), X a compact
polynomially convex set in C".

By the Oka-Weil theorem H(X) C P(X).Fix y € H'(X, Z). By the last
lemma, 3f € (H(X))~' with n(f) = y. Then f € (P(X))~'. Thus n maps
(P(X)) ' onto H' (X, Z).Now fix f € (P(X))~! withn(f) = 0,and fixe > 0.
Choose a polynomial g with

llg = fII < & <inf |f],

the norm being taken in P(X). Puth = (f — g)/f. Then ||h|| < | and g
f( —h).Hence 1l — h € exp C(X) (why?) and so n(1 — h) = 0. Hence

ng =n(f) =0.

But g € (H(X))~!, whence by the last lemma 3g° € H(X) with g = €% .
Also, 1 — h = &* for some k € P(X), since ||h]| < 1. (Why?) Hence f =
e$’ 7k so f € exp(P(X)). Thus P(X) is full. O

To extend this result to a uniform algebra 2 that fails to be finitely generated, we
may express 2 as a “limit” of its finitely generated subalgebras. For this extension
we refer the reader to H. Royden, Function algebras, Bull. Am. Math. Soc. 69
(1963), 281-298. The following is proved there (Proposition 11):

Lemma 15.7. Let L be an arbitrary uniform algebra on a space X with X =
MA(L). Then L is full.

PROOF OF THEOREM 15.3. Put X = M and let £ be the uniform closure of 2 on
X.Then X = M(L). By Lemma 15.7 £ is full [as subalgebra of C(X)].
Letx € A~'. Then ¥ € (C(X))~'. Define amap ® of A" into H'(X, Z) by

®(x) = nx).

We claim & is onto H' (X, Z).Fixy € H'(X, Z). Since Lisfull, 3f € £~ with
n(f) = y.Choose ¢ > 0 withinf, | f| > ¢, and choose g € A with|g — f| < &
on X. Then g € A, g = f(1 — (f — §)/f), and sup, |(f — &)/f] < L
Hence 3b € C(X) with I — (f — 3)/f = e, and so n(8) = n(f) = y. Thus
®(g) = vy, so @ is onto, as claimed.

Next we claim that the kernel of @ = exp 2. Since one direction is clear, it
remains to show that x € 2~! and ®(x) = 0 implies that x € exp 2.

Thenfixx € A~ with®(x) = (g) = 0.Since Lisfullandx € £L7',3IF € L
with £ = d¥. Since F is in the uniform closure of 2, e is in the uniform closure
of functions ¢”, h € .
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Hence 3g = ¢’ with 1 € 2 and
Ix — &l L inf X[ on X
X — gl < = inf |x| on X.
& 3 X

Then
1
inf, |%|

A . N 3
lg| > %mfx |x], SO — < 5"
Hence uniformly on X,
Aal A Al Al 1
I—xg [ =Ix—gl-Ig |<§-

It follows that for large n, ||(1 — xg~")"||/"

o0
1 —1\n
- —(—xg™h
1 n

converges in 2( to an element k. Since

< %, and so the series

21
logl —2)=—3 ~2", Izl <1,
1

1 k+h

k = log(xg™"), so that xg=' = . Hence x = ¢
of & is exp 2, as claimed.
® thus induces an isomorphism of ! / exp 2 onto H Y(X, Z), and Theorem

15.3 is proved. O

€ exp . Hence the kernel

Note. No analogous algebraic interpretation of the higher cohomology groups
H?(M, Z), p > 1, has so far been obtained. However, one has the following
result:

Theorem 15.8. Let 2 be a Banach algebra with n generators. Then H? (M, C) =
0,p>n.

This result is due to A. Browder, Cohomology of maximal ideal spaces, Bull.
Am. Math. Soc. 67 (1961), 515-516. Observe that if 2 has n generators, then M
is homeomorphic to a subset of C" and hence that the vanishing of H” (M, C) is
obvious for p > 2n.

NOTES

For the first theorem of the type studied in this section (Theorem 15.4) see S.
Eilenberg, Transformations continues en circonférence et la topologie du plan,
Fund. Math. 26 (1936) and N. Bruschlinsky, Stetige Abbildungen und Bettische
Gruppen der Dimensionszahl 1 und 3, Math. Ann. 109 (1934). Theorem 15.3 is due
to R. Arens, The group of invertible elements of a commutative Banach algebra,
Studia Math. 1 (1963), and H. Royden, Function algebras, Bull. Am. Math. Soc.
69 (1963). The proof we have given follows Royden’s paper.
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The 9-Operator in Smoothly Bounded
Domains

Let €2 be a bounded open subset of C". We are essentially concerned with the
following problem: Given a form f of type (0, 1) on Q with 3f = 0, find a
function u on €2 such that 9, = f.

In order to be able to use the properties of operators on Hilbert space in attacking
this question, we shall consider L2-spaces rather than (as before) spaces of smooth
functions.

L?(2) denotes the space of measurable functions u on  with f o lu 12dV < oo,
where dV is Lebesgue measure.

L () is the space of (0, 1)-forms

f= fidz,
j=1

where each f; € L*(Q). Put | f|> = Z;l':l |fj|2. Analogously, Lé’Z(Q) is the
space of (0, 2)-forms
¢ = Zfﬁijdfi A dz;,
i<j

where each ¢;; € L*(R).
We shall define an operator T from a subspace of_LZ(Q) to L%,I(Q) such that
Ty coincides with 9 on functions that are smooth on 2.

Definition 16.1. Letu € L?(Q). Fixk € L*(Q) and fix j, 1 < j < n. We say
u
— =k
0z;

if for all g € C§°(£2) we have

9
—/ufngz/gde.
Q azj Q

Note. Thus k = 9u/9Z; in the sense of the theory of distributions. If u is smooth
on £, then k = du/0z;, in the usual sense.

120
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Definition 16.2.
d
Dy, = {u € LA ()| foreach j, 1 < j < n3k; € [*() with 8—“ = k;
Zj
Foru € Dy,
"\ du )
Tou =Y o247 € L5, ().
=1 9%
Fix Z']’.:l fidz; with each f; € L*(Q). 0f;/0zx and df;/0z; are defined as
distributions.

Definition 16.3.
. - af; O .
Dy, = \f =) fidz; € L, | 1520 — 2= € L), all j.k
=1 Lk Zj
For f € Dyg,,
of; ofi \ - _ 2
S = _— = — dZ A\ dZ' e L Q).
Of ; <8Zk 8Zj ) k J 072( )

Note that S coincides with 3 on smooth forms S Note also that if u € Dy, then
Tou € Dg,, and

ey So - To = 0.

Now let €2 be defined by the inequality p < 0, where p is a smooth real-valued
function in some neighborhood of 2. Assume that the gradient of p # 0 on 9€2.
We impose on p the following condition:

(2)  Forallz € Q. if (§1.....&) € C"and Y dp/dz;(2)E; = 0,
J

then

AL
oz, =T

0 0z;

Theorem 16.1. Let p satisfy condition (2). For every g € Lé,l(Q) with Sog =
0, 3u € Dy, such that
(a) Tou = g, and
) Jo PV < e - [, 1glfav,
ifQ C {zeC"|z| <R}

We need some general results about linear operators on Hilbert space.
Let H; and H, be Hilbert spaces, and let A be a linear transformation from a
dense subspace D4 of H; into H,.
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Definition 16.4. A is closed if for each sequence g, € Dy,
& —> & and Ag, > h
implies that g € D4 and Ag = h.

Definition 16.5.
Dy = {x € Hp|3x™ € Hy with (Au, x) = (u, x*) forallu € Dy.}

Since Dy is dense, x* is unique if it exists. For x € D}, define A*x = x*. A*is
called the adjoint of A. Dy~ is a linear space and A* is a linear transformation of
DA* — Hl.

Proposition. If A is closed, then D 4« is dense in Hy. Moreover, if B € Hy and if
for some constant §

I(A*f, B < SIIfII
forall f € Dy-, then B € Dgy.
For the proof of this proposition and related matters the reader may consult, e.g.,
F. Riesz and B. Sz.-Nagy, Lecons d’analyse fonctionelle, Budapest, 1953, Chap. 8.

Consider now three Hilbert spaces H;, H,, and H; and densely defined and
closed linear operators

T:H]—>H2 and SIH2—>H3.

Assume that

&) S-T =0;
ie., for f € Dy, Tf € Dgand S(Tf) = 0.
We write (u, v); for the inner product of # and v in H;, j = 1,2, 3, and

similarly ||u||; for the norm in H;.

Theorem 16.2. Assume 3 a constant c such that for all f € Dr« N Dy,

(%) IT* FIIT + ISFIE = Sl FI.
Then if g € Hy with Sg = 0, Ju € Dy such that
“4) Tu=g
and
1
(5 Nullr < =llgll2-
c

PrOOF. Put Ny = {h € Dg|Sh = 0}. Ny is a closed subspace of H,. (Why?)
We claim that if g € Ng, then

1
Q) (g )2l = Z”T*le - [1gll2.
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forall f € Dy
To show this, fix f € Dy-.

f=f+f", where f' L Ns, f” € Ns.
By (*) we have [|T* f”|l = c||f"|l2. Then

4 1 * ol
I(f, &2l = 1(f", 82 = lIgll2 - [1f"]]2 < — gl - 11T

But 7*f" = 0, forif h € Dy, (Th, f') = (h, T*f’) and the left-hand side
= 0, because f’ L Ng while S(Th) = 0by (3). Hence T*f = T*f”, and so (6)
holds, as claimed.

We now define a linear functional L on the range of 7* in H; by

L(T*f) = (f, 82, f € Dr~, g fixed in Ng.
By (6), then,

1
IL(T* )] < —lIglllI T 1

It follows that L is well defined on the range of 7* and that |[L]|| < (1/c)||g]|2-
Hence 3u € H, representing L; i.e.,

L(T*f) = (T* f, u),
and ||u||; = [|L]|. It follows by the proposition that # € Dy, and

(fﬂ 8)2 == (T*fv I/l)] = (f’ Tu)z,

all f € Dy-.
Hence g = Tu, and ||u||; < (1/¢)]|gll>. Thus (4) and (5) are established. [

It is now our task to verify hypothesis (*) for our operators 7 and Sy in order to
apply Theorem 16.2 to the proof of Theorem 16.1. This means that we must find
a lower bound for |7 £11> + |1So £1/%. For this purpose it is advantageous to use
not the usual inner product on L?(2) but an equivalent inner product based on a
weight function.

Let ¢ be a smooth positive function defined in a neighborhood of Q. Put H; =
L?(2) with the inner product

(f, en Z/Qfgef‘z’dV.

Similarly, let H, be the Hilbert space obtained by imposing on Lél (£2) the inner
product

ijdfj,zgjdzj Z/ ijgj e ?dV.
= j=1 5 @\ =1
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Finally define H3 in an analogous way by putting a new inner product on L%yz(Q).
Then

T01H1—>H2, S()ZH2—>H3.
It is easy to verify that Dy, Ds, are dense subspaces of H; and H,, respectively,
and that Ty and S are closed operators. Our basic result is the following: Define
Co, () = {f = X, f;dZ,| each f; € C'in aneighborhood of 2.}
Theorem 16.3. Fix f in C; (). Let f € Dr: N Ds,. Then

e ?dv

. . 3%
MTEF113 + 11So f113 = j;/ﬂm T

+Xk:/9

dS denoting the element of surface area on 02.

2
S etds,

e d‘/+ 1) —
;k jkaja

Suppose for the moment that Theorem 16.3 has been established. Put

¢(2) = Izl =z,
j=1

Then 9%¢/0z;0z = 0if j # k, = 1if j = k. The first integral on the right in
(7) is now

> f |filPedV = I£Il3.
j=17¢
The second integral is evidently > 0. Now
3%p ap
>0 if — f; = 0on a2,
Z 705, 1 i Z 5. f1=Oon

by (2). Hence (7) gives

(8) Ty 1R+ 11So£13 = 11£113,

if

) Za—pszo(masz.
3Zj

J
We shall show below that (9) holds whenever f € DT* N Ds, and fis C Uina
neighborhood of €. Thus Theorem 16.3 implies that (8) hold for each smooth f
in DTJ‘ N Dsg,.
We now quote a result from the theory of partial differential operators which

seems plausible and is rather technical. We refer for its proof to [39], Proposition
2.1.1.
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Proposition. Let f € Dr: N Dy, (with no smoothness assumptions). Then 3a

sequence { f,} with f, € ’DT* N Ds, and f, in C' in a neighborhood of Q such
thatasn — oo,

o = fll2 = 0, W75 fu — T f1lh — 0O, I1S0fu — Sofll3 = 0.

Since (8) holds when f is smooth, the proposition gives that (8) holds for all
f € DTO* N DSO.

Theorem 16.2 now applies to Ty and Sy with ¢ = 1. It follows from (4) and (5)
thatif g = 37", g;dz; € Ha, andif Sog = 0, then Ju in H; with Tou = g and

[lulli < |lgll>. Thus
/Iulze*"’dv < / lgl2e%av.
Q Q

Now if @ C {z € C"||z] < R}, then

/|u|2dV :/ lu|?e?
Q Q
< f lulfe™® . eRdv < eRZ/ Igl’e?dV
Q Q
eRZ/ lglav,
Q

and so (b) holds. Thus Theorem 16.1 follows form Theorem 16.3.
From now on p is assumed to satisfy (2) and Q2 is defined by p < 0. We also
shall write T and S instead of Ty and Sy. Let us now begin the proof of (7).

Lemma 16.4. Ler f = Y, fjdz; € Cy (). If f € Dr, then

) Zf, % = 0on 9,
Zj
and
nd
(10) T ==Y ¢ P (fie™).
*J

J=l
PROOF. Leth be afunctionin C? inaneighborhood of Qand# > 0.PutR = h-p.

Fix z € dQ2 and choose (¢, . . ., &,) satisfying

n

oR
an > 5, 8 =0

J=1
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Then at z,
0°R d 9 dh
— = — /’l—p + —0p
07,07k 0Zx 0z 0z;
_0h dp 3%p 8%h ah dp
T 9% 0z | 0z,0% | 02,07 ' 9z, 9%
Hence

(s g\ (s e
Z 82,8_kS i = <Xk: 0zZk ék) Z 0z; 5
+h Z _s,sk+pza R £ié
oh
Zgjfx‘ (Z a—zkfk>

J

Now (11) implies that Z (dp/0z;)é; = 0 on 9L2. Also 3p/dzx = 0p/d7x,
whence Zk(ap/azk)ék = 0 on 9L2. Since p = 0 on 92 and & > O there, (2)

implies that

(12) OnaQ, y 82R§§>0'fZaRg 0
n , =5 = U1 —5; =L
Ce 0205 — 9z;

Now choose a function % as above with 7 = 1/|grad p| in a neighborhood of
0. Then R = h - p = p/| grad p| there, whence | grad R| = 1 on 9€2. Also Q

is defined by R < 0 and (12) holds.

The upshot is that we may without loss of generality suppose that | grad p| = 1
on 9£2. It then holds that grad p is the outer unit normal to <2 at each point of 9€2.

The divergence theorem now gives for every smooth function v on €2,

9 9
(13) [—Udv:f v s
Q ax_,- IQ ij
for all real coordinates xi, ..., xp, in C". Hence for 1 < j < n,
9 9
(14) /Tvdvz/ 0 2P 4.
Q BZ]‘ 90 aZj
Now fix f = Y1 f;dz; € C},(Q), and fix u € C'(Q). Then with (,);

denoting the inner product in H; as defined above,

ou _ _
(Tu, f)2 = Z gdzj', ijdzj
7% j

u -
_ / S F ) etav.
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Fix j. Then
e ?dV
/ 3z, oz, ¢
a - a - —0
= T(ije )dV — u f(f,‘@ )dV
Q aZj ’ Q aZj ’
_ 7o 0P / 0 (709
= u dS u— e st
[ i s = [uz e

zj

where we have used (14). Hence we have

0 - _
(Tu,f)zz—/gu Za(fje | dv

J

- adp
+ f u fi— | e ?ds.
a0 XJ: !9z,
Now if f € Dy, it follows that we also have
(Tu, ), = f uT*fe ?dV.
Q
Since the last two equations hold for all u in C'(Q), we conclude that
- dp
15 ] — = 0 on 852,
(15) ; Tise,
which yields (9), and that

Tfe? =y = = e

5 i (fje~#), whence (10).
7 9z;

Define an operator Sj by
Siw = e¥ — (we™?).
J 9 i ( )

Fix f € Cé’l(fz) N Dr-. By (10), T* f = —Zj 38 fj,»and so

(16) T £FIIF = Z/ﬂajf,- S fre?dV
J.k

Now fix A, B € C'(Q2). Applying (14) with v = ABe™® and j = v gives

- _
/ 0 (ABe“”)dV:/ ABe? 2L 4s.
Q 0Zy 90 9z,

127
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Hence

9A - J - . 9
/ — Be~%dVv —/ A— (Be—¢’)dv+/ ABe™® —ds
Q 07y Q 0%y 99 Zv

_ 9
—/ A(S,,Be_"’dV—i-/ AB L 45,
Q 90 0z,

Writing [, () for f ()e~?dV and similarly for 32, we thus have

0A — — _ 9
(17) / _B:—/ASUB—i—/ ABf).
Q 07y Q aQ 0Zy
Putting A = §;w, B = v,and v = j in (17) gives
d _ — _adp
(18) T(Skw)m:— 8kw~8jv+ Skw~vT.
o 9z; Q 90 0z;

Direct computation gives for all u

SO

Hence

9 - % dw \ _
19 —— (Grw) - v = — wv — S| — | v.
o 0% o 07,0z Q 0z;

Putting A = v, B = dw/9dz;, and v = k in (17), we get

v Jw 3 dw 9
(20) T”Twz—/vak = +/UT“’4’,
Q 8Zk 3Zj Q 3Zj I 8Zj aZk
which combined with the complex conjugate of (19) gives
d a2 3
21 / —— (rw)v = / ¢_ wv — / vy Tw
Q az.,- Q 3Zjazk Q 3Zj

/ ¢ / dw dp v ow
= — WV — V— — + —_
Q szazk Pl aZj 0Zk Q 0Zk 8Zj

Combining (21) with the complex conjugate of (18) gives

— 92 v ow
(22) /ajv-skw =f S v+ vow
Q Q

0707k o 0%k E

dw 9 —
—/ vaTp+/ 5kﬂ)~v—p~
o 0Z; 0%k 99 0z
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By (16),

T £ = Z/ 8, 118 f-
Jik Y8

SO
2 - of; ofi
* 2 __ - f. =L =
@3) T A1 —/Q; v fite +/QZ; 0% 0z,
w0 o 0z;

BZ] azk
Assertion.
fe Ip p
—= = ; — on IR
Xk: T oz, 0 ;f’fk 02,07
For, by (9),

9
3 S22 = 0on o,
z 0Zk

Hence the gradient of the function ), fi(3p/dz) is a scalar multiple of grad p.
Hence 3 function A on 92 with

ad ap ap
— =A—, i =1,2,...,n,
0z (Z fi d k) 0Zk /

or

Z a_fk p Z — )La_p
— 02 kazjazk 9z,

BZj BZk

Multiplying by ]_‘j and summing over j gives

- afk 8p ap
Z 5%, +Zf]fk3 aZk—/\ija_ A;fjgjzo

Complex conjugate now gives the assertion. The last term on the right in (23)

— ap
= ) i— | =0, by().
/éﬂ([kj m) ;fjazj y ©)

Equation (23) and the assertion now yield

Lemma 16.5. Fix f € Dr- N C},(Q). Then
(24)

P - f; - 9%p
T*flIf = / A= Ji +/ Tj e +/ iJk = -
il Q]Xk: 37,07 Jik Q; dZx 97, ijk:fJfk 37,07k
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Lemma 16.6. Fix f € Ds N C§ (). Then

(25) IISfIl5 = /Q; /Q; 9% 0%;

PROOF. Since f € C§,(Q). Then

2
o

3z,

Sf=0df = Z Zaf“ dzg | A dz,

df, fo
:Z(% — g)dza/\dZﬂ

a<f

Hence
af, Afs  dfy
IISf||§=/Z Fﬂ‘a 8ﬁ—a—
Q a<B Za Zﬁ Za Zﬂ
/ 3f/3 f 3fa
a<pB aZa a<B BZﬁ
/ Y i e / Y e O
a<ﬂ aza afﬁ Qot<,8 aZﬁ aza
Which coincides with (25) O
PROOF OF THEOREM 16.3. Adding equations (24) and (25) gives (7). |

Note. The proof of Theorem 16.1 is now complete.

In the rest of this section we shall establish some regularity properties of
solutions of the equation du = f, given information on f.

Lemma 16.7. Put B = {z € C"||z| < 1}. There exists a constant K such that
Sforw € C®(C"),

w
(26) lw©0)| < K {||w||L2(B) + sup (max = )} .
B j|0z;
PROOF. It is a fact form classical potential theory that if f € CS°(R"), then
dx
@7 f=C| AF ———,
RV lx — yl

where C is a constant depending on N and dx is Lebesgue measure on R" .
Now let x € C*°(C"),supp x C B,and x = lin|z] < %.Then by (27) with
y=0and f = yw,

w(0) = (xw)(0) = /@ A(xw)E(x)dx,



16. The 3-Operator in Smoothly Bounded Domains 131

where we put E(x) = C/|x|**2. Thus
w) =1 + 2L + I,

where

I :/Ax-wde,

= 13/Aw~xde,
and
I, = f(grad X, grad w)E dx.

With x; the real coordinates in C", we have
/ Xx; wx,-E dx = / Wy, (XxiE)dx = - / w(Xx,- E)xid-xv

sohb =—[wY,(xyE)x dx.
Since x,, and Ay vanish in a neighborhood of 0 and supp x C B, we have,
with K a constant,

|| < Kl|lwllz2p), L] < Kl|wl||L,)-

32w
13=/4 — x E dx
;321'32]'
Edx = -4 — — (xE) dx.
Z/&z] (8z]>x * Z/ 0z, az,(x )

Since dE/dx; € L' locally, we have
w )

J 32_,'

|I3] < K sup <max
B
Equation (26) follows. 0

Choose x € C®(C"), x > 0, x(6) = 0for |y| > 1,and [ x(y)dy = 1,
where we write dy for Lebesgue measure on C". Put x.(y) = (l/ezn)x(y/e).
then for every ¢ > 0,

Xe € C(CH), Xxe(y) = 0 for |y| > &,

[ xedy = 1.
Let now u € L?(C") and put

ug(x) = /u(x — Mxe(y)dy.
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Note that this integral converges absolutely for all x. We assert that

(28) u, € C*(C".
(29) u, — uin L2(C"), ase — 0.
30) If u is continuous in a neighborhood of a closed ball,

then u, — u uniformly on the ball.

The proofs of (28), (29), and (30) are left to the reader.

Lemma 16.8. Let B = {7z € (C”||z| < 1}. Letu € L*(B). Assume that for each
J, 0u/0z;, defined as distribution on B, is continuous. (Recall Definition 16.1.)
Then u is continuous and (26) holds with w = u.

PrOOF. Fixx € C"andr > Oandput B(x,r) = {z € (C”||z—x| < r}. Alinear
change of variable converts (26) into

Extend u to all of C" by putting # = 0 outside B. Then u € L?*(C"). For each
p > 0,put B, = {z||z| < p}.FixXR < landfixr < 1 — R. Foreach x € Bp,
then, B(x, r) C Bgyr = B'.

Fix x € Bg.Ife, &’ > 0, u, — uy € C*(C"). Equation (31) together with
B(x,r) C B’ gives

Now, by (29), [lus — uellL,8y — Oase, & — 0. Also, it is easy to see that
du,/0z; —duy /3z7; — Ouniformlyon B'ase, &’ — 0.Hence u,(x) —uy (x) —
0 uniformly for x € Bg. Hence U = lim,_,o u, is continuous in Bg. Also, by
(29), u, — u in L?*(B). Hence U = u and so u is continuous in Bg. It follows
that u is continuous in B, as claimed.

Fix ¢ > Oand p < 1. Then, by (31),

ow

31 lwx)| < K {r"[|wllL2.r) + 7 sup <max P
J

B(x,r) J

e (X) — uer(x)]

dug ouy

0z; 0z;

<K {r”||u5 — ug|l2pr) + Fsup <max
B J

n oue
lu-(0)] < K {p lluellr2s,) + o sup <maX| T I)} .
BP

J Zj

Ase — 0,u:(0) — u(0), [luellLy,) — [lullLys,), and due/dz; — du/dz;
uniformly on B, for each j. Hence

n ou
u(0)] < K {,0 llullr2s,) + p sup (mj?ilx | — |>} .
B

X 9z,

Letting p — 1, we get that (26) holds with w = u. O
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Lemma 16.9. Let Q be a bounded domain in C* and u € L*(SQ). Assume that
forall j,
ou

3. = 0 as a distribution on 2.
<j

(32)

Thenu € H(2).

PrOOF. Define u = 0 outside 2. Then u € L?(C"). By a change of variable, we
get

ug(z) = inf u(g) xe(z — ¢)d¢.
Fix j. Note that (0{x:(z — ¢)}/0z;) = —(0{x:(z — §)}/85j). Hence

WW)—[(>3% a—»d——/<>34 = 0)d
8ij— uéazjxe £)ds = uiagjxsz £))dg¢.

Fix z € Q and choose ¢ < dist(z, 92). Put g(¢) = x.(z — ¢). Then supp g is
a compact subset of Q. By (32),

/woﬁiwmc—o
3 o

Thus du,(z)/0z; = 0. Hence u, € H(£2).

Fix a closed ball B’ C Q. By (32), du/9z; is continuous in a neighborhood of
B’ and so, by (30), u; — u uniformly in B’ as ¢ — 0. Hence u € H(B’). So
u € H(Q). O

NOTES

The fundamental result of this section, Theorem 16.1, is due to L. Hormander.
It is proved in considerably greater generality in Hormander’s paper, L? estimates
and existence theorems for the 3-operator. We have followed the proof in that paper,
restricting ourselves to (0, 1)-forms. The method of proving existence theorems
for the d-operator by means of L? estimates was developed by C. B. Morrey,
The analytic embedding of abstract real analytic manifolds, Ann. Math. (2), 68
(1958), and J. J. Kohn, Harmonic integrals on strongly pseudo-convex manifolds,
I and II, Ann. Math. (2), 78 (1963) and Ann. Math. (2), 79 (1964). These methods
have proved to be powerful tools in many questions concerning analytic functions
of several complex variables. For such applications the reader may consult, e.g.,
Hormander’s book An Introduction to Complex Analysis in Several Variables [H62,
Chaps. IV and V].

In section 17 we shall apply Theorem 16.1 to a certain approximation problem.
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Manifolds Without Complex Tangents

Let X be a compact set in C" which lies on a smooth k-dimensional (real) subman-
ifold Y of C". Assume that X is polynomially convex. Under what conditions on
> can we conclude that P(X) = C(X)?

If > is a complex-analytic submanifold of C", it does not have this property. On
the other hand, the real subspace ), of C" does have this property. What feature
of the geometry of ) is involved?

Now fix a k-dimensional smooth submanifold ) of an open set in C", and
consider a point x € Y_. Denote by 7, the tangent space to Y _ at x, viewed as a
real-linear subspace of C".

Definition 17.1. A complex tangent to Y _ at x is a complex line, i.e., a complex-
linear subspace of C" of complex dimension 1, contained in 7.

Note that if ) is complex-analytic, then it has one or more complex tangents
at every point. whereas ) _ , has no complex tangent whatever.

Definition 17.2. Let 2 be an open set in C" and let > be a closed subset of €.
> is called a k-dimensional submanifold of Q of class e if for each xo in > we
can find a neighborhood U of xy in C* with the following property: There exist
real-valued functions p1, o3, ..., pPau—r in C¢(U) such that

Y NU ={x €eUlp;(x) =0,j =1,2,....2n — k),

and such that the matrix (dp;/dx,), where x, x2, ..., X2, are the real coordinates
in C", has rank 2n — k.

EXERCISE 17.1. Let)_, p1, ..., P2z, be as above and fix x® € >_. If there exists
a tangent vector £ to Y at x° of the form

" d
§=) ¢
i=1 0z
such that £(p,) = 0, all v, then Y has a complex tangent at x°.

134
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Theorem 17.1. Let Y be a k-dimensional sufficiently smooth submanifold of an
open set in C". Assume that ), has no complex tangents.
Let X be a compact polynomially convex subset of Y. Then P(X) = C(X).

Note 1. “Sufficiently smooth” will mean that Y is of class e with e > (k/2) + 1.
It is possible that class 1 would be enough to give the conclusion.

Note 2. After proving Theorem 17.1, we shall use it in Theorem 17.5 to solve a
certain perturbation problem.

Sketch of Proof. To show that P(X) = C(X) we need only show that P(X)
contains the restriction to every X of every u € C*(C"), since such functions are
dense in C(X).

Fix u € C*(C"). By the Oka-Weil theorem it suffices to approximate u uni-
formly on X by functions defined and holomorphic in some neighborhood of X in
C”. To this end, we shall do the following:

Step 1. Construct for each ¢ > 0 a certain neighborhood w, of X in C" to which
Theorem 16.1 is applicable.

Step 2. Find an extension U, of u|x to w, such that aU, is “small” in w,.

§tep 3. Using the results of Section 16, find a function V, in w, such that v, =
U, in w, and supy |V.| = Oase — O,

Once step 3 is done, we write

U= U, — V) + Ve in w,.

Then U, — V. is holomorphic in w,, since E_)(UE — Ve) = 0 by step 3. Since
supy |Ve| — 0, this holomorphic function approximates u = U; as closely as we
please on X.

Definition 17.3. Let Q be an open set in C" and fix F € C*(RQ). F is plurisub-
harmonic (p.s.) in Q if

() S P g0
— (2)§;& >
= 0707k !
ifz e Qand (§,...,§,) € C".
Fisstronglyp.s.in Q if the inequality in (1) is strict, except when (&, . . ., §,) =
0.

Lemma 17.2. Let Y be a submanifold of an open set in C" of class 2 such that y_
has no complex tangents. Let d be the distance functionto ) ; i.e., ifx € C", d(x)
is the distance from x to Y . Then 3 a neighborhood w of " such that d* € C*(w)
and d? is strongly p.s. in w.
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EXERCISE 17.2. Prove the smoothness assertion; i.e., show that d? is in C? in some
neighborhood of > _.

PROOF OF LEMMA 17.2. Let U be a neighborhood of Y such that d*> € C*(U).
Fix zo € > . We assert that

" 92(d? _
@) S L9 gE > 0

=1 3Zj32k

forall § = (&, ..., &) with & # 0.
Without loss of generality zo = 0. Let T be the tangent space to Y _ at 0 and put
d(z, T) = distance from z to T.

*EXERCISE 17.3.

A3) d*(z) = d*(z, T) + o(|z]*).
Also
) d*(z, T) = H(z) + Re A(2),

where H(z) = 3 ;_, hjxz;Zx is hermitean-symmetric and A is a homogeneous
quadratic polynomial in z.
Equations (3) and (4) imply that

n 82 d2
5) Z @) 0)z;zx = H(2).

= 920%k
Now
d*(z,T) +d*(iz, T) = 2H(2).

If z # 0, either z of iz & T, since by hypothesis 7" contains no complex line.
Hence H(z) > 0. Because of (5), this shows that (2) holds.
It follows by continuity from (2) that

" 9%(d? -
S 29D e - 0

= 02,07

for all z in some neighborhood of 3} and & & 0. i

From now on until the end of the proof of Theorem 17.1 let ) and X be as in
that theorem and let d be as in Lemma 17.2.

Lemma 17.3. There exists an open set w, in C" containing X such that w, is
bounded and

(6) If7 € we, thend(z) < e.
7 Ifzo € Xand |z — 20| < €/2, then z € w,.
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(8) 3 a function u, in C* in some neighborhood of @, such that w,
is defined by
u.(z) < 0.
)] u, = 0on dw, and grad u, # 0 on dw,.
(10) U is p.s. in a neighborhood of w,.

PrROOF. Choose w by Lemma 17.2 so that d? is strongly p.s. in w. Next choose
B € C3(w) with = 1 in a neighborhood of X and 0 < B < 1. Let  be an
open set with compact closure such that

suppB C Q C Q C w.
Since d? is strongly p.s. in @, we can choose ¢ > 0 such that
¢=d —e'p

is p.s. in 2. Further, choose ¢ so small that B(z) = 1 for each z whose distance
from X < e. Next, choose an open set 2; with

supppf C Q) C Q C Q.

Assertion. 3 € C*°(C") such that u is p.s. in ;| and

2
&€
(11) u— ¢ < JonQ.

We proceed as in the last part of Section 16. Choose x € C>®(CV), x >
0, x(y) = Ofor |y| > Tand [ x(y)dy = 1.Put xs(y) = (1/6*)(y/8) and put

$5(x) = / (= Vxs(dy.

where we have defined ¢ = 0 outside 2.
Then, as in Section 16, if § is small,

(12) ¢s € CT(C).
(13) ¢s — ¢ uniformly on 2; as § — 0.
Also for each (¢, ...,&,) € C",z € Q:

3% ¢s _ 32 .
; 8zjazk (Z)E,/Sk - / %{: 81182,{ (Z - y)éfsz XS(y)dy > O,

since ¢ is p.s. in 2. Hence
(14) ¢sis p.s. in Q.

Choose § such that |[¢ — ¢s| < €2/4 on Q; and put u = ¢,,. Thus the assertion
holds.
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Since u € C*(C"), a well-known theorem yields that the image under u of the
set grad u = 0 has measure 0 on R. Hence every interval on R contains a point ¢
such that the level set u = ¢ fails to meet the set grad u = 0. Choose such a t with

—_Lg2 _Lg2
€T <t < —j&%.

Define
w, = {x € Qulx) < t}.
We claim that w, has the required properties. Put
Ug = u — t.

Then w, = {x € Qi|u, < 0}. It is easily verified that w, C supp B. It follows
that u, = 0 on dw;.

Since u = t on w,, it follows by choice of ¢ that grad u, and hence grad u,, % 0
on dw,. Thus (8) and (9) hold and (10) holds since u is p.s. in ;.

Equations (6) and (7) are verified directly, using (11) and the fact that —g? /2 <
t < —&2/4.

Thus the lemma is established. This completes step 1.

Lemma 17.4. Fix a compact set K onY_. Let u be a function of class C* defined
on Y". Then 3 a function U of class C" in C" with

(a) U=uonk.

(b) 3 constant C with

U
— (@)

- <C-d) ", allz,j=1,...,n.
0z;

PrROOF. We first perform the extension locally.
Fix xp € Y . Choose an open set € in C" such that xo € 2, and choose real
functions p; such that

Y N2 ={xeQpx) = = pulx) =0},

where each p; is of class C* in Q2 and such that u has an extension to C*(£2), again
denoted u.
We assert that 3 a neighborhood wy of xy and 3 integers vy, vy, . . ., v, such that

the vectors
(iap) i1
071 0Zn /,

form a basis for C" for each x € wy.

Put
90y 90y
évz<€,..., '(_)> , v=1,...,m.
aZl azn X0
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Suppose that &, ..., &, fail to span C". Then 3¢ = (cy,...,c,) # 0 with
Z';zl ¢j(0p,/3z;) = 0,v =1, ..., m. In other words, the tangent vector to C"
at xo,

Jj=1
annihilates py, ..., pm, and hence by Exercise 17.2 Y has a complex tangent at
Xo, which is contrary to assumption.
Hence &, ..., &, span C", and so we can find vy, ..., v, with &,, ..., &,
linearly independent. By continuity, then, the vectors
(aL_V’,..., 8L_”’> , j=1,...,n
071 0z, /,

are linearly independent, and so form a basis for C", for all x in some neighborhood
of x¢. This was the assertion.
Relabel p,,, ..., py, toread py, ..., p,. Define functions Ay, . .., h, in wy by

ou apz apl
.. = h; e, — , .
(821 9z, ) &) = Z ) <3Z1 0z, )x rew

Solve for A; (x). All the coefficients in this n x n system of equations are of class
e —1,50h; € C(wy). We have

éu = Zh,ép, in .
i=1

Putu; =u— Y .  hipi.Sou; =uon) ,and
5141 = élxt — Zh[ép,‘ — Zé]’l, PP = —Zéh, * Pi.
i=1 i=1 i=1

In the same way in which we got the 4;, we can find functions £;; in C % (wp)
with

é]’l,‘ = Zhi.fépj’i = 1,...,1’1
j=1

Since dp1, ..., dp, are linearly independent at each point of wy, the same is
true of the (0, 2) forms ap, A dp; withi < j.

0= 5214 = 5 (i h,‘éﬂ,‘) = Z Zh,‘jép]‘ A 5pi
i=1 i J

= Z(hij — hji) - 9p; A 0p;

i<j
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Hence h;j = hj; fori < j.Put
1
Uy = uy + 2 Zhijpipj-
L]
Sou =uon)_ and
_ _ 1 _
duy = — Zahi hit oy Za(hijpipj + R,
2 2%

where

| =

- 1 -
R = Zhijpiapj + 5 Zhijpjapi
i,] LJ

1 - 1 -
=3 Xi:ahi pit s Xi:ahjpj,
SO
- 1 _
uy = 2 Z 0hij - pip;.
ij
We define inductively functions /; on wy, I a multiindex, by

5hi = Zhuépj,
i=1
and we define functions uy, N = 1,2,...,e — 1, by

B DY 5,
Uy = uy—1 + N1 ‘”Z;V 1PI,

where I = (B, ..., B Il =X Birpr = p' - pl . Then h; € CN (wp) if
[I| = N,and uy € C° V(o).
We verify

Z oh, - pr, foreach N.
|T[I=N

By slightly shrinking wo we get a constant C such that | p;(z)| < Cd(z)V in wy if
|I| = N, and hence there is a constant C; with

ou
4(2) < Cid)", j=1,...,n,2 € wp.
0z
In particular, u,_; € C'(w), uo—;1 = uon}_, and
aue—l e—1 .
= < Cid(z) ", C; depending on wy.
<j

Also, u = 0 on an open subset of wg implies that u,_; = O there.
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For each xp € K we now choose a neighborhood w,, in C" of the above type.
Finitely many of these neighborhoods, say, wy, . . ., @, cover K.

Choose xi, ..., xg € C®(C") with supp x4 C s, 0 < xo < 1, and
> X« =1lonk.

By the above construction, applied to x,u in place of u, choose U, in C'(w,)
with Uy, = xqu in ) Nwy, supp U, C supp xqu, and

AUy
07,

(*) @) <Co-dx)¥"', zewyj=1,...,n

Since supp U, C w,, we can define U, = 0 outside w, to get a C'-function in
the whole space, and (*) holds for all z in C".
PutU = Y ¥_, U,. Then U € C'(C"), and for z € K,

8 14
U@ =) Ua@ =) xa@u@) =u@) Y xa = u(2).
a=1 a=1 o

For every z,
oU £ U,
— @ = — (2),
0z; aX:; 0z;
s0, by (*),
oUu
— @) <g-C-d) ", where C = max C,.
0z lze<g
This completes step 2. O

PrROOF OF THEOREM 17.1. It remains to carry out step 3.

Without loss of generality, ) is an open subset of some smooth k-dimensional
manifold )", such that the closure of > is a compact subset of >_,. It follows
that the 2n-dimensional volume of the e-tube around ), i.e, {x € C"|d(x), ¢},
= 0@E" ¥ ase - 0.

Fix ¢ and choose the set of w, by Lemma 17.3. By (6), w, C e-tube around ),
so the volume of w, = O (e?"%).

By (8), (9), and (10), Theorem 16.1 may be applied to w,, where we take p = u,.

Given that u is in C*°(C"), by Lemma 17.4 with K = X we can find U, in
C'(C™) such that for all z and j,

U,
0z;

< Cd(2)! and U, = uon X.

By (6) this implies

oU,

15
() 9z

< Ce¢ lin w,.




142 17. Manifolds Without Complex Tangents

Putg = 5U,3._Then dg = 0in w,. By Theorem 16.1, 3V, in L?(w,) such that,
as distributions, dV, = g;i.e.,

av. aU,
(16) £ = £ allj,
sz BZj
and
" au, |°
17 V.|?dV < C’ 1 av.
an AJ5| < ‘L X%

Equations (15) and (17) and the volume estimate on w, give

(]8) |V£|2dV < C//826—2+2n—k.
By (16) and Lemma 16.8, V, is continuous in w,. Further, fix x € X and put
B, = ball of center x, radius ¢/2. Lemma 16.8 implies that

where K is independent of x. Thusif e > k/2 + 1, supy |V:| = Oase — 0.
Step 3 is now complete. Theorem 17.1 is thus proved. O

aVe
0z;

19) Ve = K {‘9_n||V8”L2(Bx) + & sup (mjax
By

But B, C w, by (7), so (18), (15), and (16) give
(20) V()| < K{e™ 702 49},

As an application of Theorem 17.1, we consider the following problem: Let X
be a compact subset of C" and f1, ..., fi elements of C(X). Let

[flv BRI fk'X]

denote the class of functions on X that are uniform limits on X of polynomials in
f1, - - ., fr- The Stone-Weierstrass theorem gives

(215 s Zns 215 - 2l X = C(X).

We shall prove a perturbation of this fact. Let €2 be a neighborhood of X and let
Ry, ..., R, be complex-valued functions defined in €2. Denote by R the vector-
valued function R = (Ry, ..., R,).

Theorem 17.5. Assume that 3k < 1 such that

(21 IR(z1) — R(z2)| < klz1 — 22 ifz1,220 € Q
Assume also that each R; € C"2(Q2). Then
[Zla LR Zrh zl + Rl5 LR ] zn + RI‘I|X] = C(X)

Note. Equation (21) is a condition on the Lipschitz norm of R. No such condition
on the sup norm of R would suffice.
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EXERCISE 17.4. Put X = closed unit disk in the z-plane and fix ¢ > 0. Show that
3 a function Q, smooth in a neighborhood of X, with |Q| < & everywhere and
[z, 2+ QIX] # C(X).
Let ® denote the map of Q into C*" defined by
@(z) = (2,2 + R()

and let ) be the image of 2 under ®. Evidently > _ is a submanifold of an open set
in C?" of dimension 2n and class n + 2. Since n + 2 > (2n/2) + 1, the condition
of “sufficient smoothness” holds for Y .

Lemma 17.6. Y has no complex tangents.

PrROOF. If Y has a complex tangent, then 3 two tangent vectors to »_ differing
only by the factor i.

With d ® denoting the differential of the map &, we can hence find &, n € C”
different from O so that at some point of €2,

(22) d®(n) = idd(§).

Let R, denote the n x n matrix whose (j, k)th entry is 0R;/dz; and define R:
similarly. For any vector « in C",

do(a) = (o, @ + R, + Rz:).

Hence (22) gives

(0, 71+ Ron + Re) = i(§, € + RE + R:b).
It follows that n = i€ and
(23) £+ R:£ = 0.
By Taylor’s formula, for z € 2,6 € C", and ¢ real,

R(z + €0) — R(z) = R.€0 + R:¢0 + o(e).
Applying (21) with z; = z + €6, 2z, = z, and letting ¢ — 0 then gives
(24) |R.0 + R:0| < k|0|.
Replacing 6 by i6 gives
(24" |R.6 — R:0| < k|6
Equations (24) and (24’) together give
(25) |R:0| < k|0] forall® e C",

and this contradicts (23). Thus )_ has no complex tangent O

Lemma 17.7. ®(X) is a polynomially convex compact set in C*".
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PrROOF. Put A = [zy,...,24,21 + R1, ..., Zn + Ry X],
A = [z1, ..., 2201 X1], where X| = ®(X).

The map @ induces an isomorphism between 2 and 2. To show that X is poly-
nomially convex is equivalent to showing that every homomorphism of 2{; into
C is evaluation at a point of X, and so to the corresponding statement about 2
and X.

Let & be a homomorphism of 2 into C. Choose. by Exercise 1.2, a probability
measure i on X so that

h(f):ffdu, all f e 2.

Put h(z;) = a;,i = 1,...,nand ¢ = («ay, ..., «,). Choose an extension of
R to a map of C" to C" such that (21) holds whenever z1, z, € C". This can be
done by a result of F. A. Valentine, A Lipschitz condition preserving extension of
a vector function, Am. J. Math. 67 (1945).

Define forall z € X,

f@) = Z(Zi —a)((zi + Ri(2)) — (& + Ri(@))).
i=1

Since z; and z; + R;(z) € A and «; and R;(«) are constants, f € 2. Evidently
h(f) = 0. Also, for z € X,

f@ =) lu—al + ) (@ — a)(Ri(2) — Ri(@)).
i=1 i=1

The modulus of the second sumis < |z — «||R(z) — R(@)| < k|z — a|*, by (21).
Hence Re f(z) > Oforall z € X, and Re f(z) = O implies that z = «. Also,

0 =Reh(f) = / Re fdu.
b

It follows that « € X and that u is concentrated at «. Hence /4 is evaluation at «,
and we are done. O

PROOF OF THEOREM 17.5. We now know that ®(X) is a polynomially convex
compact subset of Y and that Y is a submanifold of C*" without complex tangents.
Theorem 17.1 now gives that P(® (X)) = C(P (X)), and this is the same as to
say that

[z1, ..., zn21 + Ry, ..., 20 + Ry X] = C(X).

NOTES

A result close to Theorem 17.1 was first announced by R. Nirenberg and R.
O. Wells, Jr., Holomorphic approximation on real submanifolds of a complex
manifold, Bull. Am. Math. Soc. 73 (1967), and a detailed proof was given the same
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authors in Approximation theorems on differentiable submanifolds of a complex
manifold, Trans. Am. Math. Soc. 142 (1969). They follow a method of proof
suggested by Hormander. A generalization of Theorem 17.1 to certain cases where
complex tangents may exist was given by Hormander and Wermer in Uniform
approximation on compact sets in C*, Math. Scand. 23 (1968). Theorem 17.5 is
also proved in that paper, the case n = 1 of Theorem 17.5 having been proved
earlier by Wermer in Approximation on a disk, Math. Ann. 155 (1964), under
somewhat weaker hypotheses. Various other related problems are also discussed
in the papers by Nirenberg and Wells and by Hérmander and Wermer. Further
results in this area are due to M. Freeman. The proof of Lemma 17.4 is due to
Nirenberg and Wells. (For recent work, see Wells [Wel].)

An elementary proof of Theorem 17.5, based on a certain integral transform,
has recently been given by Weinstock in [Weil].
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Submanifolds of High Dimension

In Sections 13, 14 and 17 we have studied polynomial approximation on certain
kinds of k-dimensional manifolds in C". In this Section we consider the case k > n.
Let ) be a k-dimensional submanifold of an open set in C" withn < k < 2n.
Let X be a compact set which lies on ) and contains a relatively open subset of

>
Lemma 18.1.
P(X) # C(X).

We first prove

Lemma 18.2. Let S be a set in C" homeomorphic to the n-sphere. Then h(S) # S.

PROOF. h(S) = M(P(S)). The algebra P(S) has n generators and hence by
Theorem 15.8 the n’th cohomology group of M (P (S)) with complex coefficients
vanishes. But H" (S, C) # 0. Hence S # h(S). i

PROOF OF LEMMA 18.1. Choose a set S C X with S homeomorphic to the n-
sphere. By the last Lemma 2(S) # S and so P(S) # C(S). Since an arbitrary
continuous function on § extends to an element of C(X), this implies P(X) #
C(X). O

We should like to explain the fact that arbitrary continuous functions on X cannot
be approximated by polynomials, in terms of the geometry of Y as submanifold
of C".

Fix x° € Y and a neighborhood U of x° on ). We shall try to construct
an analytic disk E in C" whose boundary lies in U. In other words, we seek
a one-one continuous map ® of |z| < 1 into C" with ® analytic in |z] < 1
and ®(Jz] = 1) C U. We then take E = ®(|z] < 1). Then every function
approximable by polynomials uniformly on U extends analytically to E and hence
P(X) # C(X) whenever X contains U.

146
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EXAMPLE. Let Y be the 3-sphere |z1]? + |z2|* = 1in C? and fix x° € ). Without
loss of generality, x% = (i, 0). We shall describe a family of analytic disks near
x¥ each with its boundary lying on _.

Fix t > 0 and define the closed curve y, by:

a=ivl—r =1 =1

y; lies on Y and bounds the analytic disk E, defined:

21 =iv1—t% 7 =1L, || < 1.

Ast — 0, y, — xp.

We wish to generalize this example. Let 22"71 be a smooth (class 2) 2n — 1)-
dimensional hypersurface in some open set in C” and fix x* € >*"'. Let U be
a neighborhood of x® on """,

Theorem 18.3. 3 an analytic disk E whose boundary 93 lies in U.

Note. After proving this theorem, we shall prove in Theorem 18.7 an analogous
result for manifolds of dimension k with n < k. The method of proof will be
essentially the same, and looking first at a hypersurface makes it easier to see the
idea of the proof. By an affine change of complex coordinates we arrange that
x% = 0 and that the tangent space to 22"_1 at 0 is given by: y; = 0, where
X1, Y1, X2, Y2, « - . , Xp, Y are the real coordinates in C". Then 22”71 is described
parametrically near 0 by equations

z1 =x1 +ih(xy, wa, ..., wy)
22 =wy
(D).
in =Wy,
where x; € R, (wa, ..., w,) € C" ! and A is a smooth real valued function

defined on xC"~! with & vanishing at O of order 2 or higher.
We need some definitions.

Definition 18.1. Put I' = {¢||¢| = 1)}. A function f in C(T") is a boundary
function if F continuous in |{| < 1 and analyticin [{| < 1 with F = fonT.
Given u defined on I', we put

'—i((”»
u—del/le .

Definition 18.2. H, is the space of all real-valued functions « on I" such that u is
absolutely continuous, u € L?>(TM and &t € L*(T"). Foru € H;, we put

luly = lull2 + {lil| 2.
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Normed with || ||, H; is a Banach space. Fix u € H;.

o
u =a0+Zan cos nf + b, sin no.

n=1

Since it € L%, Y " n*(a2 + b?) < oo andso Y (la,| + |b,]) < o0.
Definition 18.3. For u as above,

o0
Tu = Zan sin nf — b, cos né.

n=1
Observe the following facts:

(2) Ifu,v € Hy, thenu + iv is a boundary function provided u = —Tv.
(3) Ifu € Hy, then Tu € Hy and ||Tul|; < |lu|l;.

Definition 18.4. Let wy, ..., w, be smooth boundary functions and put w =
(ws, ..., w,). wis then a map of I into C" ! Forx € Hy,

Apx = —T{h(x, w)},

where A is as in (1). Ay, is thus a map of H) into H;.

Let U be as in Theorem 18.3 and choose § > 0 such that the point described
by (1) with parameters x; and w lies in U provided |x;| < § and |w;| < 8,2 <
Jj < n.

Lemma 18.4. Let wo, ..., w, be smooth boundary functions with |w;| < 8 for
all j and such that w, is schlicht, i.e., its analytic extension is one-one in |{| < 1.
Put A = A,,. Suppose x* € Hy, |x*| < 6§ on " and Ax* = x*. Then 3 analytic
disk E with 0 E contained in U.

PrROOF. Since Ax* = x*, x* = —T{h(X*, w)}, and so x* + ih(x*, w) is a
boundary function by (2). Let ¢ be the analytic extension of x* 4 ih(x*, w) to
|¢] < 1.Thesetdefinedfor [{| < 1byz; = ¥ (£),20 = wa(8), ..., 2 = Wy(C)
is an analytic disk E in C". 9 E is defined for || = 1 by z; = x*(¢) 4+ ih(x*(¢),
w(Z)),z2 = wa(¢), ..., 2, = w,(¢) and so by (1) lies on 22"_1. Since by
hypothesis [x*| < é and |w;| < § forall j,0E C U. O

In view of the preceding, to prove Theorem 18.3, it suffices to show that A = A,
has a fix-point x* in H; with |x*| < § for prescribed small w. To produce this
fix-point, we shall use the following well-known Lemma on metric spaces.

Lemma 18.5. Let K be a complete metric space with metric p and ® a map of
K into K which satisfies

p(@(x), @(y)) < ap(x,y), allx,y € K.

where o is a constant with 0 < o < 1. Then ® has a fix-point in K.



18. Submanifolds of High Dimension 149

We give the proof of Exercise 18.1.

As complete metric space we shall use the ball in H; of radius M, By = {x €
H, | [Ix]l1 < M}. We shall show that for small M if |w]| is sufficiently small and
A = A,, then

(4) A maps By into By;.
(5) do, 0 < o < 1, such that
[|Ax — Ayl|1 < aflx — ylI forallx,y € By.

Hence Lemma 18.5 will apply to A.
We need some notation. Fix N and let x = (xy, ..., xy) be a map of I' into
RY such that x; € H, for each i.

n

>l

i=1
xlly = \// |x|2d9+\// i 2d6
T r

[lx]loo = sup |x|, taken over I

x:(xl,...,XN), |x|:

Observe that ||x||c < C]|x||1, where C is a constant depending only on N. In

the following two Exercises, & is a smooth function on RY which vanishes at 0 of
order > 2.

*EXERCISE 18.2. 3 constant K depending only on 4 such that for every map x of
I into RY with ||x||e < 1,

1Rl < K(llxIh)?.

*EXERCISE 18.3. 3 constant K depending only on % such that for every pair of
maps x, y of I" into RY with ||x]|oc < 1, [|}]|ee < 1.

[h(x) —h(WI < Kllx = yllh(lxllr + [yl

Fix boundary functions w», . .., w, asearlierand putw = (w,, ..., w,). Then
w is a map of I" into C"~! = R*"~2,

Lemma 18.6. For all sufficiently small M > O the following holds: if ||w]|; <
M and A = A,, then A maps By into By and o, 0 < a < 1, such that
[[Ax — Ay|l1 < allx — y|l1 forall x, y € By.

Proor. Fix M and choose w with ||w|[; < M and choose x € Bj. The map
(x, w) takes " into R x C"~! = R>~1 If M is small, ||(x, w)]|ec < 1. Since
(x, w) = (x,0) + (0, w),

G, w)ll < 11, O + 110, willi = (x|l + [lwl].
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By Exercise 18.2,
(e, wlli < K(I(x, w1
< K(llxll + llwll))* < K(M + M)* = 4M°K
I|Ax|ly = I1T{hCx, w1 < [h(x, w1 < 4M*K
Henceif M < 1/4K, ||Ax||; < M.Sofor M < 1/4K, A maps By, into By,.

Next fix M < 1/4K and w with ||w||; < M and fixx, y € By. If M is small,
[1(x, w)llo < Tand [|(y, w)[leo < 1.

Ax — Ay = T{h(y, w) — h(x, w)}.

Hence by (3), and Exercise 18.3, ||[Ax — Ay|li < [|h(y, w) — h(x, w)||; <

Ki|(x, w) — (y, Wi (lx, Wl + [I¢y, wl) < Kllx — ylh(lxll + [yl +
2|lwl]];) < 4MK]||x — y|l;. Puta = 4M K. Then a < 1 and we are done. |

PROOF OF THEOREM 18.3.  Choose M by Lemma 18.6, choose w with ||w||; < M
and put A = A,,. In view of Lemmas 18.5 and 18.6, A has a fix-point x* in By,.
Since for x € Hy, ||x]|leoc < C||x||1, where C is a constant, for given § > 0 IM
such that x* € By, implies [x*| < § on I'. By Lemma 18.4 it follows that the
desired analytic disk exists. So Theorem 18.3 is proved. O

We now consider the general case of a smooth k-dimensional submanifold Zk
of C" with k > n. Assume 0 € Y*. Denote by P the tangent space to Y at 0,
regarded as a real-linear subspace of C". Let Q denote the largest complex-linear
subspace of P.

EXERCISE 18.4. dimc Q = k — n.
Note. It follows that, since k > n, Zk has at least one complex tangent at 0.

It is quite possible that dim¢ Q = k — n. This happens in particular when Q
is a complex-analytic manifold, for then dim¢ Q = k/2, and k/2 > k — n since
2n > k.

We impose condition

(6) dim(c Q =k —n.

EXERCISE 18.5. Assume (6) holds. For each x in 2: denote by Q, the largest
complex linear subspace of the tangent space to ) .~ at x. Show that dim¢ Q, =
k — n for all x in some neighborhood of 0.

Theorem 18.7. Assume (6). Let U be a neighborhood of 0 on Zk. Then 3 an
analytic disk E whose boundary 0E lies in U.

Note. Whenk =2n — 1,k —n = n — 1 and since dim¢c Q < n — 1, Exercise
18.4 gives that dim¢ Q = n — 1. So (6) holds. Hence Theorem 18.7 contains
Theorem 18.3.
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Lemma 18.8. Assume (6). Then after a complex-linear change of coordinates Zk
can be described parametrically near 0 by equations

21 =x1 +ihi(x1, ..., Xop—p, Wi, - - ., Wi—p)
2 =x2 +iha(X1, ..., Xopop, Wi, - . ., Wi—p
@) Lon—k = Xon—k + ihop_k (X1, ..., Xop—k, Wi, - . ., Wi—p)
LDn—k+1 = Wi
Zn = Wk—n
where x1, ..., Xm—k € R, wy, ..., w—y € Cand hy, ..., hon_y are smooth

real-valued functions defined on R**~* x C*=" = R¥ in a neighborhood of 0 and
vanishing at 0 of order > 2.

PROOF. Putz; = x; + iy; for 1 < j < n. The tangent space P to Zk at 0 is
defined by equations:

Ddalxj+by; =0, v=12._... 21—k
j=1

where a, b are real constants. We chose complex linear functions
n
L'(2)=Y cizjp  v=12....2n—k
j=1

where ¢!/ are complex constants such that 3 }_; ajx; +bYy; = Im L"(z) for each
v. So P is given by the equations:

ImL’(z) =0, v=12...,2n—k.

We claim that L!, ..., L% are linearly independent functions over C.

For consider the set Q; = {z € C"|L"(z) = Oforall v}. Q; is a complex linear
subspace of P. If the L” were dependent, dim¢c Q1 > n — 2n — k) = k — n,
contradicting (6). So they are independent. We define new coordinates Z1, . . ., Z,
in C" by a linear change of coordinates such that Z, = L" forv =1, ...,2n —k.
Put Z, = X, +iY,. Then P has the equations

Yi=Y,=---=Y54=0.
Without loss of generality, then, P is given by equations:
(@) yi=y2=-+=ymi =0.

Letx; = x;@®),y; = y;(®),1 < j <n,t € R, be a local parametric repre-
sentation of Zk at 0 with + = 0 corresponding to 0. Since P is given by (8), at
t =009y;/ot; = 0y;/otr = --- = dy;/otry =0,j =1,2,...,2n — k. Since
the Jacobian of the map:

t— (x1(0), y1(®), ..., x,(2), yu (1))
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at ¢+ = 0 has rank %, it follows that the determinant

dxy 0x
it oty
9, 0x,
it oty 0
9Yon—k+1 dY2n—k+1 7 0.
d0h oty
W w
At e 1=0
Hence we can solve the system of equations:
xp = xi(1)
Xn = xp (1)
Van—k+1 = Yon—k+1(1), t=(t, ..., k)

Yn = Yu ()
fort;, ...,y interms of x, ..., Xu, You—i+1, - - - » Yu locally near 0. Let us put
Ul = Xop—k+15 - -+ > Uk—n = Xp,
Vi = Yon—k+ls -+ Vk—n = Yn-
Put x = (xq,..., x4, u = Uy, ..., U;_p), v = (v1,..., Vk_,). Then

parametric equations for Zk at 0 can be written:

X1 = X1
yi = hi(x, u,v)
Xon—k = X2n—k

Yon—t = hon—r(x, u, v)
Xon—k+1 = U]

Yon—k+1 = V1

Xn = Uk—n

yﬂ = vk—l’h
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where each 4 is a smooth function on R¥, in a neighborhood of 0. In view of (8),
each h; vanishes at O of order > 2. Setting
u; +iv; = wyj, j=12,....k—n,

we obtain (7). |

We sketch the proof of Theorem 18.7:

With hy, ..., hy,—i asin (7), we put

h(x, w) = (h1(x, w), ..., hayi(x, w)).

h is a map defined on a neighborhood of 0 in R* and taking values in R?*~*, We
shall use this vector-valued function 4 in the same way as we used the scalar-valued
function £ of (1) in proving Theorem 18.3.

Fix smooth boundary functions wy, . .., wx_, on I" such that w is schlicht and
putw = (wy, ..., we_,). We seek amap x* = (x}, ..., x5 ,)of [ — R**
such that

x*+ih(x*, w)

admits an analytic extension ¥ = (Y, . .., ¥2,—¢) to |¢| < 1 which takes values
in C?"~*_ Then the subset of C" defined for |¢| < 1 by

21 = Y1)y -y 2n—k = Yok (&), 22n—tk=1 = W1(§), .., Zn = Wk—n({)
is an analytic disk £ in C" whose boundary d E is defined for || = 1 by
21 =X il (x" w), ..., 2ok = X5, + TRk (X7, W),
2n—k41 = W1, ooy Zp = Wi—p

and so in view of (7), 0 E lies on Zk.

We construct the desired x* by a direct generalization of the proof given for
Theorem 18.3. In particular we extend the definition 18.3 of the operator T to
vector-valued functions u = (uy, ..., us) by: Tu = (Tuy, ..., Tus). We omit
the details.

What can be said if > is a smooth k-dimensional manifold in C" with k = n?
It is clear that no full generalization of Theorem 18.7 is possible in this case, since
the real subspace Y . of C" is such a submanifold and there does not exist any
analytic disk in C" whose boundary lies on ) _ .

What if ) is a compact orientable n-dimensional submanifold of C"? When
n = 1, this means that Y is a simple closed curve in C and so Y is itself the
boundary of an analytic disk in C. When n > 1, we still see by reasoning as in
the proof of Lemma 18.2 that (3>_) # > . However, there need not exist any
point p € Y with the property that every neighborhood of p on ) contains the
boundary of some analytic disk. This happens, in particular, when ) _ is the torus:
|z| = 1, |w| = 1 in C2. This torus contains infinitely many closed curves which
bound analytic disks in C2, but these curves are all “large.”

A striking result, due to Bishop, [9], is that if ) _ is a smooth 2-sphere in C?,
i.e., a diffeomorphic image of the standard 2-sphere, satisfying a mild restriction,
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then ) contains at least two points p such that every neighborhood of p on >
contains the boundary of some analytic disk.

NOTES

This section is due to E. Bishop, Differentiable manifolds in complex Euclidean
space, Duke Math Jour. 32 (1965).

Given a k-dimensional smooth compact manifold ) _ in C”, it can occur that
there exists a fixed open set O in C" such that every function analytic in a neigh-
borhood of ), no matter how small, extends to an analytic function in O. This
phenomenon for k = 2n — 1 was discovered by Hartogs. For k = 4, n = 3 an
example of this phenomenon was given by Lewy in [Lew] and treated in general
by Bishop in his above mentioned paper, as an application of the existence of
the analytic disks he constructs. Substantial further work on this problem has been
done. We refer to the discussion in Section 4 of R. O. Wells’ paper, Function theory
on differentiable submanifolds, Contributions to Analysis, a collection of papers
dedicated to Lipman Bers, Academic Press (1974), and to the bibliography at the
end of Wells’ paper.

In the present Section we studied the problem of the existence of analytic va-
rieties of complex dimension one whose boundary lies on a given manifold ).
What can be said about the existence of analytic varieties of dimension greater
than one whose boundary lies on Y ? In particular, let M%*~! be a smooth odd-
dimensional orientable compact manifold in C" of real dimension 2k — 1. When
is M?~! the boundary of a piece of analytic variety, i.e. when does there exist a
manifold with boundary Y (possibly having a singular set) such that the boundary
of Y is M?*~! and Y\ M?~! is a complex analytic variety of complex dimension
k? When k = 1, M?*~! is a closed Jordan curve and Y exists only in the case
that M~ fails to be polynomially convex and in that case Y is the polynomially
convex hull of M~ This situation was in effect, treated in Chapter 12 above.
For arbitrary integers k the problem was solved by R. Harvey and B. Lawson in
[HarL2], [Har]. For k > 1 the relevant condition on M%*~! is expressed in terms
of the complex tangents to M~



19

Boundaries of Analytic Varieties

Part 1

Let y be a simple closed oriented curve in C?. Under what conditions does y
bound an analytic variety of complex dimension one? More precisely, when does
there exist an analytic variety ¥ in some open set in C? such that the closure of X
is compact and y is the boundary of ¥? Here we take “boundary” in the sense of

Stokes’ Theorem; i.e.,
/a) = / do,
y z

for every smooth 2-form w on C2. This is stronger than being a boundary in a
point-set theoretical sense and in particular takes orientation into account.

We have studied a related question regarding the polynomial hull of y, in Chapter
12. Here we shall use a method of Harvey and Lawson [HarL.2] based on the Cauchy
transform.

We assume that y is C2-smooth. Let v denote the projection of C2 on C with

w(z, w) =z, Yz, w.

The image curve w(y) < C is then a smooth curve in C with possible self-
intersections. We assume, for simplicity, that the set A of self-intersections is
finite, and that there exists a C>-function f on () \ A such that y admits the
representation:

n=r@©), ¢eny)\A,

where (¢, 1) is a point in C2.
To obtain the necessary conditions, we first assume that a variety X as above
exists. We seek to describe the points of X in terms of the data on the curve y.
Consider a fixed component w of C \ 7(y). Since X is an analytic one-
dimensional set, 77! (w) = {(z, w) € T : z € ) lies over w as an n- sheeted
analytic cover for some integern > 0. For z € w, we denote by w;(z), ..., w,(z)
the points of ¥ over z; the w (z) are not in general single-valued analytic functions

155
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of z in w. The set w ! () is then described by the equation

n

M [Jw=-wj@) =0, z€0

j=1
If we expand the product on the left-hand side, we obtain the expression
w" = Al@w" + A@Qu" e+ (1) A (2),

where A;(z) = Z;f:l w;(z), Ax(z) = Zj<k w;(z)wi(z), and so on. The coef-
ficient functions Ay, ..., A, are thus the elementary symmetric expressions in
Wi, ..., Wy. It follows that the A; are single-valued analytic functions on w.

Next we shall show that n, the number of “sheets” of ¥ over w, is the winding
number n(m(y), z) of the closed plane curve 7 (y) about z, for any point z € w.
Indeed this winding number is given by the integral

1 d¢

2mi 7(y) E—Z’

L[
i ), ¢ —z

We can evaluate the integral by applying the residue theorem on X to the form
% . We may assume that ¥ does not branch over z. We conclude that the integral
isjust1 4+ --- 4+ 1 (nterms) = n.

We shall next calculate the product in (1) for (z, w) with z € w, w € C, with
|w| large, from the data on the curve y. We write (¢, n) for the coordinates of an
arbitrary point on y. Choose R > 0 such that R > || for each (¢, n) € y. For
w such that jw| > R, log(1 — n/w) is then well-defined for each (¢, n) € y. We
have

(@) log(w — 1) = log(w) + log(l — n/w)
for all (¢, n) € y, where log w is defined up to an integer multiple of 27i. We set

which is equal to the integral

3) b w) = [ lew=m
27i J, -z
forz € C\ 7(y), lw| > R. Then
m>mWhme[“+;/%:M%
Y

2ri J, ¢ —z 2mi L —z

’

= nlog(w) + L/ Md;,
2wi J, L —z

where n enters here as the winding number of 7 () about the point z.
Fix w, |[w| > R. We calculate the integral in (4) by applying again the residue
theorem to X. We assume first that ¥ does not branch over z. Then the n functions
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w; are locally analytic near z and we get

n Wi
5) ®(z, w) = nlog(w) + Y log(l — %).
Jj=1
By continuity, (5) holds as well if ¥ branches over z.
We now define
(6) F(z,w) = &Y 7 € 0, |lw| > R.

Even though log(w) in (4) is only defined up to an integer multiple of 2xi,
F(z, w) is unambiguously defined. Combining (5) and (6), we get

[yl %@ — [T - w)

Jj=1

=w" — A QW + AW 4+ -+ (=1)"A,(2)

(N F(z,w)

forz € w, |lw| > R.

Thus F is a single-valued analytic function in w x {|w| > R} that extends
to be analytic on @ x C as a monic polynomial in w of degree n = n(w(y), z)
with coefficients being bounded analytic functions in . Moreover, this extension
vanishes precisely on ¥ N 7~ (w).

One further consequence of the existence of X is the following condition: Let
2 be a polydisk containing y, and let ¥ (¢, n) and o (¢, 1) be analytic functions
on 2. Then

(@) / V(& md¢ + o (¢, n)dn = 0.
Y

This is because ¥ must be contained in 2, and so ¥ (¢, n)d¢ + o (¢, n)dn is a
holomorphic one-form on ¥ U y with y = bX. It is clear that it is equivalent to
say that the integral vanishes if ¥ and o are replaced by polynomials ¢ and n, i.e.,
that

©) /P@wMC+Q@mMn=0
Y

for all polynomials P and Q. We shall refer to either (8) or (9) as the moment
condition on y. We thus have established the necessity part of the following
result.

Theorem 19.1. Let y be an oriented simple closed curve in C* with a finite number
of self-intersections. Then a necessary and sufficient condition that there exists a
bounded analytic variety . in C* with bX = +y is that y satisfies (9) (moment
condition).

The complete proof of this theorem involves a considerable number of technical
details, and we shall refer the reader to the paper of Harvey and Lawson [HarL2]
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for these. Here we shall present a sketch that we hope conveys the essential aspects
of the construction.

The orientation of an analytic variety in C? is always taken to be the “natural”
one induced by the complex structure. It clear that if a simple closed oriented
curve y satisfies the moment condition, then, if we reverse the orientation of y,
the moment condition is still satisfied. This explains the need for the “+£” in the
statement of the theorem.

We define Uy to be the unbounded component of C \ 7 (y) and denote by
Uy, U,, . .. the bounded components of C \ 7 (y). We put

v=\Ju;.
j=0
thatis, U = C\ m(y). Foreach U;, j = 0, 1, ..., set nj equal to the winding
number of 7 (y) about points of U;. We have seen above that n; also equals
the number of sheets of ¥ over U;, a nonnegative integer. Thus we have n; >
0, forj=0,1,....

Now we shall assume (8) and our objective is to produce an analytic variety X
such that y = bX, in the sense of Stokes’ Theorem, after a possible change of
orientation of y.

Fix R > 0 as above. We define

_ L[ log(w —n)
q)(z’w)_zm‘/y . “

for z € U and |w| > R, and also
F(z,w) = ®&"),

forz € U and |w| > R.Foreachi,i = 0, 1, ..., we define F; as the restriction
of F to U; x {|lw| > R}. Thus each F; is a single-valued non vanishing analytic
function on U; x {|w| > R}. Splitting ® in (4), we note that the second integral in
(4) is analytic in w near oo and takes on the value 0 at w = oo. Hence the Laurent
decomposition of F; has the form

Fizw)= Y fa@uw*
k=—00
for (z, w) € U; x {Jw| > R}, with f;; holomorphic functions on U;.

We need the following result: Let QT and 2~ be two plane domains with
common boundary arc &, where « is oriented positively with respect to . (When
Q1 and Q™ are components of C \ 7(y), this means that as z moves from Q~
to Q% across «, the winding number of 7 (y) about z increases by 1.) Let g be a
C2-smooth function defined on «. Put

1 g()de

Gtz = — , e Qt
©= 2 ), ¢ -z -

and

—n L [e@)dt
G(z)—zm. a—é—z’

e Q.
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See the book of Muskhelishvili [Mu] for a discussion of the following.

Plemelj’s Theorem. G and G~ have continuous extensions to o, again denoted
G™T and G~. On a we have

(10) G () — G (2) = g(2), 7 € a.

Lemma 19.2. Let i, j be indices such that the regions U;, U; have a common

smooth (open) boundary arc o, with o positively oriented for U;. Then:

(1) F; has a continuous extensionto (U;Ua) x {|w| > R}and F; has a continuous
extension to (U; U o) x {|lw| > R};

(i) Fj(a,w) = (w — f(a)Fi(a,w), a € o, |lw| > R, where (a, f(a)) is the
unique point on y over a.

PrROOF. We note that the hypothesis, that « is positively oriented for U, is equiv-
alent to the identity n; = n; + 1 for the winding numbers. We represent y by the
equation:

n= f), ¢ en(y).
Fix w with |w| > R. For z € U; we have
1 log(w — 1 log(w —
Oz w) = _/ g( ")d; _ _/ g( f@))d;.
2i J, L —z 270 Sy -z
7 (y) is the union of o and a complementary curve 8. So

1) @(z, w) = 1 Md“r Lf log(u;—f(f))d;.
s -z

2wi Jy {—z 2mi
Now f is smooth on « and a is at a positive distance from S. It follows that the
integral over B is continuous (across «) at a. Put

Li= lim ®(z,w), L; = lém O (z, w).
zeUj—a

zelUi—a
Plemelj’s theorem, combined with (11), gives (i) and
L; —L; =log(w — f(a)).
Exponentiating, we get
exp(L;) _
exp(L;)
soexpL; = (exp L;)(w — f(a)). Thus

w — f(a),

lim Fj(z,w) = lim Fi(z, w)(w — f(a)).
zeUj—a zeUi—a

This gives (ii) and we are done. O
We continue with the notation of Lemma 19.2. Let 2 be a domain in the z-plane

and o a boundary arc of Q2. Denote by 2l the ring of functions analytic on 2 and
continuous on Q U «.
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Lemma 19.3. Let G be a function continuous on (2 U o) X {|lw| > R} and
analytic on Q x {|lw| > R}, and let N be a nonnegative integer such that

N
(12) Gz.w)= Y g@w' zeQUa, |w >R,

k=—00

where each g lies inA. Assume that for each a € «, the functionw +— G(a, w) is
rational of order at most M, for some positive integer M. Then there exist functions

k !
P(z,w) =) pj@w, QG w) =) q;@uw
=0 j=0

witheach p; € U, q; € 2, suchthat G = P/Q on Q x {lw| > R}.

PrROOF. By shrinking & we may assume that there is an integer /,0 < [ < M, such
that, for each a € o, G(a, w) can be written as a quotient of two relatively prime
polynomials in w such that the denominator is always of degree exactly equal to /.

2l is an integral domain, and we form the field of quotients of 2, denoted F.
The space /! of (I 4+ 1)-tuples (¢4, ..., t;+1) of elements of F is then an (I +
1)-dimensional vector space over F.

We denote by W the subspace of F'*! spanned by the set of vectors

(8—is 8—i—1s -+ 8—i-1)s i=1,2,...,

where the g, are the Laurent coefficients of G.
Claim. WV has dimension < [ + 1.

PrOOF OF CLAIM. If dim W > [ 4 1, then we can choose [ + 1 positive integers
i1, i2, -+ -, iz4+1 such that the vectors
(gfi,,’gfi,,flv"'ag*iv71)3 V= 1721"'7l+]1

are linearly independent in F'*!. Then the determinant

8—i, 8—i—-1 - 8-i-l
8—in  8-ir-1 " 8—ir-l
D= : . .
8-ty 8—i—1 " =il
in 2 is nonzero.
On the other hand, fix @ € a. By the choice of / above, there exist p!, ..., p?
and g, ..., g in C such that
k _ N ! '
Yo pwl = (Y g@w)HOgw)).  |wl > R,
j=0 §=—00 j=0

with g # 0. Since the coefficients of w/ on the left-hand side vanish for j < 0,
in particular for j = —i,, j = —i, — 1,---, j=—i, —Lv=1,2,...,1+1,
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we have the system of / 4+ 1 equations:
g-i(@qy + g-i1@q) + -+ gi(@g) =0,  v=12,...,1+1
The coefficient matrix of this system has a vanishing determinant, since q,o # 0.
Thus D(a) = 0.

This holds for each @ € «. Since D is analytic on 2 and continuous on Q U «,
it follows that D = 0 in 2. This is a contradiction and so dimW < [ + 1, as
claimed.

Because of the claim, there exists (Cy, Cy, - - -, C;) € F'*! withnotall C; =0,
such that

(13) g-iCo+gis1Cir+---+giC =0, i=1,2....

Sinceeach C; € F,itfollows by clearing the denominators that there existg; € 2,
j=0,1,---,1, notall zero, so that

(14) 8-iq0 + g-i-1q1 + -+ g-i-1q1 = 0, i=12....
But (14) is equivalent to

N ] k
(15) Qg Q_gqiw)) =) pjw!,
—00 j=0 j=0

for some functions pg, p1, - - -, px € 2. This yields Lemma 19.3. O

Lemma 194. F(z, w) = 1 for z € Uy, |w| > R, where Uy, as earlier, is the
unbounded component of C \ w(y).

ProOF. Recall that R can be chosen so that y is contained in the polydisk Q2 =
{¢,n) :1¢] < R, |n| < R}.Fixz, winCsuchthat |z] > Rand |w| > R. Then,
with an appropriate choice of a branch of the logarithm,

log(w — 1)
{—z
is an analytic function of (¢, n) on €. By the moment condition (8), then,
/ log(w — 1) dc = 0.
y ¢z
This holds for all z with |z| > R, and hence, by analytic continuation, for all

z € Up. Thus ®(z, w) = 0, for z € Uy, |[w| > R. Hence F(z, w) = 1, for
z € Uy, |lw| > R, as desired. O

Lemma 19.5. Fixi > 0. Then F; is the quotient of two polynomials in w with
coefficients analytic for z € U;, \w| > R. In particular, F; has a meromorphic
continuation to U; x C.

PrROOF. The statement for i = 0 follows from Lemma 19.4.
Now consider the situation when Uy and U; are adjacent components of C \
7 (y) with common boundary arc «. Suppose, for definiteness, that « is positively
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oriented with respect to U, that is, n; = n; + 1. We want to show that if the
conclusion of the lemma holds for one of Fj, Fg, then it holds for the other.
By Lemma 19.2 we know that both Fj and F; have continuous extensions to .
Suppose that we know that F; is rational in w on Uj. It follows by continuity that
F; is rational in w on . By Lemma 19.2, F;(a, w) = (w — f(a))Fi(a, w), for
alla € o, l[w| > R. Therefore, Fy(a, w) = Fj(a, w)/(w — f(a)) is rational in
w. Now Lemma 19.3 yields that F} is rational in w on Uy. In the same way, one
shows that if F} is rational in w on Uy, then F; is rational in w on U;.
For any s we choose a sequence of indices

iO :Ovilv"'simflsim =S
such that Ui,_, and Ui, share a common boundary arc for j = 1,2, ---,s. Now
starting from Uy and applying the previous paragraph, it follows by induction on
the length m of the sequence that Fj is rational in w on Uj. O

Definition 19.1. Let 2 be an open set in C*. A holomorphic chain of complex
dimension k in € is a formal sum ) n;V;, where the branches {V;} constitute a
locally finite family of irreducible analytic subvarieties of complex dimension k
in  and the n; are nonzero integers, possibly negative.

A holomorphic chain can be thought of as an analytic variety with additional
structure; namely, a holomorphic chain has branches V; that carry a multiplicity
|n;| and an orientation given by the sign of n;. The variety X that we seek in
Theorem 19.1 should be more precisely viewed as a holomorphic chain. The set of
holomorphic chains in €2 forms an abelian group under addition of the formal sums
giving the chains. If F' is a meromorphic function on €2, then we can associate a
holomorphic chain of complex dimension n — 1 in @ to F (also known as “the
divisor of F' ”); this chain is the sum of branches of the zero set of F taken with
positive orientation and appropriate multiplicity and the branches of the pole set
of F taken with negative orientation and appropriate multiplicity.

SKETCH OF A PROOF OF THEOREM 19.1.
For each j > 0 we have

_ Pi(z, w)
0z w)

for z € U;, where P; is a monic polynomial in w of degree N, say, and Q; isa
monic polynomial in w of degree Z;, say. The “crossing over the edge” argument
of Lemma 19.5 shows that N; — Z; = n, since both the difference N; — Z; and
the winding number 7; change by 1 when we cross an edge . We let V; be the
holomorphic chain of complex dimension 1 associated to F; in U; x C . (This
means that the zero set of P; is taken with the positive orientation and with the
multiplicity induced by the order of the zero, and that the zero set of Q; is taken
with the negative orientation and the appropriate multiplicity.)

Fi(z, w)
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Let o be an edge between U; and Uy. We want to show that V; and V; “patch
together” nicely over o. We can assume that « is positively oriented with respect
to Uj, i.e.,n; = n; + 1. We know that P;(z, w), Q;(z, w), Pi(z, w), Qk(z, w)
extend continuously in z to «. We first define an exceptional set of points E of
« as the set of points z € «, where the discriminant of any of the four functions
Pi(z, w), Q;(z, w), Pr(z, w), Qr(z, w) (as polynomials in w) vanishes, or where
P;(z, w), Q;(z, w) are not relatively prime, or where Py (z, w), Qk(z, w) are not
relatively prime .

Fix z € a \ E. Since Fj(z, w) = (w — f(2)) Fi(z, w), we get

Q, = (w — f(Z))a

as rational functions of w. Therefore,

Pi(z, w) Oi(z, w) = (w — f(2))Pr(z, w)Q(z, w),

and so the linear factor (w — f(z)) divides P;(z, w)Qx(z, w). Hence there are
two cases: (a) Q(z, w) = Qk(z, w) and P;(z, w) = (w — f(2)) Px(z, w) or (b)
Q;i(z, w)(w — f(2)) = Qk(z, w)and P;(z, w) = Pi(z, w). These two cases are
similar, and we shall treat case (a) in detail.

First we note that the fact that case (a) holds at z implies that it holds for 7’ € «
near z. Indeed, the linear factor (w — f(z)) divides P;(z, w). It cannot also divide
Qi (z, w), for then it would divide Py (z, w)Q ;(z, w) and so it would also divide
Pi(z, w) or Q;(z, w). Hence P;(z, w), Q;(z, w) or Pi(z, w), Qk(z, w) would
not be relatively prime, contradicting the choice of the set E. Thus (w — f(z))
does not divide Qy(z, w). Hence Qi (z, f(z)) # 0. Therefore, Qi (z’, f(z))) # 0
for z’ € a near z. Hence (w — f(z')) divides P;(z, w) for z’ € « near z.

We have, since Q; = Qy on «, that Z; = Z;. The corresponding coefficients
of w in QO and Q; are continuous near « and analytic off of «. It follows that the
coefficients are analytic in a neighborhood of z € «\E in C. It is then clear that
the zero sets of Oy and Q; patch together to form a variety over a.

Now, for z € Uj near a fixed point a € o\ E, we can factor P;(z, w) into N;
distinct linear factors in w with coefficients continuous in U; and analytic in U;.
For z € «, one of these factors is w — f (z). Hence one of the linear factors L(z, w)
(forz € Uj)of Pj(z, w) has w — f(a) as its “boundary value” at z € a. Then
we can form locally on U near a the function P(z, w) = Pj(z, w)/L(z, w) and
argue (as before for Qy and Q) that the zero sets of P and Pk “patch” over « to
form an analytic variety. Summarizing, we get that, over a pointa € «o \ E, the
union of the closures of V; and V; patch together to give varieties without boundary
over « (N of them with positive orientation, Z; with negative orientation) together
with one variety (with positive orientation) with boundary {w = f(z)} over « .
This completes case (a). Case (b) is quite similar except that the one variety with
boundary in {w = f(z)} occurs with negative orientation.

Thus we have produced a global holomorphic chain ¥ by patching the {V;}.
Aside from the exceptional points on the arcs o separating the components {U;},
our construction shows that locally, the boundary of X is y, in the sense of Stokes’
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Theorem. For a complete proof, one still needs to show that the boundary of ¥
in the sense of Stokes’ Theorem is precisely equal to y. In particular, one must
discuss the exceptional points. For these rather technical issues, we refer to the
original paper [HarL.2].

Until now we have not used the hypothesis that y is a single curve and we know
only that X is a finite union of branches each with positive or negative orientation.
Suppose, by way of contradiction, that ¥ had more than one branch (irreducible
component). Consider an arc « on the boundary of the unbounded component Uj.
Then, since the winding number changes by 1 as we cross «, there is only one
of the irreducible components of ¥ that contains limit points on the part of y
over «. This means that one of the branches V of ¥ has as its boundary a proper
compact subset t of y. In particular, 7 is contained in a Jordan arc. The maximum
principle shows that V is contained in the polynomial hull of . But the proof of
Theorem 12.4 (basically, the argument principle) implies that 7 is polynomially
convex. This is the desired contradiction!

Thus ¥ is irreducible, i.e., it consists of a single branch whose boundary is
contained in y. From this one can deduce that, by reversing the orientation of ¥
if necessary in order that the orientation of X be positive, bX = +y. O

Remark. As noted in the proof, the argument used in Theorem 19.1 applies when
y is only assumed to be a finite union of disjoint simple closed oriented curves, of
course satisfying the moment condition. The conclusion is then that there exists a
holomorphic chain V such that bV = y.

Part 2

Theorem 19.1 is only a special case of a general result of Harvey and Lawson
[HarL2] that characterizes the compact odd-dimensional oriented real manifolds
M in C" that bound analytic varieties V. These varieties are bounded sets such
that bV = M in the sense of Stokes’ Theorem.

There is an obvious necessary condition that bV = M: Suppose that V has
complex dimension p > 1; therefore, M has real dimension 2p — 1 > 1. For
each z € M, the tangent space to M, T,(M), is a real linear space of dimension
2p — 1.

EXERCISE 19.1. Show that 7, (M) contains a complex subspace of complex dimen-
sion p — 1 for each z € M. [Since the pair (V, M) is a manifold with boundary,
V has a tangent space at z € M that, being the limit of the (complex!) tangent
spaces of points of V \ M, is also a complex linear space. T, (M) is a subspace of
real codimension 1 in this complex linear space.]

The complex subspace of T,(M) has the largest complex dimension possible
for a subspace of a real linear space of real dimension 2p — 1. This explains the
following terminology.
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Definition 19.2. M (of real dimension 2p — 1) is maximally complex if, for all
z € M, T,(M) contains a complex subspace of complex dimension p — 1.

We saw above that M is maximally complex if it bounds some V as above.
Another necessary condition (this one global) can be obtained from Stokes’ The-
orem. Let  be a smooth (p, p — 1)-form on C” such that dw = 0. Hence
do = dw + dw = dw. Then, assuming that bV = M, Stokes’ Theorem gives
Jye = [ydo = [, dw = 0, since dw is of type (p + 1, p — 1) and so is
identically zero on the complex p-dimensional manifold V.

Definition 19.3. M satisfies the moment condition if / y @ = 0forall (p, p—1)
forms w such that dw = 0.

EXERCISE 19.2. Let w be a smooth (1, 0)-form on C2. Then dw = 0 if and only
if o = Adz, + Bdz,, with A, B entire functions on C2.

Hence, for n = 2, Definition 19.3 coincides with (8).

For p = 1, maximal complexity on M is vacuous and the appropriate condition
for the existence of V such that bV = M is the moment condition on M, as
we have indicated in Theorem 19.1. However, when p > 1, Harvey and Lawson
[HarL2] showed that these two obviously necessary conditions on M are indeed
equivalent, and each implies that there exists a V such that bV = M.

A complete proof of the Harvey—Lawson [HarL.2] result involves a considerable
number of technical details. In particular, as in the case when M is a real curve,
the variety V must be taken as having an orientation and a multiplicity. Thus V
should be viewed as a holomorphic chain. Moreover, there are technical problems
in establishing the validity of Stokes’ Theorem in the presence of unavoidable
possible singularities of V and also of singularities in the way in which M bounds
V (even when both M and V are smooth). Harvey and Lawson [HarL2] overcome
these difficulties by working with currents, that is, they define a holomorphic chain
to be a current and they take the statement bV = M in the sense of currents. We
shall not define currents here. Instead, we shall only give an incomplete discussion
of a simple case of a three-dimensional manifold in C>.

Theorem 19.6. Let M be a compact connected oriented three-dimensional sub-
manifold of C3. Suppose that M is maximally complex or, equivalently, that M
satisfies the moment condition. Then there exists a (bounded) holomorphic chain
V of complex dimension 2 in C* \ M such that bV = M.

Rather than give a complete proof of this theorem, we shall indicate how the
details of the proof of Theorem 19.1 formally carry over to this higher dimensional
case. A principal point here is that the Cauchy integral of the previous proof is
replaced by the Bochner—Martinelli integral in this case.

We denote a point Z € C* by Z = (z, w), where z = (21, 22) € C*, w € C,
and 7 : C* — C? is the projection 7(Z) = z. Let M = m(M) C C?. Then
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M is an immersed 3-manifold with an orientation inherited from M. We write
U = C*\ M = U;j>oUj;, where the U; are the connected components of U and
U) is the unbounded component.

Recall that the Bochner—Martinelli kernel was defined in (13.9). We shall make
a minor change in notation and write Kpy (¢, z) for the (n, n — 1)-form (in ¢)
defined in (13.9) multiplied by the appropriate normalizing constant (depending
only on n), so that

/ Kpu(¢,2) =1,
S(z,r)

where S(z, r) denotes the sphere centered at z of radius r > 0. For the remainder
of this chapter we shall take n = 2, so that Kg (¢, z) will be a (2, 1)-form in
C?. The pull back 7*(Kgn (¢, 7)) is a (2, 1)-form in C3. We can integrate these
3-forms over M and M, respectively

First we want to define the index I (z, M) of a point z € C? \ M with respect
to M. This is the direct analogue of the winding number in the complex plane.
We set

Iz, M) = / Ksu(@. 2),
M

for z € C2 \ M . We claim that this is an integer. To see this, choose a small ball
of radius r disjoint from M and centered at z and thus with boundary S(z, r) .
Then, for some integer N, M is homologous to NS(z, r) in C? \ {z}, and, since
d:Kpy(¢,z) =0in C? \ {z}, we have, by Stokes’ Theorem, that

/ Kpu(,2) = N Kpu(¢,z) = N.
M S(z,r)

This gives the claim. Since I (z, M) is clearly continuous in z, we conclude that
I (z, M) is constant (and integer-valued) on each component U ;.
Finally, we claim that 7 (z, M) = 0for z € Uy. It suffices to show this for large
z. If z lies outside a large ball containing M, then M is homologous to O inside
that ball and the above application of Stokes’ Theorem yields that 7 (z, M) = 0.
We now take R such that |w| > R for all (z, w) € M and define

(16) P(z, w) = / log(w — mMr*(Kpm (%, 2))
M

for z € U and |w| > R, where (¢, n) gives a point of M. (This is completely
analogous to the definition in (3), where the Cauchy integral is used for the one-
dimensional case.) More precisely, the logarithm in (16) is defined, for a fixed w,
only up to integer multiples of 27i. Hence, since the index is also an integer, ® is
well-defined up to integer multiples of 2.

Thus we can put

F(z, w) = e®&Y),

to get a single-valued function for z € U and |w| > R .Foreachi,i = 0,1, ...,
we define F; as the restriction of F to U; x {|w| > R}.
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In the previous case, analyticity of the Cauchy kernel in the z variable made it
obvious that ® is analytic. It the present case, since the Bochner—Martinelli kernel
is not analytic in z, it is no longer obvious that ® is analytic on U x {|w| > R}.
However, this is exactly where the hypothesis that M is maximally complex enters
and yields the fact that indeed & is analytic. This follows from the following
proposition.

We shall write K for the Bochner—Martinelli kernel K5 in C2.

Proposition 19.7. Let (¢, n) be a function analytic on a neighborhood of M in
C3, where ¢ = (¢1, &). Put

F(2) =/Mw<;, DK@, 2),  zeU.

Then F is analytic on U.
PROOF. We regard K as defined on C?> x C? \ {z = ¢}. Here

-7 - L —2
d _
AT

S09,.K (¢, z)isaformon C? x C?\ {z = ¢} of type (2, 1) in ¢ and type (0, 1) in
z. We define a form K; on C? x C? \ {z = ¢} that is of type (2, 0) in ¢ and type
(0, 1) in z by

17) K, 2) = ( d¢) Ade A de.

-7 . -7,
|€_2_ Z|24 71 — |§'1——Z|14dZ2) ANde NdE.

Then 5§K1 (¢, z) is a form on (Cz_x C?\ {z = ¢} of type (2, 1) in ¢ and type (0, 1)
in z and so of the same type as 9, K (¢, z).

Ki(g,2) = (

Lemma 19.8. —3,K (¢, z) = 3K (¢, 2).
PROOF. See Appendix A13. O

Lemma 19.9. For (¢, n) € M (and z € U fixed)
V(¢ MO K (2, 2) = dW (&, mr*(Ki(Z, 2)).

PRrROOF. Since the map 7 and the function v are holomorphic, we have

V(& Mm@ Ki(E, 2) = 9 (W (&, mr*(Ki (L, 2)))
= 0.y (Y (&, M (K1(Z, 2))).
This holds on the open set W of C? containing M, where ¥ is defined. On W we can
write the exterior derivative d as the sumd = 9, , + 9, ,,. We have 9, , = 9; + 9.

Since 7* (K (¢, z))isoftype (2, 0) in ¢, wehave 9, (W (¢, n)m* (K, (¢, 2))) = 0.
Hence we get on W:

V(& Mt @K1 (¢, 2)) = dW (&, mr*(Ki(¢, 2) — @,¥) A 7*(Ki(Z, 2)).
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Thus it remains to show that o = (9,¥) A 7*(K (¢, z)), a (3,0)-form in (¢, n),
is zero when restricted to M. This follows from the fact that M is maximally
complex, as the next lemma shows. OJ

Lemma 19.10. Let o be a form of type (3, 0) defined on a neighborhood of a
maximally complex real 3-manifold M in C3. Then the restriction of o to M is
identically zero.

PrOOF. We need only verify this at the tangent space T, (M) at a single point

x € M.By alinear change of variable we may assume, by the maximal complexity

of M, that T.(M) = {(z1,22,23) € C : Im(zz) = 0,z3 = 0}. We have

a(x) = Adzy N dza A dzs, since «a is a (3, 0)-form. Then the restriction of o« (x)

to T, (M) vanishes since dz3 vanishes on 7, (M), and this gives Lemma 19.10.
By (17) and Lemma 19.8, then, we have

(18) 3. F(z) = /M Y (&, I, (K(C, 2))

= '/MW(C, mM*(3.K (¢, 2)) = —/Mw(;, m7*(9; K1(¢, 2)).

By Lemma 19.9, we get

19) 0.F(2) = — fMd(lﬁ(C, mr* (K15, 2))) =0,

by Stokes’ Theorem. Thus F is analytic. O

For additional simplicity in the exposition we shall assume that w maps M one-
one to M except over the self-intersection set A of M, which we assume to be
a compact subset of M of finite two-dimensional measure. Thus we can write M
over M \ A as agraphn = f(¢) for¢ € M\ A. Consequently, we can also
write

P(z, w) = /M log(w — f(&)Kpu (g, 2)

forz € U and |w| > R.

We shall need to “cross over a boundary” between two adjacent components
U;, Uy. For this we use the analogue of Plemelj’s theorem for the Bochner—
Martinelli kernel. This can be formulated as follows. Let Q1 and Q= be two
domains in C? with common boundary set o, where « is a smooth three-
dimensional manifold, oriented positively with respect to Q%. (About M, this
means that as z moves from one component Q~ of U to another Q* across M,
the index of M about z increases by 1.) Let g be a C>-smooth function defined on
o. Put

Gt (z) = /g(C)KBM(C, 2), ze Q"
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and
G () = fg(()KBM(C,z), 7€Q

See Appendix B of [HarL2] for the proof of the following generalization of
Plemelj’s formulae.

Jump Theorem. G* and G~ have continuous extensions to «, again denoted
G*t and G~. On a we have

Gt (2) — G (2) = g(2), 7 €a.

We have chosen notation so that the analogue of Lemma 19.2 is valid in the
present setup with the only change being that now the common boundary set « is
a smooth 3-manifold instead of a real curve; otherwise, the statement and proof
are the same. With the same change, Lemma 19.3 carries over.

To verify the analogue of Lemma 19.4 we need that

P(z, w) = / log(w — mMr*(Kpm (5, 2)) =0
M

for large w and z. We have noted above that & is analytic on Uy. This means that, for
w fixed with |w| sufficiently large, z > ®(z, w) is analytic in C? outside of some
large ball. In particular, for z, fixed with |z;| sufficiently large, A > ® (X, 22, w)
is an entire function of A € C. Itis clear, by looking at the integral defining ®, that
DA, z2, w) — 0as A — oo, for z5, w fixed as above. By Liouville’s theorem,
we conclude that ® (A, z5, w) = 0 for z,, w sufficiently large and for all A. By
analytic continuation it follows that ® = 0 on Uy. This gives Lemma 19.4 in our
setting.

From this point on we conclude the argument by repeating the proof of Theorem
19.1. As in Lemma 19.5, the F; have meromorphic extensions to U; x C. A
holomorphic chain V; is associated to each function F;, and these V; are pasted
together over common boundaries of the U;, Ux. We refer the reader to the work
of Harvey and Lawson [HarL2] for the full details of the proof of this beautiful
theorem. O

To conclude this chapter we shall sketch a single application of the general
theorem of Harvey and Lawson. Let W be an analytic submanifold of C3 \ K of
complex dimension 2, where K is a compact subset of C*. Then W extends to be
a subvariety of all of C3. To see this, we let M be the intersection of W with a
sphere of large radius centered at the origin. Then M is maximally complex of real
dimension 3. This is because locally M bounds the part W; of W lying outside of
the sphere. By Theorem 19.6, M bounds a subvariety V inside the sphere. Finally,
one can show that V and W, patch together across the sphere to give a global
variety in C°.
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Polynomial Hulls of Sets Over the
Circle

I Introduction

Let X be a compact set in C". Denote by 7 the projection (zi, - - -, z,) +> zi that
maps C" to the complex plane C. 7 (X) is a compact set in C, and 7 (X) is another
such set. Of course,

) 7(X) 2 m(X),

and it can happen that

) m(X) # 7 (X).

EXAMPLE 20.1. X = the torus T2 = {(¢!", ¢/®?) : 6,,6, € R}. Then X = the

closed bidisk A2, so (X) = A while 7(X) = the unit circle T
It also can happen that even though X is strictly larger than X, we have

(3) 7(X) = n(X).

EXAMPLE 20.2. X = the sphere {lz1]*> + |z2/*> = 1} in C?. Then X is the ball
{lz1* + |z221* < W and 7(X) = {|z1] < 1} = 7 (X).

If we are in the case of (2), we may consider a connected component W of the

open set C \ 7(X) with the property that there exists z° = (29, - - -, z0) € X with
79 = 7(z°) € W.In that case,
©) n(X) 2 W.

Indeed, the following fact was verified in the first paragraph of the proof of Theorem
11.9.

Lemma 20.1. Let A be a uniform algebra on a compact space X. Let f € A and
let W be a component of C\ f(X). If f takes a value Ly at a point of M, where
Ao € W, then f(M) D W.

EXERcISE 20.1. Show that (4) follows from Lemma 20.1.
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Suppose that X is a compact setin C" such that (2) holds. Consider a component
W of C \ w(X) such that 7 (X) 2 W.If K is a compact subset of W, we put
N K)={z € X: m(z) € K}.

If 7 =1 (K) is non-empty, then 7 ~' (K) is a closed subset of X and 7 maps 7~ (K)
onto K, in view of (4). So we may think of 7 ~!(K) as the portion of X that lies
over K.

We fix a closed disk A € W.PutY = 7~ 1(dA).

EXERCISE 20.2. ¥ = 77'(A).

We use this fact as follows: If we can discover analytic structure in Y , this
provides us with analytic structure for that portion of X which lies over A. On the
other hand, Y is a set lying over the circle d A. One may hope that the fact that Y
lies over a circle can be useful in the study of Y , and this will turn out to be true.

We begin by taking n = 2 and Y a compact set in C? lying over the unit circle
' = {A € C: |A| = 1}. Clearly, to go from the unit circle to an arbitrary circle
is a minor matter. For each A € T', we put

Y, ={weC: A, w) et}

Y, is acompact set in the w-plane. We shall call it the fiber over A. Strictly speaking,
the fiber of the map & over A is

{(A,w) :w e Y,}.

We denote by F the space of all functions f bounded and analytic on {|A| < 1}
such that

5) f) e Y, foraa A eT.

Claim. Fix f € F.The graphof f,
{, fQ)) (Al < 1}

is contained in Y.

PrROOF. Let P be a polynomial in A and w. Then g(A) = P(A, f(1)) € H*.
Also, fora.a. L € T', f(A) € Y,; therefore

(6) [P(A, FONDI = [IP]ly
fora.a. A € I". Hence

lg(ho)| < ess sup|g| < |P|ly
T

for all Ag in the open unit disk, i.e.,

[P (Ao, fo)| < IIPlly,
i.e, (Ao, f(Xo)) € Y. This gives the claim. O
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Theorem 20.2. Fix a compact set Y in C? lying over T'. Assume
@) Y, is convex for every A € T.
Then Y \ Y equals the union of all graphs {(x, f(})) : |A| < 1} with f € F.

PrOOF. Because of the claim just proved, it suffices to show that if (Ag, wy) €
Y \ Y, then there exists f € F with f(Xo) = wo.

We first take A9 = 0. Since (0, wp) € ¥, we may choose a probability measure
o on Y such that, for each polynomial P (A, w),

®) PO, wy) = / PO, wydu(n, w).
Y

Under the projection map 7 : (A, w) — A, u “disintegrates” (see the Appendix)
in the sense that there exists a probability measure u, on I' = m(Y), and for
a.a. A-du, on I' there exists a probability measure o, on Y;, such that, for all
fecw),

/deZ/[ f(k,w)dtn(w)} dps(A).
Y r|Jr

In view of (8), we have forn = 1,2,---,0 = [, Mdu = [ A"du,(A).
This implies, writing A = ¢ for A € T', u, = % d6. (Why?) So we have for
each f € C(Y)

1
) / fdu = / |: S, w)dak(w):| 2—d9~
Y r|Jy, b1
We define

WQ) = / wdo;, rel.
Vi

W is defined a.a. on I" and lies in L*(I", d0). Forn = 1,2, ...,

do do
/W(k)k”— :/)»" / wdo;, | — :/A"wdu =0,
r 2n r Y, 2n Y

because of (8) and (9).
It follows that W € H*. For n = 0, the same calculation yields

do
W) = / W(k)z— = / wdp = wy.
r vs Y

Thus W is the boundary value on I' of a bounded analytic function on {|A| < 1}
that takes the value wg at 0.

Finally, since o, is a probability measure on Y;, for a.a. A € T, fY-A wdo;,
can be approximated arbitrarily closely by convex combinations of finite point-
sets wy, - -+, wg in Y,. Since Y; is convex by hypothesis, and also is closed,
fyA wdo, € Y,.Thus W(A) € Y, fora.a. AinI". Thus W € F, and W(0) = wy,
as desired.
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Next fix Ag in {|A| < 1}. We shall reduce our problem to the previous case. We
put
A=Ay
1 — hor'
therefore, x gives a homeomorphism of I" onto I', and x (19) = O.
We define the set Y’ over I" by putting

x() =

Yg = YX—I(O, ¢ € I.

Then Y’ is compact. We verify that (0, wg) € Y. By the previous result, there exist

f e H®, f(0) = wp, and f(¢) € Yé fora.a. ¢ € I'. Putting g(A) = f(x (1)),

we then see that g € H*, g(A0) = wo, and g(A) € ¥, fora.a. A in T, as desired.
Finally, fix (Ao, wo) in ¥ with &g € T.

EXERCISE 20.3. (Ao, wp) € Y.

This exercise completes the proof that Y \Y ={(A, fRQ) : Al < 1, f €
Fl. O

Consistent with our earlier notation, we now define, for |A| < 1,

fﬁ:{we@:(k,w)ef/}.

Theorem 20.3. Let Y be a compact set in C? lying over T'. Assume again that
each fiber Y;, . € T, is convex. Then each fiber Yy, |A| < 1, is convex.

PrROOF. Fix XAy, |Ao| < 1, and choose points wy, wy € }A’Ao. By Theorem 20.2,
there exist fi, fo € F with f;(Ag) = w;, j = 1, 2. Put

f=3a+ 5.

Then f isbounded and analyticon || < 1 and,fora.a.A € ', f(X) = é(fl A+
() € Yy, since fi(d) € Y;, fz(k) € Y,,and Y, is convex. Thus feF. It
follows that (A9, f(Ag)) € Y. Thus 1 3 (wrtwz) = f(ko) € Y,\O So Y,\U 1s convex,
as claimed. O

Theorems 20.2 and 20.3 suggest the following question: Given a family of
convex sets Y; in the complex plane, defined for each A € T, such that the set

Y={Aw)eC:rel,wel,}

is compact—for example, each fiber Y, , A € I', may be aline segment, a triangle, or
an ellipse—how can we explicitly describe the family of compact sets Vi Al < 12
Or, equivalently, how can we explicitly describe the set Y? A tractable example
is given by the case where each Y, is a closed disk. In the next section, we shall
study some examples of this case, and in the Notes we shall point out related, more
general, results.
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II Sets Over the Circle with Disk Fibers

We choose a continuous complex-valued function «: A +— (1), defined on I,
and we put

Y={R&R,w)y:xel,|lw—al) <1}
Each Y, is then a disk of radius 1.

ExampLE 20.3. Inthe case ®(A) = A, and therefore alsointhecase Y = {(A, w) :
rel Jw—Al < 1},weclaimthatf/ ={x,w A <1, lw—A] <1}

To see this, fix (Ag, wg) € Y. Put P(A, w) = w — A. Then P is a polynomial
and |P| < 1on Y. Hence |wy — Ag| = | P (Ao, wo)| < 1.

Conversely, fix (Ao, wg) with |[wyg — X9| < 1. Consider the analytic disk X,
defined by w — A = wp — Ag, |A|] < 1. The boundary 9%, lying over I, is
contained in Y. If Q(A, w) is any polynomial, the restriction of Q to X is analytic
and hence satisfies the maximum principle. Thus

[Q (Ao, wo)| < max |Q| < max |Q].
Ep) Y
So (Ao, wp) € }A’, and therefore we are done.
|

EXERCISE 20.4. Leta(h) = 24, Y = {(A, w) : |w — 2A] < 1}. Show that ¥ \ Y
is empty. [Hint: Apply Theorem 20.2.]

EXERCISE 20.5. Leta(A) = A, Y = {(A, w) : lw — A| < 1}. Show that ¥ \ Y is
the analytic disk {|A| < 1, w = 0}.

A simple condition which assures that Y \ Y contains an open subset of C?
is the existence of a constant k such that |@(X)] < k < 1 for every A in I'.
Suppose that this holds and put ¥ = {(A, w) : [A| = 1, |lw — «¢(A)| < 1}. Fixr,
0 < r < 1 — k. Then for each A € T, the disk {Jw| < r} C Y,, and it follows
that each “horizontal” disk: w = wy, |A| < 1, where |wy| < r, is contained in f/,
and hence ¥ does have interior in C2.

We now consider the following special case. Let P, Q be polynomials in A such
that Q # 0 on I', and assume that there exists k < 1 such that

P

(10a) — | <k Vi eTl.
o)

Assume also that

(10b) Each zero of Q in {|A| < 1} is simple.

Put

{ - G <]
Y={(A,w): A eTland jw— —| <1;.
o)
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In Theorem 20.5 below, we shall give an explicit description of )’/; for each A in
{IA] < 1}.
We can write

Q) = Qo(MRR),

with
A— A

Qo(h) = rll_ :
where Ay, Ay, - - -, A, are the zeros of Q in {|A| < 1} and R is a rational function
with R(A) # 0in {|A]| < 1}. We put

P(x;
(11) w; = — (f), j=12--,n

R(%))

We let, as before, F denote the space of all functions f € H* suchthat f(A) € Y3
ae.onl.

Lemma 20.4. F consists of all functions f on {|A| < 1} that can be written in
the form

(12) f=24 2
0 Qo
with B € H®, ||B||loo < 1, and
13) B(xj) = wj, 1<j<n.
PROOF. Suppose that f € F. Define the function ¢ by
r=2e

Then ¢ is meromorphic on {|A| < 1} with a simple pole at each A ;. Also,
fQ—P:<fQ—P>i_
0 R Qo

Put B = (fQ — P)/R. Then B € H*, B(A;) = w; for each j and, for a.a.
reTl,

¢ =

< 1.

|Ban—'fQ_

(k)’ 1Qo(M)| = ’(f - —)(?»)

Hence ||B||oo < 1. Thus
f=

where B satisfies (13) and ||B]|c < 1.
Conversely, suppose that f has the representation (12) for some B € H* with
||B]loo < 1 and such that (13) holds. Then f is meromorphic on {|A| < 1} with

B
Qo'

Ql~

IA
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(possibly removable) singularities at the A ; and is regular elsewhere on {|A| < 1}.
We have

P(xj)
res;, — = — ,
Y Q'(Aj)
and
res _ BGy)  PQy) 1 PRy

AT = = - 7 =~ ’

" Qo Qo(Aj) R(;) Qy(2)) Q'(A))
J=1,---,n.Henceres, f = Oforall j.Since f has ateach A ; at most a simple

pole, it follows that A; is a removable singularity for f for all j. So f € H®.
Then, for almost all A € T,

POY| | B
0N | | Qo)

So f € F, and we are done.

‘f(/\) - =|B)| < 1.

To motivate what follows, we shall briefly review the interpolation theory in the
disk developed by G. Pick and R. Nevanlinna early in the twentieth century.

Consider m distinct points zy, . . ., z, in {|z] < 1}. We ask for which m-tuples
of complex numbers B, ..., B, there exists F € H such that
(14) |1Fllo < 1and F(z;) = Bj, l<j=m
Foreachset By, - - -, B, wedenoteby M = M(zy, -+, Zm|B1, -+ *» Bm) them xm

Hermitian matrix
- m
( L — BBk )
T 75 .
2jZk k=1

Pick’s Theorem. Given By, - - -, B, in C, there exists F € H®™ satisfying (14)
if and only if the matrix M is positive semi-definite. Also, there exists F € H*
satisfying (14) and with || F||so < 1 if and only if the matrix M is positive definite.

We shall discuss this result in the Appendix.
PutA={reC:|A| <landi # Xx;forj =1,---n}. Weput,forr € A
andw € C,

(15) D()"v U)) = det(M()\.l, ] )"ns )“|w11 cee, Wy, W)),

where the w; are given by (11). Note that D is real-valued since M is Hermitian.
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ExampLE 20.4. Take n = 2. Then
l—wlzi)l l—wlﬁ)z 1—11)112)

I—A]AI l—klkz I—A])L
1 — wowy 1 — wowy 1 —wow

DA, w) =

( ) 1 — A 1 — Xohs 1 — Aok
1 —ww; 1 —ww; 1 —ww
1 — Ad 1 — Ay 1 — A

EXERCISE 20.6. Foreachn andeach A € A, w € C,
D(h, w) = alw|* + bw + bw + c,

where a, b, ¢ are rational functions of A, A.

Now fix polynomials P, Q as above, with O # 0 on I', such that (10a) and
(10b) hold. Define w; by (11),1 < j < n.

Theorem 20.5. For each A € A, we have

(16) {w: D\, w) > 0} is a nondegenerate closed disk, and
(17) f/—{er Y . px w)>0}
"Tlow o T T

Remark. Formula (17) is the “explicit” description of Y we have been aiming at.
Since the set {w : D(A, w) > 0} is a disk of positive radius, for each fixed A € A,
(17) yields that Y, is a closed nondegenerate disk as well.

PROOF. We fix A € A and put
E, ={w: DA, w) > 0}.

Claim. E, is nonempty.

ProoF. Fix r < 1 — k. As we saw earlier, our hypothesis that |P/Q| < k on
I" implies that, for fixed wy with |wy| < r, the disk {w = wy, L] < 1} lies in
Y, and so the constant function wy belongs to F. By Lemma 20.4, this yields the
existence of By € H* such that

(18) Bo(Aj) = w;, j=1--,n
and
P() | Bo({)
19 = — s 1
9 =00 T o KE
Then (19) holds a.e. on I". Hence we have
P(¢) P
Bo(O)l = |wo — —— k
[Bo(5)] = ‘wo 00 | = < lwo| + 20 <r+
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fora.a. . € I'.Hence ||By|looc <7 +k < 1.Setw’ = (wg — P(AL)/ Q) Qo(A).
We then have By(A;) = w;, 1 < j < nand By(x) = w’. By Pick’s Theorem, it
follows that

(20) MOy, -, A, AMwy, - - -, w,, w') is positive definite,

and hence D(A, w’) > 0. The claim is proved.
Further, (20) implies that

21 My, -+, Aylwy, - - -, wy) is positive definite.

Now fix w with D(A,w) > 0. Then the matrix M(A{, - -, Ay, A
wy, - -+, Wy, w) has all of its principal minors positive, because (20) shows this
for all but the (n + 1) x (n 4+ 1) minor, which equals D(X, w). It follows that
M(Ay, -y Ay, Alwy, - - -, wy, w) is positive definite.

By Pick’s Theorem, then, there exists B € H™, ||Bl|o < 1,with B(A;) = wj,
1 < j <n,and B(A) = w. By Lemma 20.4, then

P B

f=—=+—=—¢€F
0 Qo

and so

P w N

— + € Y.

oM Qo)

Assume next that D(i, w) > 0. By the claim, w = lim,,_wQ w, with

D(A, w,) > 0. Letting n — o0, we get that 55= . Thus the
RHS (right-hand 51de) in (17) is contained in the LHS (left- hand side) in (17).

Finally, fix w € Y;. Then there exists f € F with f(A) = w and so, by
Lemma 20.4, there exists B € H®, ||B||lo < 1, B(A;) = w;, 1 < j < n with
f =P/Q + B/Qoy. Weput B(x) = w'. Then

P(L B(\ P(\ !
o foy~ POY L BOY PGY W
o) Qo(A) o) Qo(A)
Also, by Pick’s Theorem, M (Ay, -« -, Ay, Awy, - -+, w,, w') is positive semi-

definite. Hence D(A, w') > 0. So w € RHS in (17), and therefore LHS C
RHS.

Thus LHS =RHS and (17) holds. Also, the claim shows that {w : D(A, w) > 0}
is nondegenerate, so (16) also holds. We are done. O

Theorem 20.5 leaves open the description of the fibers Y; for A ¢ A. The final
result in this chapter fills this gap.

Corollary 20.6. The fibers {f’A 1 |A| < 1} form a continuously varying family of
nondegenerate closed disks.

PrOOF. We know that the fibers are nondegenerate since fﬁ D {lw] <1 -k}
for all A with |A| < 1. Fix b in the open disk and suppose that {z,} is a sequence
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in A approaching b. By Theorem 20.5, the fiber for each z, is a closed disk D,,.
By the compactness of Y, after passing to a subsequence, these disks converge to
anondegenerate disk £ C Y,. Without loss of generality, we may assume that the
disks converge for the original sequence.

Claim. E = )A’b. Letw € )A’b. By Theorem 20.2, there exists f € F such that
f(®) = w. Also, f(z,) € D,. Since ljmv_,OQ f(zy) = f(b), we conclude that
w = f(b) € E. This shows that E D Y}, and gives the claim.

Thus we have that the fiber ¥}, is a nondegenerate disk and that for every sequence
{z,}in A there is a subsequence whose fibers converge to Y},. This yields the desired
continuity of the fibers. O



21

Areas

We begin with a theorem that gives a lower bound on the area of the spectrum of
a member of a uniform algebra. Let .4 be a uniform algebra on the compact space
X with maximal ideal space M. Let ¢ € M and let i be a representing measure
supported on X for ¢p. We can view elements of A as continuous functions on M.

Theorem 21.1. Let f € A and suppose that ¢(f) = 0. Then

[n / P du < area(f(M))}

Applied to the disk algebra, this says that, for a function f in this algebra with
f(0) = 0, we have % f | fI>d6 < area(f(D)). Or, writing f(z) = Zcfo a,7",
we get w ZTO la,)> < area(f(D)). This can be compared with the classi-
cal area formula f plf "I’dx dy = area-with-multiplicity( (D)), which gives
7 Y " nla,|* = area-with-multiplicity ( f (D)).

For the proof of the theorem we need two lemmas. The first is an elegant com-
putation due to Ahlfors and Beurling [AB]. The supremum of a function g over a
compact set X is denoted by ||g||x.

Lemma 21.2. Let K be a compact subset of the plane, and set

1
F(2) :// dudv, where { = u + iv.
kt—2

Then F is continuous on the plane and ||F||x < (7 area(K)) 3,

ProOF. The continuity of F is a consequence of the fact that the convolution of
a local L' function with a bounded function of compact support is continuous.
To estimate F(z), we may assume, by a translation, that z = 0. Then, by a
rotation we may assume that F (0) is real and positive. Writing ¢ = re'?, we have
F(0) = Re(F(0)) = [ [, cos(8) dr db. Letting K+ be the part of K in the right
half-plane, we get F(0) < f f x+ €0s(0) dr df. Let £(0) be the linear measure of

180



21. Areas 181

the set of points ¢ of K+ with arg(¢) = 0. We have

F(0) < // cos(9)drdo =/ €(0) cos(9)do < (— /7 £0)2d0): .
K+ -3

NH

The reader can verify that

£(0) E(G)z
/ rdr > / rdr = .
{riretf?eK+} 0 2
We conclude that

F(0) < (n// rdrdf)? = (mwarea(K*))? < (m area(K))? .
K+

O

We recall that R(K) denotes the uniform closure in C(K) of the rational func-
tions with poles off of K. By an abuse of notion we write 7 as the conjugate function
in the plane. We view Z as an element of C(K) in the following lemma.

Lemma 21.3. dist(Z, R(K)) < (L area(K))*.

Note that Lemma 21.3 is a quantitative version of the Hartogs—Rosenthal the-
orem that R(K) = C(K) if K has zero area; for then z is in C(K) and so
R(K) = C(K) by the Stone—Weierstrass theorem.

PROOF OF LEMMA 21.3. Let ¢ be a C* function with compact support in the plane
such that ¥ (z) = z on a neighborhood of K. By the generalized Cauchy integral

formula,
_ 1 Y dudv B )
V(@) = n//&g:g“—z’ {=u+iv,

for all zeC. Restricting ¥ to K, and using % = 1 on K we get

___l/'/ dudv_l// %dudv
T B P B A TR T

for z € K, where K’ = C \ K. Since the integrand in the second integral is, for
fixed ¢, a function in R(K), it follows (approximate the integral by a sum!) that
the second integral represents a function in R(K ). We get

dudv
dist(z, R(K)) < sup|— ff .
zek Kk §— Z

Lemma 21.3 follows by applying Lemma 21.2 to this last integral. O

Now we can prove Theorem 21.1. Let € > 0 and put K = f(M). By Lemma
21.3 there is a rational function r(z) with poles off of K such that

K |
|&—r@mk<<ff%}ii)r
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Since r is holomorphic on a neighborhood of the spectrum K of f, it follows from
the Gelfand theory that g = r o f € A and If — glly < ((area(K) + €)/m) 3,
Wehave | fI> = f(f —g)+ fg.Since g € A, weget [ fgdu = (f)p(g) = 0
andso [ |fPdp = [ f(f = @)dp. Thus [ |fPdp < |IF = gl [ 1/ldp <
((area(K) + €)/m) [ 1f1dw. Now, letting € — 0 yields

K)
/Iflzdu < <mj[( )y /Ifldu.

Estimating the last integral by Hélder’s inequality, [ | fldu < ([ | f1*dp) 3, gives
the theorem. O

As another application of Lemma 21.3 we shall give a proof of the classical
isoperimetric inequality. This begins with a lower bound for dist(z, R(K)).

Proposition 21.4. Let Q be a closed Jordan domain in the plane with a
smooth boundary. Let A = area(2) and let L = length(bS2). Then 2A/L <
dist(z, R(R2)).

ProoF. Let e > 0 and choose g a rational function with no poles on €2 such that
[z — glle < dist(z, R(2)) + €. We have, since be gdz = 0 by Cauchy,

I/ zdz| = I/ (z — g)dz| < L(dist(z, R(R2)) + ¢€).
bQ b2

By Stokes’ Theorem we have 2iA = [, dzdz = [, zdz. We get 2A <
L(dist(z, R(£2)) + €). Now the proposition follows by letting € — 0.

Now, combining Lemma 21.3 and Proposition 21.4 gives

2A/L < dist(z, R(Q)) < (A/m)"/2.

The isoperimetric inequality follows directly:

A7 A < L7

A different idea also can be used to study the metric properties of the set f(M).
Here f, M, X, A, ¢ and p are as in the first paragraph of this chapter. There exists
a point xo € M such that ¢(f) = f(xg) for all f € A. (Recall that we view
elements f of A as functions on M.) Let ', = {z € C : |z| = t}. Let £ denote
arclength measure on I';.

Theorem 21.5. Let feA and suppose that ¢ (f) = 0. Then for all t > 0,

2rrpf{x € X 1 [f(x)] = 1} < &Iy N f(M)).
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Integrating this estimate from ¢ = 0 to oo in fact implies Theorem 21.1. This
follows from the general fact that

/2m{x € X : 1f(0)| = 1)dt = f /P dp.

To verify this identity, we compute f 2tx (x,t) du(x)x dt (where yx is the char-
acteristic function of the set {(x, ) € X x Ry : |f(x)| > ¢}) in two ways as
iterated integrals, using Fubini’s theorem.

PrOOF OF THEOREM 21.5. Fixt > 0.Lete > Qandputy = I'; N f(M). Choose
a continuous real-valued function /& on I'; such that 0 < A < 1, & is identically
1 on a neighborhood of y, and fozn h(te'®)d0 < t7'(€(y) + €). Let u be the
harmonic extension of / to the interior of I';, and let v be the harmonic conjugate
of u with v(0) = 0. Set F(z) = u(z) +iv(z) for |z| < t. Define F(z) for |z| > ¢
by F(z) = 2 — F(z*), where z* = t?/7 is the reflection of z in I';. Thus F is
analytic off of I'; and, by the reflection principle, F is analytic on a neighborhood
of y. This means that F is analytic on f(M).

By the Gelfand theory, F o f € A, and so

F(O):Fof(xo):/Fofd,u.
We have
2
F(0) = u(0) = 1 / h(te'ydo < Qut)~'(L(y) + €).
2 0
Taking real parts gives
/Re(F o fdu < Q)= ((y) + €).

Since 0 < u(z) < 1 on |z] < t, it follows that 1 < 2 — u(z). We conclude that
ReF > Oon f(M) and that ReF > 1on{z € f(M) : |z| > t}. Hence

/Re(Fo du 2/ Re(F o f)du > / ldu
{x:[f (x)|=1} {x:1f ()=t}
= pfx [ f(0)] = 1}
We now have u{x : | f(x)] > t} < Qmt)"'(£(y) + €). Letting € — 0 gives the

theorem. 0

We now shall apply Theorem 21.1 to analytic 1-varieties and polynomial hulls
in C".

Lemma 21.6. Let V be a one-dimensional analytic subvariety of an open subset
of C". Then

area(V) = Z area-with-multiplicity(z; (V)).

j=1
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Here, by the area of V we understand the usual area of the set V.., of regular
points of V viewed as a two-dimensional real submanifold in R?". This agrees
with H#2(V), where #? denotes two-dimensional Hausdorff measure in C". See the
Appendix for references to Hausdorff measure. The natural proof of this formula
for varieties of arbitrary dimension k involves considering the form w*, where
w=1i/2 Zj dz;j N dz;. We shall give a more classical proof in the case k = 1.

Proor. This s alocal result and so we can assume that V can be parameterized by
aone-one analyticmap f : W — V C C”, where W is a domain in the complex
plane. Let { € Wbe¢ = s +itandlet f = (f1, f>, ..., fn), Where f; =
uy + ivg. Set X(s, 1) = f(¢) and view X as a map of W into R?". The classical
formula for the area of the map X is fW | X || X;| sin(0) ds dt, where 6 is the angle
between X and X,. Wehave X, = (f{, f5, ..., fpand X, = (if],ify, ..., if,)
by the Cauchy—Riemann equations. Hence | X;| = | X;| and the vectors X and X,
are orthogonal in R?", and so sin(f) = 1. Thus the previous formula for the area of
the image of X becomes area(V) = [, (3; |f/| ydsdt =3 [y |f] |>ds dt.

Since fW | f |2 ds dt is the area-with- multlphclty of fj(W), thls completes the
proof. O

Let V be a one-dimensional analytic subvariety of an open set €2 in C". Let
p € V and suppose that the closure of B(p, r) (the open ball of radius r centered at
p)iscontained in 2. Then itis a theorem of Rutishauser that the areaof VN B(p, r)
is bounded below by 2. Our next result generalizes this by showing that the lower
bound 772 for the “area of V N B(p, r),” which, by Lemma 21.6, equals the sum
of the areas-with-multiplicity of the n coordinate projections, is in fact a lower
bound for a smaller quantity, the “the sum of the areas (without multiplicity) of the
coordinate projections.” We shall prove this more generally for polynomial hulls.
The connection between hulls and varieties is given by the following lemma.

Lemma 21.7. Let V be a k-dimensional analytic subvariety of an open set Q
in C". Suppose that the closure of the ball B(p, r) is contained in Q2. Let X =
VNbB(p,r). Then X N B(p,r) =V N B(p, ).

Now Rutishauer’s result [Rut] is a consequence of the following fact about
polynomial hulls.

Theorem 21.8. Let X be a compact subset of C". Suppose that p € X and that
B(p,r) € X\ X.Then 3__, H*(z;(X N B(p, r)) = 7r’.

In general, polynomial hulls are not analytic sets, but the following shows that,
locally, hulls that are not analytic sets have large area.

Theorem 21.9. Let X be a compact subset of (C:’. Suppose that p € f( \ X and
that, for some neighborhood N of p in C*, H*(X N N) < co. Then X N N is a
one-dimensional analytic subvariety of N.
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This yields another generalization of Rutishauser’s result to polynomial hulls.

Corollary 21.10. Let X be a compact subset of C". Suppose that p € X and that
B(p.r) € C"\ X. Then H*(X N B(p,r)) = mr?.

PROOF OF THE COROLLARY. If 7—[2()? N B(p, r)) < oo, then the theorem implies
that X N B(p, () is a one-dimensional analytic set and so Rutishauser’s theorem
applies. If H>(X N B(p, r)) is infinite, the conclusion is obvious. 0

PROOF OF LEMMA 21.7. By the maximum principle, it follows that VN B(p, r) <
X.

Conversely, suppose thatg € B(p,r) \ V.Letr’ > r be such that B(p, r’) C
Q. There exists a function F that is holomorphic on B(p, r’) such that F(g) = 1
and F = Oon V N B(p, r')—this is by the solution to the second Cousin problem
on B(p, r'). In particular, F = 0 on X. Approximating F uniformly on B(p, r)
by polynomials with the Taylor series, it follows that g ¢ X. This shows that
B(p,r)\V C B(p,r)\ X . Hence we have the reverse inclusion X N B(p,r) C
V N B(p, r). This gives the lemma. O

PrOOF OF THEOREM 21.8.  'We may, without loss of generality, suppose that p = 0.
Takes < r.Set Z = X N bB(p, s). By the local maximum modulus theorem, it
follows that Z = X N B( p, §). We let A be the uniform closure of the polynomials
in C(Z). Then the maximal ideal space M of A is just Z=Xn B(p, s). Then,
for f € A, f — f(0) is a continuous homomorphism ¢ on .4 represented by a
measure i on Z. The coordinate function zx belongs to A with ¢ (z;) = 0, and
so by Theorem 21.1 we have 7 [ |z, |? d,u < H2(z(X N B(p, 5)). Now we sum
over k and use the fact that Y} _, |z¢|> = s2on Z to get ws> < Y p_, H2(z(X N
B(p, s)). Letting s increase to r now gives the theorem. O

Proor oF THEOREM 21.9.  Without loss of generality we may suppose that p = 0.
Consider complex hyperplanes though the origin. Since H2(X N N) < oo, there
is a complex hyperplane H such that ! (X NN N H) = 0. (See the Appendix
on Hausdorff measure.) We may suppose that H is the hyperplane {z, = 0}. We
write z = (7, z,) forz € C" with 7/ € C"!. The fact that H/(X "N N H) = 0
implies (Appendix) that XNNis disjoint from {(z’, z,) : ||Z|| = §, z, = 0} for
almost all § > 0.

Fix § > 0 such that B(0,8) C N and XNNis disjoint from {(z’, z,,) :
[IZ’|| = 68, z. = 0}. Then there exists ¢ > 0 such that XNNis disjoint from
{@,z0) NIl =6, |zal = €}. Let A = {(z, z4) : ||| < dand |z,| < €} and
set p(z) = z,. We can assume, by choosing € small enough, that A C N. Note
that (X N N) N bA is contained in the set where {|z,,| = €}. This is because XNN
is disjoint from {(z’, z,) : ||z [| =6, |zul < €}.

We restrict the map p to X N A and consider the 4-tuple (A, Xna, D(e), p),
where A is the restriction of the polynomials to XNAand D(e) = {r € C :
L] < €}. We claim that this is a maximum modulus algebra. This follows from
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the local maximum modulus principle and the fact that p is a proper map from
X N AtoD(e). The map is proper because X N bA is contained in the set where
{lza] = €}

Since 7—[2(5( N A) < oo, it follows (see the Appendix on Hausdorff measure)
that, for almost all points A of D () with respect to planar measure, the set p~! (1) N
()A( N A) is finite. Hence there exists a positive integer m and a measurable set £
in D(e) of positive planar measure such that p~' (1) N ()A( N A) contains exactly
m points for every A € E. We now can apply Theorem 11.8 to conclude (i) that
#p~ (L) < m forevery A € D(¢) and (ii) that X N A has analytic structure. The
analytic structure given by part (ii) of Theorem 11.8 yields (cf. Exercise 11.5) the
fact that X N A is a one-dimensional analytic set. O

NOTES

Rutishauser’s work [Rut] appeared in 1950. Estimates on the volume of an
analytic variety were an essential part of the important paper of E. Bishop [Bi4].
Theorems 21.1 and 21.5 appear in [Al7]. The version for the disk was given by
Alexander, Taylor, and Ullman [ATU]. Applications of this to analytic varieties can
be found in the book by Chirka [Chil]. Gamelin and Khavinson [GK] discuss the
connection between the isoperimetric inequality and the area theorem. Theorem
21.9 is due independently to Sibony [Sib] and Alexander [Al6].
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Topology of Hulls

We begin by stating some basic results about Morse theory. A nice description of
what we need about Morse theory is given in Part I of Milnor’s text [Mi2]. We
will restrict our attention to open subsets M of R’. Let ¢ be a smooth function on
M. A point p € M is a critical point of ¢ if 9¢p/dx,(p) = Ofor1 < k < s. A
critical point p is nondegenerate if the (real) Hessian matrix (3%¢/9x j0xk(p)) is
nonsingular. Then one defines the index of ¢ at p to be the number of negative
eigenvalues of this matrix. Nondegenerate critical points are necessarily isolated.
A Morse function p on M is a smooth real function such that M¢ = {x € M :
p(x) < a} is compact for all a, all critical points of p are nondegenerate, and
p(p1) # p(p2) for critical points p; # p,. The following lemma produces
Morse functions.

Morse’s Lemma. Let f : M — R be a smooth function, let K be compact and
U be open and relatively compact in M such that K € U C M, and lets > 0
be an integer. Then there exists a smooth function g : M — R such that g has
nondegenerate critical points on K, the derivatives of g uniformly approximate
the corresponding derivatives of f up to order s on U, and g agrees with f off
of U.

The main results from Morse theory that we shall need are contained in the
following theorem.

Morse’s Theorem. Let p be a Morse function on M.

(a) If p has no critical points in the set {x € M : a < p(x) < b}, then M is
diffeomorphic to MP.

(b) If p has a single critical point p ofindex A inthe set{x €¢ M : a < p(x) < b}
and a < p(p) < b, then M" has the homotopy type of M with a i-cell
attached.

187
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We will not give the definitions here. The reader may find it instructive for (b)
to sketch level sets of the function F(x) = Y$_jx? — Y°_ . x? near the
origin in R?; the origin is a non-degenerate critical point of index A for F'. For our
purposes, the important point is the following consequence of the theorem. Here,
G is an arbitrary abelian group and, for spaces Y € X, H; (X, Y; G) is the relative
kth homology group of (X, Y) with coefficients in G, the most important cases
being C, R, Z, and Z,.

Corollary. Let p be as in the theorem and a < b.
@) In case (a), Hy(M", M?; G) = 0 for all k.
(ii) In case (b), H,(M", M°; G) = G and Hy(M", M?; G) = O for k # A.
(iii) Suppose that the index of p is < o at every critical point of p. Then
H (M?, M%; G) =0ifk >0 + 1.
(iv) Suppose that the index of p is > o at every critical point of p. Then
H,(M", M, G) =0ifk <o — L.

We remark that the above theorem and corollary remain valid, with the same
proof, if we relax the condition that M* = {x € M : p(x) < a} must be compact
for all a in the definition of a Morse functiontobe that{x €¢ M : a < p(x) < b}
is compact whenever a < b.

2

Let ¢ be a smooth strictly plurisubharmonic function on an open set 2 in C".

Lemma 22.1. Let p be an isolated nondegenerate critical point of . Then the
index of ¥ at p is < n.

PrROOF. We can assume that p = 0 and that ¥ (z) = ¥(0) + > ¢ z,z ]

Re Y ajjziz; + O(|z/?), where the first sum is positive definite, and so we can
further assume that ¢z = §;;. Thus the real Hessian 27 x 2n matrix of ¢ at

pis I, + Q’, where Q' is the matrix of the quadratic form on R?>" given by
X — ReZa,-jzizj, where X = (Rez,Imz), z = (21,22, -, Zs). Since re-
placing z by iz in the quadratic form takes Q' to —Q’, and since the map 7z — iz
induces an orthogonal map when viewed as a map of R?", it follows that the
matrices Q' and —Q’ are similar. Hence, if v € R?" is an eigenvalue of Q' of
multiplicity m, then —v is an eigenvalue of Q" of multiplicity m. Hence at least n
of the eigenvalues of Q are nonnegative. Therefore at least n of the eigenvalues of
I, + Q' are greater than or equal to 1. Thus the number of negative eigenvalues
of I, + Q’ (the index) is at most n. O

Definition 21.1. A Runge domain Q2 in C" is an open subset of C" such that KcQ
for every compact subset K of Q2. (We remark that the definition here of Runge
domain coincides with what is often called an open polynomially convex set. Our
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notion of Runge domain agrees with what is sometimes called a holomorphically
convex Runge domain.)

The following two theorems are the main results that we shall present about the
topology of polynomial hulls.

Theorem 22.2 (Andreotti and Narasimhan [AnNa]). If Q2 is Runge in C", then
H.(2;G)=0 fork >n

Theorem 22.3 (Forstneric [Fo2]). Let K be a compact polynomially convex set
inC" (n > 2). Then

HC"\K;G)=0 forl <k <n-—1
and

m(C"\K)=0 forl <k <n—1.

Lemma 22.4. Let K be polynomially convex in C" with K C U, with U open
and bounded. Then there exists a smooth strictly plurisubharmonic function p :
C" - Rand R > 0 such that:

1) p<0onKandp >00nC"\ U;

(ii) p(z) = |z|* for |z| > R; and
(iii) p is a Morse function on C".

PROOF OF THE LEMMA. We first construct a smooth strictly plurisubharmonic
function v on C" satisfying (i). Choose C > the maximum of |z|> on K. Let
L ={z e C":|z]>~C < 0}\U.Then L is compact and disjoint from K . For all
x € L, we can choose a polynomial p, such that |[p,| < 1on K and |p,(x)| > 2,
and so | px| > 2 on a neighborhood of x. By the compactness of L we get a finite
set of { p,} such that the maximum ¢ of their moduli satisfies ¢ > 2 on L. Then ¢
is also plurisubharmonic and ¢ < 1 on K. Now set vy = max(¢ — 1, |z]*> — C).
This is plurisubharmonic on C" and satisfies the conditions of (i). Finally, by
smoothing vy and adding €|z|? for small positive €, we get the desired smooth
strictly plurisubharmonic function v on C", satisfying (i).

Choose R > 0 such that U C B0, R/3). Let h : R — R be a smooth
function such that A > 0, h = 0 for t < R/3, h is strictly convex and increasing
fort > R/3,and h(t) = t> fort > R (h can be constructed from its second
derivative). Let x be a smooth function on R suchthat 0 < x(t) < 1, x(#) = 1
fort < R/2 and x(t) = 0 for ¢t > R. Consider the smooth function

p(z) = h(|z]) + ex(zDv(2).

For sufficiently small € > 0, p is strictly plurisubharmonic and satisfies (i) and
(i1). Since all of the critical points of p are contained in B(0, R), we can, by the
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Morse lemma, make a small modification of p on B(0, R) so that it becomes a
Morse function—the properties (i) and (ii) are preserved. |

PROOF OF THEOREM 22.2. Let K be a compact subset of €2. It suffices to show that
Hi(L; G) = O for k > n for some compact subset L of Q2 such that K C L—
this is because H(£2; G) is the (inverse) limit of such H;(L; G). Replacing K
by its polynomially convex hull, we may assume, since 2 is Runge, that K is
polynomially convex. In Lemma 22.4, take U to be 2 and get a Morse function
p on C". Choose a < 0 a regular value of p such that p < a on K. Then
M* = {z € C" : p(z) < a}isacompact subset of Q2 and K C M*. We take M“
to be the set L. For a < b we have from Section 1, since the index of p is < n
at each critical point, that H (M?, M?; G) = Ofork > n + 1. Letting b — oo
gives Hy(C", M*; G) = 0 for k > n + 1. From the long exact sequence we get

H. . (C", M, G) - H,(M*;G) - H,(C";G) =0
for k > n. We conclude that H,(M*; G) = 0. O

PROOF OF THEOREM 22.3. Let U be an open set in C" containing K. Apply
the previous lemma to get p. Let v = —p. Then the critical points of i are
nondegenerate and the index of ¥ at each of its critical points p equals 2n (the
index of p at p). Hence the index of v is > n at each critical point. Now set
X4 = {x € C": Yy < a}. We apply the remark at the end of Section 1 to .
Using —R? < 0in (iv) of the corollary of Section 1 gives Hj, (X°, X’RZ; G)=0
for 0 < k < n — 1. From the long exact sequence we have

H(X % 6) - H(X’; G) > H(X°, x ¥ G)

for0 < k < n — 1. Note that X % = {z € C" : |z] = R} is topologically the
product of an interval and $2"~!. Hence Hy(X®; G) = Ofor1 <k <n — 1,
and we conclude that H; (X%, G) = Ofor 1 < k < n — 1. Note that C" \U C
X% € C"\ K and hence that H,(C" \ K; G) is the (direct) limit of the Hy (X°; G)
as U shrinks to K. We conclude that H;, (C" \ K; G) =0for1l <k <n — 1.
The second part of the theorem on homotopy groups follows by the same proof
as just given for the homology groups. We omit the details. O

From Theorem 22.2, we get a corresponding statement for the real singular
cohomology groups of a Runge domain in C": H*(Q; R) = 0 for k > n. This
implies the same for the Cech cohomology groups (since these agree with the
singular groups of open sets): H*($2; R) = 0 for k > n.

Lemma 22.5. If K in C" is polynomially convex, then K is a decreasing limit of
Runge domains. More precisely, if U is an open set containing K, then there exists
a bounded Runge domain Q2 such that

KcQcU.
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Remark. We give the short proof; it is essentially the proof of Lemma 7.4. We
could also appeal directly to Lemma 7.4, which, with a “change of scale,” implies
the present lemma.

PrOOF. Choose a constant C > 0 such that [z;| < Con K for1l < j < n and
setL ={z € C":|z;] < Cforl < j < n}\U.Then L is compact and disjoint
from K. For all ¢ € L, there exists a polynomial p, such that [p,| < 1 on K
and |p,| > 2 on a neighborhood of x. By the compactness of L there is a finite
set of the {p,}, call them p;, ps, - - -, ps, such that |p;| < 1 on K and for all
x € L there is a k such that |p;(x)| > 2. Now put Q@ = {z : [z;] < Cforl <
J<nand|p;(@)| < 1forl < j < s}. (R 1is a “polynomial polyhedron”— this
is slightly more general than the notion of p-polyhedron of Definition 7.3.) The
reader can easily check that €2 is a Runge domain and that K € Q2 C U. O

It follows from Lemma 22.5 by a basic continuity property of Cech cohomology
that, for K polynomially convex, HY(K;R) = 0fork > n. For “nice” sets K,
the singular cohomology and Cech cohomology agree, and in those cases one can
say that H*(K; R) = Ofork > n when K is polynomially convex. The same
statements with coefficients R replaced by C are equally true.

Note that if K € R* € C”, then K is polynomially convex, by the Stone—
Weierstrass approximation theorem. By choosing K to be a union of spheres of
dimension < n — 1, one sees that the groups H K(K;R) for0 < k < n — 1 need
not vanish for polynomially convex sets.

We can now verify Browder’s theorem (Theorem 15.8), that H" o, C) =0,
where 97 is the maximal ideal space of a Banach algebra 2( generated by n elements.
By the paragraph after the proof of Lemma 22.5 it suffices to show that 97 is
homeomorphic to a polynomially convex set in C". This follows from Lemma 8.3
(semi-simplicity is not used in the argument of Lemma 8.3).

3

We now can obtain an application of Theorem 22.2. Let B, denote the open unit
ball in C". Recall that ¥ denotes the polynomially convex hull of Y.

Theorem 22.6. Let f be a continuous complex-valued function defined on bB,,
n > 2. Let G(f) be the graph of f in C"*'. Then G(f) covers B,; i.e., the
projection of the set G(f) to C, is B,.

Remark. This theorem is of [ course false for n = 1. In that case we know, by
Chapter 20, that the part of G(f) over the open unit disk is either empty or is
an analytic graph. In particular, if f is real-valued and nonconstant, then G(f) is
polynomially convex.
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PrOOF. Let 7 : C"t! — C” be the projection 7 (z, z,4+1) = z forz € C". We
argue by contradiction and suppose that w (G (f)) does not contain B,,. By applying
a biholomorphism of B, we may assume (since the the group of biholomorphisms
of the ball is transitive—see the Appendix) that 0 ¢ 7(G(f)). Then G(f) <
(C"\ {0}) x C. By Lemma 22.5, there exists a Runge domain  with G(f) C
Q C (C"\ {0}) x C. We can approximate f uniformly on bB, by a smooth
function g such that G(g) C .
Consider the Bochner—Martinelli form

® = Z(—l)-/‘—'lz%dzl Ao ANdZ; A dZy Adzy - A dzy.
j=1

Then w is a closed (2n — 1)-form (i.e.,dw = 0)on C" \ {0}. Let 7ty : 2 — C" be
the restriction of 77 to Q. Let 0 = 7 (w) be the “pull back™ of w to 2. Then, since
do = dnj(w) = nj(dw) = 0, we have that o is a closed (2n — 1)-form on Q. By
Theorem 22.2, since 2 is Runge in Ctland2n —1>n+1, Hy,_1(2;C) =0
and therefore H>"~'(Q; C) = 0. Since the singular group H*'~'(Q; C) agrees
with the deRham cohomology group, we conclude that o is exact; i.e., there is a
2n — 2-form B on 2 such that d8 = o. Hence we get

[ o=[ o=[ da=0
bB, G(g) G(g)

by Stokes’ Theorem, since G(g) C €2 is a smooth manifold without boundary. On
the other hand, one has
W=y (D75 A AdZ A dT, Adzy e A dz,
j=1

on bB,. Hence, by Stokes’ Theorem,

/ a):n/ dzy N -dzy ANdzy - Ndz, # 0.
bB, B,

n n

Contradiction. 0

NOTES

The special case of Theorem 22.2 when G = C and k > n can be proved for
a pseudoconvex domain €2 via the complex DeRham Theorem; see the text of L.
Hormander [H62], Theorem 4.2.7. The case of Theorem 22.2 when G = C and
k = n is due to Serre [Ser]. The idea of using Morse theory appeared in the the
papers of Andreotti and Frankel [AnFr] and Andreotti and Narasimhan [AnNa].
Morse theory, which yields more precise conclusions than we have stated here, has
the advantage of giving results for arbitrary coefficient groups. Part I of Milnor’s
text [Mi2] gives a very readable introduction to the Morse theory required in this
chapter.

The intuitive idea that the pair (}A( , X) is somehow like a manifold with boundary,
where X is the polynomial hull of a compactset X C C", can be made precise with
the concept of the linking number of two manifolds in C". Connections between
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polynomial hulls and linking were given in [Al4]; the proofs use Theorem 22.2.
This was further developed by Forstneric in [Fo2], which contains Theorem 22.3.

Additional applications of Theorem 22.2 to hulls were given in [Al3]. In par-
ticular, Theorem 22.6 appeared in that paper with two proofs; the one that was
suggested by J. P. Rosay appears here.
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Pseudoconvex sets in C"

1 Smoothly Bounded Domains

Consider a region Q in R", given by a condition
px) <0,

where p is a C>-function defined in a neighborhood of €, such that
0 0
Vp:(_p’...’_p)#o on 0%2.
dx1 Xy

Fix a point x* € 9Q and put

N[ 8
(1) rxo={seRN:Z<£> £ =0)
0

j=1 J

I

where the notation (-)g means “evaluated at x".

T, is the tangent hyperplane to 92 at x°. We can tell whether or not Q is convex
by looking at these Ty, x° € Q. Q is convex if and only if the translate of T,o,
(€ +x° : £ € Tw}, lies entirely outside of €2, and this is equivalent to

N 32,0
) > (8xj8xk )f’fk >0  VEeTo

J=1

In the early twentieth century, E.E. Levi discovered that a complex analogue
of condition (2), in C", has significance in the theory of analytic functions of n
complex variables. We now consider a domain €2 in C", defined by an inequality

p <0,

with p as above. Note that since p is a real-valued function, the condition Vp # 0
is equivalent to

ap ap
T e ) # 0.

(321’ d
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: . KR 0° N
We replace the differential operators ax; and ox 0k on R" by the operators

2
8i and -2 on C”. This leads us to define a complex tangent vector to 02
Zj 07,07k

at 7% tobe a vector ¢ = (¢, - - -, &) € C" satisfying
n ap

r — i = 0.

() > (az,)c] 0
Jj=1 /o

EXERCISE 23.1. Fix zp € 92 and fix a vector { € C". Let L denote the complex
line consisting of all vectors w¢, w € C. Show that L is contained in the real
tangent space T,o to 92 at zo if and only if ¢ satisfies (1).

Fixz° € Q.

Definition 23.1. 9 is pseudoconvex in the sense of Levi at z° if p satisfies

2') Z el =0
( szaik Ogjgk =

J=1

V¢ in the complex tangent space to €2 at z°.

Thus pseudoconvexity of 9€2, in the sense of Levi, is the analogue of convexity
in RV if we replace the real tangent vectors £ in RY by the complex tangent vectors
¢ in C" and replace the symmetric quadratic form in (2) by the Hermitinan form
in (2).

ExampLE 23.1. Let a, b be positive constants. Put @ = {(z1, z2) : alzi > +
b|lza)? < 1}. Fix 20 = (z(l), z(z)) € 0R2. Then ¢ = (¢, &) is a complex tangent
vector to 2 at z° if and only if az1¢) + bz2¢, = 0. We have

n 52 ~
3 ( P ) &&= al P + blol.
j 0

k=1 3Zjazk

Hence (2') is satisfied and so <2 is pseudoconvex at z°. (Note: In this case, (2') is
evidently satisfied for every ¢ € C2. In general, at a pseudoconvex point, this will
not be so0.)

EXERCISE 23.2.

(a) Let ® be an entire function on C? such that d® # 0 on |®| = 1. Put
Q = {(z1,22) € C* : |®(zy, z2)| < 1}. Show, by direct computation, that
a2 is pseudoconvex at each point.

(b) Show that pseudoconvexity is invariant under local biholomorphisms.

(c) Use (b) to give an alternate proof of (a).

EXERCISE 23.3. Show that if  is the exterior of the unit ball in C2, i.e.,

Q= {(z1,22) € C*: |z1]* + |22)* > 1},
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then 92 is not pseudoconvex at any point.

2 Exhaustion Functions

We wish to extend the notion of pseudoconvexity to domains with nonsmooth
boundaries. To point the way toward a good definition, we first look at a convex
domain  in RY without making any smoothness assumption on 9. By an ex-
haustion function for Q2 we mean a continuous real-valued function U defined on
€2 such that the sublevel sets

Ki={xeQ:Ukx) <t}, teR,

are compact.

Since €2 is convex, €2 possesses an exhaustion function that is a convex function.
Now let 2 be a domain in C". The complex analogue of a convex exhaustion
function is a plurisubharmonic function (see the Appendix) on €2, which is an
exhaustion function for .

Definition 23.2. Let Q be a domain in C". Q is pseudoconvex if there exists a
continuous plurisubharmonic exhaustion function on 2.

If © is pseudoconvex, then 9€2 is pseudoconvex in the sense of Levi at each
smooth point, and Definitions 23.1 and 23.2 are consistent in the sense that a
smoothly bounded domain 2 < C” is pseudoconvex in the sense of Definition
23.2 if and only if 9€2 is pseudoconvex in the sense of Levi at each point.

We have the following result. Let us put, for z € €,
8(z) = distance(z, 0€2).
Proposition. Ler Q be a bounded domain in C". Then Q2 is pseudoconvex if and
only if the function
z+— —logé(z)
is plurisubharmonic on 2.

PrOOF. See [H62], Chapter II.
We note that since §(z) — 0 as z — 92, — log §(2) is an exhaustion function
for 2. O

3 Pseudoconvexity and Polynomial Hulls in c?

In this section we shall show that polynomial hulls in C? have a close relationship
with pseudoconvex domains. We shall prove the following result of Slodkowski
[S11].
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Theorem 23.1. Fix a compact setY in (Cz_andﬁx a point p° € Y \ Y. Let B be an
open ball in C?, centered at p°, such that B does not meet Y. Then each connected
component of B \ Y is pseudoconvex.

Why should we expect this theorem to be true? Let ¥ be a smooth closed curve
in C? with ¥ \ Y nonempty. Then Y \ Y is a one-dimensional analytic variety by
Chapter 12. Fix p° € Y \ ¥ . In a small ball B centered at p°, Y is defined by an
equation,

F(z1,22) =0,

where F' is analytic in B. We put ¥ (z1, z2) = —log |F(z1, z2)| — log 8(z1, 22),
where § is the distance function to the boundary of B. By the proposition above,

—logé (zl , 22) is plurisubharmonic on B. Also, log | F'| is pluriharmonic on B \ Y.

Fixz/ € 9(B \ Y) and let 7™ be a sequence of points in B \ Y converging to
Z.Either 7/ € 9B orz’ € Y. In the first case — log(8(z™)) — 400, and in the
second case — log |F(z"™)| — +o0. In either case ¥ (z") — +oo0. It follows
that the sublevel sets {1/ < c} are compact. So ¥ is a plurisubharmonic exhaustion
function of B \ Y, and so B \ Y is pseudoconvex.

EXERCISE 23.4. Let B be a ball in C2 and let § denote the distance function to 9 B.
Show by direct calculation that — log § is plurisubharmonic in B.

EXERCISE 23.5. Verify Theorem 23.1 by direct calculation for the case that Y is
the torus: {(z1, z2) € C* : |z1] = |z2] = 1}

To prove the theorem we shall relate pseudoconvexity in C? to “Hartogs figures”
in C2.

Let P = {z = (21, 22) € C?: |z1] < 1, |z5] < 1}, the unit polydisk in C?, and
let0<q1, qr < 1.Set H = {z = (21, 22) € P : |Z]|>ql or |z;| <CI2} Then
(P, H) is a Euclidean Hartogs figure in C2. Suppose that @ is a biholomorphism
®:P— C:LSetP = O(P) and H = ®(H). Then (P H) is a general Hartogs
figure in C2. See [GF] for the generalization to C".

Remark. Given a general Hartogs figure (P, H) in C? with P = &(P). Consider
the analytic disks F,, : D — C2, where D is the closed unit disk, given by
F,(A) = ®(A, w). Suppose that H C Qand P & K. Then, for all w, the
boundary of F,, is contained in the compact subset H of Q. However, since P &
2, for some w, the disk F,,(D) is not contained in Q. But for w = 0, Fy(D)
is contained in H C Q. In other words, we have a continuous one (complex)
parameter family {F,} of analytic disks all of whose boundaries lie in a fixed
compact subset of €2, such that Fy(D) is contained in €2 but such that F,, is not
contained in 2 for some w.

Lemma 23.2. Let W be a bounded domain in C? that is not pseudoconvex. Then
exists a general Hartogs figure (P, H) in C*> suchthat H € W and P € W.



198 23. Pseudoconvex sets in C"

Remark. If W C B, where B is a ball, then P C B. Indeed, this follows
by applying the maximum principle to the function p(z, w) = |z|*> + |w|? to
each of the dl/slg F,, (D), the boundary of which is contained in B. Alternatively,
F,(D) C F,(0D) C B since F,,(0D) C B.

PROOF OF LEMMA 23.2. (Cf. [H62], proof of Theorem 2.6.7) We assume that W
is not pseudoconvex. Let 6(z) be the distance from z to dW. Then — log § is not
plurisubharmonic in W. Therefore there exists a complex line L and there exists
adisk Dy € W N L such that — log §, restricted to L, violates the mean value
inequality on Dgy. We write Dy : z = 2% + to, |t| < r, where z° and o are fixed
vectors in C2. Hence there exists a polynomial f, nonconstant, such that

3) —logd(Z° + tw) < Ref(r), lt|=r
and
“) —log 8(z°) > Ref(0).

Indeed, we first obtain (3) and (4) for Re( f) replaced by a harmonic function 4 (7)
and then approximate % by the real part of a polynomial f. We may assume that
f(0) is real. By (4),

5(z°) < e ReSO _ 1O

We choose € > 0 with
Q) 3(2%) < (1 —e)e /O,
Fix 77 € dW such that | — z°| = 8(z°). Thenputa = (1 — e)ﬁ, SO
la] = 1 — €. Finally, put
(6) f=7"+e/Oq.

We claim that a and w are linearly independent over C. To see this, we argue
by contradiction. If not, then the disk Dy and the point z’ both lie in the complex
line L. Say that 7/ = z° 4+ t’w for some 7’ with |t/| > r. It follows that (i)
8" + tw) < |t — t||w]| for |t] = r and (ii) §(z°) = |7'||w|. Now we define a
harmonic function %z on |t] < r by

h(t) = Re(f (1)) + log |t — 7’| + log |w|.
Then by (i) and (3) we have 2 > 0 on |t| = r. On the other hand, by (ii) and(4),

we have h(0) < 0. Contradiction! The claim follows.
By (6) and (5),
2= =1le/PNlal = 7O — ) > 8.
Thus 7 is further along the ray from z° to 7’ than 7’ itself, and so the segment from

7% to Z contains 7'.
We next define foreachreal 1,0 < A < 1,

() =2+ 1w+ re T Pa,
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Iz| < r,and D; = {z:(7) : |7| < r}.
Foreach A, 0 < A <1,
2.(0) = 2° + 2e Q4.

Hence for A = 0, z,(0) = % and for A = 1, ,(0) = z2° + ¢ /Oy = %. Since
2,,(0) moves continuously with A along the segment from z° to Z, there exists A¢
with z,,(0) = Z/, and hence D, contains z'.

We denote by A the smallest A such that D; meets dW. Then

O0< A <X <1
Consider the map
O(t,0) ="+ 10+ re P4

when (z, 1) varies over a neighborhood of {|7| < r} x {A,} in C%. Note that, for
all A, D, is the image of {|t| < r} x {A} under .
The determinant of the Jacobian matrix of @ is given by

W g*f(f)a1

w — A (DeFDq; e fOg —f@ | @1 a
"(rYe—f @ —f(® —f(® =e- # 0,

wy — Af'(1)e a e ar wy e ar wy A
where a = (a1, )" and @ = (w1, )7, because a and o are linearly inde-

pendent. Moreover, it is straightforward to check that ® is one-one on the disk
{It] < r} x {&o = Ar}. It follows that if A is a sufficiently small closed disk
centered at A, then ® is a biholomorphism of {|7| < r} x A to C%.

We claim that @ yields the required general Hartogs figure. Indeed, if z € dD,,,
then |z — (2% + tw)| = |ille/ @Jlal < (1 = €)e /. By (3),8(z° + 1) >
e~ Ref® Therefore,

(7 lz— @ +tw)| <1 -8 + tw).

Hence 0D,, € W and so, if T € W is a compact neighborhood of dD,,, then
dD; C T ifliesin A and the radius of A is sufficiently small. Let A’ be a closed
subdisk of A centered at A’ < A such that ; € A’. Then by choice of A; we
have D,, C Wand D,, € W.

Now @ : {|z| < r} x A" — C? is a biholomorphism that gives the required
general Hartogs figure of Lemma 23.2, except for the fact that the domain of &
is the polydisk {|t| < r} x A’ rather than the unit polydisk. Composition with a
simple affine change of variables that takes (0, 1") to (0, 0) € C? yields a @ that
satisfies this final requirement. O

PrROOF OF THEOREM 23.1. Let €2 be a connected component of B \ Y. Arguing
by contradiction, we suppose that €2 is not pseudoconvex. Applying Lemma 23.2
and the remark following it, with W = € C B, we get a general Hartogs figure P
inC2suchthat H C Q, P Z Q,and P € B.SetK = PN® (PN (¥ \Y)).
Since (¥ \Y)NH is empty, it follows that K € P\ H andso z; # Oon K. Since
P C Band P Z 2, K is nonempty. Moreover, since @ is a biholomorphism on
the closed polydisk P, we can enlarge the domain of @ in the z,-variable and so,
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by rescaling in z,, we may assume that K meets the set {|z,] < 1} at some point
(a, b), say. Since the local maximum modulus principle holds on Y \ Y, it follows,
since & is a biholomorphism, that it also holds on K. Namely, if g is holomorphic
on a neighborhood of K, then, since K N 0P = K N {|zz] = 1},

lglk < lglknyzi=1)-

Now, applying this to g(z) = 1/z, yields 1/|b| < 1. This is a contradiction, and
Theorem 23.1 follows. O

EXERCISE 23.6. Let Y be the set
{0,0, w) : lw| =1}

in C3. Thus Y is a circle lying on a complex line in C>.

(a) Show that ¥ = {(0, 0, w) : |w| < 1}.

(b) Choose a small ball B in C? centered at a point (0, 0, wy) in ) \ Y. Show that
B\ Y is not pseudoconvex.

(c) Deduce that the direct analogue of of Theorem 23.1 fails if C is replaced by
C3.

4 Maximum Modulus Algebras and Pseudoconvexity

Let Y be a set in C? lying over the unit circle I in the A-plane. Put X = Y \ Y,
D = {JA] < 1} and let A be the restrictions to X of all polynomials in A and w.
Put 7 = the map (A, w) — A of C> — C. It follows from the local maximum
principle on Y that (A, X, D, m) is a maximum modulus algebra on X. We saw
in Theorem 23.1 that, locally on X, C? \ X is pseudoconvex. We now consider a
result that goes in the opposite direction. In order to formulate the result, we need
to define a strong version of pseudoconvexity in the sense of Levi.

Definition 23.3. Let Q be a bounded domain in C2, defined by {p < 0}, with p
continuous. Fix z° € 3 such that p is C? on a neighborhood of z°. We say that
dQ is strictly pseudoconvex at 7° if we have

N 2
9 -
(8) E —p_ ¢tk >0 V complex tangents ¢ # 0 € T.
=\ 9297 0

Remark. This definition is analogous to strict convexity in RY. In fact, the next
lemma, due to R. Narasimhan, shows that there is more than an analogy here.

Lemma 23.3. Suppose that 32 is strictly pseudoconvex at 7°, where Q@ < C".
Then there exists an open neighborhood V of 7° in C* and a biholomorphism ¢ of
V onto an open set in C" such that ¢ (2 N V) is strictly convex in C".
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Remark. Suppose that z°, ©, and V are as in the lemma. Then there exists a
function ¥ holomorphic in V such that

ZW) ={zeV: ¥y =0}
is a complex submanifold of V that passes through z° and satisfies
) Z\ e\ Q.

In fact, if Q is strictly convex at 79, then for ¥ we can take the the affine complex
linear function F such that {ReF = 0} = z° + T,0(dL2). In the general case, we
apply the lemma and we set v = F o ¢, where F is the affine linear function for
the strictly convex image ¢ (2 N V).

PROOF OF LEMMA 23.3.  Without loss of generality we may assume that z° = 0
and that T,0(02) = {x, = 0}. We write
p@) =x,+ Re( Y apziz) + Y, cpziz+o(lzl),
1<j,k=<n 1<j,k<n

where (cji) is Hermitian positive definite. We make a quadratic change of
coordinates, putting

wJ:Z],1§J<I’l and wn:ZH+ § : aijjZk~
1<j.k<n

Then z — w = ¢(z) gives a biholomorphism near z = 0, and in the
w-coordinates

o =Rew, + Z cjew ;Wi + o(jwl?).

1<j.k<n

Writing w; = u; + iv;, 1 < j < n, we see that the real Hessian H of p o ¢!

at w = 0, with respect to the real coordinates u;, vy, uz, - - -, U, vy, is given by
H(lttl., vy, U, - Up, v,) = Zl;_j.ksn cjkw{z.bk. Henc.e, sian.: (cjk) is HermiFian
positive definite, it follows that H is (real) positive definite—this yields the desired
strict convexity. O

We shall denote the projection map of C? to the first coordinate by 7, i.e.,
(A, w) = A.Inthe proof of the next theorem, we shall view 7 as a map restricted
to a subset K of C2, and we shall write 7 7' (S) = {(A, w) € K : 7 (}) € S}.

Theorem 23.4. Let Q be a domain in the product set {|.] < 1} x C c C?
so that 02 N {|A| < 1} is smooth and strictly pseudoconvex at each point. Put
K = [{|x] < 1} x C]\ Q. Assume that K is bounded in C*. Denote by A the
algebra of restrictions to K of all polynomials in A and w. Then (A, K, D, ) is
a maximum modulus algebra on K.

PrROOF. We first fix a point (Ag, wp) in K that lies on 92 N {|A| < 1}. Since 92 is
strictly pseudoconvex at (Ao, wg), we can use the remark to obtain a neighborhood
V of (A9, wo) in C? as well as a function v/ holomorphicin V such that Z (i) passes
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through (X9, wy), and otherwise lies totally outside of Q. We write & = Z ).
Let us denote by A the restriction of the coordinate function A to X.

Case 1. A is not a constant.
Then there exists € > 0 such that the image of ¥ under A contains the disk

{IA — Ao] < €}. We define the region

W ={lA -2l <€}
on X. Then

W = {|lA — 2ol =€}
on X. Since ¥ \ {(Xo, wp)} lies outside Q, T C K.Hence dW C K, and so

oW S (I — Aol = €)).

Now fix a polynomial Q in A and w. The restriction of Q to X is analytic on X.
The maximum principle on W then gives

|Q(ho, wo)| <max [Q] <  max [Q].
aw 7 ({A—hol=€))

Case 2. A is constant on X.

Then A = Xy on X, so X is an open set on the complex line {A = Ag}. Since

2\ {(ho, wo)} lies outside 2, X \ {(Xg, wo)} lies in the interior of K, and so we
can choose a region W on X such that (A9, wy) € W and W is a compact subset
of int(K). It follows that there exists € > 0 such that, for each (A, w;) € W, the
entire horizontal disk

{(ho + 7, wy) 1 |7] <€)
is contained in K. The boundary of the disk,
{(ho + 7, wy) : 7] =€},
then is contained in
7 ({12 = hol = €]).
Fix a polynomial Q (X, w). Then
(10) [Q (o, wo)| < [Q(ho, wi)|

for some (A9, w;) € dW. Then, by the maximum principle on the horizontal
complex line through (X¢, wy),

1) |Q (o, wi)| = [Q(Ro + 7, wi)|

for some T with |t|] = e. It follows from (10) and (11) that |Q (Ao, wg)| <
MAX 71 ({31} | Q|-
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We have completed the case of a point (Ao, wp) in K thatlieson dQN{|A| < 1}.
The case of (Lo, wg) € K, but (Ao, wy) & 0L2, clearly reduces to the previous
one.

Finally, it remains to show that 7 is a proper map of K onto D = {|A| < 1}.
That 7 is proper is clear since K is a bounded and relatively closed subset of
D x C. In particular, 7 (K) is a closed subset of D. To see that 7 maps onto D
it therefore suffices to show that w(K) is an open subset of D. We have K =
int(K) U (a2) N (D x C)). m(int(K)) is clearly open and so it suffices to show
that 7 (02 N (D x C)) is contained in the interior of 7 (K). This is clear from the
discussions of Case 1 and of Case 2 above. This completes the proof. O

5 Levi-Flat Hypersurfaces

Consider a region  in R" defined by an inequality p(x) < 0, where p is as in
Section 1. Fix x? € 9Q. If 9Q is flat, i.e., if a neighborhood of x% on 92 lies on
a hyperplane, then both © and its complementary region are convex near x°. The
complementary region is given by the inequality p(x) > 0 near x°, so we have,
in view of (2), the two relations

N 2p
(13) 9% £i& >0 V&€ € Tyo, and
Jh=1 \ PNi0xk [
(14) §i& <0 V&€ € Tyo.
= 0x;j0x o !
Hence we have
3%p
(15) E& =0 V& € Tro.
jél (axiaxk )o '

Now let 2 be a domain in C" defined by p(z) < 0, and fix 7% € 92, where 3Q is
smooth near z°. By analogy with (15), we make the following definition.

Definition 23.4. 9 is Levi-flat at z° if we have
n 32p B
(15 > (—) ¢t =0
= QZjGZk 0

for every complex tangent vector ¢ to 9S2 at z°.

EXERCISE 23.7. Let ¢ be a function analytic on C? and let 2 be the domain

9 (z1, 22)| < 1

in C2. Fix z° € 9 such that 92 is smooth near z°. Show that then 92 is Levi-flat
at zo.
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For simplicity, we restrict ourselves to the case where n = 2 for the rest of this
section. Now let X be an analytic disk in C? given by

(16) z=f), [A] < 1,

where (1) = (f1(X), f2(A)) with each f; analytic in {|A] < 1}. We put
4 _ dh i,
dr

Theorem 23.5. Let Q be a region in C? and fix 2° € 9Q with 3Q smooth near
70, Assume that there extsts an analytic disk, z = f (L), Wlth £(0) = 20, which is
contained in 02, and (0) # 0. Then 32 is Levi-flat at z°.

PROOF. Let Q be given by {p(z) < 0} with p smooth in a neighborhood of z°.
Then

p(f() =0, [A] < L.
Differentiating, we get, writing ff =df;/dA, 9/0r(p(f(X)) = Oor

%

It follows that f"(0) is a complex tangent to 9<2 at 7" Differentiating the last
equation with respect to A, we get

(f()»))f (*) =0.

ES
i)

92 J—
;[Xk: 7207, TODHOFEGN =0, or

a7

3z a‘ fiw =o.

In view of (1'), the totality of complex tangent vectors to 92 at z° is a one-

dimensional complex subspace of C2. Fix such a complex tangent vextor ¢. Then
there exists a & € C such that ¢ = Af'(0). Hence we get

Z e =3 (L) o7 =0
dz; 8" ¢t = =\ 0202 )| ;010 =0,

in view of (17). Thus 9<2 is Levi-flat at z°, as claimed. O

Levi-flat hypersurfaces arise narturally in the study of polynomial hulls.
ExAMPLE 23.2. Let T denote the torus {|z| = 1, |z2| = 1}in C*. Put Q = intAZ.
Then T = Q. Theorem 23.5 (or direct calculation) yields that 92 is Levi-flat at
each point (Ao, wp) in 92 with [Ag] < 1.

This example points the way to the following theorem.
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Theorem 23.6. Let Y be a compact set in C? lying over the circle {|z,| = 1}. Let
Q be the interior of Y (2 is contained in {|z1| < 1}). Then 0S2 is Levi-flat at each
point 7° = (z(l), zg) with |z(1)| < 1 at which 32 is smooth near z°.

Proor. Fix z° € 92 with |z(1)| < 1. Choose a defining function p for €2 such that
Q= {p(x) <0}

p is smooth in a neighborhood of z%in C?, and (V) # 0.

Let B be a small ball centered at z°. We putw = B \ Y. By Theorem 23.1, w is
pseudoconvex. We choose a defining function p for w such that p coincides with
—p in a neighborhood of z° in C2. Since w is pseudoconvex, we have

2~

d -
Z( p)(jCkZO
0

77\ 92,0%

for every complex tangent ¢ to 32 at z° and hence

92 -
(18) Z( 4 ) 5% <0
0

I aZjaZk

for every such ¢.

On the other hand, since 2 is the interior of the polynomially convex set Y,
2 is a Runge domain and hence pseudoconvex, and therefore €2 is pseudoconvex
in the sense of Levi at each of its smooth points z°. (See the Appendix for these
implications.) It follows that

32 -
(19) Z( P ) 5% = 0
0

I aZjazk

for every complex tangent ¢ to €2 at z°. Now (18) and (19) yield (15'); i.e., 382 is
Levi-flat at z°. O
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Examples

Let Y be a compact set in C” and fix a point { € C" \ Y. What is the “reason” that
¢ lies in the hull of Y, or, in other words, how can we account for the inequality

ey [P(§)] < max |P|

for all polynomials P on C"?

The simplest explanation for (1) would be to reduce the inequality to the maxi-
mum principle for analytic functions on some analytic variety. Suppose that there
exists an analytic variety X such that:

)¢ ez
(ii) the boundary of X, 9%, is contained in Y; and
(iii)) ¥ U 90X is compact.

If, then, P is any polynomial, the restriction of P to X is analytic, and so (1) is
a consequence of the maximum principle for analytic functions on X.

In the 1950s, the question was asked whether, indeed, for each compact set ¥
in C" with ¥ # Y, some analytic variety of positive dimension is contained in Y.
A counterexample was given by Stolzenberg in [St2] in 1963.

In this chapter we shall give a number of examples related to the problem of the
existence of analytic varieties in hulls.

Definition 24.1. Let X be acompact subset of C". Then Ry(X) denotes the algebra
of continuous functions f on X of the form f = A/B, where A and B are
polynomials and B has no zero on X. R(X) denotes the closure of Ry(X) in the
uniform norm over X.

Definition 24.2. Let X be a compact subset of C". The rationally convex hull
of X, denoted h,(X), is the set {z € C" : for all polynomials p in C", if p(z) =
0, then p has a zero on X}.

The reader can verify that (a) 4, (X) C X and (b) the maximal ideal space of
R(X) can be naturally identified with 4, (X).

206
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EXAMPLE 24.1. Let S be a closed subset of {|¢| < 1} that contains the unit circle.
Denote by Dy, D3, ... the components of the complement of S in {|¢| < 1}. For
each i, put

H ={(zw) eC’:zeD;,|w =1}
and
Ki={zw) eC®:|z]l=1,w e D;}.

A? denotes the closed bidisk and dA? its topological boundary. We can picture
each H; or K; as a solid torus in d A%. We denote

o0
Xs =A%\ | J H UK.

i=1

Thus X is obtained from dA? by removing a family of solid tori. Another
representation of X is

Xs={z,w):ze S |w=1U{zw): |zl =1we S}
Claim 1. Assume that S has no interior. Then 4, (X) contains no analytic disk.

PROOF. Suppose that E is an analytic disk contained in &, (X). Either z or w is
not a constant on E. Suppose that z is not constant. Then z(E) contains interior
in C and so the z-projection of 4, (X ) has interior points. On the other hand, this
z-projection is contained in S. To see this, consider (zg, wy) € h,(Xs).If zo & S,
then z — zg # 0 on S. But z — z¢ vanishes at (zg, wyp), and this contradicts the
definition of &, (X). So zg € S, as claimed. Since by hypothesis S has no interior,
we have a contradiction. Thus E cannot exist. 0

Of course, given S it may be that /,(Xg) coincides with X, and in this case
Claim 1 gives no information. We now shall construct S such that § has no interior
and hr(Xs) 75 Xs.

Let S, D;, H;, K;,i = 1,2, ...Dbe as above. For each n, we put

n
Yn:UH,-UK,-.

i=I

Claim 2. Fix p € A>.If p & h,(Xs), then for some n, p € Y, in the sense that
for every polynomial f, | f(p)| < supy |f].

PrROOF. Since p & h,(Xg), there exists a polynomial Q with Q(p) = 0 and
Q # 0 on Xs. Since Q is continuous and Xg = A \ Uf’il H; U K;, we can
choose n with Q # 0on dA%\ U/, H; U K;.

Denote by V the connected component of the zero-set of Q containing p. Then
VNoA € U, H UK. If now f is a polynomial, the maximum principle
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applied to V gives
< m <
£ (P)I = max | f] < sup|fl,

where the sup is taken over | J!_, H; U K;, as claimed. O

Claim 3. There exists a sequence Dy, D,, . .. of disjoint open subsets of {|¢| < 1}
such that, if we put

s ={lzl < n\ Y D,
i=1

and define H;, K; as earlier, then we have:

2) S lacks interior, and

3 0,0) € hr(Xs).

PrOOF. We choose a countable dense subset {a;} of {|¢| < 1} avoiding 0.
We shall show that there exists a sequence { D} of disjoint open disks contained
in {|¢| < 1} such that for each n we have

“4) a; € D;forl < j <n, and

n
i=1

(@) 0¢ );n, where Y, = U H; UK;.
i=1

Fix r; with 2r1/]a1]*> < 1.Put G(z, w) = (z — a1)(w — al)/alz. Put D, =
{I¢ — ail < ri}. Then G(0,0) = 1 and, for (z, w) € H; U Ky, |G(z, w)| <
2r1/lai|> < 1. So (4) and (5) hold for n = 1.

Suppose now that disjoint open disks Dy, D3, ..., D have been chosen so that
(4) and (5) hold forn = 1,2, ..., s, and also that dD; does not meet {a;} for
i =1,2,...,s.Leta be the first a; not contained in U}_, D;. It follows from (5)
for n = s that there exists a polynomial P with |P(0,0)] > 1 and |P| < 1/20n
Ui_H; U K;. (Why?) Put A = maxya> | P|. Choose k such that

(3)"4
|a]?
and choose r with
Akor
lal®
Put Dy = {|¢ — a| < r}. We may assume that D, fails to meet U;_, D; and

that 0 D1 does not meet {a,}. Put

0(z, w) = (P(z, w)*(z — a)(w — a)/a’.
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Then |Q(0)] > 1andon U}_, H; U K;,
(3)"4

|a|?

10° <

So0 &Y, forn=12,...,s. k
On Hy11 U Ky, either |z —a| <ror|w—al| <r,so|Q] < % < 1. Thus

0¢ fGH, and so (5) holds forn = s 4+ 1. By choice of D1, a;41 € Ufi,‘D,-. So
(4) and (5) hold for Dy, ..., Dy, Dsy;. Thus by induction, the desired sequence
{D;} exists satisfying (4) and (5) for each n. We now put § = {|[¢] < 1} \ UZ, D;.
Because of Claim 2, together with (5), we have that 0 € h,(Xs). Also, U2, D;
contains each a;, and hence S lacks interior. This gives Claim 3.
Finally, Claim 1 gives that i, (Xs) contains no analytic disk. We have proved

Theorem 24.1. There exists S such that h,(Xs) # Xs and h,(Xs) contains no
analytic disk.

It is shown in the Appendix that, if X is a compact set in C", then R(X) is
generated by n + 1 functions.

EXERCISE 24.1. Let S be as in Theorem 24.1. Let g1, g2, g3 be three functions in
R(X), generating that algebra. Denote by Y the image in C? of X5 under the map
g = (g1, &2, g3). Show that Y # Y and Y contains no analytic disk.

ExAMPLE 24.2. Let 2 be a uniform algebra on a compact space X, and let M be
the maximal ideal space of . Fix f € 2. Assume that f(X) is the unit circle and
that f (M) is the unit disk.

In Chapter 20 we studied this situation in a special case, and in Theorem 20.2
we found a class of such algebras where M must contain analytic disks.
However, we have the following result of Cole [Col]:

Theorem 24.2. There exists a uniform algebra 2l on a compact metric space X,
with maximal ideal space M and f € A such that

(6) f(X) is the unit circle.
) FM)is{lz| < 1}
®) M contains no analytic disk.

PrROOF. Let A be the closed unit disk and let A, A,, ... be a sequence of copies
of the disk {|z|] < 2}. LetIT = Ay x A} x A, X - - - be the topological product
of all of these disks. Then IT is a compact metrizable space. A point of IT will be
denoted by (z, &1, &2, .. .), where |z] < 1 and [¢;| < 2 for all j. We denote the
coordinate functions by z, ¢1, &2, . . .. Each coordinate function is continuous on
I1.
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Let {a;} be a countable dense subset of {|z| < 1}. We denote by Y the subset of
[T consisting of all points (z, {1, &2, . . .) satisfying

2 2
i =z—a1, 8 =z2—az,---.

Y is thus the common null-set of a family of continuous functions on I, and so Y
is closed and hence compact. Let 2((Y) denote the uniform algebra on Y spanned
by all of the polynomials P(z, ¢, &, ..., &), n = 1,2, ... in the coordinate
functions.

Put X = {(z,¢1,8,...) € Y : |z] = 1}. We claim that X is a boundary for
2(Y), in the sense of Definition 9.1.

Fix n and consider the variety V,, = {(z, ¢1, &2, ..., &n) ¢ Cjz =z—aj 1=
j < n} € C"'. Let K denote the polydisk in C"*! consisting of all points
(20, 215 -+ -5 Zn) With |zg] < 1 and |z;| < 2for j = 1,2,...,n. Then V, N
K° is an analytic subvariety of K°, where K’ denotes the interior of K. Let
@20, 8, ..., bea boundary point of V,, N K°. If |z°| # 1, then |§ | =2
for some ;. But |§ 02 = |70 — aj| < 2, so this cannot occur. Hence
© O(Va NK®) € {(z, 81,82, .. -5 G0) 2] = 1),

Consider a polynomial P on C" and let g = P, &4,8,...,8,) be
the corresponding element of A(Y). Fix y = °, ;‘10, §2°, ...) € Y. Then
(Z°, ;“10 , {20, R {,?) € V, N K. By the maximum principle on V, and (9), there
exists (z, ¢{, &3, ..., &) € V, with |[Z/| = 1 such that

8 = 1PE &, & gD < IPE ¢ G 8D
Next, we can (clearly) choose ¢, . ¢, 5, ... so that y' = (z',¢[,¢5, ...,

Sns Snits Cnyns - ) € Y. Then |[g(y)| < |g(y")]. Since y" € X, it follows that
X is a boundary for 2(Y), as claimed.

The restriction of 2((Y) to X is then a uniform algebra 2 on X. It is easy to see
that the maximal ideal space of 2l is Y, and we leave it to the reader to verify this.

We take f to be the coordinate function z and let M denote the maximal ideal
space of 2. Then f(X) is the unit circle and f (M) is the unit disk.

We assert that M contains no analytic disk. Suppose that there were such a disk
E. This means that there is a continuous one-one map ® of {|A| < 1} onto E such
that 4 o @ is analytic on {|A| < 1} for every h € 2. We first suppose that f is not
constanton E and put F = f o ®. Then F is a nonconstant analytic function and
so F({|A] < 1/2}) contains an open disk. In that disk there are infinitely many of
the a;. For each such j choose A; in {|A| < 1} with F(k ) =aj.

Fix j. Since the coordinate functlon {; satisfies { — aj, we have {1
f —aj,andso ({j o ®)* = F — a;. Hence the derlvatlve F’ of F vanishes at A ;.
Hence F’ vanishes infinitely often in {|A| < 1/2} and so F is a constant. This is a
contradiction. So f is constant on E.

Thus for some a € Ay, f ~I(a) contains E. We claim, however, that for each
20 € Ao, f'(zo) is totally disconnected, and this will yield a contradiction. Let
G ; be the two element group {—1, 1} for j = 1, 2, - - - and let G be the topological
product, G = ]_[jil G ;. An element of G is a sequence g = (g1, &2, . . .), Where
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each g; = 1 or = —1. G is a compact, totally disconnected, Hausdorff space. We
shall construct a homeomorphism of G onto f~!(z¢). Each point of f~!(zo) has
the formx = (zg, wy, wo, ...), where w? = zo—a; forall j. We only consider the
case when zo # aj forall j, and sow; # O forall j. The case z9 = a; for some j
is similar. Fix x” = (zo, w}, w5, ...) € f'(z0).Foreachg = (g1, g2, - ) € G,
map g — gx' = (20, §1w}, gawb, ...). Then gx’ again belongs to f~'(z9). It
is easy to verify that the map g — gx’ maps G onto f~!(z¢), and that the map
is one-one and continuous. Since G is compact, the map is a homeomorphism.
Hence f~!(z) is totally disconnected, as claimed. We are done. O

Note. In an intuitive sense, the space Y in the preceding example is a Riemann
surface lying over the unit disk, which “has a dense set of branch points.” Taking
this point of view, in the following example, we shall construct a variant of the
space Y that lies in C2.

ExAMPLE 24.3. We next give an example of a hull without analytic structure. Let
7 denote the projection of C? to C given by
m(z1, 22) = 21

TheorePl 24.3. There exists a compact subset Y of C* with n(Y) = {|z| = 1}
and t(Y) = {|z| < 1} suchthatY \ Y contains no analytic disk.

Note. By a change of variable we may replace the unit circle by the circle {|z| =
1/2} and the unit disk by {|z| < 1/2}; we shall prove Theorem 24.3 for this case.
The convenience that results is that for |a|, |b| < 1/2 we have |a — b| < 1.

PROOF OF THEOREM 24.3. We denote by ay, ay, . . . the points in the disk {|z| <
1/2}, both of whose coordinates are rational. For j = 1,2..., we denote by B;
the algebraic function

Bi(z) = (z—a)@—a)---(z2—aj-1)/z — aj.

Fix constants ¢y, ¢3, . . ., ¢, in C and put
n
gn(2) =Y ¢;B;().
j=1

We denote by ¥(cy, ¢3, . . ., ¢,) the portion of the Riemann surface of g, that lies
in {|z|] < 1/2}. In other words,

2(617C2a---7cn)={(zaw) : |Z| S 1/25w=wj’] = 1’2’...’2"1}’

where w;, j = 1,2, ..., 2" are the values of g, at z. In the following discussion,
we shall always assume, whenever z occurs, that
(10) lz| < 3.
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Lemma 24.4. There exist two sequences of positive constants ¢;, j = 1,2, ...
andej, j =1,2,.. . suchthatc; = 1/10, cj41 < (1/10)c;, j = 1,2, ..., and
there exists a sequence of polynomials P, in z and w, n = 1,2, ... such that:

(11) {P, =0} = Z(c1,¢2,-..,Cn),s n=12 ...,

(12) {I1Pal < €a} S {IPuo1l = €ni}, n=23,...; and

(13) iflal < 1/2 and |P,(a, w)| < €,, then there exists w, with
P,(a,w,) =0and|\w —w,| < 1/n,n=1,2,....

PrOOF. For j = 1, we take

1 1 Piew) = w? — —— )
= —, € = —, ,w) =w" — — (2 —ay).
ST) 1= 1 100 ° M
Then (11) and (13) hold for n = 1, and (12) is vacuous.
Suppose now that c;, €;, P; have been chosen for j =1, 2, ..., n, so that our

three conditions are satisfied for each j. We shall choose ¢, 11, €41, Pnt1-

We denote by w;(z), j = 1,2,...,2", the roots of P,(z,) = 0. To each
constant ¢ > 0 we assign the polynomial P.(z, w) defined so that the roots of
P.(z,)) =0are wj(z) £ ¢By4i(z), j = 1,2,...,2", and P.(z, w) is monic in
w. Thus

”
Pz, w) = [ [ = [w; @) + cBup1 @D — [w;(2) = cBuy1 (2)])
j=1

2)1
= [[iw = w;@)* = (Bar1(2))°1.
j=1

By construction, the zero-set of P.(z, w) is X(cy, ..., €y, C).
Choose M > 0 such that, if we put Ay = {(z, w) : |z] < 1/2, |w| < M},
then

2
€
{IP| < ?n} C Ay

foralle, 0 <c < 1.

Claim. For sufficiently small positive c, we have

2
(14) (P < %"} C{IP] < &)

PROOF CLAIM. Suppose that the claim is false. Then for arbitrarily small ¢ > 0
there exists ¢, € Ay with |P.(¢)] < 65/2 and |P,(¢.)| > €,. Since Ay is
compact, the set {¢.} has an accumulation point £* € Ay. Asc — 0, P, — (P,)?
uniformly on compact sets in C2, and so |P>(¢*)| < €2/2and | P,(¢*)| > €,. This
is false. Thus the claim follows.
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Now fix ¢ such that (14) is true, and such that ¢ < (1/10)c,. We have
2n+l
Pe(z,w) = [ [w — w)(2)).
=1
where w; (z) are the zeros of P.(z, -). Hence, if ¢ > 0 andif |P.(z, w)| < €, then
lw —w) ()| < €'/2"" for some j.

It follows that we can choose €, | with €, < 63/2 and such that | P.(z, w)| <
€,+1 implies that there exists w4 with P.(z, wy+1) = 0 and |w — w,41] <
1/(n + 1). Putting ¢, = c, and then, putting P,,;; = P, and choosing €, as
above, we have that (11), (13), and (12) are satisfied for j = 1,2, ...,n + 1. The
lemma now follows by induction. O

Definition 24.3. With P,, €, chosen as in Lemma 24.4, we put (recall that {|z] <
1/2} is understood!)

X = Q{|Pn(z, w)| < €,).

It follows from this definition that X is a compact polynomially convex subset
of {|z| < 1/2} € C?. For each n we put

Zl’l = {Pn = O} = Z(C],...,Cn),
where ¢y, ¢y, . . . is the sequence obtained in Lemma 24.4.
Lemma 24.5. A point (z, w) belongs to X if and only if there exists a sequence
{(z, wy)} with (z, w,) € X, for each n and w, — w asn — oo.

ProOF. Fix (z, w) and assume that such a sequence {(z, w,)} exists. Fix ny.
Because of (12),

{|Pk| S 6/{} g {an()' E En()}
if k > ng. Since P, (z, wy) = O for each k,
(Zv wk) € {|Pno| =< 6/10}

for each k > ng. Hence (z, w) € {|P,,| < €,,}. Since this holds for each ny,
(z, w) € X.

Conversely, assume that (z, w) € X. Fix n. Then {|P,(z, w)| < €,}. By (13)
there hence exists w, with (z, w,) € X, and |lw — w,| < 1/n. Thus {(z, w,)} is
a sequence as required. O

Lemma 24.6. Let 2 be a region contained in {|z| < 1/2}. There does not exist a
continuous function f on Q whose graph {(z, f(2)) : z € 2} is contained in X.

PROOF. Suppose that such a function f exists. We choose arectangle: s; < Rez <
s2, 11 < Im z < t, contained in €2, with sy, s, #1, t, irrational numbers. Let y
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denote the boundary of this rectangle. Denote by z; the midpoint of the left-hand
edge of y, by z¢ the midpoint of the right-hand edge, and let y; denote the punctured
curve y \ {z1}.

For each j, Bj(z) = (z — a1) -- - (z — aj—1)/z — a; has two single-valued
continuous branches defined on y;. If a; lies outside y, then each branch extends
continuously to y, while if a; lies inside y, each branch has a jump discontinuity
at z;. By construction, no a; lies on y. We choose one of these two branches,
arbitrarily, and call it 8;. Then |B;| is single-valued and nonvanishing on y .

Let n be the smallest index such that a,, lies inside y, and let ¢y, ¢, ..., ¢, be
the constants constructed in Lemma 24.4. The algebraic function ) _, ¢; B; has
on y; the 2" branches

n
> ciniBis
=1
where each constant p; = 1 or = —1.

Definition 24.4. C is the collection of all 2" functions Z;zl cjpjBjony;, where
each p; is a constant = 1 or = —1.

Claim 1. Fix z € y,. There exists k € K, depending on z, such that

s5) 1/ (@) = k@] < §1Ba(2)cn.

PrOOF OF CLAIM. Since (z, f(z)) € X, Lemma 24.5 gives wy such that
(z, wy) € Ty and R(z) = f(z) — wy satisfies

(16) IR < 15 1Bu(@)cn.
Thus f(z) = Z?’:l cjp;j(z2)Bj(z) + R(z), where each p;(z) = 1 or= —1. So
n N
f@ =Y cipi@Bi@+ Y cjpi(B;i() + R(R)
j=1 j=n+1

N
=k@+ ) ¢ipj()B;() + R(@),

Jj=n+1
where k € K. Then
N
(17 [ f(2) — k()] < Z cilBi ()] + R ().
j=n+1

For each j,
1Bj+1( = [z —a1) -+ (z — aj)lly/z — a4l

<lz=ap) - (z—aj)l
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<lz=—a) - (@—a;-D/Iz —aj|l = 1B;@I,

where we have used that we are working in the disk {|z| < 1/2}. So

N N
D GlB@I < Y ¢l
Jj=n+1 Jj=n+1
< B + 2 1= L@l
10 102 9
Together with (16) and (17), this gives (15). |

Claim 2. Fix z € y). Let g, h be distinct functions in K. Then
(18) 2(2) = h(D)] = 31Ba(2)cn.

PrOOF OF CLAIM.
n n
g@) =Y cipiBi@.  h) = cipiB).
j=1 j=1

where p;, ,0/]. are constants = 1 or —1. For some j, p; # p}. Let jy be the first
such j. Then

n

8(2) — h(z) = £2¢;,8;,() + Y cilp; — p)B;(2).
J=intl
So

18(z) — h(2)| = 2¢j|Bj, ()| — 2 Z cjlBj @l

J=Jo+1
n
> 2¢,18,@ = 28,1 Y ¢
Jj=Jjot+1

n

> 218, @i, — Y ol

Jj=jo+1
> 2(Bj,@cj, (1 — §) = LB,y

> 31B:(2)len,

proving our claim. O

Claim 3. Choose kg € K such that | f(zo) — ko(z0)| < (1/4)]8,(z0)|cn, Which is
possible by Claim 1. Then we have for all z € y;

19) 1f (@) = ko(@)| < §1Ba(@)lcn.
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PROOF OF CLAIM. Put O = {z € y; : (19) holds at z}. The O is an open subset
of yy, containing zg. If O # vy, then there is a boundary point p of O on y,. Then

(20) 1£ () = ko(P)] = §1Bu(P)Icn-

By Claim 1, there is some k; € K such that

21 |f(p) = ki(p)] < 5 1Ba(P)lcn.

Thus |ko(p) — ki1 (p)| < (7/12)|B8,(p)|cn. Also, ko # ki, in view of (20) and (21).
This contradicts (18). Hence O = y,, and so the claim follows. 0

For each continuous function u# defined on y; that has a jump at z, let us write
L*(u) and L™ (u) for the two limits of u(z) as z — z; along y;. Then, by (19),

ILT(f) = LT (k)| < 3 1Bu(zD)lca

and

IL™(f) — L™ (ko)| < 11Bu(zD)lcn.

Hence

(L) = L™(f) = LF (ko) — L™ (ko)) < §1Bu(zn)lcn-

But f is continuous at z;, so the jump of kg at z; is in modulus less than or equal
to (2/3)|B,(z1)|cy- But kg € K, and so its jump at z; is 2|8, (z1)|c,. This is a
contradiction.

So f does not exist, and Lemma 24.6 is proved. O

Lemma 24.7. Suppose that D is an analytic disk contained in X. Then 7 is a
constant on D (“D is a vertical disk” ).

PrROOF. If z is nonconstant on D, then, without loss of generality, D is given by
an equation w = f(z), where f is a single-valued analytic function on a domain
Q C {|z] < 1/2}. Then f is continuous on €2 and the graph of f is contained in
X. This contradicts Lemma 24.6. So z is constant on D, as desired. O

Fix zo and denote by 7 ~!(z¢) the fiber over zo, i.e.,

7 z0) = {w € C: (20, w) € X}.

Lemma 24.8. Let K be a connected component of w~"'(z0). Then K is a single
point.

PrOOF. We first assume that zg # a; for all j. Fix an integer N. For each v,
choose one of the values of B, at zy and denote it B,(zp). For j = 1,2,..., 2N,
put

N

wj =Y cp By (z0),

v=1
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where pl(j),péj),...,p,(\f) is an N-tuple of 1's and (—1)'s. Then w;, j =
1,2,...,2" are the w-coordinates of the points of Xy lying over zo. By a
calculation similar to the one in the proof of (18), we find that

(22) lw; — wi| = 3By (z0)lcw, 1<jk<2V j#k

Consider the closed disks with center w;, j = 1,2,..., 2N and radius
(1/2)| By (z0)|cn - Because of (22), these disks are disjoint.

Claim. Fix b € m~'(z0). Then b belongs to the union of the 2V disks.

PROOF OF THE CLAIM. By Lemma 24.5 there exists M > N and there exists
(zo, w") € Xy such that

Ib—w'| < genlBu(zo)l-

Now w' = Zﬁil ¢, pv B, (20), where each p, = 1 or = —1.
Since (zg, w') € Ty,

N M
w = ZCUIOUBU(ZO) + Z CVpVBV(ZO)
v=lI v=N+1

M
=w; + Z ¢vov By (20)

v=N+1
forsome j, 1 < j <2V.So
M
w' —wil < Y olBuzo)l < §enlBy(zo)l.
v=N+1

Thus b belongs to the disk with center w; and radius (1/2)cy|By(z0)|, and hence
to the union of these 2V disks, as claimed.

Since K is a connected component of 7 ~!(z¢) and K is contained in the union
of the disjoint disks

{lw —w;| < (1/2)en|By (20) 1} j=1,...,2",

it follows that K is contained in one of the disks and so diam K < cy. This holds
of each N. So diam K = 0, and therefore Lemma 24.8 is proved in this case.

If zo = a; for some j, then By(z9) = O for N > j. Hence 7 1(zp) is finite,
and so again each component of w ~!(zo) is a single point. O

It follows from Lemma 24.8 that X contains no disk on which z is constant (no
“vertical disk”).

Lemma 24.9. Put
Y =Xn{zl=1}
Then X = Y.
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PRrOOF. Since X is polynomially convex, Y € X.

Now fix (z, w) € X. Choose a sequence {(z, wy)} converging to (z, w) such
that (z, wr) € X for each k. For each k put 0%, = X; N {|z| = 1/2}.

Let Q be a polynomial on C2. By the maximum principle of X, for each k,

10 (z, wo)| < 10(zg, wp)l,

where (z;, w;) € 9%.
Let (z*, w*) be an accumulation point of the sequence {(z;, w;)}. Fix ng. For
k > no, (z, w) € {|Px| < &} C {|Pyy] < €} Letting k — 00, we get

(Z", w*) € {|Py] < €}

Since this holds for each ng, (z*, w*) € X. Also, |z*| = 1/2. Further, by letting
k — oo, we get

10z, w)| = Q" wHl.

So |Q(z, w)| < max |Q]| over X N {|z| = 1/2} = Y. Thus (z, w) € Y, and so
XcCvy. .
It follows that X = Y. O

In view of Lemmas 24.7 , 24.8, and 24.9, Y contains no analytic disk. Also,
n(Y) ={lz| = 1/2}and 7 (Y) = {|z| = 1/2}.
Theorem 24.3 is proved. O

ExAMPLE 24.4.  'We now discuss an example of Ahern and Rudin [AR] of a totally
real 3-sphere X in C3. We refer to Item 9 of Chapter 25 for the significance of this
type of example. We recall that “totally real” means that the tangent space at each
point contains no complex subspace of positive dimension. Let $* = {(z, w) €
C? : zz7 + ww = 1} and let o be a smooth complex-valued function defined on
a neighborhood of §3. Let ¥ be the 3-sphere in C? that is the image of S* under
the embedding E : 3 C3 given by E(z, w) = (z, w, o(z, w)); i.e., X is the
graph of o |S3. Set
0 0

L=wo ;L
Yoz T Yow

the tangential Cauchy—Riemann operator on S°.

Proposition 24.10. X is totally real if and only if Lo # 0 at every point of S°.

ProOF. Fix (a, b) € S3. Then the complex line tangent £ to S> at (a, b) can be
parameterized by

r — (a+br,b—alr).
It is straightforward to check that
o(a + b, b —ar) = o(a,b) + (Lo)(a, b)A + (Lo)(a, b)A + o(|A)),
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as A — 0, where L = w — Z.>; indeed, it suffices to show that >

0z A and %
of both sides agree at A = 0. The orthogonal projection 7 : C* — C? takes
a complex tangent to ¥ at (a, b, o (a, b)) to the complex line ¢, and so the only
possible complex tangent line to X at (a, b, o (a, b)) is a graph over £ of the first-
order terms of o (a + bA, b — a)), viewed as a function of A. This is a complex

line (no A term!) if and only if Lo (a, b) = 0. 0
We shall need the following.

Lemma 24.11. Let Q be a bounded domain in C such that 0 € b2 and such
that Q2 is disjoint from the negative real axis. Let §y € Q2. For 0 < r < |{|, let
Q ={ e€eQ:|¢| >r}andleta, = {¢ € bQ, : |¢| = r}; assume that 2, is
connected. Then there exists C > 0 (depending on ¢y but not on r) such that the
harmonic measure of o, with respect to the point ¢y and the domain Q, is < C/r.

ProOF. Denote by /¢ the principal value of the square root on the plane cut by the
negative real axis. In the right half-plane define a nonnegative harmonic function

+zf
vl

We have H(z) = 1if |z| = /7. On ,, define a nonnegative harmonic function
h(¢) = H(/Z).Sinceh > 0on Q, and h = 1 on «,, we get:

2
H(z) = — arg(
b4

h(¢p) > harmonic meas(c, ).

Finally, we use the estimate

Vo tivr .-
Vo) =Y

for some C > 0. O

2
h(o) = — arg(

We now make a special choice of o. For (z, w) € C?seto(z, w) = Zw(ww +
iz7). It is straightforward to check that Lo # 0 at every point of S3, and so we
obtain the totally real 3-sphere in C> that we seek as the 3-sphere X, which is the
graph of the function o on S°.

We know, say by Browder’s Theorem 15.8, that ¥ is not polynomially convex.
To conclude this example, we shall determine the polynomially convex hull of
Y. For this we shall use a method of Anderson [An] and Wermer [We8]. Let
F(z) = z122z3, a polynomial in C3, where 7 = (z1, 22, z3). Then, for z € X,
we have F(z) = 21220(z1, 22) = |z21/*1z21*(|z2|* + i|z1]?). Thus the set F(X)
is a curve I" in the plane parameterized by y : [0, 1] — C, given by y () =
t2(1 — 2)(1 — > + it?). We note that |y (£)| < t>(1 — ¢%) and hence |¢] < 1
on I'. Since y is one-to-one except that y(0) = 0 = y (1), I' is a Jordan curve
through the origin bounding a domain 2. Moreover, I is smooth except at the
origin, where there is a cusp consisting of two curves that meet with an internal
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angle of r/2; this implies that the harmonic measure on I" for points in €2 is of the
form Kds, where ds denotes arc length and K is continuous on I'.

Let 7 be the real-valued function on I" \ {0} that is the inverse of y | 1). Then,
forz € X, y(lz1]) = F(z) and so the fiber (F|Z)~'(¢) for ¢ # 0 € T is the

torus {(z1, 22, 23) : |21l = ©(¢), lz2l = /1 — 7(¢)?, and z3 = ¢/(z122)}.

Lemma 24.12.
(@) For¢ # 0 €T, the torus (F |2)~1(¢) is polynomially convex.
(b) F(2) = Q.

PROOF.

(a) It follows easily that the polynomials are dense in the space of all continuous
functions on (F|X)~'(¢) since 7, and 7, are in the closure of the polyno-
mials on (F|X)~!(¢). To see this, one need only write 7; = 1(¢)?/z; =
7(¢)?2322/¢ on X and similarly for Z5.

(b) It suffices to show that F (f?) O Q—the rest is clear Suppose that this is not
the case. Then F (E) is disjoint from €2, and so F (E) = I". Since > every point

of I is a peak point of P(Q), it follows that (F|E) L) = (FlE) 1(;) =
(FI)~'(¢) forall ¢ # 0 e T. Hence p) \ X € (FIX)"'({0}). Hence
2122 =0on 3\ £,and in particular the projection of ¥ to C? does not cover
the unit ball in C2. This contradicts Theorem 22.6.

O

For ¢ € Q2 we define
Z;(¢) = max{|z;| : z € f:andF(z)ZZ}, i=1,2,3.

By a previous result we know that log Z; is subharmonic on 2. We need to examine
the boundary behavior of the Z;. By Lemma 24.12, (F|£)~'(¢) = (F|2)"'(¢)
for all { # 0 € T. Hence, since T is compact, it follows that the boundary
values of the Z; are givenby: Z(¢) = 1(¢), Z2(¢) = /1 — 1(¢)?%,and Z3(¢) =
[C1/(x(¢)y/1 — 7(¢)?) for all ¢ # 0 € I. Consider harmonic functions U; in

Q with boundary values log Z;, for i = 1, 2, 3. Since the functions log Z; are
not bounded on I, the existence of the U; needs justification. It follows from the
estimate log Z; > log|¢| — Aon T, fori = 1,2, 3 (see the proof of Lemma
24.13), and the remark above about harmonic measure on I" that the U; can be
defined by U;(¢) = flog Zi(AMdpg(A) for all ¢ € 2, where p, is harmonic
measure for ¢ on I'. In particular, U3(¢) = log|¢| — Ui(¢) — Uy(¢) for all
¢ e Q.

Since we are dealing with unbounded functions, the following inequality is not
a direct consequence of the maximum principle.

Lemma 24.13. log Z;(¢) < U;(¢) forallt € Q,i = 1,2, 3.

PrOOF. Fix ¢y € Qandlet0 < r < |{|. Let u” be harmonic measure for ¢, on
b<2,.In 2, log Z, is a subharmonic function bounded above by M. Since log Z;
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is subharmonic and has continuous boundary values in €2, , we have

log Z1(20) < f log Z,(M)dy (1),
b,

Splitting €2, into the disjoint union of ¢, (recall Lemma 24.11) and S,, we get

(23) log Z1(¢o) < f Ui () + MCF.

-

For A € «,, we have
Ui () :/10g1:({)d/“(§).
r

From the estimate [{| = |y (t(¢))] < ()1 —t@)>)forc e T \ {0}, we have
log T > log |¢|; hence U;(A) > logr for A € «,. Therefore,

24) U, (&) Z/ udp” +/ Udp" > / Uidp +logr - C\/;
Now, letting r — 0, it follows from (23) and (24) that log Z;() < Ui (&).
An analogous argument gives the statement for i = 2, 3. (For i = 3, one uses
the estimate log(|¢|/(z(¢)y/1 — ©(¢£)?)) > 1/2log |¢| — A in place of log T >
log [£].) 0

For ¢ € 2, we have, since { = F(z) for some z € f), that |¢| = |z12223]
1Z1(§)Z2(0)Z3(¢)| and therefore log [¢| = log |zi| + log |z2| + loglzs| <
log Z(¢) 4+ log Z»(¢) + log Z3(¢) < U (&) + Ua(¢) + Us(¢) = log|¢]. We
conclude that U; = log Z; on Q2 and that Z;(z12223) = |z

Let V; be a harmonic conjugate of U; in Q and set ¢; = eU V=1V for
i = 1,2.Put (6) = (1(0), $a(&). £/(61()s(¢))), an analytic map from
Q to (C3 We claim that ¢(2) C 3. First note that, for fixed 6;,60, € R,
¥ is invariant under the map (z;, 22, z3) +—> (6’9111 e%z,, e 1O+ 7 since
o(e%zy, e%z,) = e 1Ot (z,, 75). Therefore, 3 is invariant under the same
maps. Let £ € Q. Hence there exists (21, 2, z3) € > such that F((zy, 22, 23)) =
¢ and Z(212023) = |ail, i = 1, 2, 3. Hence [¢i(0)] = VO = Z,(0) = |zl e,
P;j() =¢ fz,, j = 1, 2. By the invariance of ¥ we conclude that ¢ (¢) € 3.

Now set ¢g.6,() = (€9¢1(0), e”da(), e OH2 L /(h1(£)ha2(2))), for
61, 6,) € [0,27) x [0, 27). The argument of the last paragraph shows that
®o,.0,(82) < fI.Conversely, the same argument shows thatif z = (z1, 22, 23) € by
and F(z) € €2, then there exists ¢, g, such that z = ¢y, ¢, (F(2)). Thus we have
shown that 3 N F~1 (€2) is a disjoint union of the analytic disks ¢y, g, (£2). In view
of Lemma 24.12 and the comments preceding it, it remains only to determine the
set SN F! ({0}). Since T N F~1({0}) is the union of the two circles {(z1, z2, z3) :
|z1] = 1, z2 = z3 = 0} and {(z1, 22, z3) : |z2] = 1, 21 = z3 = 0}, it follows that
N F~1({0}) is the union of the two disks {(z;, z2, z3) : |z1] < 1,20 = z3 = 0}
and {(z1, 22, z3) : |z2] < 1,z1 = zz = 0}. This completes the construction of
the hull of X. We have shown that 3 \ X is the disjoint union of the 2-parameter

IA
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family of disks ¢y, ¢, (€2) and the two coordinate disks. We mention here without
proof that Ahern and Rudin [AR] have shown further that Tisa graph over the
closed unit ball in C?.

We note that the disks ¢y, ¢, are not smooth on the unit circle; they are examples
of H* disks. H* disks are bounded analytic mappings whose boundary values
exist only a.e. on the unit circle. This is in contrast to analytic disks, which extend
smoothly to the unit circle. More precisely, except at one point of the unit circle,
the ¢y, 6, are smooth on the circle and with boundary values in X. It turns out that
such special nonconstant H* disks always exist for n-dimensional totally real
submanifolds of C"—see Chapter 25.

EXAMPLE 24.5. We next give an example of an arc in C? that is not polynomially
convex. In this connection recall that we have shown in Theorem 12.4 that a smooth
arc is polynomially convex! If y is an arc in the plane, denote by 2, the algebra
of functions continuous on the Riemann sphere S? and analytic on S? \ y.

Lemma 24.14. If y has positive plane measure, then 24, contains three functions
that separate the points on S°.

Remark. To obtain an arc having positive plane measure, one can proceed as
follows: Choose a compact totally disconnected set E on the real line, having
positive linear measure. Then E x E is a compact, totally disconnected subset of
R? having positive planar measure. Through every compact totally disconnected
subset of the plane an arc may be passed, as was shown by F. Riesz [Rie] ; y can
be such an arc. The first example of an arc of positive planar measure was found
by Osgood in 1903 by a different method.

PROOF. Put

-
F(¢) - 0as¢ — ooandlim;_. ¢ - F(¢) # 0. Hence F is not a constant. Fix

Zo € y. The integral defining F'(£y) converges absolutely. (Why?) We claim that
F is continuous at &y. For this put

dx d
F<z>=/ s
Y

) 1/z for |z] < R
g(Z)_{ 0 for|z| > R

for R some large number. Then g € L' (R?):

1

z2—¢ z— %o

IF(&) — F() 5/

14

dxdy

= / lg(z —¢) — g(z — Co)ldxdy — 0
Y
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as { — &, since g € L'(R?). Hence the claim is established. Thus F € C(S5?),
and, since F evidently is analyticon S \ y, F € A,
Now fix a, b € §2 \ y with F(a) # F(). Then F», F3 € 2, , where
F(z) — F(a) F(z) — F(b)
@) = ————, ()= ———.
zZ—a z—0>b
Fix distinct points z;, z, € S2. It is easily checked that if F(z;) = F(z), then
either F, or Fj3 separates z; and z,. Hence F, F,, and F; together separate points
on S O

We now define an arc Jy in C? as the image of a given plane curve y having
positive planar measure under the map ¢ +— (F(¢), F2(¢), F3(¢)).

Theorem 24.15. J, is not polynomially convex in C3. Hence P (Jy) # C(Jo).

ProOOF. Fix ¢y € 2 \ y. Then x° = (F (%), F>(o), F3(¢0)) & Jo. Yet, if P is
any polynomial in C?,

|P(x")| < max |P].
Jo

Indeed, f = P(F, F,, F3) € 2, and so, by the maximum principle,
[f(Co)| < max [f1s

as asserted. Hence x° € Jy \ Jo, and we are done. |

EXERCISE 24.2. If ¢ is anonconstant element of P (Jy), then ¢ (Jy) is a Peano curve
in C; i.e., ¢ (Jo) contains interior points. In particular, the coordinate projections
of Jo, zx(Jo), are points or Peano curves. [Hint: Apply the argument principle to
show that £(S?) = f(Jy) forall f 2, —use the fact that y is an arc.]

NOTES

Example 24.1, which is a variant of Stolzenberg’s example, is given in Wermer
[We9]. Example 24.2 is given in B. Coles’s thesis [Col]. Example 24.3 is given
by Wermer in [Wel1]. Example 24.4 is due to Ahern and Rudin in [AR] and to
J. Anderson [An]. The example of a nonpolynomially convex arc, Example 24.5,
is due to Wermer in [We2]. Such an arc in C?> was constructed by Rudin in [Ru2].

The phenomenon of a small set in C" having a large hull was exhibited by
Vituskin [V]. He constructed a compact totally disconnected set in C?> whose
polynomial hull contains the bidisk.
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Historical Comments and Recent
Developments

1 Introduction

We shall discuss some historical background, including some recent applications.
We also shall supply some references for Chapters 11, 12, 20, and 23.
We begin with the following.

Definition 25.1. Let Q2 be a domain in C” and let E be a relatively closed subset
of Q. E is called pseudoconcave in 2 if the open set 2 \ E is pseudoconvex.

Note. The term “pseudoconcave” first appeared in Nishino’s paper [Ni].
EXAMPLE 25.1. Let Q be the cylindrical domain {|z| < 1} x C in C2. Chose an
analytic function f on {|z| < 1} andlet E be the graph of f,i.e., E = {(z, f(2)) :

|z| < 1}. Then E is pseudoconcave in £2.

PROOF. Puty/(z, w) = —log |w — f(z)|for (z, w) € Q\ E. Since (w — f(z))~"
is analytic on Q \ E, clearly v is an exhaustion function for 2 \ E. O

EXERCISE 25.1. Choose €2 as in the preceding example. Let ay, a», ..., a, be
analytic functions on {|z| < 1} and let E be the subset of 2 given by

W+ a@QQw" !+ 4 a,(z) = 0.

Then E is pseudoconcave in €2.

2 Hartogs’ Theorem

In his fundamental paper [Ha] in 1909, F. Hartogs proved results including the
following.

Theorem 25.1. Let E be a pseudoconcave set in {|z| < 1} x C in C? that lies
one-sheeted over {|z| < 1}, in the sense that each complex line {z = zo} with

224
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|zo| < 1 meets E exactly once. Then E is the graph of an analytic function on
{lz] < 1}

Hartogs also proved in [Ha] the analogous result for the case that E lies finite-
sheeted over {|z| < 1}.

In the short paper [Ok1] in 1934, which contained statements of results but no
proofs, K. Oka developed the theory of pseudoconcave sets, extending Hartogs’
work. In 1962, T. Nishino in [Ni] gave an exposition of the theory, with detailed
proofs. In particular, Oka and Nishino gave results for pseudoconcave sets which
are models for many of the results that we proved for maximum modulus algebras
in Chapter 11.

3 Maximum Modulus Algebras

Maximum modulus algebras (A, X, 2, p), with X a plane region and p the identity
function, occurred first in Rudin’s paper [Rul] in 1953. In particular, Rudin proved
Theorem 10.3 there.

Rossi’s Local Maximum Modulus Principle, which is given as Theorem 9.3
above, vastly increased the list of examples of maximum modulus algebras. (See
Theorem 11.9 above.)

In 1980, in [Wel2] one of us proved

Theorem 25.2. Let X be a pseudoconcave set contained in the open bidisk {|z| <
1, lw| < 1} € C2 Denote by A the algebra of polynomials in z and w restricted to
X. Putting D = {|z| < l}andm : (z, w) — z, then (A, X, D, ) is a maximum
modulus algebra.

In 1981, in [SI1], Z. Slodkowski introduced the concept of an analytic set-valued
Sfunction. Consider a map ® : A + K defined on a plane region with values that
are compact subsets of C. We say that ® is upper semi-continuous at 1 if, given
any neighborhood N of K;, in C, there exists an € > 0 such that K;, € N if
A — Aol < €.

Definition 25.2. The set-valued map ® : A — K, with K, a compact subset of
C for each A € G, is analytic if:

(1) @ is upper semi-continuous, and (2) The set of all (A, w) with A € G and
w € C\ K; is a pseudoconvex subset of C2.

Note. We could also express condition (2) by saying that the graph of ® consisting
of all points (A, w) with A € G and w € K is pseudoconcave in G x C.

Slodkowski showed in Theorem 2.1 of [S11] that, if X is a relatively closed set
contained in a cylinder domain G x C C C2, A is the restriction to X of the algebra
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of polynomials in z and w, and 7 is the projection (z, w) + z,then (A, X, G, 7)
is a maximum modulus algebra if and only if X is pseudoconcave in G x C.

Note. The definition of maximum modulus algebra in [S11] is somewhat stronger
than the definition we have given in Chapter 11. For details see [SI1].

Slodkowski’s paper [SI1] contains a number of interesting results relating ana-
lytic set-valued functions to operator theory and to the study of uniform algebras.
An exposition of these relationships, and related questions, is given by B. Aupetit
in [Aul] and [Au2].

An expository article on maximum modulus algebras is given by one of us in
[Wel3]. Further work in this field is to be found in the book Uniform Frechet
Algebras [Go] by H. Goldman, Chapters 15 and 16. Proofs of Theorem 11.7 were
given by Slodkowski in [S12] and Senichkin in [Sen]. See also Kumagai [Kum].

4 Curve Theory

In Chapter 12 we studied the problem of finding the hull of a given curve y in C".
The case of a real-analytic curve was treated in the 1950s by one of us in the papers
[We3], [We4], [We5], and [We6]. The principal tool in these papers was the Cauchy
transform. An elegant treatment of this case and applications to the study of the
algebra of bounded analytic functions on Riemann surfaces was given in [Ro2].

In two very influential papers, [Bi3] and [Bi2], Errett Bishop gave an abstract
Banach algebra approach to the problem of finding hulls of curves. In particular,
Bishop he proved a version of our Theorem 11.8 for the case of Banach algebras
in [Bi3].

Based in part on Bishop’s work, G. Stolzenberg solved the problem for C'-
smooth curves in [St2]. The case when y is merely rectifiable was treated by
Alexander in [All].

Independent of the study of algebras of functions, B. Aupetit in [Au3] applied
the theory of subharmonic functions to problems in the spectral theory of operators.
Aupetit and Wermer in [AuWe] gave a new proof and generalization of Bishop’s
result in [Bi3], by adapting the methods used in [Au3].

An independent proof of the result in [AuWe] was given by Senichkin in [Sen].

5 Boundaries of Complex Manifolds

Given a k-dimensional manifold X in C", identifying the polynomial hull in the
case k > 1 turned out to be a much harder problem than in the case k = 1.

The first major result was found by A. Browder in [Brol] in the case k = n.
Let X be a compact orientable n-manifold in C"; Browder shows that X is always
larger than X.



6. Sets Over the Circle 227
EXERCISE 25.2. Why is this true when k = n = 1?

In [Al2], Alexander obtalned the stronger result that if X is as in Browder’s
situation, then the closure of X \ X contains X, so X \ X is “large.”

Let X be a k-dimensional smooth oriented manifold in C”, where k is an odd
integer. If X is the boundary of a complex manifold ¥ with ¥ U X compact, then
2 C X. So we may ask: Given X, when does such a ¥ exist?

The solution was found in 1975 by R. Harvey and Blaine Lawson in their
fundamental paper [HarL2] and developed in [Har]. To obtain a tractable problem,
one allows X to have singularities and thus seeks an analytic variety £ with
boundary X, rather than a manifold. We have sketched a proof of the result of
[HarL2] in Chapter 19 for X in C3.

One may ask a related question: Given a closed curve in the complex projective
plane CP?, when does there exist an analytic variety in CIP* with boundary y?
This problem was solved by P. Dolbeault and G. Henkin in [DHe].

6 Sets Over the Circle

Let X be a compact set in C" lying over the unit circle. Suppose that under the
projection (A, wi, ..., Wy—1) > A, X covers some point in the open disk {|A]| <
1} and hence covers every point. We are interested in discovering all analytic disks,
if any, contained in X \ X.

Theorem 20.2 tells us that if the fiber X; with A € I" is a convex set, then X \ X
is the union of a family of analytic disks, each of which is moreover a graph over
{]A] < 1}. Theorem 20.2 was proved independently by Alexander and Wermer
[AW] for n = 2 and by Slodkowski [S13] for arbitrary n.

Forstneri¢ showed in [Fol] that the hypothesis “X; is convex for all A” could
be replaced by the hypothesis “X; is a simply connected Jordan domain varying
smoothly with A € I', such that 0 € int(X;), for all A,” with the same conclusion
as in Theorem 20.2. The following stronger result was proved by Slodkowski in
[S14], and a closely related result was proved by Helton and Marshall in [HeltM]:

Theorem 25.3. Assume that each fiber X;, » € T, is connected and simply
connected. Then X \ X is a union of analytic graphs over {|\| < 1}.

What if the fibers X, are allowed to be disconnected? We saw in Chapter 24,
Theorem 24.3, that X \ X may fail to contain any analytic disk, so no extension
of Theorem 25.3 to arbitrary sets over the circle is possible.

A number of interesting applications have been found for results concerning
polynomial hulls of sets over the circle. We shall write D for the open unit disk.

(1) Convex domains in C". Let W be a smoothly bounded convex domain in C".
In [Lem], Lempert constructed a special homeomorphism & of W onto the
unit ball in C", which can be viewed as an analogue of the Riemann map in
the case n = 1. The construction of ® is based on certain maps of D into
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W, called extremal: Givena € W and &€ € C" \ {0}, an analytic map f of
D into W is called extremal with respect to a, & if f(0) = a, f'(0) = A&,
where A > 0, such that, for every analytic map g of D into W with g(0) = a,
g’ (0) = ué& with u > 0, we have A > u.

It is shown that, given a, &, there exists a unique such corresponding ex-

tremal map. In [SI5], Slodkowski gives a construction of Lempert’s map &
by using properties of polynomial hulls of sets over the circle.
Corona Theorem. Carleson’s Corona Theorem [Carl2] states that if fi, ...,
f» are bounded analytic functions on D such that there exists § > 0 with
Z;: 1 1fi(@)] = 6 forall z € D, then there exist bounded analytic functions
81, ..., & on D satisfying

> figi=1
j=1

on D.In[BR], Berndtsson and Ransford gave a geometric proof of the Corona
Theorem in the case n = 2, basing themselves on the existence of analytic
graphs in the polynomial hulls of certain sets in C? lying over the circle, as
well as results on analytic set-valued functions in [SI1]. In [S16], Slodkowski
gave a related proof of the Corona Theorem for arbitrary n.

Holomorphic motions. Let E be a subset of C. A holomorphic motion of E
in C, parametrized by D, isamap F : D x E into C such that:

(a) Forfixedw € E, z — f(z, w) is holomorphic on D.

(b) If w; # wy, then f(z, wy) # f(z, wy) forall zin D.

© fO,w)=wforallw € E.

In this “motion,” time is the complex variable z.

Extending the earlier work of Sullivan and Thurston [SuT], Slodkowski

shows in [S17] that a holomorphic motion of an arbitrary subset E of C can
be extended to a holomorphic motion of the full complex plane. As in earlier
applications, his proof makes use of results about the structure of polynomial
hulls of sets lying over the circle.
H® control theory. A branch of modern engineering known as “H* control
theory” leads to mathematical problems of which a simple example is this:
for each A on the unit circle I', specify a closed disk Y in C. Find all bounded
analytic functions f ontheunitdisk such that foralmostallA € T', f(X) € ¥;.
In view of Theorem 20.2 in Chapter 20, this problem is closely related to
finding the polynomial hulls of sets lying over the unit circle. For references,
see J. W. Helton [Helt1], [Helt2] as well as the references given therein.

7 Sets with Disk Fibers

Let X be a compact set in C? lying over the unit circle I' such that each fiber X,
is a closed disk. We write

X, ={weC:|lw—al) < RN}



9. Polynomial Hulls of Manifolds 229

for A € T', where we assume that « is a continuous complex-valued function on
I" satisfying |o(A)| < R(A) for all A € " and R is a smooth function with values
greater than zero. Under these assumptions, it is shown in [AW] that if there exists
b with |b| < 1 such that X » contains more than one point, then there exists a
function ® of A and w such that

XN{A <1} ={0, w):|rl < land|PR, w)| < 1},
and there exist analytic functions A, B, C, D on |{A| < 1} such that
AMw + B(L)
CMw+ DL’

In the special case where the center function « is a rational function satisfying
hypotheses (20.10a) and (20.10b) and R = 1, Theorem 20.5 gave an explicit
construction of X. The above-mentioned result is based on the classical result of
Adamyan, Arov, and Krein [AAK], which solves the following problem: Give a
function i in L*°(T") to describe the totality of functions

h =ho+ ¢, ¢ € H®

d(h, w) = Al < 1, Jw| < o0.

such that [|h]| < 1. A proof of the result in [AAK] is also given in Garnett [Ga]
and related work is found in Quiggin [Q]. Further related results are due to Wegert
[Weg].

8 Levi-Flat Hypersurfaces

At the end of Chapter 23 we saw how Levi-flat hypersurfaces occur in the study
of certain polynomial hulls. An existence result in this connection is given by
Berndtsson in [B].

9 Polynomial Hulls of Manifolds

We have seen in Theorem 18.7, due to E. Bishop, that certain real manifolds ¥ C
C" contain the boundaries of analytic disks near points p € X where the tangent
space to X at p contains complex linear subspaces of positive dimension. Thus,
by the maximum principle, the polynomial hull of ¥ contains the corresponding
analytic disks. In some cases, these disks form a set that is strictly larger than X,
and so their presence “explains” the fact that X is not polynomially convex.

On the other hand, totally real manifolds by definition do not contain complex
linear subspaces of positive dimension in their tangent spaces. These manifolds
do not bound “small” analytic disks near a point. In fact, one can show (see [AR],
pp- 25-26) that totally real manifolds M are locally polynomially convex in the
following sense: For all x € M and all neighborhoods U of x in M there exists
a compact neighborhood K of x in M with K C U such that K is polynomially
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convex . Nevertheless, one still wants to “explain” the fact that a totally real man-
ifold M is not polynomially convex by producing analytic disks with boundary in
M. For this purpose one can use analytic disks that are smooth up to the unit circle
or disks (so-called H* disks) given only by bounded analytic functions whose
boundary values (as maps to C") exist and lie in M only a.e. on the unit circle.
Such disks were given in Example 24.4 for the totally real 3-sphere in C* of Ahern
and Rudin.

Gromov [Gr] has given a technique to produce analytic disks with boundary in
a special class of totally real manifolds of real dimension n in C”, the Lagrangian
manifolds. The classical case of a Lagrangian manifold is one whose tangent
space at each point is of the form U/R", where I/ is a unitary transformation of
C". (A totally real manifold of real dimension n in C" can be described as one
whose tangent space at each point is of the form AR", where A is a complex
linear transformation of C”.) In [Al5], Gromov’s method was adapted to compact
orientable totally real manifolds (without boundary) of real dimension » in C". In
general, nonconstant analytic disks do not exist in this setting, but H* disks do
exist.

Recently, Duval and Sibony [DS] have shown, for compact totally real manifolds
M in C", that rational convexity is equivalent to the existence of certain Kéhler
forms (which we will not define here) on C” that vanish on M. For compact totally
real manifolds M of real dimension n in C", the existence of these forms is precisely
the (“Lagrangian”) condition needed in Gromov’s theorem. Combining Gromov’s
theorem and the result of Duval and Sibony, one concludes, in this situation, i.e.,
for a compact totally real manifold M of real dimension n in C", if M is rationally
convex, then M bounds a non constant analytic disk. This implies, for example,
that a totally real 3-sphere in C? is never rationally convex (see [DS] Example 3.6).

10 The Polynomial Hull

The most straightforward explanation of why the polynomial hull Xofa compact
set X in C" contains a point x is by the maximum principle applied to an analytic
disk through x with boundary in X. One step removed from this is a point on an
H® disk with boundary in X. Quite different approaches to the hull have been
given. Duval and Sibony [DS] discuss the connection between hulls and certain
positive currents. Poletsky [Po] has described the polynomial hull of X in terms
of pluriharmonic measure. We refer the reader to these papers for the relevant
definitions and results.



26

Appendix

Al. An account of the theory of subharmonic functions (of one complex variable)
can be found in the books by M. Tsuji [Tsu], Chapter 2, and L. Hormander [H62],
pp- 16-21. For logarithmic capacity, see [Tsu], Chapter III, or Ransford [Ra],
Chapter 5.

A2. We shall require the following result of H. Cartan: A function subharmonic
in a region and equal to —o0 on a Borel set of positive logarithmic capacity is
identically —oo in the region. For a proof, see [Ra], Theorem 3.5.1.

A3. We are given a plane region Uy, a smooth free boundary arc « of Uy, and a
closed subset E of o with m(E) > 0, where m is arclength measure. We also are
given a function x bounded and subharmonic on Uy such that lim sup, ., x (A) =
—oo for each Ay € E. Now fix a point A; € Up. We choose a simply connected
region 2 contained in U such that the boundary of €2 is a Jordan curve containing
the arc @ and A; € Q. Let @ be a conformal map of the unit disk D onto 2 with
®(0) = Aj,andleta’ = & (o) and E' = &' (E). Put f = x o ®. Then f is
subharmonic and bounded on D and f(z) - —o0asz — ¢, foreach¢ € E’.

We identify the unit circle with [0, 277) and E with a subset of [0, 27). Put
M = sup f over Uy. Then, for each » < 1, we have

1 . 1 .
fO) < — | freéhdo+ — f(re'ydo
27 Jp 21 Jio, 200\ B
1 .
< — | f@e®do+ M.
27 Jp

Asr — 1, f(re'®) — —oo for each & € E’. Since m(E) > 0, and & is
diffeomorphic as a map of o’ onto o, m(E’) > 0. It follows by the bounded
convergence theorem that

1 )
— / fre'ydo — —oo
27 E
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asr — 1. Hence x(A) = f(0) < —0o0.So x(A;) = —oo. Thus x = —ocoon
Uy. Therefore, the proposition is proved.

Ad. For the disintegration of a measure under a map we refer to the book of
Federer [Fe], 2.5.20, where the term decomposition, rather than (Bourbaki’s)
disintegration, is used.

AS. Pick’s Theorem is due to Georg Pick [Pi]. A proof and a discussion of related
matters are given in a book by Garnett [Ga], pp. 6-10.

A6. A real-valued function v defined on an open set 2 in C” is called plurisub-
harmonic on € if it is upper semi-continuous and its restriction to each complex
line L is subharmonic on L N Q. If ¢ belongs to C?, then 1 is plurisubharmonic
on 2 if and only if for each p € 2 the inequality

n 32 W _
Z W(P)éjfk >0
k=1 2j0Zk

holds for every vector (&, ..., &,) in C". The basic facts about plurisubhar-

monic functions and their relation to pseudoconvex domains in C" are presented
in L. Hormander’s book [H62], 2.6, and also in the book by R. Gunning [Gu], Vol.
1, Part K.

The “Levi condition” (23.2") was discovered by E. E. Levi in 1910 [Lev].

A7. Let M and N be smooth manifolds and f a smooth map of M into N. A critical
point p of the map is a point at which the differential d f fails to be surjective as a
map between tangent spaces.

Sard’s Theorem states that the set of critical values, i.e., {f(p) € N: pisa
critical point of f}, has measure O in N. This result is due to Sard [Sa]; see also
J. Milnor [Mi], p. 16. In our application, we take M to be an interval J;, N to be
the unit circle, and f to be the map ;.

A8. We recall that a subvariety V of an open subset 2 of C” is a closed subset
of Q that is given locally as the set of zeros of a finite set of locally defined
analytic functions. For simplicity, we shall restrict our attention to one-dimensional
subvarieties. A one-dimensional subvariety V is then a closed subset of €2 such that
at each of its points p, except for a discrete “singular” subset of €2, there are local
coordinates fi, f>, ..., f, inaneighborhood W of p (i.e., f = (fi1, fa, ..., fu)
map. W biholomorphically to an open subset of C") suchthat VNW = {z €¢ W :
(@) =0, f3(z) =0,..., f,(z) = 0}. Note that if g is the inverse map of f,
then V can be locally parametrized by A — g(1, 0,0, . .., 0). It follows that the
maximum principle holds in the following sense: If F' is a holomorphic function on
an open subset of C" whose domain contains a relatively compact open subset W
of V, then F attains its maximum modulus over Wy on bW,. A good introduction
to this topic can be found in Gunning [Gu], Vol 2., Parts B, C, and D. The book by
E. Chirka [Chil] also can be consulted for a less algebraic approach.
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A9. We have defined Runge domain in Chapter 22. The following gives examples
of these domains—which we do not assume to be connected here.

Lemma. Let L be polynomially convex in C" and let Q2 be the interior of L. Then
Q is a Runge domain.

Proor. Let C be a compact subset of €2. Choose a compact set C; < €2 such that
C Cint C;. Then C C int Cy. (Why?) Since L is polynomially convex, C; C L
and soint C; € int L = Q. Hence C C 2, and therefore €2 is Runge. OJ

Every Runge domain is pseudoconvex. If €2 is pseudoconvex, the d€2 is pseudo-
convex in the sense of Levi at each point where 92 is smooth. For these standard
implications we refer to Chapter II of [H62].

A10. We use a few basic properties of the Hausdorff measure. A very readable,
brief presentation of this is given in the paper by Shiffman [Sh]. A comprehensive
treatment of this subject is given by Federer [Fe]. We denote the «-dimensional
Hausdorff measure of a set Y by H*(Y). We list a number of results that can be
found in [Sh].

(@) Ifa < B and HY(Y) < oo, then HP(Y) = 0.

(b) Let Y be an arbitrary subset of C" and let o > 0. If H?**%(Y) = 0, then there
exists a complex (n — k)-plane P through O such that H*(Y N P) = 0.

(c) Let X be ametric space witha € X andY C X.Let S(a, r) denote the sphere
in X centered at a with radius r > O.
Let #'(Y) = 0. Then Y N S(a, r) is empty for almost all r.

(d) Let A be a subset of R” and let 7 : R” — R? be the projection to the last two
coordinates. Suppose that H*(A) < oo. Then for almost all points x € R?
(with respect to planar measure) A N 7~ 1(x) is finite.

A1l1. Recall that for X a compact subset of C", R(X) denotes the closure in the
uniform norm of the functions on X that are (restrictions of) rational functions
with poles not on X. R(X) is a subalgebra of C(X).

Proposition. R(X) is generated by n + 1 functions.
For the proof, see H. Rossi [Ros2].

A12. We recall that for any two points in the unit disk in C, there is a Mobius
transformation of the disk that maps the first point to the second. In Chapter 22,
we used the fact that the same is true for the unit ball in C". That is, the group of
automorphisms (biholomorphic self-mappings) of the unit ball is transitive. For
this one can consult Chapter 2 of Rudin’s book [Ru3].

A13. We give here the proof of Lemma 19.8, whose statement we recall for the
reader’s convenience:
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Lemma 19.8. —9.K (¢, 2) = 0,K (¢, 2).

ProoOF OF LEMMA 19.8. We define functions
Fw)= =2 and Gw) = —L,
[wl[* |wl*

for w € C2. Then, suppressing for now the factor d¢; A d&,,
Ky =F(& —2du —G(E —2)dz
and
K =F@-¢dh -Gz —¢)db.

Since F and G are odd functions of w, it follows that each of the functions
oF /0wy, 0F/dw,, 0G/dw;, dG/dw, is an even function of w.
We have

= ad _ 0 _
: Ky (8{1 & —2d& + T ¢ -2 fz) Adzy

d - 0 _
- (—.G(é’ —2dtt+ —G{ —2) dé’z) A dzs.
le}

G
Hence
= oF - oF _ ~
0Ky = (a—_(f —2do+ — (& —2) d(z) A dzy (A.1)
wi dwy
oG - oG _
- (a—-(C —dg+ — —Z)dQ) A dZ;.
wi Jdw;
Further,

_ oF _ oF _ -
3zK:<—_(z—§')dzl+f(Z—é‘)d@)/\dCl (A.2)
ow 0w,

G G -
- (F(Z—C)dh + —(z —{)d22> Adb.
w1 Jw,

oF —w - 2|w|?

= (w) = w’ (A3a)
dw, Jw|®

oF lw|* — W, - 2|w|>w;

— (w) = , (A3b)
dwy w8

oG lw]* — w; - 2|w|>w;

— W) = ) (A3c)
dw; lw|®

G —w; - 2Jw]?

3Gy = Zn 2wl (A3d)
dwy |w|®

We next compare the corresponding terms in (A.1) and (A.2). We need to
verify that the coefficients of each of the d¢; A dz; differ only in sign. For the
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d¢j A dzj, j = 1,2, terms, this follows from the fact noted above, that the first
partial derivatives of F and G are even functions.
Consider now the d¢; A dz; coefficients. We need to verify that

G
—C-)=—"=@E@-0. (A4)
w»y w1

We note that sum of the right-hand sides of (A.3b) and (A.3c) is identically zero,
for all w. Then (A.4) follows by taking w = ¢ — z in this identity. Finally, the
d¢y A dzp term is treated in the same way. This completes the proof of Lemma
19.8. O
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Solutions to Some Exercises

Solution to Exercise 3.2. Choose relatively prime polynomials P and Q with Q # 0
in Q such that f = P/Q.Fort € C,

fO - fx) QWP — P()O®)
r—x Q) Q) — x)
_ F(x,1)
0O 0W)’

where F is a polynomial in x and ¢,

- Z“’ 0

where each a; is holomorphic in 2. Hence

0w, y -
[ 5= Q<x>zo{/""(”d’}x]‘o’

J

since each a; is analytic inside y. Also fy dt/t — x = 2mi. (Why?) Hence the
assertion.

Solution to Exercise 9.9. We must prove Theorem 9.7 and so we must show that
S(L) c X.

S(L) is a closed subset of M. Suppose 3xg in S(£)\ X. Choose an open neigh-
borhood V of xq in M with V N X = ¢J. We may assume that V C U; for some
j.Since xo € S(£),3f € L with

max | f| < su ,
I [f1 plfl
and so

max [ f| < sup |f].
av %

237
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Since f € £,3f, € Awith f, — f uniformly on V. Hence for large n,

max | f,| < sup [fyl.
av %

Since V. M\X and §(Ql) C X, this contradicts Theorem 9.3. The assertion
follows.

Solution to Exercise 17.3 Denote by xi, ..., X, the real coordinates in C".
Since a rotation preserves everything of interest to us, we may assume that 7 is
given by

XII)CZZ--~=)CZZO, |l =2n —k.
Since d*(x) > 0 for all x and d*(0) = 0, we have 3(d*)/dx; = 0 atx = 0 for
all j, and so
d*(x) = Q(x) + o(lxP),
where Q(x) = le';zl aijx;x;, a;j € R. Then
I
Q(x) = Y aijxix; + R(x),
ij=1

R(x) being a sum of terms a;;x;x; withi or j > [. Note thata;; = aj;,alli and j.
Assertion. R = 0.

We define a bilinear form [, ] on C" by

2n
v, y1 = > aijxiyj.

ij=1

This form is positive semidefinite, since [x, x] = Q(x) > 0 because d> > 0.
Also the form is symmetric, since a;; = a;;.

Fix x* € C" withx* = (0, ..., 1, ..., 0), where the 1 is in the «th place and
the other entries are 0. Then [x%, x#] = agg.- If o > [, thenx* € T.

Ifx € T,thend?(s) = o(]x|?),s0 Q(x) = 0.Fix > [. Then [x%, x*] = 0.Tt
follows that [x“, y] = Oforally € C".(Why?) In particular, a,p = [x*, x*1=0
for all . Hence R = 0, as claimed. Thus

]
Q(x) = Y ayxix;. (a)
i=1

If x is in the orthogonal complement of 7" and if | x| is small, then the unique near-
est point to x on X is 0, so d*(x) = |x|>. Thus if x = (x1, x2, ..., x,0,...,0),
d*(x) = Y i_ x2, 50

1
o) =) x. (b)
i=1
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Equations (a) and (b) yield that

1
Q) =Y x}
i=1

for all x. But 25:1 x} = d*(x,T),So
d*(x) = d*(x, T) + o(Ix]*).
O
Solution to Exercise 18.2 For simplicity, we denote all constants by the same
letter C. By hypothesis we have |a(t)| < C|t|* fort € RV, |t|] < 1. We regard x
as a map from (0, 2r) — RV For fixed 6 in (0, 27),
(@) < Clx@)* < Cllixll)* < CAlxlIN*.

Hence
2
/ Ih(x(@)*do < C(l|x|l)*. (1)
0

Also |h,, ()] < C(¢) for |¢t| < 1. Writing dx; /d6 = X;, this gives

d
‘@(h(xw)))' =

D hy (x(0):(6)

<) Clx@x©®)] < Clxlloe Y 1% (O]

Hence,
d 2 N
‘ -5 (@) = C(llxl)? ; % (0)1,
and so
o d g 2 2
[ |45 ts@m| de < il - e
(1) and (2) together give [[2(x)[l; < C([lx[l1). O

Solution to Exercise 18.3 Fixt,t' € RN, |t] < 1,|t'| < 1. We claim

|h() — h(t)] < C(It] + [t'D]t —1). )
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For
' d
|h(t') — h(1)| = / —{h(t + s(t' — 1))} dx
0 dS
1 N
= / {Zh,,.(t+s(t/—t))(t[—t,-)} ds
0 \i=1
1 N
< h (t +s(t' —t t' —t|ds.
_fo {;| (@ s >>|}| | ds
Also
|hi, (D)) < Cl¢| for |¢] < 1.
Hence,
|h(t") — h()] < C(|t] + |I'DIt" — 1], ie., (D).
Fix 6. By (1)

|h(x(8)) — h(y@)] = C(x(@)] + [y@)D(x(0) — y(©))
< Cllxlloo + 1Y llo) (X = Ylloo)
= Clxll + yllodlx = yl).
Since this holds for all 6, we have
IA(x) —hWll2 < CUxlh + lyllodix = yl. (2)
Also for fixed 6,

d h h =
5 () = (y)}‘ -

Z hy (0 (& — Vi) + Z(h,,. ) — by, (V)3

<Y Clxl | — 3| + D Clx — yl |3
< Y Clixlhlii = 3l + D Clix = ylhil-

Hence
2 g 2 12
/0 %{h(x) —h(y)}| do < Clix|l Xl: lx: — yillz2
+ Cllx — ylhh Z lyillz: < Cllxlhllx =yl + Cllx =yl - Iylh-
So we have

4 ) 172
E{h(x) — h(y)} d9} < C(lxlh + Iyll) - lx =yl

I

Putting (2) and (3) together, we get the assertion. 0
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