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Preface to the Second Edition 

It is gratifying to learn that there is new life in an old field that has been at 
the center of one's existence for over a quarter of a century. It is particularly 
pleasing that the subject of Riemann surfaces has attracted the attention of 
a new generation of mathematicians from (newly) adjacent fields (for 
example, those interested in hyperbolic manifolds and iterations of rational 
maps) and young physicists who have been convinced (certainly not by 
mathematicians) that compact Riemann surfaces may play an important 
role in their (string) universe. We hope that non-mathematicians as well 
as mathematicians (working in nearby areas to the central topic of this 
book) will also learn part of this subject for the sheer beauty and elegance 
of the material (work of Weierstrass, Jacobi, Riemann, Hilbert, Weyl) 
and as healthy exposure to the way (some) mathematicians write about 
mathematics. 

We had intended a more comprehensive revision, including a fuller 
treatment of moduli problems and theta functions. Pressure of other 
commitments would have substantially delayed (by years) the appearance of 
the book we wanted to produce. We have chosen instead to make a few 
modest additions and to correct a number of errors. We are grateful to the 
readers who pointed out some of our mistakes in the first edition; the 
responsibility for the remaining mistakes carried over from the first edition 
and for any new ones introduced into the second edition remains with the 
authors. 

June 1991 
Jerusalem 
and 
Stony Brook 

H.M. FARKAS 

and 
I. KRA 



Preface to the First Edition 

The present volume is the culmination of ten years' work separately and joint­
Iy. The idea of writing this book began with a set of notes for a course given 
by one of the authors in 1970- 1971 at the Hebrew University. The notes 
were refined several times and used as the basic content of courses given sub­
sequently by each of the authors at the State University of New York at 
Stony Brook and the Hebrew University. 

In this book we present the theory of Riemann surfaces and its many dif­
ferent facets. We begin from the most elementary aspects and try to bring the 
reader up to the frontier of present-day research. We treat both open and 
closed surfaces in this book, but our main emphasis is on the compact case. 
In fact, Chapters III, V, VI, and VII deal exclusively with compact surfaces. 
Chapters I and II are preparatory, and Chapter IV deals with uniformization. 

All works on Riemann surfaces go back to the fundamental results of Rie­
mann, Jacobi, Abel, Weierstrass, etc. Our book is no exception . In addition 
to our debt to these mathematicians of a previous era, the present work has 
been influenced by many contemporary mathematicians. 

At the outset we record our indebtedness to our teachers Lipman Bers and 
Harry Ernest Rauch, who taught us a great deal of what we know about this 
subject, and who along with Lars V. Ahlfors are responsible for the modern 
rebirth of the theory of Riemann surfaces. Second, we record our gratitude 
to our colleagues whose theorems we have freely written down without attri­
bution. In particular, some of the material in Chapter III is the work of 
Henrik H. Martens, and some ofthe material in Chapters V and VI ultimately 
goes back to Robert D. M. Accola and Joseph Lewittes. 

We thank several colleagues who have read and criticized earlier versions 
of the manuscript and made many helpful suggestions: Bernard Maskit, 



x Preface to the First Edition 

Henry Laufer, Uri Srebro, Albert Marden, and Frederick P. Gardiner. The 
errors in the final version are, however, due only to the authors. We also 
thank the secretaries who typed the various versions: Carole Alberghine and 
Estella Shivers. 

August 1979 H . M. FARKAS I. KRA 
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CHAPTER 0 

An Overview 

The theory of Riemann surfaces lies in the intersection of many important 
areas of mathematics. Aside from being an important field of study in its 
own right, it has long been a source of inspiration, intuition, and examples 
for many branches of mathematics. These include complex manifolds, Lie 
groups, algebraic number theory, harmonic analysis, abelian varieties, alge­
braic topology. 

The development of the theory of Riemann surfaces consists of at least 
three parts : a topological part, an algebraic part, and an analytic part. In 
this chapter, we shall try to outline how Riemann surfaces appear quite 
naturally in different guises, list some of the most important problems to 
be treated in this book, and discuss the solutions. 

As the title indicates, this chapter is a survey of results. Many of the 
statements are major theorems. We have indicated at the end of most 
paragraphs a reference to subsequent chapters where the theorem in question 
is proven or a fuller discussion of the given topic may be found. For some 
easily verifiable claims a (kind of) proof has been supplied. This chapter 
has been written for the reader who wishes to get an idea of the scope of 
the book before entering into details. It can be skipped, since it is independent 
ofthe formal development of the material. This chapter is intended primarily 
for the mathematician who knows other areas of mathematics and is inter­
ested in finding out what the theory of Riemann surfaces contains. The 
graduate student who is familiar only with first year courses in algebra, 
analysis (real and complex), and algebraic topology should probably skip 
most of this chapter and periodically return to it. 

We, of course, begin with a definition: A Riemann surface is a complex 
I-dimensional connected (analytic) manifold. 
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0.1. Topological Aspects, Uniformization, 
and Fuchsian Groups 

o An Overview 

Given a connected topological manifold M (which in our case is a Riemann 
surface), one can always construct a new manifold M known as the universal 
covering manifold of M. The manifold Nt has the following properties: 

1. There is a surjective local homeomorphism 7r: M --+ M. 
2. The manifold Nt is simply connected; that is, the fundamental group of 

M is trivial (7r)(M) = {1}). 
3. Every closed curve which is not homotopically trivial on M lifts to an 

open curve on M, and the curve on Nt is uniquely determined by the 
curve on M and the point lying over its initial point. 

In fact one can say a lot more. If M* is any covering manifold of M, then 
7r)(M*) is isomorphic to a subgroup of 7r)(M). The covering manifolds of 
M are in bijective correspondence with conjugacy classes of subgroups of 
7r)(M). In this setting, Nt corresponds to the trivial subgroup of 7r)(M). 
Furthermore, in the case that the subgroup N of 7r)(M) is normal, there is 
a group G ~ 7r)(M)/ N of fixed point free automorphisms of M* such that 
M*/G ~ M. Once again in the case of the universal covering manifold Nt, 
G ~ 7r)(M). (1.2A ; IV.S.6) 

If we now make the assumption that M is a Riemann surface, then it is 
not hard to introduce a Riemann surface structure on any M* in such a 
way that the map 7r: M* --+ M becomes a holomorphic mapping between 
Riemann surfaces and G becomes a group of holomorphic self-mappings of 
M* such that M* /G ~ M. (IV.S.S - IV.5.7) 

It is at this point that some analysis has to intervene. It is necessary to 
find all the simply connected Riemann surfaces. The result is both beautiful 
and elegant. There are exactly three conformally (= complex analytically) 
distinct simply connected Riemann surfaces. One of these is compact, it is 
conformally equivalent to the sphere C u {oo}. The non-compact simply 
connected Riemann surfaces are conformally equivalent to either the upper 
half plane U or the entire plane C. (IVA) 

It thus follows from what we have said before that studying Riemann 
surfaces is essentially the same as studying fixed point free discontinuous 
groups of holomorphic self mappings of D, where D is either C u {oo }, C, 
or U. (IV.S.S) 

The simplest case occurs when D = C u {w }. Since every non-trivial 
holomorphic self map of C v { oo} has at least one fixed point, only the 
sphere covers the sphere. (IV.6.3) 

The holomorphic fixed point free self maps of C are of the form 
Z f--+ Z + b, with bE C. An analysis of the various possibilities shows that a 
discontinuous subgroup of this group is either trivial or cyclic on one (free) 
generator or a free abelian group with two generators. The first case 
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corresponds to M = IC. The case of one generator corresponds to a cylinder 
which is conformally the same as a twice punctured sphere. Finally, the case 
of two generators z f--.+ z + WI' Z f--.+ Z + W 2 with w21w 1 =! and 1m! > ° 
(without loss of generality) corresponds to a torus. We consider the case 
involving two generators. This is an extremely important example. It 
motivates a lot of future developments. The group G is to consist of 
mappings of the form 

Z f--.+ Z + n + m!, 

where! E C is fixed with 1m ! > 0, and m and n vary over the integers. (This 
involves no loss of generality, because conjugating G in the automorphism 
group of C does not change the complex structure.) If we consider the 
closed parallelogram ...II with vertices 0, 1, 1 + !, and! as shown in Figure 0.1, 
then we see that 

1. no two points of the interior of j{ are identified under G, 
2. every point of C is identified to at least one point of . .it ( . .it is closed), and 
3. each interior point on the line a (respectively, b) is identified with a unique 

point on the line a' (respectively, b' ). 

From these considerations, it follows rather easily that C/G is . .it with the 
points on the boundary identified or just a torus. (IV.6.4) 

These tori already exhibit a very important phenomenon. Every ! E C, 
with 1m! > 0, determines a unique torus and every torus is constructed as 
above. Given two such points! and ! ', when do they determine the same 
torus ? This is the simplest illustration of the general problem of moduli of 
Riemann surfaces. (IV.7.3 ; VII.4) 

The most interesting Riemann surfaces have the upper half plane as 
universal covering space. The holomorphic self-mappings of U are z f--.+ 

(az + b)/(ez + d) with (a,b,e,d) E IR and det[~ ~] > 0. We can normalize so 
that ad - be = 1. When we do this, the condition that the mapping be 
fixed point free is that la + dl ~ 2. It turns out that for subgroups of the 
group of automorphisms of U, Aut U, the concepts of discontinuity and 
discreteness agree. Hence the Riemann surfaces with universal covering 
space U (and these are almost all the Riemann surfaces!) are precisely U IG 
for discrete fixed point free subgroups G of Aut U. In this case, it turns out 
that there exists a non-Euclidean (possibly with infinitely many sides and 

! 
, I 

i T ~ l+T 

1m Z=Om __ m:~ M A __ n 
10 a 1 

Re z=O 
Figure 0.1 
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possibly open) polygon contained in V and that V IC is obtained by certain 
identifications on the boundary of the polygon. (IV.5 and IV.9) 

We thus see that via the topological theory of covering spaces, the study 
of Riemann surfaces is essentially the same as the study of fixed point free 
discrete subgroups of Aut V , which is the canonical example of a Lie group, 
SL(2, 1R)1 ± I . 

It turns out that the Riemann surfaces V Ie are quite different from those 
with C as their holomorphic universal covering space. For example, a 
(topological) torus cannot have V as its holomorphic universal covering 
space. (III.6.3 ; 111.6.4; IV.6) 

Because we are mainly interested in analysis and because our objects of 
study have low dimensions, we shall also consider branched (= ramified) 
covering manifolds. The theory for this wider class of objects parallels the 
development outlined above. (IV.9) 

In order to obtain a clearer picture of what is going on let us return to the 
situation mentioned previously where M = C and e is generated by Z f-> 

Z + 1, Z f-> Z + T, with T E V . We see immediately that dz, since it is invariant 
under e, is a holomorphic differential on the torus C/e. (Functions cannot 
be integrated on Riemann surfaces. The search for objects to integrate 
leads naturally to differential forms.) In fact, dz is the only holomorphic 
differential on the torus, up to multiplication by constants. Hence, given 
any point z E C there is a point P in the torus and a path c from 0 to that 
point P such that z is obtained by integrating dz from 0 to P along C. Now 
this remark is trivial when the torus is viewed in the above way ; however, 
let us now take a different point of view. 

0.2. Algebraic Functions 

Let us return to the torus constructed in the previous section. The mero­
morphic functions on this torus are the elliptic (doubly periodic) functions 
with periods 1, T. The canonical example here is the Weierstrass ,IJ -function 
with periods 1, T: 

1 (1 1) SJ(z) = 2 + I 2 - 2 . 
Z (n.m) * (O . O) (z - n - mT) (n + mT) 

(n ,m) e Z 2 

The so-function satisfies the differential equation 

p'2 = 4(&;) - e 1)(&;) - e2)(sJ - e3)' 

The points e j can be identified as 

( 1 + ') e3 = SJ - 2- . 
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It is important to observe that f.J' is again an elliptic function; hence a 
meromorphic function on the torus. If we now write w = f.J', Z = f.J, we 
obtain 

w 2 = 4(z - e1)(z - e2 )(z - e3), 

and we see that w is an algebraic function of z. The Riemann surface on 
which w is a single valued meromorphic function is the two-sheeted branched 
cover of the sphere branched over z = ej' j = 1, 2, 3, and z = 00. Now it is 
not difficult to show that on this surface dz/w is a holomorphic differential. 
Once again, given any point z in the plane there is a point P on the surface 
and a path c from 00 to P such that z is the result of integrating the holo­
morphic differential dz/w from 00 to P. That this is true follows at once by 
letting z = f.J(~). So we are really once again back in the situation discussed 
at the end of the previous section. This has, however, led us to another 
way of constructing Riemann surfaces. 

Consider an irreducible polynomial P(z,w) and with it the set S = {(z,w) E 

1[2; P(z,w) = O}. It is easy to show that most points of S are manifold points 
and that after modifying the singular points and adding some points at 
infinity, S is the Riemann surface on which w is an algebraic function of z; 
and S can be represented as an n-sheeted branched cover of I[ u {oo}, where 
n is the degree of P as a polynomial in w. The branch points of S alluded to 
above, and the points lying over infinity are the points which need to be 
added to make S compact. (IV.11.4 - IV.ll.11) 

In the case of the torus discussed above, we started with a compact 
Riemann surface and found that the surface was the Riemann surface of an 
algebraic function. The same result holds for any compact Riemann surface. 
More precisely, given a compact Riemann surface (other than I[ u {oo}) 
there are functions wand z on the surface which satisfy an irreducible 
polynomial P(z,w) = O. Hence every compact Riemann surface is the 
Riemann surface of an algebraic function. Another way of saying the pre­
ceding is as follows: We saw in the case of the torus that the field of elliptic 
functions completely determined the torus up to conformal equivalence. 
If M is any compact Riemann surface and .f(M) is the field of meromorphic 
functions on M we can ask whether the field has a strictly algebraic charac­
terization and whether the field determines M up to conformal equivalence. 
Now if 

f:M -+N 

is a conformal map between Riemann surfaces M and N, then 

f* :.f(N) -+ .f(M) 
defined by 

f*cp = cp 0 j, cp E .f(N), 

is an isomorphism of .f(N) into .f(M) which preserves constants. If M and 
N are conformally equivalent (that is, if the function f above, has an analytic 
inverse), then, of course, the fields .f(M) and .f(N) are isomorphic. If, 
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conversely, 0: %(N) ---> ,,%,(M) is an isomorphism which preserves constants, 
then there is an J such that 0<p = J*<p, and M can be recovered from %(M) 
in a purely algebraic manner. The above remarks hold as well in the case 
of non-compact surfaces. The compact case has the additional feature that 
the field of meromorphic functions can be characterized as an algebraic 
function field in one variable; that is, an algebraic extension of a transcen­
dental extension of IC. (IV.ll.1 0) 

0.3. Abelian Varieties 

Every torus is a compact abelian group. When we view the torus as C/G 
where G is the group generated by Z f---+ Z + 1, Z f---+ Z + T, addition of points 
is clearly well-defined modulo m + m with m, n E iZ.. What can we say about 
other compact surfaces? The only two compact surfaces we have actually 
seen are the sphere and the torus. The sphere is said to have genus zero 
and the torus genus one. In general a compact surface is said to have genus 
g, if its Euler characteristic is 2 - 2g. Examples of compact Riemann surfaces 
of genus g are the surfaces of the algebraic functions 

2g + 2 

w2 = fl (z - e), 
j = I 

We will show that on the above surfaces of genus g, the 9 differentials 
dz/w, ... , zg -I dz/w are linearly independent holomorphic differentials. In 
fact, on any compact surface M of genus g, dim ytl(M) = g, where ytl(M) 
is the vector space of holomorphic differentials on M. Furthermore, the 
rank of the first homology group (with integral coefficients) on such a sur­
face is 2g. Let ai' ... , ag , b l , ... , bg be a canonical homology basis on M. 
It is possible to choose a basis <PI" .. ,<Pg of ,1f'l(M) so that Saj CfJk = Jjk 

(= Kronecker delta). 
In this case the matrix 

n = (njd, nk = r <Pk 
j Jb j 

is symmetric with positive definite imaginary part. It then follows that cg 
factored by the group of translations of cg generated by the columns of 
the matrix (I,n) is a complex g-torus and a compact abelian group. Hence 
we will see that each compact surface of genus 9 has associated with it a 
compact abelian group. (111.6) 

In the case of 9 = 1, we saw that choosing a base point on the surface 
and integrating the holomorphic differentials from the base point to a 
variable point P on the surface gave an injective analytic map of the Riemann 
surface onto the torus. In the case of g > 1 we have an injective map into 
the torus by again choosing a base point on the surface and integrating the 
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vector differential cP = (/PI' ... ,/Pg) from a fixed base point to a variable 
point P. In this case the map cannot, of course, be surjective. If we want to 
obtain a surjective map, we must map unordered g-tuples of points into the 
torus by sending (P 1, ... ,Pg) into the sum of the images of the points Pk . 

This result is called the Jacobi inversion theorem. Two proofs of this theorem 
will be found in this book; one of them using the theory of Riemann's theta 
function. (III.6.6; VI.4.4) 

A complex torus is called an abelian variety when the 9 x 2g matrix 
(A,B), whose columns are the generators for the lattice defining the torus, 
has associated with it a 2g x 2g rational skew symmetric matrix P with the 
property that 

(A,B)P(:~) = 0 

and 

is positive definite. In this case one can demonstrate the existence of multi­
plicative holomorphic functions. These functions then embed the torus as 
an algebraic variety in projective space. In our case the matrix P can always 
be chosen as the intersection matrix of the cycles in the canonical homology 
basis; that is, [-y n 

0.4. More Analytic Aspects 

The most important tools in studying (compact) Riemann surfaces are the 
meromorphic functions on them. All surfaces carry meromorphic functions. 
(11.5.3; IV.3.l7) 

What kind of singularities can a meromorphic function on a compact 
surface have? The answer is supplied by the Riemann-Roch theorem. 
(I1I.4.8 - I1I.4.l1 ; IV.l 0) 

We finish this introductory chapter with one last remark. Let M be a 
compact Riemann surface. Assume that M is not the sphere nor a torus; 
that is, a surface of genus 9 ~ 2. For each point P EM, we construct a se­
quence of positive integers 

as follows: Vk appears in the list if and only if there exists a meromorphic 
function on M which is regular (holomorphic) on M\ {P} and has a pole 
of order Vk at P. Question: What do these sequences look like? Answer: 
For all but finitely many points the sequence is 

9 + 1, 9 + 2, 9 + 3, .... 
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The finite number of exceptions are the Weierstrass points; they carry a 
lot of information about the surface M. One of the fascinating aspects of 
the study of Riemann surfaces is the ability to obtain such precise information 
on our objects. (I1I.S) 

We shall see how to use the existence of these Weierstrass points in order 
to conclude that Aut M is always finite for g ;::0: 2. (V.1) 

Another object of study which is extremely important is the Jacobian 
variety J(M). It, together with the theory of Riemann's theta function, also 
is a source of much information concerning M. (I11.6; III.8; 111.11; VI; VII) 



CHAPTER I 

Riemann Surfaces 

In this chapter we define and give the simplest examples of Riemann surfaces. 
We derive some basic properties of Riemann surfaces and of holomorphic 
maps between compact surfaces. We assume the reader is familiar with the 
elementary concepts in algebraic-topology and differential-geometry needed 
for the study of Riemann surfaces. To establish notation, these concepts 
are reviewed. The necessary surface topology is discussed. In later chapters 
we will show how the complex structure can help obtain many of the needed 
results about surface topology. The chapter ends with a development of 
various integration formulae. 

1.1. Definitions and Examples 

We begin with a formal definition of a Riemann surface and give the simplest 
examples: the complex plane 1[, the extended complex plane or Riemann 
sphere t = I[ u {CX) }, and finally any open connected subset of a Riemann 
surface. We define what is meant by a holomorphic mapping between 
Riemann surfaces and prove that if f is a holomorphic map from a Riemann 
surface M to a Riemann surface N , with M compact, then f is either constant 
or surjective. Further, in this case, f is a finite sheeted ramified covering map. 

1.1.1. A Riemann surface is a one-complex-dimensional connected com­
plex analytic manifold ; that is, a two-real-dimensional connected manifold 
M with a maximal set of charts {U,.Zo}oe A on M (that is, the {Uo}oe A con­
stitute an open cover of M and 

Zo: U 0 ---> I[ (l.l.1) 
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is a homeomorphism onto an open subset of the complex plane q such that 
the transition functions 

hp = Za 0 Zp 1 :Zp(Va n Vp) -- Za(Va n Vp) (1.1.2) 

are holomorphic whenever Va n V p =f. 0. Any set of charts (not necessarily 
maximal) that cover M and satisfy condition (1.1.2) will be called a set of 
analytic coordinate charts. 

The above definition makes sense since the set of holomorphic functions 
forms a pseudogroup under composition. 

Classically, a compact Riemann surface is called closed; while a non­
compact surface is called open. 

1.1.2. Let M be a one-complex-dimensional connected manifold together 
with two sets of analytic coordinate charts ~1 = {Va,ZJaEA, and ~2 = 

{Vp, w p} PE B' We introduce a partial ordering on the set of analytic coordinate 
charts by defining ~1 > ~2 if for each Ii. E A, there exists a f3 E B such that 

Va C Vp and z, = wpjuo' 

It now follows by Zorn's lemma that an arbitrary set of analytic coordinate 
charts can be extended to a maximal set of analytic coordinate charts. Thus 
to define a Riemann surface we need not specify a maximal set of analytic 
coordinate charts, merely a cover by any set of analytic coordinate charts. 

Remark. If M is a Riemann surface and {V,z} is a coordinate on M, then 
for every open set V c V and every function f which is hoi om orphic and 
injective on z(V), {V,f 0 (zlv)} is also a coordinate chart on M. 

1.1.3. Examples. The simplest example of an open Riemann surface is the 
complex plane C. The single coordinate chart (C,id) defines the Riemann 
surface structure on C. 

Given any Riemann surface M, then a domain D (connected open subset) 
on M is also a Riemann surface. The coordinate charts on D are obtained 
by restricting the coordinate charts of M to D. Thus, every domain in C is 
again a Riemann surface. 

The one point compatification, C u {co}, of C (known as the extended 
complex plane or Riemann sphere) is the simplest example of a closed (= com­
pact) Riemann surface. The charts we use are {Vj,ZjL = 1 , 2 with 

VI = c 
V 2 = (C\ {O}) u {C()} 

and 
ZI(Z) = z, Z E VI , 

Zz(Z) = I/z, Z E V z. 

(Here and hereafter we continue to use the usual conventions involving 
meromorphic functions; for example, l / oc = 0.) The two (non-trivial) tran-
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sition functions involved are 

k-:/-j,k,j=1,2 

with 
hiz) = l/z. 

1.1.4. Remark. Coordinate charts are also called local parameters, local 
coordinates, and uniformizing variables. From now on we shall use these 
four terms interchangeably. Furthermore, the local coordinate {V,z} will 
often be identified with the mapping z (when its domain is clear or not mate­
rial). We can always choose V to be simply connected and f(V) a bounded 
domain in C. In this case V will be called a parametric disc, coordinate disc, 
or uniformizing disc. 

U.S. A continuous mapping 

f:M -> N (1.5.1) 

between Riemann surfaces is called holomorphic or analytic if for every 
local coordinate {V,z} on M and every local coordinate {V,n on N with 
V n f - l(V) -:/- 0, the mapping 

( 0 f 0 z - 1 : z( V n r 1 (V)) -> ( V) 

is holomorphic (as a mapping from C to iC). The mapping f is called con­
formal if it is also one-to-one and onto. In this case (since holomorphic 
mappings are open or map onto a point) 

is also conformal. 
A holomorphic mapping into C is called a holomorphic function. A holo­

morphic mapping into C u { oo}, other than the mapping sending M to 00 , 

is called a meromorphic function. The ring (C-algebra) of holomorphic 
functions on M will be denoted by ~(M); the field (C-algebra) of mero­
morphic functions on M, by %(M). The mapping f of (1.5.1) is called 
constant if f(M) is a point. 

Theorem. Let M and N be Riemann surfaces with M compact. Let f: M -> N 
be a holomorphic mapping. Then f is either constant or surjective. (In the Laller 
case, N is also compact.) In particular, ~(M) = C. 

PROOF. Iff is not constant, then f(M) is open (because f is an open mapping) 
and compact (because the continuous image of a compact set is compact). 
Thus f(M) is a closed subset of N (since N is Hausdorff). Since M and N are 
connected, f(M) = N. D 

Remark. Since holomorphicity is a local concept, all the usual local properties 
of holomorphic functions can be used. Thus, in addition to the openness 
property of holomorphic mappings used above, we know (for example) that 



12 I Riemann Surfaces 

holomorphic mappings satisfy the maximum modulus principle. (The prin­
ciple can be used to give an alternate proof of the fact that there are no non­
constant holomorphic functions on compact surfaces.) 

1.1.6. Consider a non-constant holomorphic mapping between Riemann 
surfaces given by (1.5.1). Let P EM. Choose local coordinates :- on M van­
ishing at P and ( on N vanishing at f(P) . In terms of these local coordinates, 
we can write 

( = f(z) = L akzk, n > 0, a" # O. 
k ~ n 

Thus, we also have (since a non-vanishing holomorphic function on a disc 
has a logarithm) that 

( = z"h(:)" = (:17(:) )", 

where 17 is holomorphic and 17(0) # O. Note that z f--> zh(z) is another local 
coordinate vanishing at P, and in terms of this new coordinate the mapping 
f is given by 

( = z" . ( 1.6.1) 

We shall say that n (defined as above- this definition is clearly independent 
of the local coordinates used) is the ramijicationl1umber off at P or thatf tukes 
on the value f(P) n-times at P or f has multiplicity 11 al P. The number (n - 1) 
will be called the branch number of f al P , in symbols b J( P). 

Proposition. Let f: M ~ N be a non-constant hololllorphic mapping between 
compact Riemanl1 surfaces. There exists a positive integer III such that every 
Q EN is assumed precisely m times on M by f - coulIling multiplicities; that is, 
for all Q E N , 

L (bJ(P) + 1) = m. 
P E J- I (Q) 

PROOF. For each integer n ~ 1, let 

XII = {Q EN; L (bf(P) + 1) ~ 11} . 
P E j-I(Q) 

The "normal form" of the mapping f given by (1.6.1) shows that X" is open 
in N . We show next that it is closed. Let Q = limk_ x Qk with Qk E XII' Since 
there are only finitely many points in N that are the images of ramification 
points in M, we may assume that b j(P) = 0 for all P E.r l(Qk), each k. Thus 
f - 1(Qk) consists of ~ 11 distinct points. Let Pkl , ... , Pkll be n points inf - '(Qd. 
Since M is compact, for each j, there is a subsequence of {Pkj } that con­
verges to a limit Pj . We may suppose that it is the entire sequence that 
converges. The points P j need not, of course, be distinct. Clearly f(P) = Q, 
and since f(P k ) = Qb it follows (even if the points Pj are not distinct) that 
LPEf - I(Q)(bj(P) + 1) ~ 11. Thus each 1:11 is either all of N or empty. Let 
QoEN be arbitrary and let m= LP EJ-I(Q)(bf(P) + 1). Then O<m< 00, 

and since Qo E 1:m, 1:m = N. Since Qo ¢ 1:m + 10 Lm + 1 must be empty. 0 
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Definition. The number 111 above, will be called the degree of f (= deg f), 
and we will also say that f is an m-sheeted cover of N by M (or that f has m 
sheets). 

Remarks 

1. If f is a non-constant meromorphic function on M, then (the theorem 
asserts that) f has as many zeros as poles. 

2. We have used the fact that (compact) Riemann surfaces are separable, in 
order to conclude that it suffices to work with sequences rather than nets. 
We will establish this in IV.S. 

3. The above considerations have established the fact that a single non­
constant meromorphic function completely determines the complex structure 
of the Riemann surface. For iff E %(M)\C, and P EM, and n - 1 = bJ(P), 
then a local coordinate vanishing at P is given by 

U - f(p))l /n if f(P) of 00, 

and 
1 - 1,1,1 if f(P) = 00. 

1.1.7. Since an analytic function (on the plane) is smooth (C OO ), every 
Riemann surface is a differentiable manifold. If {U,z} is a local coordinate 
on the Riemann surface M, then x = Re z, y = 1m z (z = x + iy) yield 
smooth local coordinates on U. In I.3 we shall make use of the underlying 
e X-structure of M. 

Remark. Every surface (orientable topological two-real-dimensional mani­
fold with countable basis for the topology) admits a Riemann surface struc­
ture. We shall not prove (and not have any use for) this fact in this book. 

I.2. Topology of Riemann Surfaces 

Throughout this section M denotes an orientable two-real-dimensional 
manifold. 

We review the basic notions of surface topology to recall for the reader the 
facts concerning the fundamental group of a manifold and the simplicial 
homology groups. This leads us naturally to the notion of covering manifold 
and finally to the normal forms of compact orientable surfaces. Covering 
manifolds lead us to the monodromy theorem, and the normal forms lead 
us to the Euler- Poincare formula. As one application of these ideas, we 
establish the Riemann- Hurwitz relation. 

1.2.1. We assume that the reader has been exposed to the general notions 
of surface topology, in particular to the fundamental group and the simplicial 
homology groups. We thus content ourselves with a brief review of these 
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ideas. In this section the word curl'e on M will mean a continuous map c of 
the closed interval I = [0,1] into M . The point c(0) will be called the initial 
point of the curve, and c(1) will be called the terminal or end point of the 
curve. Furthermore since we shall be primarily interested in compact 
Riemann surfaces, we shall (in general) assume that the manifold is compact, 
triangulable, and orientable. (All Riemann surfaces are triangulable and 
orientable.) 

1.2.2. 1t J (M) = Fundamental Group of M. If P, Q are two points of M and 
('I and C2 are two curves on M with initial point P and terminal point Q, we 
say that ('I is homotopic to ('2 (C I ~ cz) provided there is a continuous map 
h:] x ] -+ M with the properties h(t,O) = cl(t), h(t,l) = ('z(t), h(O,u) = P and 
h(1 ,u) = Q (for all t, u E 1). 

If P is now any point of M, we consider all closed curves on M which pass 
through P. This is the same as all curves on M with initial and terminal 
point P. We say that two such curves C to Cz are equil'alent whenever they are 
homotopic. The set of equivalence classes of closed curves through P forms a 
group in the obvious manner. The product of the equivalence class of the 
curve C I with the equivalence class of the curve Cz is the equivalence class 
of the curve C I followed by C2 . The inverse of the equivalence class of the 
curve t H c(t) is the curve t H c(1 - t). The group of equivalence class so 
constructed is called the fundamental group of M based at P. It is easy to 
see that the fundamental group based at P and the fundamental group 
based at Q are almost canonically isomorphic as groups. The isomorphism 
between these two groups depends only on the homotopy class of the path 
from P to Q. The fundamental group of M, 7r 1(M), is therefore defined to be 
the fundamental group of M based at P, for any P E M. For most 
applications, the dependence of 7r I (M) on the base point P will be irrelevant. 

Remark. It is easy to see that the fundamental group is a topological invariant. 

1.2.3. Homology Groups. In a triangulation of a manifold we call the tri­
angles two-simplices, the edges one-simplices, and the vertices zero-simplices. 
The orientation on the manifold induces an orientation on the triangles 
which in turn can be used to orient the edges bounding the triangle. An 
edge receives opposite orientation from the two triangles for which it is a 
common side. Further, the vertices {PI,PZ ' p), ... } can be used to label the 
edges and triangles. Thus (PI,PZ) is the oriented edge from the vertex PI 
to Pz, and (PI ,PZ ,P3 ) is the oriented triangle bounded by the oriented 
edges (PI,PZ )' (PZ,P3 ) , (P3 ,PI ). We identify the triangle (PI ,PZ,P3 ) with 
-(P3 ,Pz,P!) and the edge (PI,PZ ) with -(PZ,PI ) . An n-chain (n = 
0,1,2) is a finite linear combination of n-simplices with integer coefficients. 
We define an operator b from n-chains to n - 1 chains as follows: For 
n = 0, we define b(P) = 0. For n = I, we define b(PI,Pz) = (Pz) - (PI)' 
For n = 2, we define b(PI ,PZ'P3 ) = (Pz,p) - (PI ,P3 ) + (PI,PZ) ' The 
preceding defines b on an n-simplex and we extend the definition to 
n-chains by linearity. 
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It is clear that the set of n-chains forms a group under addition and that 
<5 is a group homomorphism of the group of n-chains to the group of (n - 1)­
chains. We denote the group of n-chains by en (en = {O} for n > 2). Let 
Zn denote the kernel of <5: C n -+ C n _ I' Furthermore, let Bn denote the image 
of Cn+ I in en under 6. Since <5 2 = 0, it is clear that Bn is a subgroup of Zn, 
and in fact since all groups in sight are abelian, a normal subgroup. It there­
fore follows that Cn/Z n is isomorphic to Bn- I' The group we are interested 
in is, however, Hn(M) = Hn = Zn /Bn and we call this group the nth simplicial 
homology group (with integer coefficients). (By definition Hn = {O} for n > 2.) 

Let us now denote by [z] the equivalence class in Hn of z E Zn. We shall 
say that [zJ, j = 1, ... , Pm are a basis for Hn provided each element of Hn 
can be written as an integral linear combination of the [zJ and provided the 
integral equation l]~ I !Xi[ Zj] = 0 implies !Xj = O. In this case we shall call 
the number Pn the nth-Betti number of the triangulated manifold. 

It is very easy to describe the groups H 0 and H 2, and thus the numbers 
Po and P2' In fact it is apparent that Po = 1, and that H 0 is isomorphic to the 
integers. As far as H 2 is concerned, a little thought shows that there are 
exactly two possibilities. If M is compact, then H 2 is isomorphic to the 
integers and P2 = 1. If M is not compact, then H 2 is trivial and P2 = O. 

The only non-trivial case to consider is HI and PI' We have seen in the 
previous paragraph that H 0 and H 2 are independent of the triangulation. 
The same is true for H I although this is not at all apparent. One way to see 
this is to recall the fact that H I is isomorphic to the abelianized fundamental 
group. We shall not prove this result here. Granting the result, however, and 
using the normal forms for compact surfaces to be described in I.2.5, it will 
be easy to compute HI (M) and hence P I for compact surfaces M. 

1.2.4. Covering Manifolds. The manifold M* is said to be a (ramified) cover­
ing manifold of the manifold M provided there is a continuous surjective 
map (called a (ramified) covering map) f:M* -+ M with the following prop­
erty: for each P* E M* there exist a local coordinate z* on M* vanishing at 
P* , a local coordinate z on M vanishing at f(P), and an integer n > 0 such 
that f is given by z = z*n in terms of these local coordinates. Here the integer 
n depends only on the point p* E M*. If n > I, p* is called a branch point of 
order n - lora ramification point of order n. (Compare these definitions with 
those in 1.1 .6.) If n = 1, for all points p* E M* the cover is called smooth or 
unramified. 

EXAMPLE. Proposition 1.1 .6 shows that every non-constant holomorphic 
mapping between compact Riemann surfaces is a finite-sheeted (ramified) 
covering map. 

Continuing the general discussion, we call M* an unlimited covering mani­
fold of M provided that for every curve c on M and every point p* with 
f(P*) = e(O), there exists a curve c* on M* with initial point p* andf(c*) = c. 
The curve c* will be called a lift of the curve c. 



16 I Riemann Surfaces 

There is a close connection between ltl(M) and the smooth unlimited 
covering manifolds of M. If M* is a smooth unlimited covering manifold of 
M, then ltl (M*) is isomorphic to a subgroup of ltl (M). Conversely, every 
subgroup of ltl(M) determines a smooth unlimited covering manifold M* 
with 11: 1(M*) isomorphic to the given subgroup. (Conjugate subgroups deter­
mine homeomorphic covers.) 

This is also a good place to recall the monodromy theorem which states : 
Let M* be a smooth unlimited covering manifold of M and cl , C2 two curves on 
M which are homotopic. Let ct, c! be lifts of C b C2 with the same initial point. 
Then ci is homotopic CO c~. In particular, the curves c1' and c~ must have the 
same end points. 

If M* is a covering manifold of M with covering map f, then a homeo­
morphism h of M* onto itself with the property that f 0 h = f is called a 
covering transformation of M* . The set of covering transformations forms 
a group, which is called transitive provided that whenever f(Pf) = f(Pn there 
is a covering transformation h which maps Pi onto P~. For the smooth unlim­
ited case, the group of covering transformations is transitive if and only if 
11: I (M*) is isomorphic to a normal subgroup of 11: I (M) and in this case the 
group of covering transformations is isomorphic to 11: 1(M)/11:I(M*). 

The case where the cover M* is determined by the trivial subgroup of 
11: I (M) is of particular importance and is called the universal, simply con­
nected or homotopy cover of M. It will be denoted by M. We note that the 
universal cover is indeed simply connected (that is, its fundamental group is 
trivial) and that the group G of covering (also called deck) transformations 
is isomorphic to the fundamental group of M. Since this isomorphism will 
be used extensively, we discuss it in some detail. Let p : M -+ M be a 
universal covering map. Let P be a point in M and P a point of M lying 
above P ; that is, pep) = P. Let ltl (M,P) be the fundamental group of M 
based at P. Let c be a curve representing an element of 7[1 (M,P). Lift the 
curve c to a curve cp on M with initial point P. Since c is a closed path, the 
terminal point of cp projects to P and hence there is a deck transformation 
7;,- 1 E G that takes P to the terminal point of cpo The map T: c f--> 7;, is the 
desired isomorphism. Thus by definition 

7;,- 1 (P) = end point of Cp o 

Note that for any A E G, the lift of a closed curve c through P to a curve 
with initial point A(P) is cA(P) = A(cp), and therefore the terminal point of 
cA(P) is just 

A(terminal point of cp) 

which is equal to (A 0 7;,- I)(p)' It thus follows that (C~2)P = (Cdp(C2h-l(p) 

and that its terminal point is 7;,~1 (terminal point of (0)p) = (7;,~ 1 0 7;,~ 1 )'{P). 
We have therefore shown that 

7;,~c~ = 7;,~1 0 7;,~ l = (7;,2 0 7;,)- 1 

and therefore that the map T is a group homomorphism. This map is easily 
seen to be both injective and surjective. We leave it to the reader to verify 
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these facts and to generalize the discussion to a covering corresponding to 
an arbitrary normal subgroup of the fundamental group of M. The reason 
for the appearance of inverses in the definition of the map T should be clear 
to the reader: paths are composed from right to left and maps are 
composed (backwards according to some cultures) from left to right. 

Let us now assume that M is a Riemann surface. Then the definition of 
covering manifold shows that M* has a unique Riemann surface structure 
on it which makes f a holomorphic map. Furthermore, the group of covering 
transformations consists now of conformal self maps of M*. In the converse 
direction things are not quite so simple. If M is a Riemann surface and G is 
a fixed point free group of conformal self maps of M, it is not necessarily 
the case that the orbit space MIG is even a manifold. However, if the group 
G operates discontinuously on M, then MIG is a manifold and can be made 
into a Riemann surface such that the natural map f : M -+ MIG is an 
analytic map of Riemann surfaces. More details about these ideas will be 
found in IV.5 and IV.9. 

1.2.5. Normal Forms of Compact Orientable Surfaces. Any triangulation of 
a compact manifold is necessarily finite. Using such a triangulation we can 
proceed to simplify the topological model of the manifold. We can map 
successively each triangle in the triangulation onto a Euclidean triangle and 
by auxilliary topological mappings obtain at each stage k, a regular (k + 2)­
gon, k 2 2. This (k + 2)-gon has a certain orientation on its boundary which 
is induced by the orientation on the triangles of the triangulation. When we 
are finished with this process we have an (n + 2)-gon (n being the number of 
triangles in the triangulation). Since each side of this polygon is identified 
with precisely one other side, the polygon has an even number of sides. This 
polygon with the appropriate identifications gives us a topological model 
of the manifold M. 

In order to obtain the normal form we proceed as follows: We start with 
an edge of the triangulation which corresponds to two sides of the polygon. 
The edge can be denoted by <P,Q), where both P and Q correspond to two 
vertices of the polygon. In traversing the boundary of the polygon we cross 
the edge <P,Q) once and the edge <Q,P) once. We will label one of these 
edges by c and the other by c - 1. In this way we can associate a letter with 
each side of the polygon, and call the word obtained by writing the letters in 
the order of traversing the boundary the symbol of the polygon. The re­
mainder of the game is devoted to simplifying the symbol of the polygon. 

If the sides a and a - I follow one another in the polygon, and there is at 
least one other side then you can remove both sides from the symbol and the 
new symbol still is the symbol of a polygon which is a topological model 
for M. 

The polygon's sides have been labeled and so have the vertices of the 
polygon. We now wish to transform the polygon into a polygon with all 
vertices identified. This is done by cutting up the polygon and pasting in a 
fairly straight forward fashion. To illustrate, suppose we have a vertex Q not 
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identified with a vertex P, as in Figure 1.1. Make a cut joining R to P and 
paste back along b to obtain Figure 1.2. We note that the number of Q 
vertices has been decreased by one. Continuing, we end up after a finite 
number of steps with a triangulation with all the vertices identified. 

Q 

RGJP 
R Q 

Figure I.1 

RCJP 
R Q 

a 

P 
Figure 1.2 

The final simplification we need involves the notion of linked edges. We 
say that a pair of edges a and b are linked if they appear in the symbol of 
the polygon in the order a · .. b . . . a-I . .. b- I . . .. It is easy to see that 
each edge of the polygon is necessarily linked with some other edge (unless 
we are in the situation that there are only two sides in the polygon). We 
can then transform the polygon, by a cutting and pasting argument simi­
lar to the one used above so that the linked pair is brought together as 
aba- I b - I. We finally obtain the normal form of the surface. The normal 
form of a compact orientable surface is a polygon whose symbol is aa- I or 
alblaiibi l ... agbga;;lb;;i . In the former case we say that the genus of M 
is zero and in the latter case we say that the genus is g. It is clear that 9 is a 
complete topological invariant for compact orientable surfaces. 

From the normal form we can, of course, reconstruct the original surface 
by a "pasting" process. Figures I.3 and 1.4 explain the procedure. 

In particular, a surface of genus 9 is topologically a sphere with 9 handles. 
A surface of genus 0 is topologically (also analytically- but this will not be 

Figure 1.3. Surface of genus 1. 

Figure 1.4. Surface of genus 2. 
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seen until IlIA or IVA) a sphere. A surface of genus 1 is topologically a torus. 
There are many complex tori. (In fact, as will be seen in IV.6, a one-complex­
parameter family of tori.) 

Using the common vertex of the normal form as a base point for the 
fundamental group, one shows that n I (M) is generated by the 2g closed 
loops ai' ... , ag, bl , ... , bg subject to the single relation albla~lb~l ... 
agbga;lb;1 = 1. Hence HI(M) is the free abelian group on the generators 
[aJ, [bJ, j = 1, ... , g. In particular for a compact surface of genus g, 

HI(M) ~ 712g and f31 = 2g. 

Remark. The "pasting" process is, of course, not uniquely determined by the 
symbol. For example, in the case of genus 1, after joining side ail to ai' we 
may twist the resulting cylinder by 2n radians before identifying bi l with b I' 
The "twisted" surface is, of course, homeomorphic to the "untwisted" one. 
The homeomorphism is known as a Dehn twist. 

Caution. The normal form for the polygon can lead to two different (but, of 
course, equivalent) presentations for n l (M). For the first form of the 
presentation (the one given above), we must properly interpret the symbol 
of the polygon. For the second presentation, it is helpful to use the 
isomorphism between the fundamental group n I (M,P), here P is the base 
point for the fundamental group, and the group G of deck transformations 
on the universal cover M. 

To derive the defining relation listed above, let us give the counter­
clockwise orientation to the boundary of the polygon. Since all the vertices 
are identified on the surface, each side projects to a curve through the same 
point P on M and hence each of the sides aj , bj determines an element 
of nl(M,P). To see what elements they generate, we let (Xj (f3) be the 
(homotopy class of the) projection of the side aj (b) to the surface M. We 
shift our point of view slightly. We can (and indeed will) consider the 
polygon as sitting in M, the universal covering space of M. Hence the sides 
of the polygon can be considered as lifts to M of closed curves on M 
through P. Let z be the initial point of the side al' It is then obvious that 
a l is a lift of (XI from z. In the language of 1.2A, which we will now use, 
a l = (Xlz' Now, bl is a lift of f31 that starts at the end point of a l rather than 
its initial point. Thus a l bl is a lift of (Xl f31 that starts at z. Similarly, for the 
remaining elements. Thus c=albla~lbll ... aghga;lh;1 is a lift of Y= 
(XI{3I(Xl l {31 1 ... (Xg{3g(X;I{3g-1 that starts at z; since c is a closed curve on £1, y 
is homotopically trivial. This discussion allows us also to identify (Xj with aj 

and f3j with hj. 
To determine the second form of the presentation of the fundamental 

group suggested by !.,he polygon, we observe that the sides aj and aj- I of the 
polygon (sitting in M) project to the same curve on M. Hence there exists 
an element Aj E G with Aj(a) = aj-I. Similarly, there exists an element Bj E G 
with Bib) = bj- I . Let us order the vertices of the normal form of the 
polygon in the counterclockwise direction by z = Zo, Z I' ... , Z4g-l, Z4g = zo o 
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It thus follows that for j = 1, ... , g the elements Aj and Bj satisfy the 
following conditions: 

Aj(Z4j- 3) = Z4j-2, 

Bj (Z4j - 2) = Z4j - I' 

A simple chase of points shows that 

(Bj 0 Aj- l 0 Bj- I 0 Aj )(Z4j-4) = (Bj 0 Aj- I 0 Bj- I )(z4j- d 

= (Bj 0 Aj- l )(Z4j- 2) = Bj(Z4j-3) = Z4j' 

It follows that 

Bg 0 A;l 0 Bg- l 0 Ag ... BI 0 Ail 0 B1l 0 Al 

fixes the point Zo and must be the identity since the covering group acts 
fixed point freely. 

To compare the two presentations (for the covering group, say), let ~- l 
(£1Ij - l ) be the motion in G that identifies the initial point of ajz (Pj ) with its 
terminal point. Since ~ = 7;,j and £1Ij = T{Jj' we have the following defining 
new relation for these new generators of the covering group: 

£1Ig- l 0 .stig- l 0 £1Ig 0 .stig ... £1111 0 .still 0 £11 1 0 d l . 

We want to express each of these new generators for G in terms of the old 
ones. It is useful to introduce the commutator C of two elements of G as 

C = [B,A] = B - 1 0 A - loB 0 A 

and to let 

Co = I. 

Observe that 

and 
bj = (Ail 0 Bj- I 0 Aj 0 Cj- l 0 ... 0 C1 0 Co)(PjJ 

Thus we see that 

and 

end point of Pjz = (COl o'" 0 Cj-=-\ 0 Aj- I 0 Bj 0 A)(Z4j- 2); 

from which we conclude that 

and 
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The relation for the new generators is hence given in terms of the old 
generators as 

Cli o ·· · 0 cg- l = I; 

that is, the inverse of the old relation for the old generators. 

1.2.6. Euler-Poincare. The Euler- Poincare characteristic X of compact 
surfaces of genus 9 is given by X = !Xo - !Xl + !X2, where!Xk is the number of k 
simplices in the triangulation. A triangulation of the normal form gives 
X = 2 - 2g. The Euler- Poincare characteristic is also given by 130 - 131 + 132, 
where 13k is the kth Betti number. Thus the computations of the Betti numbers 
in 1.2.4 and 1.2.6 yield an alternate verification of the value of X. 

1.2.7. As an application of the topological invariance of the Euler- Poincare 
characteristic, we establish a beautiful formula relating various topological 
indices connected with a holomorphic mapping between compact surfaces. 

Consider a non-constant holomorphic mapping f : M -+ N between com­
pact Riemann surfaces. Assume that M is a compact Riemann surface of 
genus g, N is a compact surface of genus y. Assume that f is of degree n 
(that is, f - l(Q) has cardinality n for almost all Q EN). We define the total 
branching number (recall definition preceding Proposition 1.1.6) of f by 

B = L bf(P). 
PEM 

Theorem (Riemann-Hurwitz Relation). We have 

9 = n(y - 1) + 1 + B12. 

PROOF. Let S = {j(x); x E M and bf(x) > O} . Since S is a finite set, we can 
triangulate N so that every point of S is a vertex of the triangulation. Assume 
that this triangulation has F faces, E edges, and V vertices. Lift this triangula­
tion to M via the mapping f. The induced triangulation of M has I1F faces, 
11£ edges, and 11 V - B vertices. We now compute the Euler- Poincare charac­
teristic of each surface in two ways : 

F - E + V= 2 - 2y 

nF - I1E + 11 V - B = 2 - 2g. 

From the above we obtain 

1 - 9 = n( 1 - y) - B12. o 
1.2.8. We record now (using the same notation as above) several immediate 
consequences. 

Corollary 1. The total branching number B is always even. 

Corollary 2. Assume that f is unramified. Then 
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a. 9 = 0 = n = 1 and y = O. 
b. 9 = 1 = "I = 1 (n arbitrary). 
c. 9 > 1 = 9 = "I for n = 1. 

= 9 > Y > 1 for n > 1 (and n divides 9 - 1). 

Corollary 3 

a. If 9 = 0, then y = O. 
b. If 1 ~ 9 = "I, then either n = 1 and (thus) B = 0 or 9 = 1 and (thus) B = O. 

I.3. Differential Forms 

We assume that the reader is familiar with the theory of integration on a 
differentiable manifold. We briefly review the basic facts (to fix notation), 
and make use of the complex structure on the manifolds under consideration 
to simplify and augment many differential-geometric concepts. The necessity 
of introducing differential forms stems from the desire to have an object 
which we can integrate on the surface. The introduction of I-forms allows us 
to consider line integrals on the surface, while the introduction of 2-forms 
allows us to consider surface integrals. Various operators on differential 
forms are introduced, and in terms of these operators we define and charac­
terize different classes of differentials. 

Remark. We shall use interchangeably the terms "form", "differential", and 
"differential form". 

1.3.1. Let M be a Riemann surface. A O-form on M is a function on M. A 
I-form w on M is an (ordered) assignment of two continuous functions f and 
9 to each local coordinate? (= X + iy) on M such that 

f dx + 9 dy (3.1.1) 

is invariant under coordinate changes; that is, if z is another local coordinate 
on M and the domain of z intersects non-trivially the domain of z, and if w 
assigns the functions j , 9 to z, then (using matrix notation) 

(3.1.2) 

on the intersection of the domains of z and Z. The 2 x 2 matrix appearing in 
(3.1.2) is, of course, the Jacobian matrix of the mapping z f---> Z. 
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A 2-lorm Q on M is an assignment of a continuous function 1 to each local 
coordinate z such that 

1 dx 1\ dy (3.1.3) 

is invariant under coordinate changes; that is, in terms of the local coordinate 
zwe have 

- _ _ o(x,y) 
I(z) = I(z(z)) o(x,y)' (3.1.4) 

where o(x,y)/o(x,ji) is the determinant of the Jacobian. Since we consider 
only holomorphic coordinate changes (3.1.4) has the simple form 

_ Idz l2 I(z) = I(z(z)) di . (3.IAa) 

1.3.2. Many times it is more convenient to use complex notation for 
(differential) forms. Using the complex analytic coordinate z, a I-form may 
be written as 

u(z) dz + v(z) df, 

where 
dz = dx + i dy, 

di = dx - i dy, 

and hence comparing with (3.1.1) we see that 

1 = u + v, 
9 = i(u - v). 

Similarly, a 2-form can be written as 

g(z) dz 1\ dz. 

It follows from (3.2.2) that 

dz 1\ dz = - 2i dx 1\ dy. 

(3 .2.1) 

(3.2.2) 

(3.2.3) 

1.3.3. Remark. To derive (3.2.3), we have made use of the "exterior" multi­
plication of forms. This multiplication satisfies the conditions: dx 1\ dx = 
0= dy 1\ dy, dx 1\ dy = -dy 1\ dx . The product of a k-form and an I-form 
is a k + I form provided k + I ~ 2 and is the zero form (still k + l) for 
k + I > 2. 

In view of the last remark, we let I\k denote the vector space of k-forms. 
We see that I\k is a module over 1\0 and that I\k = {O} for k ~ 3. Further 

1\ = 1\0(£;1\1 (£;1\2 
is a graded anti-commutative algebra under the obvious multiplication of 
forms. 



24 I Riemann Surfaces 

1.3.4. A O-form can be "integrated" over O-chains ; that is, over a finite 
set of points. Thus, the "integral" of the function f over the O-cycle 

Pa EM, na E 71. 
IS 

InJ(P,). 

A I-form w can be integrated over I-chains (finite unions of paths). Thus, 
if the piece-wise differentiable path c is contained in a single coordinate disc 
z = x + iy, c:1 ..... M (l = unit interval [0,1]), and if w is given by (3.1.1), then 

i w = f: {f(X(t),y(t» ~; + g(x(t),y(t» ~~} dt. 

By the transition formula for w, (3.1.2), the above integral is independent 
of choice of z, and by compactness the definition can be extended to arbitrary 
piece-wise differentiable paths. 

Similarly, a 2-form Q can be integrated over 2-chains, D. Again, restricting 
to a single coordinate disc (and Q given by (3.1.3», 

ffD Q = ffD f(x ,y) dx 1\ dy. 

The integral is well defined and extends in an obvious way to arbitrary 
2-chains. 

It is also sometimes necessary to integrate a 2-form Q over a more general 
domain D. If D has compact closure, there is no difficulty involved in extend­
ing the definition of the integral. For still more general domains D, one must 
use partitions of unity. 

Remark. We will see in IV.5 that evaluation of integrals over domains on an 
arbitrary surface M can always be reduced to considering integrals ~)Ver 
plane domains. 

1.3.5. For Cl-forms (that is, forms whose coefficients are C l functions), we 
introduce the differential operator d. Define 

df = fx dx + /ydy 

for C 1 functions j. For the C 1 I-form wgiven by(3.1.1) we have (by definition) 

dw = d(f dx) + d(g dy) = dj 1\ dx + dg 1\ dy 

= (fx dx + fy dy) 1\ dx + (gx dx + gy dy) 1\ dy 

= (gx - /y) dx 1\ dy. 

For a 2-form Q we, of course, have (again by definition) 

dQ = o. 

The most important fact concerning this operator is contained in Stokes' 
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theorem. If w is a C 1 k-form (k = 0,1,2) and D is a (1 + k)-chain, then 

r w = r dw. JoD JD 
(Of course, the only non-trivial case is k = 1.) 

Note also that 

whenever d2 is defined. 

25 

1.3.6. Up to now we have made use only of the underlying C" structure of 
the Riemann surface M- except, of course, for notational simplifications 
provided by the complex structure. Using complex analytic coordinates we 
introduce two differential operators a and 0 by setting for a C 1 function i, 

oi=fzdz and oi=izdz; 

and setting for a C I I-form w = u dz + v dz, 

where 

ow = au 1\ dz + au 1\ dz = Vz dz 1\ dz, 
~=&I\~+&I\~=~~I\~=-~~I\~ 

iz = !(fx - ify), 

if = !(fx + ify)· 

For 2-forms, the operators a and a are defined as the zero operators. 

Recall. The equation if = 0 is equivalent to the Cauchy-Riemann equations 
for Re i, 1m i; that is, if = 0 if and only if i is holomorphic. 

It is easy to check that the operators on forms we have defined satisfy 

d = a + o. 
It is also easy to see that 

02 = 00 + 00 = 02 = 0, 

whenever these operators are defined. 

1.3.7. In the previous paragraph the complex structure on M was still 
not used in any essential way. We shall now make essential use of it to define 
the operation of conjugation on smooth (C 1 or C 2 - as is necessary) differ­
ential forms. 

We introduce the conjugation operator * as follows: For a I-form w given 
by (3.1.1), we define 

*w = - g dx + i dy. (3.7.1) 

This is the most important case and the only one we shall need in the sequel. 
To define the operator * on functions and 2-forms, we choose a non-vanishing 
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2-form t1.(z) dx 1\ dy on the surface. (Existence of such a canonical 2-form will 
follows trivially from IV.8.) If f is a function, we set 

*f = f(z)(t1.(z) dx 1\ dy). 

For a 2-form Q, we set 

*Q = Qj}.(z) dx 1\ dy. 

It is clear that for each k = 0, 1, 2, 

*:I\k -+ 1\ 2- k, 

and ** = ( -It Further, if w is given in complex notation by (3.2.1), then 

*w = - iu(z) dz + iv(z) dz. (3.7.2) 

The operation * defined on I-forms w has the following geometric inter­
pretation. If f is a C 1 function and z(s) = x(s) + iy(s) is the equation of a 
curve parametrized by arc-length, then the differential df has the geometric 
interpretation of being (Of/OT) ds, where af/OT is the directional derivative of 
f in the direction of the tangent to the curve z. In this context, *df has the 
geometric interpertation of being (of/an) ds, where of/an is the directional 
derivative of f in the direction of the normal to the curve z. (Note that 
ds = Idzl in this discussion.) 

Remark. The reader should check that the above definitions (for example 
(3.7.1» are all well defined in the sense that *w is indeed a I-form (that is, 
it transforms properly under change of local coordinates). 

1.3.S. Our principal interest will be in I-forms. Henceforth all differential 
forms are assumed to be I-forms unless otherwise specified. A form w is called 
exact if w = df for some C2 function f on M; w is called co-exact if *w is 
exact (if and only if w = *df for some C2 function f). We say that w is closed 
provided it is C 1 and dw = 0; we say w is co-closed provided *w is closed. 

Note that every exact (co-exact) differential is closed (co-closed). Whereas 
on a simply connected domain, closed (co-closed) differentials are exact 
(co-exact). Hence, closed (co-closed) differentials are locally exact (co-exact). 
If f is a C2 function on M , we define the Laplacian of f, Jf in local coor­
dinates by 

Jf = Uxx + fyy) dx 1\ dy. 

The function f is called harmonic provided Jf = O. A I-form w is harmonic 
provided it is locally given by df with f a harmonic function. 

Remarks 

1. It is easy to compute that for every C2 function f, 

-2ioof= Jf= d*df (3.8.1) 
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2. It must, of course, be verified that the Laplacian operator LI is well defined. 
(Here, again, the fact that we are dealing with Riemann surfaces, and not 
just a differentiable surface, is crucial.) 

3. The concept of harmonic function is, of course, a local one. Thus we know 
that locally every real-valued harmonic function is the real part of a 
holomorphic function. Further, real valued harmonic functions satisfy 
the maximum and minimum principle (that is, a non-constant real-valued 
harmonic function does not achieve a maximum nor a minimum at any 
interior point). 

Proposition. A differential w is harmonic if and only if it is closed and co-closed. 

PROOF. A harmonic differential is closed (since d 2 = 0). It is co-closed by 
(3.8.1). Conversely, if w is closed, then locally w = df with f a C2 function. 
Since w is co-closed, d(*df) = O. Thus, f is harmonic. D 

At this point observe that we have a pairing between the homology group 
H n and the group of closed n-forms of class C I . This pairing is interesting 
for n = 1, and we describe it only in this case. If c is a I-cycle and w is a closed 
I-form of class C1 , define <c,w> = Sew. The homology group HI is defined by 
ZdB 1 , where ZI is the kernel of band BI is the image of the 2-chains in the 
one chains. The operator d on functions of class C2 and differentials of class 
C I gives rise also to subgroups of the group of closed I-forms. In particular 
the exact differentials are precisely the image of C2 functions (O-forms) in 
the group of I-forms, and the closed forms themselves are the kernel of d 
operating on C I I-forms. Hence the quotient of closed I-forms by exact 
I-forms is a group and we have for compact surfaces a nonsingular pairing 
between HI and this quotient group. We shall soon see that this quotient 
group is isomorphic to the space of harmonic differentials. (See II.3.6.) 

1.3.9. A I-form w is called holomorphic provided that locally w = df with 
f holomorphic. 

Proposition. a. If u is a harmonic function on M, then cu is a holomorphic 
differential. 

b. A differential w = u dz + v dz is holomorphic if and only if v = 0 and u is 
a holomorphic function (of the local coordinate). 

PROOF. If u is harmonic, then oou = O. Since iJu = U z dz, we see that Uz is 
holomorphic (u zz = 0) and thus it suffices to prove only part (b), which is, 
of course, trivial (since we can integrate power series term by term). D 

1.3.10. Assume w = udz + vaz is a C I differential. Then (using d = 0 + 0) 
we see that 

dw = (uz - vz ) dz /\ dz, 
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and 
d*w = - i(uz + vz ) dz /\ dz. 

Thus, we see that w is harmonic if and only if u and v are holomorphic. 
Hence, we see that if w is harmonic, there are unique holomorphic differentials 
WI and W2 such that 

1.3.11. Theorem. A differential form w is holomorphic if and only if w = a + i*a 
for some harmonic differential a. 

PROOF. Assume that a is harmonic. Then 

with Wj (j = 1,2) holomorphic. Thus 

Thus, 
a + i*a = 2wI 

is holomorphic. Conversely, if w is holomorphic, then wand ilJ are harmonic 
and so is 

Further 

Thus 

w-ilJ 
a = - 2-. 

- iw - iilJ 
*a = ----:---

2 

w = a + i*a. o 
Corollary. A differential w is holomorphic if and only if it is closed and 
*w = -iw. 

PROOF. The forward implication has already been verified (every holomorphic 
differential is harmonic). For the reverse, note that if w is given by (3.2.1) 
and *w = -iw, then (3.7.2) implies that w = udz. Since dw = 0, u is 
holomorphic. 0 

1.4. Integration Formulae 

In this section we gather several useful consequences of Stokes' theorem. 

1.4.1. Theorem (Integration by Parts). Let D be a relatively compact region 
on a Riemann surface M with piecewise differentiable boundary. Let f be a 
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C I function and W a C I I-form on a neighborhood of the closure of D. Then 

(4.1.1) 

PROOF. Apply Stokes' theorem to the I-form fw and observe that d(jw) = 
f dw + df 1\ W. 0 

Corollary 1. If w is a closed (in particular, holomorphic) I-form, then (under 
the hypothesis of the theorem) 

r w =0. 
J~D 

PROOF. Take f to be the constant function with value 1. o 
Corollary 2. Let f be C I function and w a C I I-form on the Riemann surface 
M. If either for w has compact support, then 

(4.1.2) 

PROOF. If M is not compact, then take D to be compact and have nice bound­
ary so that either f or w vanishes on c5D and use (4.1.1). If M is compact 
cover M by a finite number of disjoint triangles t1 j' j = I, . .. , n. Over each 
triangle (4.1.1) is valid. We obtain (4.1.2) by noting that 

f r Jw = 0, 
j= I JclJ) 

since each edge appears in exactly 2 triangles with opposite orientation. 0 

1.4.2. We fix a region D on M. By a measurable I-form w on D, we mean 
a I-form (given in local coordinates by) 

w = udz + vdz, 

where u and v are measurable functions of the local coordinates. As usual, 
we agree to identify two forms if they coincide almost everywhere (sets of 
Lebesgue measure zero are well defined on M!). We denote by Ll(D) the 
complex Hilbert space of I-forms w with 

IIw l11 = SSD w 1\ *0 < 00. (4.2.1) 

Note that in local coordinates 

w 1\ *0 = i(uu + vv)dz 1\ dz 
= 2(lu11 + Ivl1)dx 1\ dy. 

We also define the inner product of WI, W2 E L2(D) by 

(WIoW 2)D = SSD WI 1\ *02, (4.2.2) 
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Using obvious notational conventions, we see that 

WI /\ *W2 = (uldz + vld:z) A (-iU2dz + iv2dz) = i(U IU2 + vlv2)dz A d:Z, 

and thus 

(W I ,W2)D = SSD WI A *W2 = i SS(U IU2 + vlv2)dz A d:z 

= i SS(UIU2 + V IV2) dz A d:z = SSD W2 A *WI 

= (W2,W I )D , 

as is required for a Hilbert space inner product. Further, 

(*WI,*W2)D = SSD *WI /\ -W2 

= SSD W2 /\ *WI = (w2,wdD = (Wi>W2)D' 

Remark. Whenever there can be no confusion, the domain D will be dropped 
from the symbols for the norm (4.2.1) and inner products (4.2.2) in L 2(D). 

1.4.3. Proposition. Let D be a relatively compact region on M with piecewise 
differentiable boundary. Let <p be a CI function and rx a CI differential on a 
neighborhood of the closure of D. Then 

(d<p ,*rx) = SSD <pda - J:D <pa. (4.3.1) 

PROOF. By Stokes' theorem 

S'lo <pa = SSD d(<pa) = SSD <p da + SSD d<p i\ a 

= SSD <pda - (d<p,*rx). o 

1.4.4. Proposition. If <p and I{! are C 2 functions on a neighborhood of the 
closure of D, then 

PROOF. By Stokes' theorem 

£D <p *JI{i = SSDd(<P*tlVi) 

Corollary. We have 

= SSD d<p /\ *tlVi + SSD <p d *tlVi 

= (d<p,dl{!) + SSD <p tJlji . 

SSD (<p tJI{! - I{! .d<p) = S'lo (<p *dl{! - I{! *d<p). 

(4.4.1) 

o 

(4.4.2) 
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PROOF. Rewrite (4.4.1) with I/i replacing t{!. Rewrite the resulting expression 
by interchanging <p and t{!. Subtract one from the other, and use the fact 
that (d<p,dl/i) = (dt{!,dcp). 0 

1.4.5. Proposition. We have 

(d<p,*dt{!) = - LD <pdl/i. 

PROOF. The notation is of Proposition 1.4.4. Apply Proposition 1.4.3 with 
rx = dt{! (recall that d2 = 0). 0 

1.4.6. We apply now the previous results (D is as defined in Proposition 
1.4.3) to analytic differentials. 

Proposition. If <p is a C 1 function and w is closed (in particular, an analytic 
differential) on a neighborhood of the closure of D, then 

PROOF. Use (4.3.1) with rx = wand observe that w is also closed. 0 

Corollary. If f and 9 are C2 (in particular, holomorphic functions) on a 
neighborhood of the closure D, then 

PROOF. By the proposition 

Also, 

f fT-_f -dlf JOD g - JoD 9 . 

IOD f dg = IID df /\ dg. 

IOD g df = IID Tg /\ df· o 

1.4.7. Proposition. If f is a holomorphic function and w is a holomorphic dif­
ferential on a neighborhood of the closure of D, then 

f.'f df /\ w = 2 f (Re f)w = 2i f (1m f)w. JD JoD JoD 

PROOF. Observe that 

f (Re f - i 1m f)w = f J w = 0 JoD JoD 
by Cauchy's theorem (or because d(f w) = 0 since f w is a holomorphic form). 
Thus 

Thus, also 

2 f Re(if)w = i f.' f d+ /\ w. JoD· JD .J o 
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Existence Theorems 

One way to study Riemann surfaces is through the meromorphic functions 
on them. Our first task is to show that every Riemann surface carries non­
constant meromorphic functions. We do so by constructing certain harmonic 
differentials (with singularities). From the existence of harmonic differen­
tials, it is trivial to construct meromorphic differentials. A ratio of two 
linearly independent merom orphic differentials produces a non-constant 
meromorphic function. 

Our basic approach is through the Hilbert space L 2(M) introduced in 
1.4.2. It is the key to the existence theorem for harmonic differentials with 
and without singularities. This method should be contrasted with the 
equally powerful method to be developed in Chapter IV. 

11.1. Hilbert Space Theory-A Quick Review 

We need only the first fundamental theorem about Hilbert space: the 
existence of projections onto arbitrary closed subs paces. 

n.l.l. Let H be a (complex) Hilbert space with inner product ( ., .) and 
norm 11·11. If F is any subspace of H, then the orthogonal complement of F in 
H, 

Fl. = {hEH;(f,h)=OalljEF} 

is a closed subspace of H (hence a Hilbert space). About the only non-trivial 
result on Hilbert spaces that we will need is 
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11.1.2. Theorem. Let F be a closed subspace of a Hilbert space H. Then every 
hE H can be written uniquely as 

h=f+g 

with f E F, g E Fl.. Furthermore, f is the unique element of F which minimizes 

Ilh - cpll, 
11.1.3. Writing f = Ph, we see that we also have the following equivalent 
form of the previous 

Theorem. Let F i= {O} be a closed subspace of a Hilbert space H. There 
exists a unique linear mapping 

P:H-+F 
satisfying: 

a. Ilpll = I, 
b. p 2 = P (P is a projection), and 
c. ker P = Fl. . 

The mapping P is called the orthogonal projection onto F. The proofs of 
the above theorems may be found in any of the standard text books on 
Hilbert spaces. 

II.2. Weyl's Lemma 

We have introduced, in 1.4.2, the Hilbert space L 2(M) of square integrable 
(measurable) I-forms on the Riemann surface M. In this section we lay the 
ground-work for characterizing the harmonic differentials in L 2(M). The 
characterization is in terms of integrals. We show that a "weak solution" to 
Laplace's equation is already a harmonic function. The precise meaning of 
the above claim is the content of 

11.2.1. Theorem (Weyl's Lemma). Let rp be a measurable square integrable 
function on the unit disk D. The function cp is harmonic if and only if 

(2.1.1 ) 

for every coo function '1 on D with compact support. 

Remark. In the above theorem, the sentence "cp is harmonic" should, of 
course, be replaced by "cp is equal almost everywhere (a.e.) to a harmonic 
function". We will in similar contexts make similar identifications in the 
future. 
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PROOF OF THEOREM. Assume that cp is harmonic. Let Dr = {z E IC; Izl < r}, 
and assume that '1 is supported in Dr. Use 1(4.4.2) and conclude that 

IIDr (cp ,1'1 -I] L1cp) = LDr (cp * d'1 - '1 * dcp) = 0 (2.1.2) 

(because '1 and *d'1 vanish on C5Dr) . Thus 

(2.1.3) 

(because L1cp = 0). But 

(2.1.4) 

and thus the necessity of (2.1.1) is established. 
To prove the converse, we assume first that cp is C2 . Choosing 0 < r < 1 

as before, we obtain (2.1.2) as a consequence of 1(4.4.2), and hence (2.1.3) 
because of (2.1.1). As a consequence of (2.1.4) we may assume r = 1. Equation 
(2.1.3) shows that L1cp = 0 in D. To verify this claim it clearly suffices to 
consider only real-valued functions cp and '1. Let I/I(z) = 4 02cp/02 oz. If 
1/1(=0) > 0 for some Zo E D, we choose a neighborhood U of Zo such that 
CI U (= the closure of U) c D and such that 1/1 > 0 in U. Select a e" function 
'1 with I](zo) > 0 and I] supported in U. It is clear that for such '1, IS D l]!J.cp > o. 
Thus L1cp = 0 and cp is harmonic in D. 

The heart of the matter is to drop the smoothness assumption on cpo Fix 
o < t: < 1. Construct a real-valued C O (= smooth) function p on the positive 
real axis [0,(0) such that 

and 

(See Figure 1I.l) 
Set for r > 0, 

(See Figure 11.2) 

p(r) 

E/2 

o ~ p ~ 1, 

p(r) = 0 if r > t:, 

p(r) = 1 if 0 ~ r < t:/2. 

1 
w(r) = - - p(r) log r. 

2n 

w(r) 

Figure 11.1 

E 

Figure 11.2 
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Define on C x C 

{ 4;~2~_ w(iz - W if z "# (, 
)I(z,O = C_L 

o if z = (. 

Since loglz - (I is a harmonic function of z on C \ {O, )I(z, 0 = 0 for 
Iz - (I < e/2 (also for Iz - (I > e). 

Let p be a Coo function with support in Dl - 2E . Consider 

Z E C. (2.1.5) 

It is clear that tf; is a continuous function on C with support in D 1 -,. Observe 
that we may integrate over C instead of over D, and that by a change of 
variable (after extending p to be zero outside its support) 

Thus 

Similarly, 

Thus tf; is Coo . We claim that 

82 tf; d(" d~ 
4 - _- = -p(z) + f.'r y(z,Op(O - - .-. 

8z8z JD -21 
(2.1.6) 

Note that 
1 d( "d~ 

tf;(z) = - - f'r p(()logl( - zl--. 
2n JII;-zl<E/2 -·21 

f'r d( "d~ 
+ JII;-z!2"E/2 w(i( - zllp(O -2i -

= a(z) + (J(z). 
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Note further that 

4 02p _ f" z d( /\d~ 
OZOZ - JI~-zl",cI 2 y( ,O~(O -2i 

(2.1.7) 

We have already shown that Acx exists (1/1 is C OO ). Thus we may compute 
formally. Now ocxjoz can be computed formally without any difficulty (since 
differentiating under the integral sign leads to a Lebesgue integrable function). 
First 

and thus 

That 

(J 1 Gil - logl( - zl = -v- -I( - zl = - --, 
GZ II, - zl oz 2 ( - z 

c2 cx 
4 - _- = -~ 

ozoz 

will follow from 

(2.1.8) 

(2.1.9) 

11.2.2, Lemma (Cauchy's Integral Formula). Let B be connected open subset 
of C bounded by finitely many C1 Jordan curves. If u E C1(CI B), then for 
z E B, 

2niu(z) =' u(O d( + f" oujo~ d( /\ d~. 
JbB ( - Z JB ( - Z 

(2.2.1) 

PROOF. Let [; > 0 be chosen so that the closed ball of radius [; about z is 
contained in B. Let Be be the complement in B of this ball. Start with Stokes' 
theorem 

f vu(O d( = f" ~( u«() ) d~ /\ d(, 
bB, i" - z J B, o( (- z 

B BE" 
Figure II.3 Figure 11.4 
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and obtain 

Letting E -> 0, we obtain (2.2.1). o 

11.2.3. Proof of Weyl's Lemma (Conclusion). To verify formula (2.1 .9), it 
suffices to assume that J1 has support in I( - zl < E/2, and thus that the 
integral in (2.1.8) extends over C. To check this last claim, define 

Note that 

f~~-ZI< '/ 2 (~)Z d(_~~Y; = f~~ -Z '<'/ 2 (v~)Z ~(_/\2~r; 

f'r J1(0 - v(O d( /\ dr; 
+ JI ~ - zl<'1 2 (- Z -2i' 

(2.3.1 ) 

v«() = J1(0 for I( - zl < E/4, 

and that 

v(O = ° for I( - zl ~ E/2. 

The third integral in (2.3.1) represents a holomorphic function of z, and thus 
the z-derivative of the first and second integral in (2.3.1) must coincide. So 
now we assume that J1 has support in I( - zl < e/2. As before (when we 
computed iJl/Jjaz), 

and thus 

aa = ~ f'r J1«( + z) d( /\ dY; 
oz 4n: Jc ( -2i ' 

a2a = ~ f'r J1z«( + z) d( /\ dY; = ~ f'r J1~«( + ~ d( /\ dr; 
azaz 4n: Jc ( -2i 4n: Jc ( -2i 

= ~ f'r ~J1/ay; d( /\ d"Y; = _ ~ J1(z) 
4n: Jc I, - z - 21 4 

by (2.2.1). 
We now use condition (2.1.1) with Yf = I/J (of the previous construction 

via (2.1.5» . Thus we obtain 

f'r f'r dz /\ dZ f'r (a 2p ) dz /\ dz ° = JD q> t11/J = - JD q>(z)J1(z) ---=21 + JD q>(z) 4 GZ az ---=21' 
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where (402 {J/az az) is given by (2.1.7). Hence for every C OO function J1 with 
support in D, we have by Fubini's theorem 

f'r f'r dz /\ dz d( /\ dT, 
= JD(~ ) J1(0 JD(z) q>(z)y(z,0 ----=2j ----=2j ' (2.3.2) 

(In the above D(z) is just another symbol for D, and the (z) is supposed to 
remind the reader that we are integrating with respect to z.) It thus follows 
(because C OlO functions of compact support are dense in the L2 functions) that 

fI v dz /\ dz v 

q>(z) y(z,~ ) - -2-' = q>((,), a.e. ( ED. 
D(z) - I 

(2.3.3) 

Clearly the left-hand side is C '" (in (), and thus the proof is complete. 

Remark. We do not need to know that C"" functions of compact support 
are dense in L 2(D). We show that we can do with slightly less. Let cp(O 
denote the left-hand side of (2.3.3). If (2.3.3) is not true then (for real q» 
one of the sets 

D + = {z E C ; cp(z) > <p(z)} 

D_ = {z E C; cp(z) < <p(z)} 

has positive measure. Hence we may assume that one of these sets has 
interior. If we now choose J1 to be non-negative and to have support in this 
set, then we obtain a contradiction to (2.3.2) as in the arguments that estab­
lished sufficiency for a C 2 function <p. Thus J1 could have been assumed to 
have support in an arbitrarily small set to begin with, simplifying slightly 
the reasoning at the beginning of this paragraph. 

EXERCISE 

Prove the following alternate form of Weyl's lemma: Let lfJ be a measurable square 
integrable function on the unit disk D. The function lfJ is holomorphic if and only if 

for every C " function '1 on D with compact support. 

Hints. 

(I) Let lfJ be holomorphic and '1, smooth with compact support. Then 

(2.3.4) 

0= fJV lfJ'1 dz = fJv 6(lfJ'1 dz). (2.3 .5) 

This establishes necessity of (2.3.4). (The fact that lfJ is not defined on bD should 
not cause any trouble.) 
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(2) For sufficiency, first assume cp is C l . Use that for every 1'/ with compact support 
(2.3.5) holds, and thus 

- SSD cpzl'/ dz 1\ dz = SSD CPl'/z dz 1\ dz = O. 

From this equation deduce the Cauchy - Riemann equations. 

(3) Now take arbitrary cpo Note that for arbitrary '1 with compact support, 

f'r cp~~1'/ dz 1\ dz = f'r cp :_(0'1) dz /\ d:. 
JD uzcz JD uz Cz 

Thus by the form ofWeyl's lemma at our disposal, cp is C" . 
The above form of Weyl's lemma can, of course, also be proven directly, and 

our form recovered (with a few more technical complications) from this form. 

11.2.4. Exercise 

Let f E L 2([0,1 J). Show that f equals almost everywhere a constant if and only if 

SOl f(x)g'(x)dx = 0 

for all e x' functions 9 on (0,1) with compact support. 
This is the one-dimensional analogue ofWeyl's lemma. 

11.3. The Hilbert Space of Square Integrable Forms 

We decompose the space of square integrable I-forms into closed subspaces. 
The basic tool is Weyl's lemma. The decomposition will prove to be most 
useful for compact surfaces. In general, we establish a sufficient condition 
for the existence of a non-zero square integrable harmonic I-form. For 
compact surfaces, the condition is also necessary. 

11.3.1. Throughout this section, M will denote a Riemann surface and 
L 2(M), the Hilbert space of (measurable) square integrable I-forms with inner 
product (-,.) and norm 11·11 (as defined in 1.4.2). Throughout this chapter 
the word smooth will denote C"'. 

Definition. We denote by E the U(M) closure of 

{df ; f is a smooth function on M with compact support}, 

and by 
E* = {w E L2(M); *w E E} . 

Thus, for every WE E(E*), there exists a sequence of smooth functions 
f" on M with compact support such that 

W = lim df" 
n 
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Corresponding to these closed subspaces we have orthogonal decom­
positions of L 2(M), 

[2(M) = EEBE.1 

= E* EEl E* .1, 
where, as usual, 

E.1 = {w E L 2(M); (w,df) = 0, for all smooth functions f on 
M with compact support}, 

E* .1 = {w E L 2(M); (w,*df) = 0, all f as above} . 

(3 .1.1 ) 

11.3.2. Proposition. Let IX E L 2(M) be of class C 1• Then IX E E* .1 (respectively, 
E.1) if and only if IX is closed (co-closed). 

PROOF. Assume that IX is closed. Let f be a smooth function on M with 
support inside D (with Cl D compact). Then 

(1X ,*df) = - SSD IX 1\ Jf = - SSD [d(lXJ) - dlX I\n 
= - SSD d(lXJ) = - LD IXI = 0. 

Thus IX E E*.1. Conversely, we have starting from the second equality 

SSM dlX 1\ I = 0, all smooth f on M with compact support. 

This, of course, is sufficient to conclude dlX = 0. The argument for IX E E.1 
is similar. 0 

We let 
H = E.1 n (E*)\ 

and obtain the following orthogonal decomposition 

L2(M) = E EB E* EB H. (3.2.1) 

Note that from Proposition 11.3.2 we deduce that E and £* are orthog­
onal subspaces. It then follows that the direct sum £ EEl £* is closed and 
thus also a Hilbert subspace of L 2(M). By orthogonal decomposition 
(Theorem 11.1 .1), we therefore certainly have L 2(M) = (£ EEl E*) EEl (E EB £*).1, 
and all we need to establish (3.2.1) is to verify the easy identity (£ EEl £*).1 = 
E.1 n (£*).1. Comparing (3.2.1) with (3.1.1) we see that 

E.1 = E* EEl H 

£* .1 = E EEl H. 

11.3.3. Let c be a simple closed curve on M . Cover c by a finite number 
of coordinate disks and obtain a region Q containing c. We call this region 
Q, a strip around c. By choosing Q sufficiently small, we may assume that 
it is an annulus and that Q\ c consists of two annuli Q - , Q +. We orient c 
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so that Q- is to the left of c. We put a smaller strip, Qo,(with corresponding 
one-sided strips Qo, Qri) around c in Q. We construct a real-valued function 
f on M with the following properties (see Figure 11.5): 

and 

f(P) = 1, 

f(P) = 0, 

f is of class Coo on M\ c. 

We now define a Coo differential 

{ df on Q\ c, 
'1c = 0 on (M\ Q) u c. 

C i 
fi- : fi+ 
,lLO i,lLO 

Figure II.S 

It is clear that '1c is a closed, smooth, real differential form with compact 
support. It is, in general, not exact. We call it the differential form associated 
with the closed curve c. 

Proposition. Let rJ. E L 2(M) be closed and of class C 1• Then 

PROOF. We compute 
i rJ. = (rJ.,*'1J 

(rJ.,*'1J = - ffM rJ. /\ '1c = - ffQ- rJ. /\ df = ffQ -df /\ rJ. 

= ffw d(frJ.) - ffn - f /\ drJ. = ffn- d(fa) 

= Lw frJ. = irJ.· 

(3.3.1) 

o 

11.3.4. Proposition. Let rJ. E L 2(M) be of class C1. Then rJ. is exact (respectively, 
co-exact) if and only if (a,f3) = 0 for all co-closed (closed) smooth differentials 
{3 of compact support. 

PROOF. If rJ. is C 1 and exact, then rJ. = df with f of class C2 • If {3 is co-closed, 
smooth, with support in D (with Cl D compact), then 

(rJ.,{3) = ffD df /\ *13 = ffD [d(f*7J) - fd*TfJ 

= LD f *13 = o. 
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To establish the converse, it suffices to show (because IX is closed by Propo­
sition 11.3.2) that Je IX = 0 for all simple closed curves. But this follows 
from the hypothesis and (3.3.1). The assertion for the co-exact differentials 
follows from the part of the proposition already established. 0 

11.3.5. The most important result about L 2(M) is contained in the following 

Theorem. The Hilbert space H consists of the harmonic differentials in L 2(M). 

PROOF. If W E U(M) is harmonic, then W is smooth, closed, and co-closed. 
Thus by Proposition 11.3.2, WEe (\ (£*) 1. = H. 

For the converse, let W E H. Choose a coordinate disk Don M with local 
coordinate z = x + iy. Choose a real-valued function '1 that is smooth and 
supported in D. Let ({J = a'1 /ax and 1/1 = al] /ay. Then ({J and 1/1 are Coo functions 
on M with support in D and a({J/ay = al/l/ax. Write W as pdx + qdy (with p 
and q measurable) on D. Since WE £1. (\ (£*)1., 

Thus 

0= (W,d({J) = SSD(P({JX + q({Jy)dXAdy, 

O=(w,*dl/l) = SSD(-Pl/ly + ql/lJdXAdy. 

0= (w, d({J - *dl/l) = SS p«({Jx + I/Iy)dx A dy 

= SS p,1'1. 

(3.5.1 ) 

(3.5.2) 

(3.5.3) 

By Wey\'s lemma, p is harmonic and hence ct. Applying this result to 
*w (which also belongs to £ 1. (\ pl.) we see that q is ct. Hence W is of class 
ct. Proposition 11.3.2 now yields that W is closed and co-closed (that is, 
harmonic). 0 

Remark. The space L 2(M) can best be represented by the "three" dimen­
sional "orthogonal" diagram given in Figure 11.6. 

~ 
.!~WI' CO~-closed ~E'(CO-exact) 

E(exact) 

(harmonic)H 
Figure 11 .6 
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Corollary 

a. The L 2(M) closure of the square integrable closed (respectively, co-closed) 
differentials is £ EB H (£* EB H). 

b. The square integrable smooth differentials are dense in L 2( M). 
b'. The smooth differentials with compact support are dense in L 2(M). 

The verification of (a) and (b) is at this stage trivial. For example, if W is closed, 
then WE £*1. = £ EB H. Conversely, if WE £ EB H, then (}) = WI + W2 with 
WI E £ and W2 E H. Thus, W2 is closed (it is harmonic) and WI = limn dfn 
with In smooth of compact support. We have shown that W is the limit of 
closed differentials. 

We cannot at this point establish (b'). We need to know that 

where 

and 

M = U Dn , 

Dn is open, 

Dn c Dn+ I, 

CI Dn is compact 

(a fact that will follow from IV.S). Having such an "exhaustion" of M, we 
construct a sequence of smooth functions {fn} on M with 

o ~ fn ~ 1, 

fn = 1 on D., 

(support of fn) C Dn + I . 

It clearly suffices to show that every Ct. E H can be approximated in L 2(M) 
by smooth forms with compact support. Now fnCt. E L 2(M) is smooth and 
has compact support. By the Lebesgue dominated convergence theorem, 

lim IIfnCt. - Ct.11 = o. 

Caution. Not every exact (co-exact) differential is in £(E*). For example : 
consider the unit disk D. Let f be a function holomorphic in a neighborhood 
of the closure of D. Then df E H . Clearly, df is exact as well as harmonic. 

For compact surfaces £ does, of course, contain all the exact differentials. 
Thus, our picture is quite accurate in this case. (The above analysis shows 
that a compact surface carries no non-constant harmonic functions . The 
differential of such a function would have to be in both E and H, which would 
imply the function is constant. This fact can, of course, also be established 
as a consequence of the maximum and minimum principles for real valued 
harmonic functions .) 

11.3.6. As a digression, we consider the situation of a compact Riemann 
surface M, and expand slightly our discussion of I.3.8. We define the first 
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de Rham cohomology group of M, HI(M), as the smooth closed differentials 
modulo the smooth exact differentials. If IX is a closed smooth differential, 
then its equivalence class in HI(M) is called the cohomology class of IX. There 
is a pairing 

H I(M) x HI(M) -+ C 

which maps the pair (C,IX), where c is a closed piecewise differentiable path 
on M and IX is a smooth I-form, onto Se IX. It is quite clear that this integral 
depends only on the homology class of c and the cohomology class of IX. 
It vanishes for a given cohomology class IX over all curves c if and only if IX 

is the zero class (represented by an exact differential). Thus the above pairing 
is non-singular. Further, every homomorphism of H I(M) into C is given by 
integration over curves against some IX E HI(M). (See also 111.2). 

Note also that 
(3.6.1) 

and that the cohomology class of the I-form '1e constructed in 11.3.3 is 
uniquely determined by equation (3 .3.1) and depends only on the homology 
class of c. The isomorphism of (3.6.1) is the surface version of the much more 
general Hodge theorem. 

11.3.7. Theorem. A sufficient condition for the existence of a non-zero harmonic 
differential on a Riemann surface M is the existence of a square integrable 
closed differential which is not ex act. If M is compact, the condition is also 
necessary. Explicitly, for every closed WE L 2(M}, there exists a Wz E H such 
that Se W = Se W2 for all closed curves c on M. 

PROOF. Let WE L2(M) be closed and not exact. Then WE (£*)1- = E EB H . 
Thus, W = WI + W2 with WI E E and W2 E H . Note that WI must be CI . 
Since W is not exact, there is a closed curve c with Se W of- O. Since Se WI = 0, 
we must have Se W2 = Se W of- O. Hence W2 of- O. 

If M is compact, then there are no exact harmonic differentials so that any 
o of- W E H is closed and not exact. D 

11.3.8. In view of Theorem 11.3.7 we see that in order to construct harmonic 
differentials, we must construct closed differentials that are not exact. 

Let c be a simple closed curve on the Riemann surface M that does 
not separate (that is, M \ c is connected). We construct now a closed curve 

Figure 11.7 
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c* (a dual curve to c) by starting on the right( + ) side of c and ending up on 
the other ( = left ( - )) side of c. (See Figure 11.7). 

The curve c* will intersect c in exactly one point P. Using the construction 
and notation of 11.3.3, we see that 

S. IJc = lim f(Q) - lim f(Q) = 1 
C Q_P _ Q _ P + 

(here, of course, limQ_ p+ means you approach P through Q +). This remark 
together with Theorem 11.3.7 establishes the following 

Theorem. If the Riemann surface M carries a closed curve that does not sep­
arate, then there exists a closed non-exact differential in L 2(M) and therefore 
a non-zero harmonic differential. 

11.4. Harmonic Differentials 

We have seen in the previous sections that on a compact surface there do 
not exist exact (non-zero) harmonic differentials. To construct "exact har­
monic differentials" we must hence allow singularities. In this section we 
construct harmonic functions and differentials with a prescribed isolated 
singularity. 

11.4.1. Let D be a parametric disc with local coordinate z = x + iy on a 
Riemann surface M . It involves no loss of generality to assume that z maps D 
onto the open unit disc. We assume that z = 0 corresponds to the point 
PoE M. We define a function h on M by choosing a real number a, 0 < a < 1, 
an integer n ?: 1, and setting 

{ 
z(p)n . 

z(p)-n + - 2- If P E D and Iz(P)1 ~ a, 
h(P) = a n 

o otherwise. 

(In the future we will identify the point P E D with its image z(P) E IC and 
hence write the above equation for h 

{
z - n + z:n for Izl ~ a, 

h(z) = a 

o for Izl > a. 

In this convention the points in M\D are denoted by {Izl ?: l} .) 
We define another function () on M by setting 

()(z) = h(z) for Izl ?: a/2, 

and requiring () to be smooth in {Izl < a}. 
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We form the differential dO E L 2(M) (this terminology involves some abuse 
of notation since 0 is ex only on M\{ Izl = a}). It is smooth whenever 0 is. 
Note that because of the discontinuity of 0, dO does not have to belong to 
EH. Write 

dO = rx + w, (4.1.1) 

with rx E E and WE El. = E* EEl H. 
Let U be a parametric disk about the point Qo EM. Let ~ = ~ + iry be a 

local coordinate vanishing at Qo. We choose a real-valued smooth function 
p on M with support in U and set q> = cplc~, If; = 0plory (as in 11.3.5). Write 
C( = P d~ + q dry in U. Since rx E £* 1. , obtain as in (3.5.2), 

o = (rx, * dIj;) = f Iv ( -plf; ~ + ql/t~) d ~ 1\ dry. 

Also since W EEl., we obtain as in (3.5.1), 

(dO,dq» = (rx ,dq» = ffu(pq>~ + qq>~)d~ 1\ dry . 

The difference of the last two expressions yields (as in (3.5.3)) 

(dO,dq» = ffu P LIp. (4.1.2) 

Similarly, by interchanging the roles of q> and I/t and adding (rather than 
subtracting) the two resulting expressions, we obtain 

(dO,dl/t) = ffu q LIp. (4.1.3) 

We know that rx E £* 1. . Thus C( is annihilated by all co-exact differentials 
with compact support. Thus if C( is e 1 on a given open subset of M, it must 
be a closed form on that subset by Proposition 11.3.2. As an illustration we 
assume that Qo does not belong to {Izl ::; a} = CI Do, and we take U also to 
belong to the complement ofCI Do' In this case (since dO vanishes on {Izl > a}) 

(dO,dl/t) = 0 = (dO,dq», 

and we conclude from (4.1.2) and (4.1.3) and Weyl's lemma that p and q 
are harmonic (thus C " ) in U. In particular, rJ. is a smooth closed differential 
on M\CI Do' (The above was not necessary because of the stronger statement 
we are about to prove. We included it to help the reader.) 

Our first step is to show that rJ. is harmonic on M\CI Dai z . So we assume 
that U c M \CI Do12 . We compute (using (4.1.2)) 

We have 

ffu P LIp = (d(),dq»M 

= (dO,dq»Da/l + (d(),dq»Da\Dal + (d(),dq»M\Da' 

(d(),dq»Da!1 = 0, since dq> = 0 on Do12 , 

(dO,dq»M\Da = 0, since dO = 0 on M\Do' 
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It remains to evaluate the middle integral. We will show that is it zero. If 
U c M\ Da' the integral vanishes because dcp = 0 on Da. It hence involves 
no loss of generality to assume that U c D and that z = (. 

We recall the formula 1(4.4.1) 

(dcp,d())Da\Da!2 = f.'r dcp /\ *dtJ JDa\ Da/l 

Again, the double integral (on the right-hand side) vanishes because () is 
harmonic on Da\Cl Da'2' Similarly, the line integral vanishes because cp = 0 
on {Izl = aI2}, while by a simple calculation 

*d8 = (i8 Idzl = (18 Idzl 
(in Dr 

(where cO/en is the normal derivative of () and e()/(ir is the radial derivative 
of ()) vanishes on {Izl = a}. Thus we see that IX is closed on M \Cl Da12 • 

We compute next for p with compact support inside M \ CI Da12 : 

(lX,dp) = (d8,dp) - (w,dp) = (d8,dp) 

= (dO,dp)DaIDu J2 = 0, 

by the argument just used. Thus IX is co-closed on M \CI Dal 2 by Proposition 
11.3.2; that is, IX is harmonic on M\CI Da/ 2• 

Finally, what happens close to the singularity of h? Assume that the 
support of p is now contained inside Da. We have 

(d8,dcp) = IIvu (8xPxx + 8ypxy) dx /\ dy, 
and 

0= (d8,*dt/J) = - IIDa (OxPyy - 8ypyx) dx /\ dy. 

The first equality on the last line follows from the fact that d8 is closed on 
Da and hence E E* 1. (with respect to Da). As a consequence we obtain from 
the above two equations: 

(d8,dcp) = IIDa 8Apxx + Pyy) dx /\ dy = IIDa ()x Llp. 

It follows therefore from (4.1.2) that 

0= IIDa (p - 8x) Llp. 

Similarly, we can obtain 

Thus, by Weyl's lemma, p - ()x and q - 8y are harmonic in Da. In particular, 
p and q are smooth on Da' 
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We have shown that ex E E = (E* 81 H) .l is smooth. Since E* 81 H contains 
the co-closed differentials with compact support, ex is exact by Proposition 
11.3.4. Hence there is a smooth function f on M with df = ex. Since ex is 
harmonic on M\Cl Da/2' so isf. 

By (4.1.1), d(e - f) = WE E.l . Since e - f is smooth on Da, d(fJ - f) is a 
co-closed differential on Do- Since d(e - f) is clearly closed on Da , we con­
clude that d(e - f) is a harmonic differential on Da or that e - f is harmonic 
in Da' We now define a function u on M 

u = f - e + h. 

For 0 < Izl < a, f - e and h are harmonic. For Izl > a12, f is harmonic and 
h - e = O. Thus u is harmonic on M\ {Po}. 

We summarize our conclusions in the following 

Theorem. Let M be a Riemann surface with z a local coordinate vanishing at 
PoE M. There exists on M a fun ction u with the following properties: 

u is harmonic on M\ {Po}, (4 .1.4) 

u - z - n is harmonic on every sufficielltly small neighborhood N of Po, (4 .1.5) 

HM \N du /\ *au < CfJ, and 

(du,df) = 0 = (du,*df) for all smooth/unctions f on M that hcwe 
compact support and vanish on a neighborhood of Po. 

(4.1.6) 

(4.1.7) 

PROOF. Only (4.1. 7) needs verification, and this follows because du is in H 
with respect to the surface M \Cl N. 0 

11.4.2. Note that condition (4.1 .5) is invariant under a limited class of 
coordinate changes. (Determine this class!) It can, of course, also be replaced 
by 

u - Re z-n (resp., u - 1m z-n) is harmonic in a neighborhood N of Po. (4.2.1) 

In this case we may require u to be real valued. 
Observe also that if M is compact, then u is unique up to an additive 

constant. 

11.4.3. We note that most of our arguments to prove Theorem 11.4.1 did not 
depend on the chioce of the particular form of the function h with 
singularity as long as 

h is harmonic in {a12 < Izl < a}, 
and 

*dh = 0 on {Izl = a}. 

Thus, another candidate for h is the function 

Izl ::; a, 0 < Izd, IZ21 < a12. 
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Theorem. Let M be a Riemann surface and P I and P 2 two points on M . Let 
Zj (j = 1,2) be a local coordinate vanishing at Pj' There exists on M a real­
valued function u with the following properties: 

u is harmonic on M \ {P I ,P2 }, (4.3.1) 

u - loglz II is harmonic in a neighborhood of P I 
and u + loglz21 is harmonic in a neighborhood of P2 , (4.3 .2) 

S SM\N du 1\ *du < co, for every open set N containing Pl and P2 , and (4.3.3) 

(du,df) = 0 = (du, *df) for all smooth functions f on M that have 
compact support and vanish on a neighborhood of PI and P2 . (4.3.4) 

Note that condition (4.3.2) is invariant under certain coordinate changes. 
See, for example, IV.3.6. 

PROOF OF THEOREM. The arguments preceding the statement of the theorem 
establish it for P I and P 2 sufficiently close. If P I and P 2 are arbitrary, we can 
join PI to Pz by a chain PI = Qo, QI, ... , Qn = P2 so that Qj is close to 
Qj _ l,j = I, . .. , n. For each pair of points there is a function uj with appro­
priate singularity at Qj _ I and Qj. Let 

u = U I + ... + Un ' 

and note that u is regular at QI, ... , Qn - I, and has appropriate (logarithmic) 
singularities at Qo and Qn· 0 

Remark. For compact M, the function u is unique up to an additive constant. 

11.4.4. We can also let 

( z - ZI Z - a2/:2) 
h(z) = arg -- 2;- ' 

z-z2z-a 21 
Izl ::; a, 0 < Iz", IZ21 < a12. 

This case is slightly different from the previous one. The function h is not 
well defined on M. It is well defined on M \{slitjoining Zl to Z2}' Of course, 
the differential du obtained by this procedure is well defined. We leave it 
to the reader to formulate the analogue of Theorem II.4.3 in this case. 

11.4.5. The decomposition (3 .2.1) is closely related to the Dirichlet Principle, 
which we proceed to explain. Let D be a domain on a compact Riemann 
surface M 0 whose boundary bD consists of finitely many simple closed 
analytic arcs. Thus, topologically D is a compact Riemann surface of genus 
g ~ 0 from which 11 > 0 discs have been removed. Consider now two copies 
D and D' of D. We shall construct a compact Riemann surface M = Cl DuD' 
known as the double of D. We use the usual local coordinates on D. A function 
z is a local coordinate at P' E D' if and only in is a local coordinate at the 
corresponding point P E D. We now identify each point P E bD with the 
corresponding point P' E bD'. To construct local coordinates at points of 
bD, we map a neighborhood U of P E bD by a conformal mapping z into the 
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closed upper half plane such that U n i5D goes into a segment of the real axis. 
By the reflection principle z is a local coordinate at P E M. Note that M is a 
compact Riemann surface of genus 2g + n - 1, and that there exists on M 
an anti-conformal involution j such that j(D) = D' and j(P) = P for all 
P E i5D. From now on we may forget about M 0 and think of D as a domain 
on its double M. (The above discussion is not strictly necessary for what 
follows. It was introduced for its own sake.) We consider now the following 
problem: 

Fix a C2 function CPo defined on a neighborhood of Cl D. Among all functions 
cP, C 2 on a neighborhood of Cl D, find (if it exists) one u that has the same 
boundary values (on i5D) as CPo and minimizes IldCPllD over this class. 

Assume that u is a harmonic function with the same boundary values as 
CPo. We compute for arbitrary cP with the same boundary values; 

IIdCPl12 = (d(cp - u) + du, d(cp - u) + du) 

= Ild(cp - u)W + Iidul12 + 2 Re(d(cp - u),du). 

Now use Proposition 1.4.4 to conclude that (d(cp - u),du) = 0 (since 
cp - u = 0 on i5D and Llu = 0 on D). Thus 

IldCPW = Ild(cp - u)112 + Iidu l1 2 ~ Il du l1 2. 

Thus our problem has a unique solution- if we can find a harmonic 
function with the same boundary values as CPo. We shall in IV.3 solve this 
problem by Perron's method. Here we outline how the decomposition of 
LZ(D) given by (3.2.1) can be used to solve our problem. Finding a function 
for which a given non-negative function on L 2(D) achieves a minimum is 
known as the Dirichlet Principle. 

Consider the function CPo. Since dcpo is exact (and thus closed), dcpo E 

E EB H. Now let ill be the orthogonal projection of dcpo onto H. We have 
already seen that ill is exact and harmonic. Thus ill = du, for some harmonic 
function u on D. Now d(u - CPo) E E. Thus 

(d(u - CPo),IX) = 0, all IX E H . 

Let Up,P2 be the function produced by Theorem 11.4.3. By letting IX run 
over the set of differentials 

{dU p ,P2; PI ED', P z ED'}, 

one can show that u - CPo is C2 on a neighborhood ofCI D and that u - CPo = 
° on i5D. 

II.S. Meromorphic Functions and Differentials 

Using the results of the previous section, we construct first meromorphic 
differentials on an arbitrary Riemann surface M and then (non-constant) 
meromorphic functions. 
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11.5.1. By a meromorphic differential on a Riemann surface we mean an 
assignment of a meromorphic function 1 to each local coordinate z such that 

l(z) dz 
is invariantly defined. 

Theorem 

a. Let P E M and let z be a local coordinate on M vanishing at P. For every 
integer n ::?: 1, there exists a meromorphic differential on M which is holo­
morphic on M\ {P} and with singularity l /z" + I at P. 

b. Given two distinct points P I and P z on M and local coordinates Zj vanishing 
at Pj' j = I, 2, there exists a meromorphic differential ()), holomorphic on 
M \ {PI,P z}' with singularity I /z\ at PI and singularity -1 /Z2 at P2. 

PROOF. Let ex = du where u is the function whose existence is asserted by 
Theorem H.4.1 for part (a) and by Theorem II.4.3 for part (b). In the former 
case set 

-I 
W = 2; (a + i*a), 

and in the latter 
()) = a + i*ex. D 

11.5.2. Let q be an integer. By a (meromorphic) q-differential w on M we 
mean an assignment of a meromorphic function 1 to each local coordinate 
Z on M so that 

l(z) dzq (5.2.1) 

is invariantly defined. For q = I, these are just the meromorphic differentials 
previously considered, and they are called abelian differentials. 

If w is a q-differential on M, and z is a local coordinate vanishing at 
P EM, and w is given by (5.2.1) in terms of z, then we define the order of w 
at P by 

ord p w = ordo f. 
(If we write l(z) = z"g(z) with 9 holomorphic and non-zero at z = 0, then 
ordo 1 = n.) It is an immediate consequence of the fact that local parameters 
are homeomorphisms that the order of a q-differential at a point is well 
defined. 

Note that {P EM ; ord p w '* O} is a discrete set on M: thus a finite set, 
if M is compact. 

If w is an abelian differential, then we define the residue of w at P by 

where w is given by (5.2.1) in terms of the local coordinate z that vanishes at 
P, and the Laurent series of 1 is 

ex; 

l(z) = L a"z". 
n=N 
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The residue is well-defined since 

resp W = -21 . r w, 
m Jc 

where c is a simple closed curve in M that bounds a disk D containing P such 
that c has winding number 1 about P and W is holomorphic in CID\ {P}. 

11.5.3. Theorem. Let PI ' . . . , Pk be k > 1 distinct points on a Riemann surface 
M. Let c b ... , Ck be complex numbers with IJ= I cj = O. Then there exists a 
meromorphic abelian differential w on M, holomorphic on M \ {P I, .. . ,P d with 

ordpj w = -1, 

PROOF. Let Po EM, Po "# Pj' j = 1, ... , k. Choose a local coordinate Zj 

vanishing at Pj' j = 0, ... , k. For j = 1, ... , n, let Wj be an abelian differ­
ential with singularities l / zj at Pj and -1/zo at Po and no other singularities. 
Set 

k 

W = I CjWj . 
j= I 

o 

Corollary. Every Riemann surface M carries non-constant meromorphic 
functions. 

PROOF. Let PI> P2 , P3 be three distinct points on M. Let WI be a differential 
holomorphic on M\ { PloP 2} with 

Let W2 be a differential holomorphic on M \ {P 2,P3 } with 

Set f = WdW2 · Note that f has a pole at PI and a zero at P 3 · o 
11.5.4. Proposition. Let M be a compact Riemann surface and W an abelian 
differential on M. Then 

L resp W = o. (5.4.1) 
PeM 

PROOF. Triangulate M so that each singularity of W is in the interior of one 
triangle. Let ,1 b ,12, ... ,,1k be an enumeration of the 2-simplices in the 
triangulation. Then 

1 k f L res p W = - . L W, 
P e M 2m j=1 aA . 

J 

(5.4.2) 
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where <5,1 j is the (positively oriented) boundary of ,1 j' Since each 1-simplex 
appears twice, with opposite signs, in the sum (5.4.2), we conclude that 
(5.4.1) holds. 0 

EXERCISE 

Using only formal manipulations of power series show that the residue of a meromorphic 
abelian differential is well defined. 

Remark. The above proposition shows that the sufficient condition in 
Theorem 11.5.3 is also necessary if the surface M is compact. 

EXERCISE 

Give an alternate proof of Proposition I.l.6 in the special case that N = C U {oo}. 
First reduce to showing that it suffices to establish that f has as many poles as zeros. 
Then relate ordp f to resp(dflf). 

11.5.5. Remark. The existence of meromorphic functions shows at once 
that every compact Riemann surface M is triangulable. Let 

J:M->Cu{oo} 

be a non-constant meromorphic function. Triangulate C u {oo} with a 
triangulation ,1 b ,12, ... , ,1 k such that the image under J of every ramified 
point (points P EM with bf(P) > 0) is a vertex of the triangulation and 
such that J restricted to the interior of each component of J - 1(,1 j) is injective. 
It is clear that this triangulation of C u {oo} lifts to a triangulation of M. 

The existence of meromorphic functions has many other important 
consequences. We will discuss these in IV.3 and IV.5. Also, in IV.3 we will 
establish the existence of meromorphic functions without relying on integra­
tion (for which triangulations are needed). Thus we will be able to derive the 
above topological facts from the complex structure on the Riemann surface. 



CHAPTER III 

Compact Riemann Surfaces 

This is one of the two most important chapters of this book. In it, we prove 
(based on the existence theorems of the previous chapter) the three most 
important theorems concerning compact Riemann surfaces: the Riemann ­
Roch theorem, Abel's theorem, and the Jacobi inversion theorem. Many 
applications of these theorems are obtained; and the simplest compact 
Riemann surfaces, the hyperelliptic ones, are discussed in great detail. 

III. I. Intersection Theory on Compact Surfaces 

We have shown (in 1.2) that a single non-negative integer (called the genus) 
yields a complete topological classification of compact Riemann surfaces. 
Every surface of genus 0 is topologically the sphere, while a surface of positive 
genus, g, can be obtained topologically by identifying in pairs appropriate 
sides of a 4g-sided polygon. The reader should at this point review Figures 1.3 
and 1.4 in 1.2.5. Thus, with each surface of genus 9 > 0 we associate a 4g-sided 
polygon with symbol bl a l b~la~l ... bgagb;;la;;l (as in 1.2.5). The side of 
the polygon correspond to curves (homology classes) on the Riemann surface. 
These curves intersect as shown in the figures referred to above. Our aim is to 
make this vague statement precise. This involves the introduction of a 
cononical homology basis (basis for HI) on M. 

III.I.l. Let c be a simple closed curve on an arbitrary Riemann surface M. 
We have seen (11.3.3) that we may associate with c a (real) smooth closed 
differential tIc with compact support such that 

i ex = (ex,*tIJ = - SSMex!\tIn (1.1.1) 
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for all closed differentials IX. Since every cycle c on M is a finite sum of cycles 
corresponding to simple closed curves, we conclude that to each such c, 
we can associate a real closed differential '1c with compact support such that 
(1.1.1) holds. 

Let a and b be two cycles on the Riemann surface M. We define the 
intersection number of a and b by 

a . b = SSM '1a /\ '1b = ('1a' - *'1b)' (1.1.2) 

Proposition. The intersection number is well defined and satisfies the following 
properties (here a, b, c are cycles on M) : 

and 

a . b depends only on the homology classes of a and b, 

a ' b = -b ' a, 

(a + b) . c = a . c + b . c. 

a' bE Z. 

Furthermore, a . b "counts" the number of times a intersects b. 

(1.1.3) 

( 1.1.4) 

(1.1.5) 

( 1.1.6) 

PROOF. To show that (1.1.2) is well defined, choose '1~ and '1~ also satisfying 
(1.1.1). We must verify 

SSM '1~ /\ '1~ = SSM '1a /\ '1b ' 

Note that while '1a and '1~ are only closed, their difference '1~ - '1a = df. 
where f is a Coo function which is constant on each connected component 
of the complement of a compact set on M. Thus it suffices to show 

SSM df /\ '1b = 0, all f as above. 

Assume that M is compact. In this case, SSM df /\ '1b = -(df, *'1b) = 0, 
because df E E and *'1b E EL (by Proposition 11.3.2). For the general case, 
assume that the support of'1b is contained in D, where D is a domain on M 
with smooth boundary and compact closure. Then 

because '1b vanishes on t5D. 
The verification of (1.1.3), (1.1.4), and (1.1.5) is straightforward. To check 

(1.1.6), it suffices to assume that a and b are simple closed curves. Therefore 
we have (as in 11.3.3), 

a . b = SSM '10/\ '1b = - SSM '1b /\ '1a 

= ('1b, *'1a) = Sa '1b' 
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a i n+ 
! : ~La , , -- ---~ ----- --- --------l----------

Figure 111.1 

But Sa '1b contributes ± I for each "intersection" of a with b. (This can be 
verified as in 11.3.8 using Figure III.I.) 0 

111.1.2. We now consider a compact Riemann surface of genus 9 ~ 0, and 
represent this surface by its symbol 

aa - 1 (genus 0), 

(genus 9 ~ 1). 

The sides of the polygon corresponding to the symbol give a basis for the 
homology, HI = H I(M), of M. Assume now that 9 ~ I. It is easy to check 
that this basis has the following intersection properties 

_ {O i of- k 
a j . hk = °jk = 1 j = k, 

aj . ak = 0 = bj · bk • 

We can represent all this information in an intersection matrix J . This J is a 
2g x 2g matrix of integers. If we label 

~j=aj' .i= 1, .. . , g and ~j=bj _ g,.i = g+ 1, ... , 2g, (: .2.1) 

then the (j,k)-entry of J is the intersection number ~j . ~k' Thus J is of the 
form 

[-~ ~l 
where 0 is the 9 x 9 zero matrix and I is the 9 x 9 identity matrix. 

Any basis { ~I' _ .. ,~ 29 } of H I with intersection matrix J will be called a 
canonical homology basis for M. Given a canonical homology basis we can 
use (1.2.1) to define the "a" and "b" curves. Note that we do not claim that 
these curves come from a polygon in normal form. 

III.2 Harmonic and Analytic Differentials 
on Compact Surfaces 

We compute the dimensions of the spaces of holomorphic and harmonic 
differentials on a compact Riemann surface. Certain period matrices are 
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introduced and we determine some of their basic properties. The key tool 
is Theorem IU.5. 

111.2.1. Theorem. On a compact Riemann surface M of genus g, the vector 
space H of harmonic differentials has dimension 2g. 

PROOF. The theorem is easy to prove if 9 = O. For in this case, let a be a 
harmonic differential on M. Fix PoE M and define 

u(P) = fP a, PE M. Jpo 

The function u is well defined (since M is simply connected). By the maximum 
principle for harmonic functions, u is constant. Thus a = O. (The maximum 
principle implies, of course, that there are no non-constant harmonic func­
tions on any compact Riemann surface.) 

Assume 9 > O. Let {~Io . . . '~2g} be a canonical homology basis on M. 
Construct a map 

depending on whether we are interested in complex-valued harmonic differ­
entials or real-valued harmonic differentials, by sending a E H into the 
2g-tuple 

( f oc, . .. , f oc) . 
J~l J~29 

If dim H > 2g, then cP has a non-trivial kernel; that is, there exists an oc E H, 
all of whose periods are zero. Such an a must be the differential of a harmonic 
function. Since there are no non-constant harmonic functions on a compact 
surface, dim H ::; 2g. The above argument also establishes the injectivity of 
cPo It remains to verify surjectivity. As we saw in the previous chapter, 
(Theorem IU.7) it suffices to find a closed differential with period lover 
a cycle ~j and period 0 over cycles ~k' k #- j. 

Let 

OC j = rfb j , j = 1, ... ,g, 

ocj = -rfo j - g , j = 9 + 1, . .. , 2g. 

Then we see (by(1.1.1)) that for k = 1, . .. , g, 

f a=-f'f a · I\" Jak J J M } 'Iak 

j = 1, ... , g, 

j = 9 + 1, ... , 2g, 

and 

j = 1, ... , g, 

j = 9 + 1, .. . , 2g. 
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We summarize the above information in 

k =j, 

otherwise, 

In other words, 

III Compact Riemann Surfaces 

k =j - g, 

otherwise. 

r r:J.. = b'k J~k J J ' 
j, k = 1, ... , 2g. (2.1.1) D 

Thus we have proven the following. 

Corollary. Given a canonical homology basis {~1' ... '~29} for H I(M) there 
is a unique dual basis {r:J.l'" • ,r:J.2g} of H; that is, a basis satisfying (2.1.1). 
Furthermore, each r:J. j is real. 

Thus given any set of 2g complex numbers Cl> ... ,CZg ' 

2g 

r:J. = L Cpj 
j~ 1 

is the unique harmonic differential whose ~k period (that is S~k r:J.) is Ck, for 
k=1, ... ,2g. 

111.2.2. We have seen that the 2g x 2g matrix with (k,j)-entry S~j r:J.k is the 
identity. We note that 

{IIM r:J.k /\ r:J. j +g, 

I~j r:J.k = - IIM r:J.k /\ lJ~j = 
- IIM r:J.k /\ r:J.j _ g, 

j = 1, ... , g, 

j = g + 1, ... , 2g. 

From this it is evident that the matrix whose (k,j)-entry is SSM r:J.k /\ r:J.j is of the 
form [ _~ 6J = 1. We conclude that 

(r:J.k' - *r:J. j ) = ~k . ~j' 

We will investigate a companion matrix r whose (k,j)-entry is (r:J.k,r:J. j ) = 
SSM r:J.k /\ *r:J.j' We note immediately that r is a real matrix. Further from 1.4, 

(O:j,O:k) = (*O:j,*O:k) = IIM *O:j /\ **O:k = IIM O:k 1\ *O:j = (O:k'O:)· 

Thus, r is symmetric. Before continuing our investigation of the matrix r, 
we establish the following 

111.2.3. Proposition. If e and (j are two closed differentials on M (compact of 
genus g), then 

(2.3.1 ) 
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PROOF. The right-hand side of (2.3.1) is obviously unchanged if we replace 
e by e + df with fa C2-function. The left-hand side is also unchanged since 

SSM(e + df)/\ 8 = (e + df, -*J) = (e, -*J) = SSM e /\8, 

by Proposition 11.3.2. Replacing thus e and j] by harmonic differentials 
with the same periods, we may assume 

2g 2g 

e = L J.tp.j' e = L Jip.j' (2.3.2) 
j=1 j= I 

where {!Xj } is the basis dual to the canonical homology basis {aI, ... ,ag, 
b l, . .. ,bg } = {~I' . .. '~2g}· Thus, 

2g 2g 

f'r e /\ e = L J.tjJik f'r !Xj /\!Xk = L J.tjJik(~j· ~k) 
JM k,j= 1 JM k.j=1 

9 ~ 

= I J.tjJig + j(~j ' ~j + g) + I J.tjJij - g(~j' ~j - g). (2.3.3) 
j=1 j =g+1 

Now it follows immediately from (2.3.2) that 

J.t. = r e and Ji. = r 8. (2.3.4) 
J J~j J J~j 

We now substitute (2.3.4) into (2.3.3) and obtain, using the fact that for 
j = 1, ... , g, (~j . ~g +) = 1, and for j = g + 1, ... , 2g, (~j . ~j _ g) = -1 , 

o 

Corollary. If e is a harmonic 1-form on M, then 

(2.3.5) 

PROOF. Since e is harmonic, *8 is also closed. Thus, we compute 

by (2.3.1) and obtain (2.3.5). o 
Remark. We may view the Riemann surface M as a polygon J{ whose 
symbol is DJ= I ajbpj- Ib j- I . Since vii is simply connected e = dfon vii. Thus, 
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Let Zo E . .4{ be arbitrary, then for Z E ..It, 

f(z) = ,Z e. 
Jzo 

Letting z and z' denote two equivalent points on the sides aj and aj 1 of [YJt 

we see that 

The remaining terms can be treated similarly to obtain an alternate proof 
of Formula (2.3.1). 

111.2.4. We return to the matrix r and note that its (k,j)-entry Ykj is given by 

{
, *0:'=' *0:' == Jbk ) J~9 + k J' 

- *0:. = - *0:. L'-9 J JX. -9 l' 

k = 1, . .. , g, 

k = 9 + 1, . .. , 2g. 

We show next that the real and symmetric matrix r is positive definite 
(r> 0). Let 

29 29 

e = I ~kO:k with ~k E IC, I l~kl2 > O. 
k=j k=l 

k, 1= 1 

It is now convenient to write 

r =[~ ~J 
with A, B, C, D, 9 x 9 matrices. Note that we have established (since' r = r 
and r > 0) these are real with 

B='C, A ='A, D='D, (2.4.1) 
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and 
A> 0, D>O. (2.4.2) 

111.2.5. Let us consider * as an operator on the space of complex-valued 
harmonic differentials. It is clearly {::-linear and *2 = - I. We represent * 
by a 2g x 2g real (since * preserves the space of real harmonic forms) matrix 
'§ with respect to the basis Ct l , ... , Ct2g: 

Thus 
2g 

*Ctk = I. AkPj' 
j = I 

k,j = 1, . .. ,2g, 

k = 1, . . . , 2g. 

If we represent by d the column vector of the basis elements Ct l , ... , Ct 2g , 

then we can consider '§ as defined by the equation 

*d = ,§d. 
Since *2 = - I , '§2 = - I . We wish to compute the matrix '§. We note that 

Ylk = (CtI,Ct k) = (*CtI,*Ctd = (.I AIPj,*Ctk) 
J = 1 

2g 2g 

= I. ;' /j(Ctj,*Ct k ) = I. Alj SSM Ctk 1\ Ctj. 
j= I j = I 

In II1.2.2 we saw that, the matrix with (k,j)-entry SSM Ctk 1\ Ctj is given by J = 
[ _ o[ ~]. It therefore follows that the above equation can be written as 

r = '§ 'J. (2.5.1) 
If we now write 

'§ = [~: ~:l 
we find as a consequence of (2.5.1) that 

r _ [A2 
- )'4 

We therefore conclude, because of (2.4.1) and (2.4.2), that 

and 

Since '§2 + 12g = 0, we see that '§ satisfies the additional equations : 

(2.5.2) 

(2.5.3) 

Ai + A2A3 + Ig = 0, AI)'2 = A2'AI, A3AI = 'A IA3 ' (2.5.4) 

111.2.6. Up to now we have essentially used only the space of real-valued 
harmonic forms. (A basis over IR for the space of real-valued harmonic 
forms is also a basis over C for the space of complex-valued harmonic forms.) 
We construct the holomorphic differentials 

j = 1, ... ,2g, 
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and a matrix whose (k,j}-entry is 

!(Wk,W) = !((Xk,(X) + t((Xk,i*(X) + !(i*(Xk'(X) + !U*(Xk,i*(X) 

= (:Xu:X) - i((Xk'*:X) = ((Xk,:Xj + i*:x) = (:Xk'W), 

We see from the above that this is the matrix 

r + iJ, 
and since (recall 1.3.11) 

k = 1, ... , g, 

k = 9 + 1, ... ,2g, 

this matrix can be viewed as a period matrix. 
Observe also that 

I 1----
Z(WbW) = z(Wj,Oh) = ((Xj,wd 

j = I, ... ,g, 

j = 9 + 1, ... , 2g. (2.6.1 ) 

Before continuing our investigation of the matrix r + if, we establish 

111.2.7. Proposition. On a compact Riemann surface of genus g, the vector 
space Yf = YfI(M) of holomorphic differentials has dimension g. Furthermore, 
{ W b ... ,(D g} forms a basis for -Yf. 

PROOF. We show that we have a direct sum decomposition of the space H 
of complex-valued harmonic forms 

H = .ff (f; Yf, (2.7.1) 

where .it represents the anti-holomorphic (= complex conjugates of holo­
morphic) differentials. It is obvious that -Yt n Yf = {a}. It remains to 
verify that the decomposition (2.7.1) is possible. If (X E H, then (X + i*(X E .ff, 
:x - i*:x E yt (since ~ + i*ri E -Yt), and ex = !(:x + i*ex) + i(:x - i*ex). 

Since W I-> W is an IR-linear isomorphism of Yf onto Yf, it follows from 
(2.7.1) that 

d' 1 d' 1 d' H Imc .Yf = 2. lIU " Yf = 4 Imll< = g. 

To show that {WI' ... ,Wg} form a basis for Yf it suffices to show that this is 
a linearly independent set. Let 

'e = (c l , ... ,cg), with Cj E 1[, A = Re e, B = 1m C, 

'Q = (WI, ... ,Wg), 
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Assume (recall that )'1 and A2 have been defined in 1II.2.S) 

0= 'CQ = ('A + i'B)(~1 + i*~d = ('A + i'B)[~1 + i(i·I~1 + A.2~2)] 
= 'A~I - 'B(A·I~I + }.2~2) + i['B~1 + 'A(XI~I + A2~2)]. 

Thus, we obtain two equations: 
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Since the differentials in ~ 1 are linearly independent from the differentials 
in ~2' we conclude that 

Since )' 2 is non-singular, 
'B=O='A. o 

111.2.8. We return now to the matrix r + iJ. In particular, we restrict 
our attention to the first 9 rows of this matrix; that is, the 9 by 2g matrix 

(A. z, -)' 1 + if). 
We have shown by (2.6.1) that the (j,k)-entry of )' 2 is -- i h. Wj; and the 
(j,k)-entry of -)'1 + if is i Sa. Wj . 

We conclude that if we consider iw l , ... , iWg as a basis for the vector 
space Yf, of holomorphic differentials on M, then the period matrix (whose 
(j,k)-entry is S~k iw) with respect to this basis is 

Similarly, the holomorphic differentials wg+ I, . . . ,W2g are linearly indepen­
dent (over C), and the last 9 rows of the matrix r + iJ is the 9 x 2g matrix 

Thus, the period matrix of iwg +l , ... , iW2g (whose (j,k)-entry is S ~k iwj +g ) 

is of the form 
(-A.3,')' 1 + if). 

We now make another change of basis. Let 

S = '((I' ... ,(g) = (-)'3) - I'(iWg+ I,··· ,iwzg)· 

With respect to the basis S of Yf, we obtain the period matrix 

(I, (-1.3)-1')'1 + i( -)'3)-1) = (I,fI). (2.8.1) 

Proposition. There exists a unique basis {(I' ... ,(g) for the space of holo­
morphic abelian differentials (= space .;f') with the property Saj (k = (jjk. 

Furthermore, for this basis, the matrix fI = (7l:jk) with 7l:jk = Sb j (k is symmetric 
with positive definite imaginary part. 
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PROOF. We must only verify that n is symmetric and 1m n > O. To show 
that n is symmetric it suffices (because ',{3 = A3) to show that (-)' 3) - I'A 1 

is symmetric. But (recall (2.5.4)) 

'[( -}'3) - I';' I] = A1( -')' 3) - 1 = )'I( -)' 3) - 1 = (-)'3) - I'A I. 

Note that since 1m n = (- )' 3)- 1, positive definiteness is not an issue. 0 

Remark. Note that ( - ,{3) = I if and only if for k, j = g + I, . .. , 2g, 

k =j 

k#j' 

ifand only if(wg+dj2, . . . ,w29 /j2) is an orthonormal basis for yt viewed 
as a Hilbert subspace of L 2(M). Can this happen? Yes, ifand only ifIm n = 1 
(see (2.8.1)). 

111.3. Bilinear Relations 

We start with a compact Riemann surface M of positive genus g > 0, and 
a canonical homology basis {a 1, ••• ,ag,bJ> ... ,bg} on M. Let {(I' ... ,(g} 
be the dual basis for holomorphic differentials (that is, fak C = bjd. Represent 
the Riemann surface M by a 4g-sided polygon At with identification. Our 
starting point is Formula (2.3.1) for the "inner product" of closed differentials. 
Let 8 and e be closed differentials. Since . .$1 is simply connected, 8 = df on 
. .$1 with f a smooth function on . .$1 (note that at equivalent points on b . .$I, 

f need not take on the same value). As we have seen in the remark in 111.2.3, 
formula (2.3.1), may be viewed as a consequence of two identities: 

(3.0.1 ) 

and 

(3.0.2) 

We shall see in this section that normalizing a set of meromorphic differ­
entials (with or without singularities) forces certain identities between 
their periods. These are the "bilinear relations" of Riemann. They will turn 
out to be useful in the study of meromorphic functions on M. 

111.3.1. Let us assume that 8 and e are holomorphic differentials, then 

0= 8 8- 8 8 . 9 [1 1 - 1 1-] 1~1 a, b, b, a, 
(3.1.1) 

Equation (3.1.1) follows from (3.0.2) by Cauchy's theorem, or from (2.3.1) 
since 81\ e = 0 for holomorphic e and iJ We now let 8 = (i and e = (k> and 
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obtain 

(3.1.2) 

Of course, (3.1.2) is just another way of saying that the matrix II introduced 
in 1Il.2.8 is symmetric. 

III.3.2. Next we let 8 = (j and e = 7:k' We note that (df = (j on ...tt) by 
Stokes' theorem (Formula (3.0.1» 

We conclude that 

- i((j,(d = Lj ( k - Lk C 

= -2i(Im 1tjk) 

(as usual 1tjk is the (j,k)-entry of the matrix II). In particular, 

1m 1tjj > O. 
Applying the same argument to 

we conclude that 
1m II> O. 

These facts have already been established in Bl.2. 

111.3.3. Proposition. Let 8 be a holomorphic differential. Assume either 

a. all the "a" periods of 8 are zero (that is, Saj 8 = O, j = 1, . .. , g), or 
b. all the periods of 8 are real. 

Then 8 = O. 

PROOF. We compute 

11811 2 = IIM 81\ *7J = i IIM 81\ 7J 

= i It [1. 8 Ibl 8 - L, 8 1. 81 

In either case (a) or (b) we conclude that 118W = 0, and hence 8 = O. 0 

Remark. The above observation (plus the fact that dim Yl' = g, where 
Yl' = Yl'l(M» can be used to give an alternate proof of the theorem that 
there is a basis for Yl' dual to a specific canonical homology basis. (The 
reader is invited to do so!) 

111.3.4. We shall now adopt the following terminology: Recall that 
meromorphic one-forms are called abelian differentials. The abelian differ­
entials which are holomorphic will be called of the first kind ; while the 
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merom orphic abelian differentials with zero residues will be called of the 
second kind. Finally, a general abelian differential (which may have residues) 
will be called of the third kind. Before proceeding let us record the following 
consequence of the previous proposition. 

Corollary. We can prescribe uniquely either 
a. the "a" periods or 
b. the real parts of all the periods 
of an abelian differential of the first kind. 

PROOF. Consider the maps Yf --> (:9 and Yf --> ~29 defined by qJ t---+ 
(Sal qJ, . . . ,Sag qJ) and qJt---+(lm Sal qJ, . .. ,1m Sa. qJ,lm fbi qJ, . . . ,1m Sb. qJ), re­
spectively. The map Yf --> (:9 is a linear transformation of Yf viewed as a 
g-dimensional vector space over (:, and the map Yf --> ~29 is a linear trans­
formation of Yf viewed as a 2g-dimensional vector space over ~. The 
proposition tells us that these maps have trivial kernels and thus are iso­
morphisms (since the domains and targets have the same dimensions). 0 

Remark. Parts (a) of the proposition and its corollary have previously been 
established (Proposition III.2.8). 

111.3.5. Let us consider abelian differentials of the third kind on M. 
Choose two points P and Q on M. It involves no loss of generality to assume 
that the canonical homology basis has representatives that do not contain 
the points P and Q. Let us consider a differential r, regular ( = holomorphic) 
on M\ {P,Q}, with 

ordp r = -1 = ordQ r, 

resp r = 1, resQ r = -1. 
(3.5.1 ) 

Let c be a closed curve on M. It is, of course, no longer true that Se r depends 
only on the homology class of the curve c. However (assuming P, Q are 
not on the curves in question) if c and c' are homologous, then there is an 
integer n such that 

f r - f r = 2nin. Jc Jc' (3.5.2) 

The easiest way to see (3.5.2) is as follows: Let e be an arbitrary abelian 
differential ofthe third kind on M. Let P b ... , P k (k ~ 1) be the singularities 
of O. Assume that the canonical homology basis for M does not contain 
any of the points Pj' Let cj' j = 1, .. . ,k, be a small circle about Pj' We 
may assume that the curves 

are mutually disjoint except that aj and hj must cross for j = 1, ... , g. It is 
easy to see that on M' = M \ {PI"" ,Pd, Ck is homotopic to 
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and that the curves 

form a basis for H 1(M' ). Hence, if c is a curve on M which is homologous 
to zero, then on M' it is homologous to a linear combination of c l' ... , Ck - 1 . 

Thus there are integers nj with c homologous to L~: ~ Y/jCj . The differential e 
is closed on M'. Hence 

(3.5 .3) 

Clearly (3.5.2) is a special case of (3.5.3). 
In particular, for r as before, IN j r is defined only modulo 2niZ (hereafter, 

mod 2ni). 

111.3.6. To get around the above ambiguity, we consider M as represented 
by the polygon .A with identifications. We choose two points P and Q in 
the interior of .A. Let r be a differential of the third kind satisfying (3.5.1). 
By subtracting an abelian differential of the first kind, we normalize r so that 

or 
f r = 0, JO j 

j = 1, . . . , g, (3 .6.1) 

IN
j 

r is purely imaginary, j = 1, ... , 2g. (3.6.2) 

We denote the (unique) differential r with the first normalization by 
rpQ and the one with the second normalization by wPQ ' 

Warning . In (3.6.1) we think of aj as a definite curve--not its homology 
class. If we want to think of it as a homology class, (3.6.1) must be replaced 
by 

f r = 0 (mod 2ni), JO j 
and rpQ is no longer unique. 

j = 1, ... , g, 

Applying (3.0.2) with e = C and 8 = rpQ , we obtain 

f JrpQ = f rpQ. JoAi Jb j 

(3.6.1a) 

The line integral around the boundary of .A can be evaluated by the residue 
theorem, since 

J(z) = fZ , Jzo J 

with the path of integration staying inside .A . Thus we obtain 

LAI JrpQ = 2ni(f(P) - J(Q)), 
or 

2ni fP C = f rpQ, JQ Jb j 

as long as we integrate C from Q to P along a path lying in .A . 

(3.6.3) 
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Similarly, 

where njl is the (j,l)-entry of the period matrix n. 

111.3.7. We treat now the case where 

8=rpQ, B=rRS 

(P, Q, R, S are all interior points of vIf). Here we cannot assert that 8 = df 
on vIf. To get around this little obstruction, we cut vIf by joining a point 0 on 
f>vIf to P by one curve and to Q by another curve. We obtain this way a simply 
connected region vIf' (see Figure 111.2). 

In vIf', 8 = df where 

f(z) = fZ 8. Jzo 
Now a simple calculation yields 

1"1{. fe = 2ni[ resR fe + ress fe] 
= 2ni(f(R) - f(S» 

= 2ni f: 8. 

The formula analogous to (3.0.2) is 

f .Ie = t [f 8 f B - f 8 f B] + f fe, JoA 1=1 Ja, Jb, Jb, Ja, Jc 

where c is a curve from 0 to Q back to 0 ("on the other side") to P and back to 
O. Now the value of f on the + side of c differs from the value of f on the 
- side by 2ni (by the residue theorem). 

Thus 

f - [ fP - fQ -] fP -Jcf8 = 2ni Jo 8 - Jo 8 = 2ni JQ 8. 

We summarize our result in 

a~t 

Figure III.2. Illustration for genus 2. 
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(where as before each path of integration is restricted to lie in ..H" = ..H'\ 
{lines joining Rand S to O}). For the differential wPQ, a similar formula can 
be derived; namely 

111.3.8. Let P EM and choose a local coordinate z vanishing at P. We 
have seen that there exists on M\{ P} a holomorphic differential iJ whose 
singularity at P is of the form 

_ dz 
(J = n' n:2: 2. 

z 

Assume that iJ is normalized so that it has zero periods over the cycles 

(3.8.1) 

Then, as before, 

t (J- -~ (j) 
- IXn - 2' 

bj n - I 
(3.8.2) 

We will denote the differential iJ considered above by the symbol 

and note it depends on the choice of local coordinate vanishing at P. (For 
our applications, this ambiguity will not be significant.) 

111.3.9. A few other possibilities remain. We will not have any use for 
other bilinear relations. The reader who is looking for further amusement 
may derive more such relations. 

111.4. Divisors and the Riemann-Roch Theorem 

We come now to one of the most important theorems on compact Riemann 
surfaces- the Riemann- Roch theorem, which allows us to compute the 
dimensions of certain vector spaces of meromorphic functions on a compact 
Riemann surface. The beauty and importance of this theorem will become 
apparent when we start deriving its many consequences in subsequent sec­
tions. As immediate corollaries, we obtain the fact that every surface of genus 
zero is conformally equivalent to the Riemann sphere and give a new (an­
alytic) proof of the Riemann- Hurwitz relation. 

Although many definitions will make sense on arbitrary Riemann surfaces, 
most of the results will apply only to the compact case. We fix for the duration 
of this section a compact Riemann surface M of genus 9 :2: O. We let %(M) 
denote the field of meromorphic functions on M. 
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111.4.1. A divisor on M is a formal symbol 

'R = Pi' P',/ ... P'k"' 
with P j E M, IY.j E 71.. We can write the divisor 'R as 

'R = n pa(P), 

PeM 

with IY.(P) E E, IY.(P) # 0 for only finitely many P EM. 

(4.1.1 ) 

(4.l.1a) 

We let Div(M) denote the group 0/ divisors on M; it is the free commutative 
group (written multiplicatively) on the points in M. Thus, if'R is given by 
(4. 1.1 a) and 

then 

and 

IB = n p{J(P), 

PeM 

'RIB = n p(P) + {J(P), 

PeM 

'R - I = n p - a(P). 

PeM 

The unit element of the group Div(M) will be denoted by 1. 
For 'R E Div(M) given by (4.1.1 a), we define 

deg'R = I IY.(P). 
P e M 

It is quite clear that deg establishes a homomorphism 

deg: Div(M) --> E 

from the multiplicative group of divisors onto the additive group of integers. 
If / E %(M)\ {O}, then / determines a divisor (f) E Div(M) by 

(f) = n pord p !. (4.1.2) 
P e M 

It is clear that we have established a homomorphism 

( ):%(M)* --> Div(M) 

from the multiplicative group of the field %(M) into the subgroup of divisors 
of degree zero (see Proposition 1.1.6). A divisor in the image of ( ) is 
called principal. The group of divisors modulo principal divisors is known 
as the divisor class group. It is quite clear that the homomorphism, deg, 
factors through to the divisor class group. The (normal) subgroup of principal 
divisors introduces an equivalence relation on Div(M). Two divisors 'R, IB 
are called equivalent (Ill ~ IB) provided that 'R/ IB is principal. If/ E %(M)\C, 
then 

/ - 1( 00 ) = n pmax\-ordp!,Ol 

P e M 
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defines the divisor of poles of (or polar divisor of) f. Similarly, 

f - 1(0) = TI pmax lordp f.O} 

PEM 
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defines the divisor of zeros of (or zero divisor of) f. Both divisors have the 
same degree as the function f, and since 

f - 1(0) 
(f) = f 1(00)' 

they are equivalent. More generally, for c E C, 

f - I(c) = (f - C) - I(O). 

Thus the divisor class of f - I(c) is independent of c E C U {oo}. (It will be 
clear from the context when f - I(C) stands for a divisor or just for the under­
lying point set.) 

One more remark about equivalent divisors: Let fl and fz be mero­
morphic non-constant functions on M. Assume that fl = A 0 fz for some 
Mobius transformation A. Then f11(00) = f;I(A - 1(00)). Thus f11(00) ~ 
f;l( oo ). 

If 0 i= w is a merom orphic q-differential, then we define the divisor of 
w in anology to (4.1.2) by 

(w) = TI pordp w. 

PEM 

A divisor of a merom orphic q-differential is called a q-canonical divisor, 
or simply a canonical divisor if q = l. We note that if WI and Wz are two 
non-(identicaIly) zero meromorphic q-differentials, then wdwz E %(M)* 
and hence the divisor class of (wd is the same as the divisor class of (W2)' 
We will call it the q-canonical class (canonical class, if q = 1). Since abelian 
differentials exist, the q-canonical class is just the qth power of the canonical 
class. 

III.4.2. The divisor 21 of (4.1.1 a) is integral (in symbols, 21 ~ 1) provided 
et(P) ~ 0 for all P. If, in addition, 21 i= 1, then 21 is said to be strictly integral 
(in symbols, 21 > 1). This notion introduces a partial ordering on divisors; 
thus 21 ~ m (or 21 > m) if and only if21m - 1 ~ 1 (or 21m - I > 1). 

A function 0 i= f E %(M) (resp., a merom orphic q-differential 0 i= w) is 
said to be a multiple ofa divisor 21 provided (f)21 - 1 ~ 1 (resp., (w)21 - 1 ~ 1). 

In order not to make exceptions of the zero function and differential, we 
will introduce the convention that (0)21- 1 ~ 1, for all divisors 21 E Div(M). 
Thus, f is a multiple of the divisor 21 of (4.1.1a) provided f = 0 or 

ordpf ~ et(P), all P E M. 

Hence such an f must be holomorphic at all points P E M with et(P) = 0; 
f must have a zero of order ~ et(P) at all points P with et(P) > 0; and f 
may have poles of order:$; - et(P) at all points P with et(P) < O. 
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111.4.3. For a divisor m on M, we set 

L(m) = {IE %(M); (f) ~ m}. 

It is obvious that L(m) is a vector space. Its dimension will be denoted by 
r(m), and we will call it the dimension of the divisor m. 

Proposition. Let m, ~ E Div(M). Then 

~ ~ m = L(~) c L(~). 

PROOF. Write 
~=m3 

with 3 integral. If f E L(~), then (f)~ - I ~ 1. But 

(f)m- I = (f)~ - 13 ~ 3 ~ 1. 

Thus f E L('lI). 

111.4.4. Proposition. We have L( 1) = IC, and thus r( 1) = I. 

PROOF. Iff E L(l), then (f) ~ 1; that is, 

ordp f ~ ° all P E M. 

Since f has no poles it is constant by Proposition 1.1.6. 

III.4.S. Proposition. If ~ E Div(M) with deg m > 0, then r(m) = 0. 

o 

o 

PROOF. IfO =I f E L(m), then deg(f) ~ deg ~ > 0, contradicting Proposition 
1.1.6. 0 

III.4.6. For m E Div(M), we set 

Q(m) = {w; w is an abelian differential with (w) ~ m}, 
and 

i(m) = dim Q(m). 

We call i(~), the index of specialty of the divisor ~. 

Theorem. For mE Div(M), r(m) and i(m) depend only on the divisor class of Ill. 
Furthermore, if 0 =I w is any abelian differential, then i(m) = r(~(w) - I). 

PROOF. Let m l be equivalent to m 2 (that is, mlmi l is a principal divisor 
or ~ I mi I = (f) for some 0 =I f E %(M». Then the mapping 

L(~2) 3 h f-> hf E L(md 

establishes a IC-Iinear isomorphism, proving that 

(4.6.1) 
Next, the mapping 
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also establishes a ([:-linear isomorphism proving that 

i(W) = r(W(w)-I). 
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(4.6.2) 

Finally, if WI is equivalent to W2 , then (4.6.1) and (4.6.2) yield (upon 
choosing a non-zero abelian differential w) 

o 

111.4.7. It is quite easy to verify the following 

Proposition. We have Q(1) = )t"1(M), the space of holomorphic abelian 
differentials (see Proposition 111.2.7) and thus i(1) = g. 

111.4.8. We will first prove our main result in a special case. 

Theorem (Riemann-Roch). Let M be a compact Riemann surface of genus g 
and W an integral divisor on M. Then 

(4.8.1) 

PROOF. Formula (4.8.1) holds for W = 1 by Proposition 111.4.4 and Prop­
osition 111.4.7. Thus, it suffices to assume that W is strictly integral. 

m 

deg W = L nj > O. 
j= I 

Note that C c L(W- I ). Furthermore, if f E L(W- I ), then f is regular on 
M \ { P I, ... ,Pm} and f has at worst a pole of order nj at Pj' Choosing a local 
coordinate Zj vanishing at Pj' we see that for such an f, the Laurent series 
expansion at Pj is of the form 

OC! 

L Cjkzj. 
k;;;:: - nj 

Consider the divisor 

Let {ai, ... ,ag,bl> ... ,bg} be a canonical homology basis on M. We think 
of the elements of this basis as fixed curves in their homology classes and 
assume they avoid the divisor W. Let QO(W'-I) be the space of abelian 
differentials of the second kind that are multiples of the divisor W'-l and 
have zero "a" periods. We can easily compute the dimension of QO(W'- I). 
Recall the abelian differentials r~) introduced in 111.3.8. For P = Pj and 
2 :$; n:$; nj + 1, r~) E QO(W' - I). Thus 

m 

dim QO(W' - I) ~ L nj = deg W. 
j= I 
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Conversely, if ill E QO(~' - 1), then 

ill=C=~rl djkZ,)dZ j withdj . _ 1 =0 

in terms of the local coordinates Zj' Thus we define a mapping 

S:QO(~'- l) ~ ICdeg~ 

by setting 

If ill E Kernel S, then ill is an abelian differential of the first kind with zero 
"a" periods, and hence ill = 0 by Proposition 111.3.3. Hence S is injective, 
dim Qo(~' - 1) = deg ~, and every ill E Qo(~' - 1) can be written uniquely as 

m -2 

ill = I I djkr~~ k). (4.8.2) 
j=l k= -nj-l 

We consider the differential operator 

d : L(~ - l) ~ QO(~' -l). 

Since Kernel d = IC, it is necessary in order to compute r(~ - 1) to charac­
terize the image of d. Now ill E dL(~ - 1) if and only if ill has zero "b" periods. 
We conclude that 

dim Image d 2 deg ~ - 9 (4.8.3) 

(since each "b" curve imposes precisely one linear condition). Using the 
"classical" linear algebra equation 

r(~ - l) = dim Image d + 1, 

we obtain from (4.8.3), the Riemann inequality, 

r(~ - 1)2deg~-g+1. 

(4.8.4) 

To obtain the Riemann - Roch equality we must evaluate dim Image d. We 
use bilinear relation (3.8.2), to observe that the differential ill of (4.8.2) has 
zero b, period if and only if 

(4.8.5) 

where g b . . . ,(g} is a basis for the holomorphic differentials of the first 
kind dual to our canonical homology basis and the power series expansion 
of (, in terms of Zj is given (in analogy to (3.8.1» by 

(, = (~o a~I)(p)Zj) dZ j at Pj' 
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We recognize from (4.8.5) that the image of d is the kernel of a certain operator 
from edeg 21 to eg• Consider the operator 

T:Q(l) -> edeg21 

defined by T(w) = (el ,o, ... ,el ,n, -1,e 2 ,O' • •• ,em,o,' . . ,em,nm - d, where WE 

Q(1) has Taylor series expansion 

( f ejkz,) dZj at P j. 
k= 0 

Represent the linear operator T with respect to the basis g l' ... ,(g} of Q(1) 
and the standard basis of edeg 21 as the matrix 

IXbl)(P I) IX~)(P I) IX~)(P I) 

IX~~)- I(P I) IX~~) - 1 (P 1 ) 

IX~)(P 2) IX~)(P 2) 

IXbl)(P m) IX~)(P m) 

IX~~ - I(P m) IX~~ - I(P m) lX~g2 - I(P m) 

Thus we recognize that 
Image d = Kernel 'T. 

We thus conclude that 

dim Image d = dim Kernel 'T = deg ~ - dim Image 'T 

= deg ~ - dim Image T 

= deg ~ - (dim Q(1) - dim Kernel T). 

Since Kernel T = Q(~), and dim Q(l) = g, we have shown that 

dim Image d = deg ~ - g + i(~), 
and (4.8.4) yields (4.8.1). 

111.4.9. We collect some immediate consequences of our theorem. 

D 

Corollary 1. If the genus of M is zero, then Mis conformally equivalent to the 
complex sphere e u {oo}. 

PROOF. Consider the point divisor, P E M. Then 

r(p - I) = 2. 

Thus, there is a non-constant meromorphic function z in L(P- I ) . Such a 
function provides an isomorphism between M and e u {oo} by Proposition 
1.1.6. D 
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Corollary 2. The degree of the canonical class Z is 2g - 2. 

PROOF. If g = 0, then compute the degree of the divisor dz (which is regular 
except for a double pole at (0 ). Thus we may assume g > o. Since the space 
of holomorphic abelian differentials has positive dimension, we may choose 
one such non-trivial differential ; say (. Since (0 is integral 

r((O - I) = deg(O - g + 1 + i((m. 

By Theorem III.4.6 we have r((O - I) = i(1) and i(((» = r(1) . Thus we have 
g = deg(O - g + 1 + 1, and hence the corollary follows. 0 

Corollary 3. The Riemann - Roch theorem holds for the divisor W provided 
that 

a. W is equivalent to an integral divisor, or 
b. Z/W is equivalent to an integral divisor for some canonical divisor Z. 

PROOF. Statement (a) follows from the trivial observation that all integers 
appearing in the Riemann - Roch theorem depend only on the divisor class 
of W (by Theorem III.4.6). Thus, to verify (b), we need verify Riemann-Roch 
for m provided we know it for z/m. Now 

i(W) = r(W/Z) = deg Z/W - g + 1 + i(Z/W) 

= deg Z - deg W - g + 1 + r(m - I) 

= 2g - 2 - deg W - g + 1 + r(W - I). 

Hence, we have proven the Riemann - Roch theorem for W. o 
111.4.10. To conclude the proof of the Riemann- Roch theorem (for arbitrary 
divisors), it suffices to study divisors W such that neither W nor Z/W is equi­
valent to an integral divisor, for all canonical divisors Z. 

Proposition. If r(W - I) > 0 for W E Div( M), then ill: is equivalent to an 
integral divisor. 

PROOF. Let 0 i= f E L(ill: - I). Then (f)ill: is integral and equivalent to ill: . D 

Corollary. If i(W) > 0 for WE Div(M), then Z/W is equivalent to an integral 
divisor. 

PROOF. Use i(W) = r(W/Z). o 

111.4.11. If W E Div(M), and neither ill: nor Z/W is equivalent to an integral 
divisor, then i(W) = 0 = r(W- I ). Thus, the Riemann- Roch theorem asserts 
in this case (to be proven, of course) 

deg ill: = g - 1. (4.l1.1) 

Thus verification of(4.11.1) for divisors W as above will establish the following 
theorem. 
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Theorem. The Riemann - Roch theorem holds for every divisor on a compact 
surface M. 

PROOF. We write the above divisor III as 

III = 1ll1/1ll2' 

with Ill j (j = 1,2) integral and the pair relatively prime (no points in common). 
We now have 

deg III = deg 1111 - deg 1ll2' 

and by the Riemann inequality 

r(lllil) ~ deg III I - 9 + 1 = deg 1112 + deg Ill- 9 + 1. 

Assume that 
deg III ~ g. 

We then have 
r(lllil) ~ deg 1112 + 1. 

Thus, we can find a function 0 #- f E L(Ill~I) that vanishes at each point in 
1112 (to the order specified by this divisor). (Vanishing at points of 1112 
imposes deg 1112 linear conditions on the vector space L(Ill~I). If r(Ill~I) 
is big enough, linear algebra provides the desired function.) Thus f E 

L(\!12 /1ll1) = L(Ill - 1), which contradicts the assumption that r(Ill-1) = O. Hence 

deg III ~ 9 - 1. 

Since 0 = i(lll) = r(Ill/Z), it follows that 

deg(Z/Ill) ~ 9 - 1, 
or 

deg III ~ 9 - 1, 

concluding the proof of the Riemann - Roch theorem. o 

III.4.12. As an immediate application of Corollary 2 to Theorem 111.4.8 we 
give another proof of the Riemann- Hurwitz formula (Theorem 1.2.7). Our 
first proof was topological. This one will be complex analytic. Let f be an 
analytic map of a compact Riemann surface M of genus 9 onto a surface N 
of genus y. Let n = degf. Let w be a meromorphic q-diflerential on N. We 
lift w to a meromorphic q-differential Q on M as follows: Let z be a local 
coordinate on M and , a local coordinate on N. Assume that in terms of 
these local coordinates we have 

, = f(z) . 
If w is 

in terms of (, then we set Q to be 

h(f(z) )f'(z)q dzq (4.12.1) 
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in terms of z. Note that if z is replaced by ZI, with z = w(zd, then in terms 
of z 1 the map f is given by 

( = (f 0 w)(zd, 

and thus we assign to ZI 

h(f(w(z 1)) )f'( w(z 1) )qw'(z dq dzi 

which shows that Q is indeed a merom orphic q-differential. Without loss of 
generality, we may assume that for P E M, z vanishes at P, ( vanishes at 
f(P), 

From this and (4.12.1) we see that 

ordp Q = (bAP) + l)ordf (p) W + qbAP). (4.12.2) 

Formula (4.12.2) will be very useful in the sequel. For the present we merely 
use it for q = 1. We rewrite it as (for q = 1) 

(4.12.3) 

Let us choose an abelian differential W that is holomorphic and non-zero 
at the images of the branch points of f. (With the aid of Riemann-Roch 
(and allowing lots of poles) the reader should have no trouble producing 
such an w. If y > 0, w can be chosen to be holomorphic.) We wish to add 
(4.12.3) over all P EM. Observe that Corollary 2 of Theorem Il1.4.8 gives 

L ordp Q = 2g - 2, 
PEM 

and recall that by definition 

We need only analyze 

L (bf(P) + l)ordf(P)w= ordf(p) W 
PEM 

= L n ordQ W = n(2y - 2). 
QEN 

This last equality is a consequence of the fact that each Q E M with 
ordQ (j) i= 0 is the image of precisely n points on M . 

111.4.13. We discuss some elementary concepts that will turn out to be useful 
throughout this book. If D is a divisor on M given by the right side of the 
equality in formula (4.1.1 a), then the integer a(P) will be called the order or 
multiplicity of D at P E M. The complete linear series or system of the divisor 
D, denoted by the symbol IDI, is the set of integral divisors equivalent to 
D. 
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Proposition. For every divisor D on M, the points in IDI are in one-to-one 
canonical correspondence with the points in PL(l jD), the projective space of 
the vector space L(l jD). 

PROOF. If Dl E IDI, then Dl is integral and Dl = D(f) for some not 
identically zero meromorphic function f on M. Since Dl ~ 1, f E L(l jD). 
Conversely, for every f E L(1 jD), D(f) is an integral divisor equivalent to D. 
Two functions f and 9 in L(l jD) define the same divisor if and only if 
f = A.g for some non-zero complex number A.. Thus IDI is the projectiviza­
tion of L(l jD). 0 

A linear subspace of a complete linear series is called a linear series or 
system. A linear series of the divisor D is thus of the form f!J = PV; where V 
is a vector subspace of L(l jD); this linear series is said to be a gd if 

deg D = d, dim V = r + 1. 

A base point of the linear series f2 is a point common to all the divisors in 
the space f!J. 

Assume that P is a base point of a linear series. Using the above 
notation, we see that this means that (f)D ~ P for all f E V or that the 
multiplicity of P in every divisor in f!J is greater than minus the multiplicity 
of P in D. In particular, if we are considering the complete linear series of 
the divisor D and if the multiplicity of P in D is zero, then P is a base point 
of IDI if and only if every function in L(1 jD) vanishes at P. 

Ill.S. Applications of the Riemann-Roch Theorem 

What can we say about the meromorphic functions on the compact Riemann 
surface M with poles only at one point? What is the lowest degree of such a 
function? In this section we shall show that on a compact Riemann surface 
of genus 9 ~ 2, there are finitely many points P EM (called Weierstrass 
points) such that there exists on M a merom orphic function f regular on 
M\{ P} with deg f ~ g. 

We shall see when we study hyperelliptic surfaces (in 11I.7) and when we 
study automorphisms of compact surfaces (in Chapter V) that these 
Weierstrass points carry a lot of information about the Riemann surface. 

Throughout this section, M is a compact Riemann surface of genus 9 
(usually positive), and Z E Div(M) will denote a canonical divisor. 

111.5.1. We recall (to begin) that the Riemann- Roch theorem can be written 
for D E Div(M) as 

r(D - I) = deg D - 9 + 1 + r(DjZ). 
Furthermore, 

rID) = ° provided deg D > 0, 

(5.1.1 ) 

( 5.1.2) 
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and 
i(D) = 0 provided deg D > 2g - 2. 

If deg D = 0, then 
r(D) ::; 1, 

and 

riD) = 1 ~ D is principal. 

Finally, for any q E 7L 

L(Z - q) ~ .ytq(M), the vector space of 
holomorphic q-differentials. 

(5.1.2a) 

( 5.1.3) 

(5.1.4) 

( 5 .1.5) 

To verify (5.1.5) note that we can choose an abelian differential w i= 0 
such that (w) = Z, and now observe that f E L(Z- q) if and only if fw q is a 
holomorphic q-differential. The mapping 

L(Z-q) 3 fl-> fw q E £q(M) 

establishes a C-linear isomorphism between the spaces involved. 

111.5.2. Proposition. Let q E 71.. The dimension of the space of holomorphic 
q-differentials on M is given by thefollowing table: 

Genus Weight Dimension 

g=O qsO 1 - 2q 
q>O 0 

g=1 all q 1 
g > i q<O 0 

q=O 
q=i 9 
q> 1 (2q - l)(g - 1) 

PROOf. Let D = zq in (5.1.1), then 

r(Z - q) = (2q - I}{g - I) + r(Zq - I). (5.2.1) 

From (5.1.5), the dimension to be computed is r(Z - q). 
Assume that 9 > l. If q < 0, then 

deg z-q = -q(2g - 2) > 0, 

and thus r(Z-q) = 0 by (5.1.2). We already know that r(l) = 1, and that 
r(Z - I)=g. For q> 1, r(Zq-l)=O (by what was said before), and (5.2.1) 
gives a formula for r( Z -q). 

Next for 9 = 1, (5.2.1) reads 

(5.2.2) 

and hence gives little information. If 0 i= OJ is a holomorphic q-differential, 
it must also be free of zeros (deg(w) = 0). Thus W -I is a (- q)-differential. 
Let OJ be a non-trivial holomorphic differential. Multiplication by w estab-
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lishes an isomorphism of Jf{'q(M) onto Jf{'q+1(M), for every integer q. From 
r(1) = 1, we conclude that r(Zq) = 1, by induction on q. 

Finally, for 9 = 0, deg Z = -2. Thus r(Zn) = ° for n ~ -1, and (5.2.1) 
yields the required results. 0 

EXERCISE 

Establish the above proposition for 9 = 0 and I without the use of the Riemann - Roch 
theorem. (For 9 = 0, write any WE ,ytq(M) as W = f d zq with f E .%(M). Thus f is a 
rational function. Describe the singularities of f.) 

111.5.3. Theorem (The Weierstrass "gap" Theorem). Let M have positive 
genus g, and let P E M be arbitrary. There are precisely 9 integers 

1 = n l < nz < ... < ng < 2g (5.3.1) 

such that there does not exist a function f E .ff(M) holomorphic on M \ { P} 
with a pole of order nj at P. 

Remarks 

1. The numbers appearing in the list (5.3.1) are called the "gaps" at P. Their 
complement in the positive integers are called the "non-gaps". The 
"non-gaps" clearly form an additive semi-group. There are precisely g 
"non-gaps" in {2, ... ,2g} with 2g always a "non-gap." These are the 
first 9 "non-gaps" in the semi-group of "non-gaps." 

2. The Weierstrass "gap" theorem trivially holds for g = 0. Since on the 
sphere there is always a function with one (simple) pole, there are no 
"gaps". 

3. The Weierstrass "gap" theorem is a special case of a more general theorem 
to be stated and proven in the next section. 

111.5.4. We stay with the compact Riemann surface M of positive genus 
g. Let 

PI, Pz, P 3 , ... 

be a sequence of points on M. Define a sequence of divisors on M by 

Do = 1, Dj + 1 = DjPj+ I, j = 0,1, .... 

We now pose a sequence of questions. 

Question '~j" (j = 1,2, ... ): 
Does there exist a meromorphic function f on M with 

(f) ~ Dj- I and (f) i Dj_\ ? 

We can also phrase the question in another way. Does there exist a (non­
constant) function f E L(D j- I }\ L(D j-_\}? 

Theorem (The Noether "gap" Theorem). There are precisely g integers nk 

satisfying (5.3.1) such that the answer to Question "j" is no if and only if j is 
one of the integers appearing in the list (5.3.1). 
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Remark. Taking 
P = PI = P2 = ... = Pj ='" 

we see that the Weierstrass "gap" theorem is a special case of the Noether 
"gap" theorem. We shall say that) is a "gap" provided the answer to Question 
''j'' is no. When there is need, we will distinguish the "Weierstrass gaps" 
from the "Noether gaps". 

PROOF OF THEOREM. The answer to Question "1" is always no, since 9 > O. 
Thus n l = 1, as asserted. The answer to Question "i" is yes if and only if 
r(D j- l ) - r(D j-_\) = 1 (the answer is no ifand only ifr(Dj- l) - r(Dj_\) = 0). 

From the Riemann - Roch theorem 

r(D j- l ) - r(Dj-_\) = 1 + i(D) - i(Dj - d. (5.4.1) 

Thus for every k 2: 1: 

or 

k 

r(D;;I)-r(Dol)= I (r(Djl)-r(Dj_\» 
j = I 

k 

= k + I (i(D) - i(Dj _ I» = k + i(Dd - i(Do), 
j= I 

r(D;; I) - 1 = k + i(Dd - g, 

and this number is the number of "non-gaps" :s; k. Thus for k > 2g - 2 
(thus deg Dk > 2g - 2 and i(Dd = 0) 

k - (number of "gaps" :s; k) = k - g. 

Thus there are precisely 9 "gaps" and all of them are :s; 2g - 1. 0 

111.5.5. We now begin a more careful study of the Weierstrass "gaps". 
Let P E M be arbitrary, and let 

1 < !XI < !X2 < . . . < Cig = 2g 

be the first 9 "non-gaps". 

Proposition. For each integer ),0 <) < g, we have 

Ci j + Cig _ j 2: 2g. 

PROOF. Suppose that !Xj + !Xg _ j < 2g. Thus for each k :S;) we would also 
have Cik + !Xg _ j < 2g. Since the sum of "non-gaps" is a "non-gap", we would 
have at least) "non-gaps" strictly between !Xg _ j and Ci g • Thus at least (g - ) + 
) + 1 = 9 + 1 "non-gaps" :s; 2g, contradicting the fact that there are only 
9 such "non-gaps". 0 

111.5.6. Proposition. If !Xl = 2, then !Xj = 2) and !Xj + !Xg _ j = 2g for 0 <) < g. 

PROOF. If Cit = 2, then 2, 4, . .. , 2g are 9 "non-gaps" :s; 2g, and hence these 
are all the "non-gaps" :s; 2g. 0 
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111.5.7. Proposition. If <X) > 2, then for some j with ° <j < g, we have 

<Xj + <Xg_ j > 2g. 

PROOF. If g = 2, then our assumption implies that <X) = 3 and <X2 = 4 and 
there is nothing to prove. If g = 3, then the possible "non-gaps" are {3,4,6}, 
{3,5,6}, and {4,5,6}, and again there is nothing to prove. So assume that 
g ~ 4. We assume that <Xj + <X g _ j = 2g for all j with ° < j < g. For q E IR, let 
[q] be the greatest integer sq. Then <X), 2<x), ... , [2g/<x)]0:) are "non-gaps" 
S 2g. If <X 1 > 2, then the above accounts for at most ~g < g "non-gaps", and 
there must be another one s 2g. Let 0: be the first "non-gap" not appearing 
in our previous enumeration. For some integer r, 1 s r s [2g/<x)] < g - 1, 
we must have 

Thus we have "non-gaps" 

and by our assumption 

O:g - (r+)) = 2g - 0:. 

The integers in the last line are all the "non-gaps" which are ~<Xg - (r+)) and 
< 2g. It follows that 

<X) + IXg-(r+ 1) = IX) + 2g - IX = 2g - (IX - IX)) > 2g - rIX) = IXg - r • 

It therefore follows that there is a "non-gap" < 2g, greater than <Xg _ r and not 
in the list IXg _ 1> ... , IXg _ (r + 1). This is an obvious contradiction. 0 

Corollary. We have 
g- ) 

I IX j ~ g(g - 1), 
j= ) 

with equality if and only if IX) = 2. 

PROOF. From Proposition III.5.5, 2 I):= ~ IXj ~ 2g(g - 1). Furthermore if 
IX) = 2, then we have equality in the above by Proposition 111.5.6. If IX) > 2, 
we must have strict inequality by Proposition 111.5.7. 0 

111.5.8. We have seen in III.5.4, that j ~ 1 is a "gap" at P EM if and only if 

r(p - j) - r(p - j + )) = 0, 
if and only if 

i(pj - l) - i(Pj) = 1; 

that is, if and only if there exists on M an abelian differential of the first kind 
with a zero of order j - 1 at P. Thus the possible orders of zeros of abelian 
differential of the first kind at P are precisely 

0= n1 - 1 < n2 - 1 < ... < ng - 1 s 2g - 2, 

where the n/s are the "gaps" at P (appearing in the list (5.3.1)). The above 
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situation is a special case of a general phenomenon, which we shall proceed 
to study. 

Before proceeding to study the general situation, let us observe that we 
have established the following basic Fact. Given a point P on a compact 
Riemann surface M of genus g > 0, then there exists an abelian differential 
w of the first kind (w E £I(M» that does not vanish at P (that is, ordp w = 0). 

Let A be a finite-dimensional space of holomorphic functions on a 
domain DeC. Assume that dim A = n ~ 1. Let zED. By a basis of A 
adapted to z, we mean a basis {CPI' .. . ,(Pn} with 

ordz cP I < ordz cpz < ... < ordz CPn' 

To construct such a basis, let 

f.11 = min {ordz cp}, 
<pEA 

and choose CPI E A with ordz CPI = f.11' Then 

A I = {cp E A; ordz cP > f.1d 

is an (n - I)-dimensional subspace of A, and we can set 

f.12 = min {ordz cp}. 
cpEA 1 

(5.8.1) 

By induction, we can now construct the basis satisfying (5.8.1). The basis 
adapted to Z is (of course) not unique. We can make it unique as follows: 
Let f.1j = ordz CPj· Consider the Taylor series expansion of CPj at z (in terms 
~O ~ 

CPj(O = L aki' - zt 
k = 0 

We may and hereafter do require that 

{
I, 

aJ1kj = 0, 

wherej, k = 1, ... , n. 

k =j, 

k i= j, 

Remark. On a Riemann surface "the unique" basis adapted to a point will, 
of course, depend on the choice of local coordinate. 

It is obvious that f.1j ~ j - 1. We define the weight of z with respect to A by 
n 

r(z) = L (f.1j - j + 1). 
j= I 

(5.8.2) 

Proposition. Let {cp" ... ,CPn} be any basis for A. Consider the holomorphic 
function (the Wronskian) 

4>(z) = det I CPI(Z) 

CP'I(Z) 

cp\n -: I)(Z) 

CPn(z) 1 
cp~(z) 

cp~n -:I)(z) . 

(5.8.3) 
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Then 
ordz rp = r(z). 

PROOF. It is easy to see that a change of basis will lead to a non-zero constant 
multiple of rp. Hence we may assume, whenever necessary, that the basis 
used is adapted to the point z. Let us abbreviate equation (5.8.3) by 

rp(z) = det[q>,(z), ... ,q>n(z)J. 

In order to prove the proposition we derive some easy properties of the 
function rp. First : for every holomorphic function j, 

det[h", .. ,hnJ = f" det[q>" ... ,q>nJ. (5 .8.4) 

This follows from well-known properties of determinants. Explicitly, 

det[h", .. ,j<PnJ 

hi hn 
h; + 1'q>1 h~ + f'q>n 

= det h '{ + 21' q>'1 + f" q> I h~ + 21' <P~ + f" q>n 

h~n - 1) + .. . + pn - I)q>n 

q>n J h~ + f'q>n 

j~~n - I) + ... + j(n- I)q>n 

h~ <Pn J 
. . . j~~n-I) + .. . + j(n - I)q>n ' 

where the last equality arises from multiplying the first row ofthe determinant 
by -I' and adding the result to the second row. In a similar fashion we can 
remove from each column the appropriate multiple of <Pj leaving us with the 
previous expression equal to 

ip, ip. 

fq> ', fq>~ 

f del fq>'{ + 2f' ip', fip~ + 2f' ip~ 

ip, ip. 

ip', ip~ 

= f2 del fq>'{ + 2f'ip', fip~ + 2f'ip~ 
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We now repeat the same procedure to remove from each column the appro­
priate multiple of ({Jj. This clearly terminates with the preceding equal to 

r det[({JJ> . . . ,({JnJ. 

We now turn our attention to the proof of the proposition which shall be 
by induction on n. Clearly the result is true for n = 1. Let us now assume that 
the proposition is true for n = k. Explicity we are thus assuming that 

k 

ordz det[({JJ> ... ,({Jk] = I (flj - j + 1), 
j = I 

where flj = ordz ({Jj. Consider now det[({JI' ... ,({Jk+ tJ. It is clear from the 
preceding remarks that 

det[({J(, . . . ,({Jk+ I] = ({J~ + I det[I,({J2 / ({JI, · .. ,({Jk+ tI({JIJ. 

Now the right-hand side is simply ({J~ + I det[({J2/ ({Jtl', ... ,({Jk+ tI({JI)']. The 
induction hypothesis now gives that 

k+1 
=(k+ I)fll + I {(flj-IlI-l)-(j-2)} 

j = 2 

k+1 

= III + I (Ilj - j + 1), 
j=2 

provided that for each j, flj - (j - I) - III ~ O. Since the {({Jj} are a basis 
adapted to z, this inequality is always satisfied, and we have 

k+ 1 
ordz det[({JI, ··· ,({Jk+I] = I (Ilj - j + I). 

j= I 

This concludes the proof of the proposition. 

Remark. Let {({JI' ... , ({In} be any set of n holomorphic functions on D. We 
can define 4> = det [({J I, . .. ,({JnJ. Our argument here shows that 4> is iden­
tically zero if and only if the functions ({J(, ... ,({In are linearly dependent. 

Corollary 1. Let A be a finite-dimensional space of holomorphic functions on 
a domain D c IC. The set of zED with positive weight with respect to A is 
discrete. 

Corollary 2. Under the hypothesis of Corollary !,for an open dense set in D, 
the basis {({JJ> . . . ,({In} of A adapted to Z has the property 

ord. ({Jj =j - 1. 

PROOF. By the hypothesis ordz ({Jj = Ilj. It follows from Corollary 1 that 
r(z) = I'J= I (Ilj - j + 1) = 0 for an open dense set. Since (as we have pre-



I11.5. Applications of the Riemann-Roch Theorem 87 

viously remarked) Ilj ~ j - 1 we have Ilj = j - 1 for each j, on this open 
dense set. 0 

111.5.9. The considerations of the last paragraph apply (of course) to the 
space yt'q(M) of holomorphic q-differentials (q ~ 1) on a compact Riemann 
surface of genus g ~ 1. A point P E M will be called a q- Weierstrass point 
provided its weight with respect to yt'q(M) is positive. A I-Weierstrass point 
is called simply a Weierstrass point or a classical Weierstrass point. It is clear 
from the ideas in the previous paragraph that we have the following 

Proposition. A point P on a Riemann surface M of genus g ~ 2 is a q- Weier­
strass point if and only if there exists a (not identically zero) holomorphic q­
differential on M with a zero of order ~ dim yt'q(M) at P. For q = 1, this 
condition is equivalent to either (and hence both) 

a. i(P9) > 0, or 
b. r(P - 9) ~ 2 (that is, at least one of the integers 2, . . . , g is not a "gap"). 

111.5.10. There are clearly no q-Weierstrass points (for any q ~ 1) on a 
surface of genus 1. We assume thus that 9 ~ 2. 

Proposition. For g ~ 2, q ~ 1, let reP) be the weight of P EM with respect 
to yt'q(M). Let J.Yq be the Wronskian of a basis for yt'q(M). Set d = dq = 

dim yt'q(M). Then J.Yq is a (non-trival) holomorphic m = mq-differential where 
m = (d/2)(2q - 1 + d). Hence 

L r(P) = (g - 1)d(2q - 1 + d). 
PEM 

PROOF. We must merely verify that the determinant qJ defined by (5.8.3) 
transforms as an m-differential under changes of coordinates. Explicitly, 
let {(I" .. ,(d} be a basis for yt'q(M). Let z and z be local coordinates with 
z = fez) on the overlap of their respective domains. Assume that 

(j = tpj(z)dzq = iPPJdzq 
(that is, 

iP ir(z) )f'(z)q = tp )z» 

in terms of the local coordinates z and ::. We must show that 

(det[tpl, .. . ,tpd]Jdzm = (det[iPl,' .. ,iPd])dzm . 

But it is easy to verify that 

det[tp], ... ,tpd] = det[(iPl 0 f)(f,)q, .. . ,(iPd 0 f)(f,)q] 

= (fT(det[iP], ... ,iPd] 0 f), 

which is equivalent to (5.10.1). 

Corollary. For q ~ 2 there are q- Weierstrass points for every q ~ I. 

(5.10.1) 

o 
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PROOF. Any mq-differential always has zeros. o 
111.5.11. We now finish the study of classical Weierstrass points (the case 
q = 1). 

Theorem. For 9 ~ 2, the weight vf a point witli respeCl to the hvlomvrphic 
abelian differentials is :::;g(g - 1)/2. This bound is attained only for a point P 
where the "non-gap" sequence begins with 2. 

PROOF. We have seen that (Proposition 111.5.10) 

L ,(P) = (g - l)g(g + 1). (5.11.1) 
P EM 

The above, of course, gives a trivial estimate on ,(Pl. We need a better one. 
Let 2:::;!XI < !X2 < ... <!X9 = 2g be the first 9 "non-gaps" at P. Then let 1 = n l 

< n2 < .. . < ng < 2g be the g-"gaps" at P. (That is, the sequence of n/s is 
the complement in {I , ... ,2g} of the sequence of !X/s.) Then (recall 111.5.8) 

9 29 9 9 

,(P) = L (nj - j) = L j - L !Xj - L j 
j ; 1 j ; 1 j ; 1 j ; 1 

2g- I 9 - I 3 
= L j - L !Xj:::; ...!i(g - 1) - g(g - I) 

j;g+1 j ; 1 2 

= g(g - 1)/2, 

by the Corollary to Proposition 111.5.7, with equality holding if and only 
if !XI = 2. 0 

Corollary. Let W be the number of Weierstrass points on a compact surface of 
genus 9 ~ 2, then 2g + 2 :::; W :::; g3 - g. 

PROOF. The first inequality follows from (S.Il.!) and the fact that the max­
imum weight of a Weierstrass point is g(g - 1 ) /2 > O. The second from the 
fact that the minimum weight of a Weierstrass point is 1 (so called simple 
Weierstrass points). 0 

Remark. The first equality is attained if and only if at every Weierstrass 
point the "gap" sequence is I, 3, ... , 2g - I. These are the hyperelliptic sur­
faces to be studied in III.7 . The second equality is attained if and only if the 
"gap" sequence at each Weierstrass point is 1, 2, . .. , g - I, g + I. Existence 
of such surfaces will be demonstrated in VII.3.9. 

111.5.12. In this section we present an interesting application of the theory 
developed so far, and exhibit a striking difference between open and closed 
Riemann surfaces. If M is a Riemann surface, then we define the (first) 
holomorphic de Rham cohomology group as the vector space of holomorphic 
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differentials on M factored by the subspace of exact holomorphic differentials 
(the latter are the images of holomorphic functions under the differential 
operator d). We denote this group by H~ol(M). It is obviously a complex 
vector space. We have seen that if M is a compact surface of genus g, then 

dim H~ol(M) = g. 

Theorem. Let M be a compact Riemann surface of genus g ~ 0 and let PI' 
... , Pk be k > 0 distinct points on M. Set M' = M - {PI' ... ,Pd. Then 

dim H~Ol(M') = 2g + k - 1. 

Further, each element of H~ol(M') may be represented by an abelian differ­
ential of the third kind on M that is regular on M' has a pole of order at most 
2g at PI and at most a simple pole at Ij, j = 2, ... , k. 

PROOF. We observe that the rank of HI (M'), the first homology group of 
M', is 2g + k - 1. A holomorphic I-form on M' that has zero periods over 
a basis for HI (M') must be exact. Hence we conclude that 

dim H~Ol(M') S 2g + k - 1. 

Since the d operator sends regular functions to regular differentials, mero­
morphic functions to meromorphic differentials, and functions with essen­
tial singularities to differentials with essential singularities, the theorem will 
be proved if we show that the quotient of the meromorphic I-forms on M 
that are regular on M' by the subspace of images under d of the mero­
morphic functions on M that are regular on M' is exactly (it would suffice 
to show it is at least) 2g + k - 1. 

We use induction on k. Assume that k = 1. For each integer n with 
n ~ 2g, there exists a merom orphic function f on M which is regular on 
M - {PI} and has a pole of order n at Pl' Therefore, every merom orphic 
I-form on M which is regular except possibly at PI is equivalent modulo 
exact forms to one with a pole of order at most 2g. We compute the 
dimension of 

Q(P12 g) 
dL(P1 2g+I)' 

The above dimension equals i(P12g) - (r(p12g+1) - 1) since the kernel of d 
consists of the constants. The Riemann- Roch theorem shows that the 
above difference is 2g. Hence the result is verified for k = 1. 0 

Assume now that k> I and let Mil = M - {PI' ""Pk-d. We assume 
that the theorem holds on Mil. Observe that (by the Noether "gap" 
theorem, for example) for each positive integer n, there exists a mero­
morphic function on M which is regular except possibly at PI and Pk and 
which has a pole of order n at Pk • It follows that in passing from Mil to M' 
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the dimension of the de Rham cohomology group can go up by at most 
one. To show that it actually increases, we observe that the differential of 
the third kind OJpkp, is not holomorphic on M" and represents a nontrivial 
(since it cannot possibly be exact) class in the cohomology group of M'. 

111.5.13. We shall now refine the results of the last section and give an 
alternate proof of the inequality 

dim H~ol(M ' ) ~ 2g + k - 1. 

We single out one of the punctures on M', say PI' and then construct a 
unique representative for each cohomology class in H~ol(M'). We choose 
holomorphic forms on M' as follows: 

(a) a basis for the holomorphic differentials of the first kind on M (for 
example, a normalized basis (I' . . . , (g dual to some canonical homology 
basis on the compact surface (without punctures» as defined by Propo­
sition III.2.8; 

(b) for j = 2, . . . , k, we let 'j be any meromorphic differential of the third 
kind on M that is regular on M' and has simple poles at both PI and ~ 
(if k = 1, then we do not need any differentials of the third kind); and (c) 
for j = 1, . .. , g, we let ()j be any meromorphic differential of the second 
kind on M that is regular on M' and has a pole of order nj + 1 at PI' 
where n l , ... , ng is the "gap" sequence at PI ' see (5.3.1). 

(c) We note that ng + 1 ::s; 2g and that we can take for ()j the differential 
r\:,i+ l ) defined in 111.3.8. We now have the following: 

J 

Proposition. Each element of H~o,(M') is uniquely represented by a mero­
morphic differential in the linear span of the 2g + k - 1 linearly independent 
differentials defined by (a), (b), and (c). 

PROOF. Let us write an element in this span as ( + r, where ( is of the first 
kind and r is of the third kind. Assume that this differential is exact and 
equal to df, then r must be zero since an exact differential cannot have any 
non-zero residues. Let - n = ordp , (. If n > 0, then n > t and deg f = 
- ordp , f = n - 1 contradicting the fact that n - 1 is a gap. Thus n ::s; 0 
and ( is of the first kind (on M). It must hence be the zero differential. 

D 

Remark. The differentials in (a) and (b) span Q(l / PI ... Pk ). 

Corollary. If PI is not a Weierstrass point on M then each element of 
H~ol(M' ) is uniquely represented by a meromorphic differential in 

Q(p;9- 1 p;1 ... Pk-I). 
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II1.6. Abel's Theorem and the Jacobi 
Inversion Problem 

91 

In this section we determine necessary and sufficient conditions for a divisor 
of degree zero to be principal (Abel's theorem), and begin the study of the 
space of positive (integral) divisors on a compact Riemann surface. To each 
compact surface of positive genus g, we attach a complex torus (of complex 
dimension g) into which the surface is imbedded. This torus inherits many of 
the properties of the Riemann surface, and is a tool in the study of the surface 
and the divisors on it. 

The Riemann-Roch theorem showed that every surface of genus 0 is 
conformally equivalent to the sphere I[ u {oo } (Corollary 1 in 111.4.9). Abel's 
theorem (Corollary 1 in 111.6.4) shows that every surface of genus 1 is a torus 
(I[ modulo a lattice). These are uniformization theorems for compact surfaces 
of genus g ~ l. For uniformization theorems for surfaces of genus g ~ 2, 
we will have to rely on different methods (involving more analysis and 
topology). These methods, which will be applicable to all surfaces, will be 
treated in IV.4 and IV.5. 

Throughout this section M represents a compact Riemann surface of 
genus g > O. 

111.6.1. We start with 

a canonical homology basis on M, and 

the dual basis for £l(M); that is, 

j, k = 1,2, . . . , g. 

We have seen in 111.2, that the matrix n with entries 

j, k = 1, ... , g, 

is symmetric with positive definite imaginary part. Let us denote by L = L(M) 
the lattice (over £:) generated by the 2g-columns of the g x 2g matrix (l,ll). 
Denote these columns (they are clearly linearly independent over IR) by 
e(1), ... , e(g), n(1), ... , n(g). A point of L can be written uniquely as 

9 9 

L mje(j) + L njn(j), with mj' nj E £:, 
j=l j=l 

or 
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We shall call J(M) = U /L(M) the Jacobian variety of M. It is a compact, 
commutative, g-dimensional complex Lie group. We define a map 

cp:M -+ J(M) 

by choosing a point PoE M and setting 

Proposition. The map cp is a well defined holomorphic mapping of Minto J(M). 
It has maximal rank. 

PROOF. Let c I and c 2 be two paths joining Po to P, then c I c 2 I is homologous 
to (a,b)[';] for some m, n E 71.9• Thus 

If z is a local coordinate vanishing at P and CPI, • .. , CP9 are the components 
of cp (in 1[9), then writing (j = '1j dz, we have 

and we see that 

cp)z) = fP (j + fZ '1)z) dz, 
Po 0 

Thus cp would not have maximal rank if there were a point at which all the 
abelian differentials of the first kind vanished. Since this does not occur 
(recall 111.5.8), the rank of cp is constant and equals one. 0 

A map 1/1 : M -+ J(M) of the form 

I/I(P) = cp(P) + c, PEM, 

with fixed c E J(M) will be called as Abel- Jacobi embedding of M and its 
Jacobian variety. 

111.6.2. Let, for every integer n ~ I, M n denote the set of integral divisors 
of degree n. We extend the map cp: 

cp:Mn -+ J(M) 
by setting for 

" D=PI···Pn, cp(D) = I cp(Pj ). 
j= I 

Note that (since cp(D) = cp(P oD» 

cp(Mn +d ~ cp(Mn) ~ ... ~ cp(Md = cp(M). 

We can also obtain a map that does not depend on the base point Po. 
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Let Div(O)(M) denote the divisors of degree zero of M; define 

q>:Div(M) -t J(M) 
by setting 

r s 

q>(D) = I q>(P) - I q>(Q) 
j;j j;j 

for 
D = PI ... Pr /QI ... Qs' 

It is clear that ifr = s, q>(D) is independent of the base point; that is, the map 

q>: Div(O)(M) -t J(M) 

is independent of the base point. 

111.6.3. Theorem (Abel). Let D E Div(M). A necessary and sufficient con­
dition for D to be the divisor of a meromorphic function is that 

q>(D) = 0 mod (L(M» and deg D = O. (6.3.1) 

PROOF. Assume that f is a meromorphic function. Let D = (f). We have seen 
(Proposition 1.1.6) that deg D = O. Since for D = 1, Abel's theorem trivially 
holds, we assume that f ¢ C Write 

D = ~l ••• P~k1Q11 ... Q~r, k ~ 1, r ~ 1, (6.3.2) 
with 

Pj i= Q[, all j, I; 

Pj i= PI and Qj i= QI' allj i= I; 
(6.3.3) 

Without loss of generality, we may assume that none of the points Pj' Qj 
lie on the curves representing the canonical homology basis. Recall the 
normalized abelian differentials TpQ of the third kind introduced in 111.3. 
Observe that dflf is an abelian differential of the third kind with simple 
poles and 

df 
resp 7 = ordp f, for all P E M. 

Thus 

(where Po is not any of the P j or Qj nor on the curves aj' bj ) is an abelian 
differential of the first kind. Hence, we can choose constants Cj' j = 1, ... , g, 
such that 
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It follows that 

l, j = c" 

and by the bilinear relations for the normalized differentials "CPQ' 

i df . (k SP j r SQl v ) 9 -f = 2m I (Xj ( I - I Pj 1,, 1 + I cjrrjl ' 
b, j = l Po j = l Po j = l 

Since dflf = d logf, we see that 

I df . 
Ja, 7 = 2mmJ, 

where mJ, nl are integers. It follows that the lth component of cp(D) is 

k lPj r lQj 1 i df 1 9 I (Xj P ( I - I Pj P ( I = -2 . b -f - -2 . I cjrrjl 
j = l 0 j=l 0 m' mj= l 

9 

= n l - I mjrrjJ, 
j=1 

and thus cp(D) = 0 mod(L(M». We have used Po as the base point for cp. 
Recall that since D is of degree 0, cp(D) is independent of Po. 

To prove the converse, we let D be given by (6.3 .2) subject to (6.3.3). 
Choose a point Qo not equal to Po, nor any of the Pj nor any of the Qj nor 
lying on any of the curves aj , b j . Set 

(
kIP r IP 9 I P ) f(P) = exp I (Xj TpjPO - I Pj "CQ j PO + I Cj J( ( j 

j = I Qo j = I Qo j = 1 Qo 

= exp I P "C, 
JQo 

where the constants C I , . . . , C9 are to be determined. It is clear that f is a 
meromorphic function with (f) = D, provided f is single-valued. We 
compute 

and 
k r 9 

I "C = I (Xj I "Cpjpo - I Pj I "CQ j PO + I cjrrjl 
Jb, j = l Jb, j = l Jb, j = l 

k lP o r lQ 9 
= 2rri I (Xj J (I - 2rri I {3j J ( I + I Cjrrjl ' 

j = 1 Po j=1 Po j = 1 

For f to be single-valued, we must have that Sa, "C , Sb, "C are of the form 2rrin, 

n E 71.. Now (6.3.1) yields, 
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with n" mj Ell.., 1= 1, .. . , g,j = 1 , .. . , g. This means we can choose paths 
Yj and Yj joining Po to Pj and Qj respectively, such that integrating over 
these paths, leads to the above equation. It is clear that if we choose Cj = 
- 2nimj' f will be single-valued. 0 

EXERCISE 

We outline an alternate proof of the necessity part of Abel's theorem. Let j be a non­
constant meromorphic function on M. For each ex E C U {oo }, let j - l(ex) be viewed as 
the integral divisor of degree degj, consisting of the preimage of ex. Then ex f-> <p(j - l(ex)) 
is a holomorphic mapping of C u {oo } into J(M). Since C u {oo } is simply connected, 
it lifts to a holomorphic mapping of C u {oo} into P . Since C u {oo} is compact this 
mapping is constant and thus <p(j - l(O)) = <p(j - l( oo)). 

111.6.4. For 9 = I, J(M) is of course a compact Riemann surface. We have 
the following 

Corollary 1. If M is of genus 1, then 

<p: M -+ J(M) 

is an isomorphism (conformal homeomorphism). 

PROOF. Clearly <p is surjective (since it is not constant). Let P, Q E M, P # Q. 
If <p(P) = <p(Q), then P/Q is principal by Abel's theorem. Thus there is a 
meromorphic function on M with a single simple pole. This contradiction 
shows that <p is injective. 0 

Corollary 2. If M has genus> 1, then <p is an injective holomorphic mapping 
of M onto a proper sub-manifold <p(M) of J(M). 

111.6.5. Let D be an integral divisor of degree 9 on M; that is, 

(Pj E M,j = 1, . .. ,g). (6.5.\ ) 

Then by the Riemann - Roch theorem 

r(D - 1)= 1 +i(D)~ 1. 

We call the divisor D special provided r(D - 1) > 1. 

Theorem. Let DE Div(M) with D ~ I and deg D = g. There is an integral 
divisor D' of degree g close to D such that D' is not special. Further D' may 
be chosen to consist of 9 distinct points. 

Remark. Write D as in (6.5.1), and choose a neighborhood Vj of Pj' The 
condition that D' be close to D is that D' = P'l .. . P~ with Pj E V j • 
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PROOF OF THEOREM. Note that for divisors of degree g, 

r(D-I) = 1 ¢> i(D) = O. 

Assume that D is given by (6.5.1) and define 

Dj = PI' .. Pj (j = 1, ... ,g). 

Thus Dg = D. Set Do = l. We prove by induction that for j ~ 1, we can 
find a divisor Dj of the form Dj _IPj (Do = 1) with Pj arbitrarily close to 
Pj and i(Dj) = 9 - j, j = 1, ... , g. The Riemann-Roch theorem (or linear 
algebra) implies that i(Dj) ~ 9 - j (for any integral divisor Dj of degree j). 
Note that for arbitrary PI (as we have seen before), 

i(PI)=r(p11)-1 +g-1 =r(p1 1)+g-2=g-1 

(since IC = L(P11), because a surface of positive genus does not admit a 
meromorphic function with a single pole). Thus, it suffices to take P'I = PI' 
Assume that for some 1 ~ j < g, we have constructed a Dj of the required 
type. Let {<p b ... ,<Pg _ j} be a basis for the abelian differentials of the first 
kind vanishing at P;, . .. , Pj. Look at <PI' If <PI(Pj + d "# 0, then i(DjPj + d ~ 
9 - (j + I), and we are done. If <P I(Pj + d = 0, then arbitrarily close to Pj + I 
there is a point Pj + 1 with <Pl(Pj+ d i= 0 and once again i(DjPJ+ d ~ 
9 - (j + 1). D 

111.6.6. We consider now the map 

<p :Mg --+ J(M). 

We will show that this map is always surjective (generalizing the first corollary 
in I1I.6.4). To this end let Do = PI' .. Pg with Pj E M, Pj "# Pk for j "# k be 
such that i(Do) = O. Let Uj be a coordinate disk around Pj with local co­
ordinate tj vanishing at Pj . Let K = <p(PI ... Pg). In terms of the local 
coordinates tj we write (k = nkj(tj)dtj and thus in terms of the local coor­
dinates tj at Pj the mapping <P in a neighborhood of the origin (0, ... ,0) 
is simply 

where 

Thus 

(the last equality is merely a convenient abbreviation). Thus the Jacobian 
of the map <P at PI'" Pg is 
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The condition i(PI .. . Pg ) = 0, however, gives us immediately that the rank 
of the Jacobian is g. Therefore, the map 

q;: U I x . . . x U 9 --+ ICg 

is a homeomorphism in a neighborhood of (0, . .. ,0) by the inverse function 
theorem; and thus covers a neighborhood U of K (in 1[9 or in J(M». Let 
c = '(cl, . . . ,cg) E 1[9. Then for a sufficiently large integer N , K + cl N E U, 
and thus there exists a QI' .. . ,Qg such that 

q;(QI . .. Qg) = K + cl N 
or 

N(q;(QI .. . Qg) - K) = c. 

Thus to show that c E Image q;, it suffices to show that there exists an integral 
divisor D of degree g such that 

q;(D) = N(q;(QI .. . Qg) - K). 

Consider the divisor (PI'" Pg)N/(QI . .. Qg)NPb . The Riemann- Roch theo-
rem gives 

r( (PI . . . Pgr ) = 1 + i(QI ... Qg)N:b) ~ 1. 
(QI ... Qg) Pb (PI'" Pg) 

Hence, there is an f E L( (P I ... P giN / (Q I ... Qg)N Pb»; that is, there is an 
integral divisor D of degree g such that 

D(PI . .. Pgt 
(f) = (QI .. . QgtPb' 

By Abel's theorem 

q;(D) + Nq;(P I . . . Pg) = Nq;(QI . .. Qg). 

We have solved the Jacobi inversion problem: 

Theorem (Jacobi Inversion). Every point in J(M) is the image of an integral 
divisor of degree g. 

Corollary. As a group J(M) is isomorphic to the group of divisors of degree 
zero modulo its subgroup of principal divisors. 

Remark. We have shown (Corollary 1 of 111.6.4) that every surface of genus 
one can be realized as IC modulo a lattice. This is the uniformization theorem 
for tori. We shall return to this topic (including uniformization theorems 
for surfaces of genus> 1) in the next chapter. 

111.6.7. Exercise 

We have seen that an arbitrary torus M is conformally equivalent to CjG where G 
is the group generated by two elements Z I--> Z + 1 and Z I--> Z + T, 1m T > O. Further, 
the origin of Cj G may be made to correspond to any point in M. 
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(a) Every meromorphic function I on M can be viewed as a doubly periodic function 
I (this identification should cause no confusion) on C; that is, a meromorphic 
function I on e with 

I(z + 1) = I(::) = I(z + r), all Z E C. 

The Weierstrass 8;)-Iunction is defined by 

8"(Z) = ~ + L ( ______ ~1_-2 - -~~2)' Z E C. 
Z (n.m)*(O.O) (:: - n - mr) (n + mr) 

(n,m)EJ'2 

Note that f! is an even function. Let P, Q E M. Let IE L(l I PQ)\C. Show that there 
exists Ct. E Aut M (the group of conformal automorphisms of M), f3 E Aut(e u {oo l), 
such that 

I = f3 0 p 0 ex. 

(For a discussion of Aut M, see V.4.) 

(b) Show that every meromorphic differential on M is of the form I(z) dz where I is 
a doubly periodic function. If we choose the loop corresponding to Z f-+ Z + 1 as 
the "a-curve" and Z f-+ Z + r as the "b-curve", then we have a canonical homology 
basis on M. The basis for £,I(M) dual to this canonical homology basis is then 
{dz}. 

(c) From what we said above, 8;)(Z) dz is an abelian differential of the third kind with 
zero residue and singularity l1z2 at the origin. Hence there exists a meromorphic 
function ( on e such that (' = - [p. This function ( cannot be doubly periodic 
(why?). However, ( satisfies for all z E e 

(z + I) = (z) + 1]1' 

(z + r) = (z) + 1]2, 

where 1]1 and 1J2 satisfy Legendre's equation 

IJlr -1]2 = 2rci. 
Derive (6.7.1) from (3.8.2). 

(6.7.1) 

111.6.8. The following technical and important result IS suggested by the 
development of Section 111.6.6. 

Proposition. Let M be a compact Riemann surface of genus g ~ 2. For all 
q ~ 1, the differentials with simple zeros are dense and open in yt'q(M). 

PROOF. Let d = dim yt'q(M) and recall that 1 < d < (f). Let WI and 0)2 be 
two linearly independent elements of yt'q(M) without common zeros. To 
construct such differentials, let 0)1 be any non-trivial holomorphic q­
differential. The set of differentials vanishing at a point in the divisor of WI 

is a finite union of codimension one subspaces of yt'q(M). We can clearly 
find an 0)2 in the complement of the finitely many hyperplanes. Then 
f = 0)1 / w 2 is a non-construct meromorphic function on the surface of 
degree q(2g - 2). Let ex be a complex number which is not a branch value 



III.7. Hyperelliptic Riemann Surfaces 99 

of f We have excluded a finite (non-empty) set of values. The function f 
takes on the value a at q(2g - 2) distinct points. These points must be zeros 
of the differential WI - aW2; they must be all the zeros of this differential 
and all of these must be simple zeros since the degree of the divisor of 
WI - aW2 is q(2g - 2). We have shown that the set of q-differentials with 
simple zeros is dense. 0 

Next we show that the differentials with simple zeros are open. Let W be 
a differential with simple zeros at PI' .. . , Pq(2g- 2) and let WI' ... , Wd be a 
basis for the holomorphic q-differentials. Choose a small disc Dj with center 
at Ij; we assume that these discs are all disjoint and that the closure of each 
Dj is contained in the domain of a single local coordinate Zj vanishing at 
Ij. Let us write in terms of these local coordinates W = tPiz) dzl and 
Wk = tPkj(Z) dzl· Our assumption that W has a simple zero at each Ij means 
that tPj(O) = 0 and that tPj does not vanish on the boundary Cj of Dj ; hence 
the absolute value of tPj has a positive minimum mj on cj . Let mkj be the 
maximum of the absolute value of tPkj on cj . Choose a positive e such that 

d 

e L mkj < mj for j = 1, .. . , d. 
k=1 

Then for 111' ... ' I1d arbitrary complex numbers with Il1kl < e, the differential 
e = W + L~=I I1kWk has one simple zero inside each disc Dj , j = 1, .. . , 
q(2g - 2), by Rouche's theorem, since on cj 

Iktl I1ktPk j l :::; ktl Il1kl mkj < e ktl mkj < mi· 

Once again these q(2g - 2) zeros account for all the points where the 
differential e vanishes and each zero is simple. 

III. 7. Hyperelliptic Riemann Surfaces 

In this section we study hyperelliptic Riemann surfaces- the simplest 
surfaces. These are the two-sheeted (branched) coverings of the sphere. We 
shall see that there exist hyperelliptic surfaces of each genus g, and that these 
surfaces are the ones for which the number of Weierstrass points is precisely 
2g + 2. These surfaces thus show that the lower bound obtained in the 
Corollary to Theorem 111.5.11 is sharp. 

111.7.1. A compact Riemann surface M is called hyperelliptic provided 
there exists an integral divisor D on M with 

deg D = 2, 

Equivalently, M is hypereiliptic if and only if M admits a non-constant 
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meromorphic function with precisely 2 poles. If M has such a function , then 
each ramification point has branch number 1, and hence the genus 9 of M 
and the number B of branch points (= ramification points) off are related by 
(using Riemann - Hurwitz) 

B = 2g + 2. 

Remarks 

I. We can hence describe a hyperelliptic surface of genus 9 as a two-sheeted 
covering of the sphere branched at 2g + 2 points. 

2. Some authors restrict the term hyperelliptic to surfaces of genus ~ 2 that 
satisfy the above condition. 

111.7.2. Proposition. Every surface of genus ~2 is hyperelliptic. 

PROOF. Let D be an integral divisor of degree 2. Riemann - Roch yields 

reD - I) = 2 - 9 + 1 + i(D). (7.2 . 1) 

Thus r(D - I) ~ 2 for 9 ~ I, and the only issue is 9 = 2. 

First proof for 9 = 2: Let P be a Weierstrass point on a surface of genus 2. 
Then there is a non-constantf E L(P - 2). (This function cannot have degree I .) 

Second proof for 9 = 2: Choose w *" 0, an abelian differential of the first kind 
on M. Then, since deg(w) = 2, 

(w)= PQ. 

Since i(PQ) = 1, (7.2.1) yields r(p - IQ - I) = 2. o 

Remark. Surfaces of genus 1 are also called elliptic (tori). Surfaces of genus 
zero admit, of course, functions of degree I. Thus, hyperelliptic surfaces are 
those which admit functions of lowest possible degree. 

111.7.3. Let M be a hyperelliptic Riemann surface of genus ~ 2. Choose a 
function z of degree 2 on M . Let f be another such function. We claim that f is 
a Mobius transformation of z. Let the polar divisor of z be PI Q I and the polar 
divisor of f be P 2Q2. It suffices to show that PI QI ~ P 2Q2 . For then there is 
an h E %(M), such that multiplication by h establishes an isomorphism 
between L(PiIQi l ) and L(pz1QzI). Since {I,z} and {I,f} are bases for 
these spaces, there are constants IX, {3, y, (j such that 

or 

1 = IXh + 13hz 

f = yh + (jhz 

r = y + (jz. 
. IX + {3z 
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To establish the above equivalence, we observe first that the branch points 
of f are precisely the Weierstrass points of M. To see this let P E M be a 
branch point of f. Then f is locally two-to-one at P. Thus if f(P) = 00 , f has 
a pole of order 2 at P (and no other poles) and then P is a Weierstrass point. 
If f(P) #- 00, then 

f - f(P) 

has a pole of order 2 at P, proving that P is a Weierstrass point on M. It now 
follows by Proposition 111.5.6 that the "gap" sequence at any of the 2g + 2 
branch points of f is 

1, 3, ... , 2g - 1, 

and thus the weight of any of these points is 

9 9 g(g + 1) 1 L (2k - 1) - L k = g2 - = - g(g - 1). 
k = ! k=! 2 2 

Thus these 2g + 2 points contribute g(g2 - 1) to the sum ofthe weights of the 
Weierstrass points. Since the sum ofthe weights of all the Weietstrass points 
is precisely g(g2 - 1) there are no other Weierstrass points. 

Let us choose any Weierstrass point P on M. We claim that the polar 
divisor of f is equivalent to p2. If f(P) = 00 , there is nothing to prove. 
Otherwise, look at the function 1/(f - f(P)) = F. Its polar divisor is p 2 

which is equivalent to the polar divisor of f since F is a Mobius transforma­
tion of f (that is, f-!(oo) '" f - !(f(P))). 

We have therefore established most of the following 

Theorem. Let M be a hyperelliptic Riemann surface of genus 9 z 2. Then the 
function z of degree 2 on M is unique up to fractional linear transformations. 
Furthermore, the branch points of z are precisely the Weierstrass points of M. 
The hypereliiptic surfaces of genus 9 z 2 are the only ones with precisely 2g + 2 
Weierstrass points. 

PROOF. Only the last statement needs verification. It is clear that if a surface 
has precisely 2g + 2 Weierstrass points, then the weight of each such point 
must be tg(g - 1) by 111.5.10 and III.5.ll, and thus, as we saw there, the 
"non-gap" sequence must begin with 2. 0 

Remark. We show next that on a hyperelliptic surface each of the Weierstrass 
points is also a q-Weierstrass point for every q > 1. It follows from the fact 
that the "gap" sequence is 1, 3, ... , 2g - 1 for each Weierstrass point P, 
that there is an abelian differential <p of the first kind with divisor p 2g - 2 . 

Thus <Pq is a holomorphic q differential with divisor pq(2g - 2). Since q(2g - 2) > 
(2q - l)(g - 1) -1, P must also be a q-Weierstrass point. 
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111.7.4. We now wish to construct another function on a hyperelliptic 
surface of genus 9 :?: 1. Let z be a function of degree 2. Let P 1> ••• , P 2g + 2 be 
the branch points of z. Without loss of generality we assume that 

z(Pj ) #- 00, 

Consider "the function" 

j = 1, ... , 2g + 2. 

2g+ 2 

W = n (z - z(P)). 
j= I 

(7.4.1 ) 

Remark. We have introduced above a muItivalued function which we will 
show to be single-valued. MuItivalued functions are treated in 111.9. In IV.11, 
we will show how the function w can be obtained without the use of multi­
valued functions. 

Proposition. The above defines w as a meromorphic function on M whose 
divisor is 

Pl' .. P 2g + 2 

Ql+ lQ~+ I 
(7.4.2) 

where Q I Q2 is the polar divisor of z. 

PROOF. Since all the branch points of z have ramification number 2, w 
locally defines a meromorphic function on M which is two-valued. We must 
show we can choose a single valued branch. It is convenient at this point 
to introduce a "concrete" representation of the surface M as a two-sheeted 
covering of the sphere C u { oo}. If P E M, z(P) #- 00 and P is not a branch 
point of z, then z - z(P) is a local coordinate vanishing at P. If z(P) = 00 

(recall we have assumed that P is not a branch point), then l/z is a local 
coordinate vanishing at P. If P is a branch point, then either branch of 
.J z - z(P) is a local coordinate vanishing at P. With slight and obvious 
modification, the above procedure could have been carried out with any 
meromorphic function on any (compact or not) surface (recall Remark 3 
in I.1.6). We define now ej = z(PJ Then these ej are distinct; and Z- I(IX) 

consists of precisely two points on M for all IX E C U { 00 } \ { e I' . .. ,e2g + 2}' 

whereas z-l(e) consists only of the point Pj' We picture now two copies 
of the sphere. We label these two copies sheet I and sheet II. On each sheet 
for each k = 1, .. . , 9 + 1, we draw a smooth curve called a "cut" joining 
e2k - 1 to e2k • We may assume that the e/s have been ordered so that these 
cuts do not intersect. Each "cut" is considered to have two banks; an N-bank 
and an S-bank. We construct a Riemann surface if by joining every S-Bank 
on sheet I to an N-bank of the corresponding "cut" on sheet II, and then 
joining the corresponding S-bank on sheet II to the N-bank of the corre­
sponding "cut" on sheet I. It is quite clear that M is a compact Riemann 
surface and z is a merom orphic function on if. Thus if is indeed a concrete 
model for M. We remark that a simple closed curve around a point ej , that 
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Figure III.3. Cross "cuts" for a hyperelliptic surface of genus 2. 

does not go around any ek with k "# j, may be pictured as beginning in one 
sheet say at R I, continuing around until the point, R l' on the second sheet 
with z(R I ) = z(R l ) and returning back to R I . We now construct a canonical 
homology basis for M using this two sheeted representation. Draw simple 
smooth closed curves ak' k = 1, ... , g, winding once around the "cut" from 
elk-I to elk in one sheet of M oriented as indicated in Figure 111.3. This 
curve ak exists because we cross between sheets only through the "cuts". 
Next choose curves bk , k = 1, ... ,g, starting from a point on the "cut" 
from e lk - I to elk going on the first sheet to a point on "cut" from e lg + I to 
e lg + 1 and returning on the second sheet (indicated in Figure III.3 by dotted 
lines) to the original point. The orientation of the b-curves is again illustrated 
in Figure III.3. Let us stop to analyze what is happening on the surface 
itself. 

The reader should convince himself (or herself) that the picture on the 
surface (Figure IlIA) is actually the lift of the picture in the extended plane 
via the two-sheeted covering z. (Note that all we are using is that a curve 
in the plane passing through ej can be lifted in two ways as a curve in M 
passing through Pj .) We have actually constructed a canonical homology 
basis, since by inspection the intersection matrix is of the form 

ttb a 0 J 

b -J 0 

We return- after this lengthy digression-to investigate the behavior of 
our function w. We need only look at what happens in the plane if we continue 
analytically a branch of .J z - e j ' The analytic continuation of this function 

Figure 111.4. The hyperelliptic model in genus 2. 
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element around a closed path changes sign if and only if the path has odd 
winding number about ej (if it has even winding number, we return to the 
original function element). Thus w changes sign if we continue it along a 
simple closed path in C u {CIJ} that encloses an odd number of the ej . If a 
curve in Cu{oo}\{el>".,e 2g + 2 } begins at z and returns to this point, 
enclosing an odd number of ej , then this curve must cross one of the "cuts" 
and thus its lift to M is a curve joining the points P and Q, P i= Q, on M with 
z(P) = z(Q). Thus w can be continued analytically along all paths in M . 
Furthermore, continuation along any closed path in M (which must encircle 
an even number of e/s when viewed in the plane) leads back to the original 
value ofw. Thus w is single-valued on M, and for any P, Q on M with P i= Q, 
we have 

z(P) = z(Q) => w(P) = - w(Q). 

The fact that (w) is given by (7.4.2) is an immediate consequence of (7.4.1). 

111.7.5. The above proposition has some immediate consequences. 

Corollary 1. The 9 differentials 

zj dz 
j = 0, . .. , 9 - 1, 

form a basis for the abelian differentials of the first kind on M. 

PROOF. Without loss of generality z(P) i= 0, and 

( ) = Q3Q4 
Z QIQ2' 

o 

(7.5.1) 

It is clear of course that the differentials in (7.5.1) are linearly independent, 
and all we must show is that they are holomorphic. Since 

PI ... P2g + 2 
(dz) = QiQ~ , 

we see that 

(zJ:Z) = Ql- j - IQ~- j-IQ~Qi. 

This divisor is integral as long as j ~ 9 - 1 and therefore these differentials 
arehclomo~h~ 0 

Corollary 2. On a hyperelliptic surface of genus 9 ~ 2 the products of the 
holomorphic abelian differentials (taken 2 at a time) form a (2g - 1 i-dimensional 
subspace of the (3g - 3)-dimensional space of all holomorphic quadratic 
differentials. 
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PROOF. Using the basis constructed in Corollary 1, the span of the products 
has a basis consisting of 

2 ' 
W 

j = 0, ... , 2g - 2. (7.5.2) 0 

Remarks 

I. Note that 2g - 1 = 3g - 3 if and only if g = 2. 
2. To obtain a basis for the holomorphic quadratic differentials for a hyper­

elliptic surface of genus g > 2 we must add to the list in (7.5.2), the 
differentials 

j = 0, . . . , g - 3. 
w 

EXERCISE 

Obtain a basis for the holomorphic q-differentials on a hyperelliptic surface. What is 
the dimension of the span of the homogeneous polynomials (of degree q in q variables) 
of the abelian differentials of the first kind? 

III.7.6. Recall the injective holomorphic mapping 

<p:M -d(M) 

of a Riemann surface M into its Jacobian variety introduced in 111.6.1. Let 
n be a positive integer. Since J(M) is a (commutative) group, we say that a 
point e E J(M) is of order n, provided ne = 0 and me i= 0 for all integers n 
with 0 < m < n. 

Proposition. Let M be a hyperelliptic Riemann surface of flenus ~ 2. Choose 
a Weierstrass point Po as a base point for the map <po LeT P E M l' P i= Po. 
Then <p(P) is of order 2 whenever P is a Weierstrass point. 

PROOF. We have seen that there is a meromorphic function f on M whose 
polar divisor is p2. Since Po is a branch point of f, (f- f(Po)) = pJ/p2. 
Thus pJ ~ p 2 and by Abel's theorem, 

o 

EXERCISE 

Let M be an arbitrary compact Riemann surface of genus g 2': 1. Let cp : M --> J(M) be 
the embedding of M into its Jacobian variety with base point Po. Assume that cp(P) 
has order n, for some P EM, P # Po. Show that there exists an f E X ·(M) with (f) = 

P"/ P"o. In particular if g > 1 and 2:-::; n:-::; g, then both P and Po are Weierstrass points 
onM. 
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For g = 1, return to the Weierstrass ,\O-function considered in Exercise 111.6.7. 
Show that the 4 branch points of ,\0 are precisely the 4 half periods of J(M). 

111.7.7. If M is an arbitrary Riemann surface, we denote by Aut M the 
group of conformal automorphisms of M. Let H c Aut M be a finite sub­
group. For P EM, set 

Hp = {h E H; h(P) = P}. 

Then Hp is clearly a subgroup of H. We claim that Hp is cyclic. This is a 
consequence of the following 

Proposition. Let hI> .. . , hn be n holomorphic functions defined in a neighbor­
hood of the origin. Assume that hiO) = O,j = 1, ... , n, and that these n-functions 
form a group H under composition. Then H is a rotation group (that is, there 
is a simply connected neighborhood D of the origin and a conformal mapping 
f of the unit disk LI onto D such that f(O) = 0, hj(D) = D and f -1 0 hj 0 f is 
a rotation for j = 1, . . . , n). 

Remark. The existence of a simply connected D invariant under H implies 
the rest of the proposition. In this case, choose f to be a Riemann map of LI 
onto D with f(O) = 0. Then 

hj=f - 1 o hj Of 

is a conformal self-mapping of the unit disk that fixes 0, and hence of the form 

hj(z) = e2ni8)z, ° ~ 8j < 2n. 

Choosing the smallest positive 8j and calling it 8, we see that h(Z) = e2niBz 
generates the group f - 1 Hf. Thus we also have 

Corollary. The group Hp is cyclic. 

PROOF OF THE PROPOSITION. Let h be a typical element of H. Then h'(O) *' 0, 
since h is invertible. We claim that there is an e > ° such that h maps every 
disk {Izl ~ r < e} onto a convex region. Such a region is convex if and only 
if c = (h{lzl = r}) is a convex curve if and only if the direction of the tangent 
vector to c is a monotonically increasing function of arg z; that is, if and 
only if the angle (lrc + arg z + arg h'(z)) is an increasing function of arg z on 
{Izl = r}. A simple calculation shows that the hypothesis (h'(O) *' 0) guarantees 
the monotonicity of the direction of the tangent line. The derivative of the 
above angle with respect to arg z is (recall arg h'(z) = Re( - i log h')) 

zh" 
1 + Re IT' 

and this derivative is positive as long as Izl is small. 
Now choose e so small, so that letting LIe = {z E 1[ ; Izl < e} we have that 

hld e) is convex for j = 1, ... , n. 
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Let D = nj= I hid,); D is convex and hence simply connected. Furthermore 
hp = D for j = 1, ... , n. By the remark preceding the proof, we are done. 

Remark. The material of the next chapter (in particular IV.8 and IV.9) will 
allow us to present at least two other proofs of the corollary to the above 
proposition. 

111.7.8. We continue to use the notation introduced at the beginning of 
111.7.7. We give a Riemann surface structure to the orbit space M /H as 
follows. First, we topologize M /H such that the natural projection 

n:M -+ M /H 

from a point onto its orbit is continuous. It is straightforward to check 
that this makes M /H into a Hausdorff space and n an open mapping. We 
introduce next a complex structure on M / H. If P E M, and Hp is trivial, 
then any local coordinate at P serves as a local coordinate at n(P) on M /H. 
In general, choose a neighborhood U of Pin M so that Hp fixes U and so 
that in terms of some local coordinate vanishing at P, the action of the 
generator of H p on U is given by 

Then Zk is a local coordinate on M /H vanishing at n(P). 

Remark. The Riemann- Hurwitz relation allows us to compute the genus of 
M /H in terms of the genus of M and the branch points of n (= fixed points 
of elements of H). We will use this fact in V.l. 

111.7.9. Proposition. Let M be a compact Riemann surface of genus g. Then 
Mis hyperelliptic if and only if there exists a conformal involution J (J E Aut M 
with j2 = 1) on M that fixes 2g + 2 points. 

PROOF. Assume M is hyperelliptic. Let z be a function of degree 2 on M. 
For P EM set J(P) to be the unique point Q such that z(P) = z(Q) and 
Q # P if such a point exists and J(P) = P otherwise. It is clear that J is con­
formal and that if' is the local coordinate,' = Jz - z(lj) in a neighborhood 
of a branch point Pj of z, then J«() = - (. It should be obvious to the reader 
why J will also be called the sheet interchange or the hyperel/iptic involution. 
The fixed points of J are clearly the 2g + 2 branch points of z. 

Conversely, let J be a conformal involution of M with 2g + 2 fixed 
points. Consider the group of order 2, (J), generated by J, and the 
two-sheeted covering 

M -+ M /(J) 

which is branched at the 2g + 2 fixed points of J. Riemann - Hurwitz implies 
that M /(J) has genus 0, and thus M has a meromorphic function of degree 2. 

o 



108 III Compact Riemann Surfaces 

Corollary 1. If g :?: 2, then the fixed points of the hyperelliptic involution are 
the Weierstrass points. 

Corollary 2. If g :?: 2, then the hyperelliptic involution is the unique involu­
tion with 2g + 2 fixed points. 

PROOF. Let J be another involution with 2g + 2 fixed points. Then, as we 
have seen, the fixed points must be the Weierstrass points. Also if z is a 
function of degree 2 on M , so is :: 0 1. Thus by Theorem 111.7.3, there is 
a Mobius transformation A such that z 0 J = A 0 z. Let P [, ... , P 29 + 2 be 
the Weierstrass points on M. Then z(P) = ::(J(P)) = A(z(P)). Thus A fixes 
z(P), 2g + 2 distinct complex numbers (or 00 ), and must be the identity. 
Hence J is the sheet interchange. 0 

Corollary 3. The hyperelliptic involution J on a (hyperellipeic) surface M of 
genus g :?: 2 is in the center of Aut M. 

PROOF. Let h E Aut M. Then h 0 J 0 h - I is an involution and fixes the 2g + 2 
points h(P). Thus it is the hyperelliptic involution. Hence h 0 J 0 h - 1 = J, 
or h commutes with 1. 0 

111.7.10. Proposition. On a hyperelliptic surface of genus g any function of 
degree:$; g must be of even degree. 

PROOF. Clearly the proposition has content only for g ;::: 3. Let f be a mero­
morphic function with polar divisor D with deg D :$; g. Riemann- Roch says 

2:$; r(D - l) = degD - g + 1 + i(D). 

Thus i(D) :?: 1 and there is a holomorphic abelian differential w such that 
fw is also a holomorphic abelian differential. Using the basis for abelian 
differentials of the first kind introduced in Corollary 1 to Proposition 111.7.4, 
we see that 

'\'9 f3 j - l 
f = L.j = 1 jZ 

'\'9 j 1 
L.j = 1 !1.jZ 

is a rational function of z (a function of degree 2), and must be of even degree. 
D 

111.7.11. Proposition. Let M be a hyperelliptic Riemann surface of genus:?: 2. 
Let TEAut M. Assume Trj: (J), where J is the hyperelliptic involution. Then 
T has at most four fixed points. 



111.8. Special Divisors o n Compact Surfaces 109 

PROOF. Let z be a function with two poles on M. For T E Aut M, z 0 T is also 
a function with two poles. Thus there is a Mobius transformation A = 
[~ n -=I- 1 such that 

az + b 
z 0 T = -- = A 0 z. 

cz + d 

We thus obtain an anti-homomorphism 

Aut M -> SL(2,C)/ ± I . 

The kernel of this anti-homomorphism is <J >. If P is a fixed point of T, then 

z(P) = z(T(P)) = A(z(P)), 

and z(P) is a fixed point of A. Since A -=I- 1, A can have at most 2 fixed points 
and T can have at most 4. 0 

Corollary. If T fixes a Weierstrass point, then T has at most 2 other fixed 
points. 

PROOF. Without loss of generality, we may assume the Weierstrass point 
is a pole of order 2 of z. Thus the A above fixes 00, and must be affine (of 
the form [0 n). Since such an A has at most one other fixed point, T can 
have at most two other fixed points. 0 

111.8. Special Divisors on Compact Surfaces 

Throughout this section, M is a compact Riemann surface of positive genus 
g. As before, Div(M) denotes the group of divisors on M and Z denotes 
a canonical divisor (usually integral). 

In this section we use the Clifford index (an integer invariant of a divisor 
class) to characterize hyperelliptic surfaces and to show (among other things) 
that every surface of genus 4 can be represented as either a two- or three­
sheeted cover of the sphere (this is an improvement over the Weierstrass 
"gap" theorem). 

The object is to represent a compact Riemann surface of genus 9 as a 
branched m-sheeted covering of the sphere, with m as small as possible. 
The methods of this section give sharp answers only for small g. 

III.S.1. Let D E Div(M). We define the Clifford index of D by 

c(D) = deg D - 2r(D- 1 ) + 2. 

The fact that we have introduced a useful concept is not at all clear. 
Clifford's theorem (III .8.4) will convince the reader of the usefulness of this 
definition. 
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We are interested in special divisors; that is, integral divisors D such that 
there exists an integral divisor D* with 

DD* = Z. 

We call D* a complementary divisor of D. 
It should be noted that for an integral divisor D, we have: 

(a) D is special if and only if i(D) > 0; 
(b) D is special whenever deg D ~ 9 - 1 (because by Riemann- Roch, 

i(D) ~ r(D-I) ~ 1); and 
(c) if deg D = g, then D is special if and only if r(D- I) ~ 2, if and only if 

L(D- l ) contains a non-constant function (again by Riemann- Roch as in 
I1I.6.S). 

Trivial (but Important) Remark. From the definition of c(D) it follows that 
c(D) and deg D have the same parity (both are even or both are odd). 

111.8.2. It is clear that the Clifford index depends only on the divisor class. 
More is true. 

Proposition. For D E Div(M), c(D) = c(Zj D). 

PROOF. We compute 

c(Zj D) = deg(Zj D) - 2r(Dj Z) + 2 

= 2g - 2 - deg D - 2i(D) + 2 

= 2g - 2 - deg D - 2(r(D - I) - deg D + 9 - 1) + 2 
= deg D - 2r(D - I) + 2 = c(D). D 

Remark. Again, from Riemann- Roch, 

c(D) = deg D - 2(deg D - 9 + 1 + i(D» + 2 

= -deg D + 2g - 2i(D). 

Thus, the proposition can be restated as 

2i(D) + deg D = 2i(ZjD) + deg(ZjD). 
or 

i(D) - i(Z jD) = (g - 1) - deg D. 

In particular, if deg D = 9 - 1, then i(D) = i(Zj D). 

(8.2.1) 

111.8.3. Let D) and D2 be integral divisors. The greatest common divisor 
(gcd) of Dl and D2 is the unique integral divisor D satisfying the following 
two properties: 

a. D ~ Db D ~ D 2 , and 
b. whenever [j is an integral divisor with [j ~ Dl and [j ~ D 2 , then [j ~ D. 
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If the divisor Dj is given by 

(a)P) ~ 0 for all P EM and D j = n paj(P) 

PEM rxiP) > 0 for only finitely many P EM), (8.3.1) 
then 

gcd(DbD2) = (DbD2) = n pmin{a d P),a 2(P)). 

PEM 

Similarly, the least common multiple (lcm) of DI and D2 is the unique 
integral divisor D satisfying: 

a. D ~ DI and D ~ D2 , and 
b. whenever jj is an integral divisor with jj ~ DI and jj ~ D2 , then jj ~ D. 

If D j is given by (8.3.1), then 

icm(D1 ,D2) = n p max {a d P) .a2(P) }. 

PEM 

Furthermore, 
icm(D I ,D2) gcd(D 1 ,D2) = D1D2 · 

Proposition. Let D1 , D2 be integral divisors. Set D = (D 1 ,D2). Then 

r(Dil) + r(D z 1) - r(D - I ):::; r(~) . 
DID2 

PROOF. Observe that 
L(Djl) C L(DDiIDz 1). 

This inclusion follows from the fact that DID2 /D is integral and is ~Dj, 
for j = 1,2. Thus 

L(Di 1 ) V L(Dz 1 ) C L(DDi l DZ1), 

where v denotes linear span. Next we show 

L(Dil) n L(D z 1 ) = L(D - 1 ) . 

(8.3.2) 

(8.3.3) 

To verify (8.3.3) assume Dj is given by (8.3.1). Iff E L(Dil) n L(D z I) has a 
pole at P of order Ct, ;::: 1, then 

Ct, :::; Ct,j(P), j = 1,2. 
Thus also 

Ct,:::; min {Ct,I(P),Ct,2(P)}, 

and f E L(D - I). We have established 

L(Dil) n L(D; I) c L(D - l ). 

The reverse inclusion follows from the fact that Dj ~ D, j = 1,2. This ver­
ifies (8.3.3). 

Finally, using (8.3.2) and (8.3.3) and a little linear algebra, 
r(Dil)+ r(D z 1)- r(D-I)=dimL(Dil)+dimL(DzI)-dim(L(Dil)nL(DzI» 

= dim(L(Dil) v L(D; I»:::; dim L(DDi l D; I) 

=r(DDil DZ1). 

o 
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Corollary 1. Under the hypothesis of the proposition, 

c(D\) + c(D 2 ) ~ c(D) + c(D 1D2D- 1 ). 

PROOF. The proof is by direct computation. 

(8.3.4) 

o 
Corollary 2. If D is a special divisor with complementary divisor D* , then 

c(D) ~ c«D,D*» . 

PROOF. By Corollary I and Proposition 111.8.2, 

2c(D) = c(D) + c(D*) ~ c«D,D*» + cC~,~:») 
= 2c( (D,D*» . 

111.8.4. Theorem (Clifford). Let D be a special dil'isol" Oil M. We "m'e : 

a. c(D) ~ O. 
b. lfdeg D = 0 or deg D = 2g - 2, then c(D) = o. 

o 

c. If c(D) = 0, then deg D = 0 or deg D = 2g - 2 unless the Riemann sw:J"ace 
M is hyperelliptic. 

PROOF. Since c(D) = c(D*) and deg D + deg D* = 2g - 2, where D* is a 
complementary divisor of D, the theorem need be verified only for special 
divisors of degree $; 9 - 1. 

If deg D = 0, then r(D - 1 ) = 1 and c(D) = O. Thus part (b) is verified. Next, 
if deg D = 1, then also c(D) = 1. We proceed by induction. Suppose now 
that 1 < deg D $; 9 - 1, and c(D) < O. Thus 

r(D - I) > t deg D + I ~ 2. 

Thus there is a non-constant function in L(D - I). Let D* be a complementary 
divisor. Replacing D by an equivalent divisor (it has the same Clifford index 
as D), we may assume that (D,D*) #- D. (This last assertion is of critical 
importance. It will be used in ever more sophisticated disguises. We shall 
hence verify it in detail. We must show that there is P E M which appears in 
D* with lower multiplicity than in an integral divisor equivalent to D. Let 
w be an abelian differential of the first kind such that «(I) = DD*. Let 
f E L(D - 1 )\C Then for all c E C, (f - c)D is integral and equivalent to D. 
By properly choosing c (for example,f - 1«(") should contain a point not in D*), 
(f - c)D will contain a point not in D* . Now (f - c)D and D* are still com­
plementary divisors since (f - c)DD* = «(f - c)(I).) By Corollary 2 to our 
previous proposition, c( (D,D*» < O. But deg(D,D*) < deg D and (D,D*) is 
a special divisor. By repeating the procedure we ultimately arrive at a divisor 
of degree zero or 1, which is a contradiction. This establishes (a). 

It remains to verify (c). We have seen that if 0 < deg D < 2g - 2 with 
c(D) = 0, then 1 < deg D < 2g - 3, and 

(8.4.1) 
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If deg D = 2, then r(D - 1) = 2 and the surface is hyperelliptic. Now since 
deg D is even, we may assume that deg D ~ 4. Choose D from its equivalence 
class so that 

1 i= (D,D*) i= D. (8.4.2) 

This can be done since r(D - I) ~ 3. All we want is a function in L(D - I) 
that vanishes at some point of D* and at one point not in D*. Let f be such a 
function. Then (f)D is integral, equivalent to D, and satisfies (8.4.2). We 
have produced a special divisor (D,D*) with 0 < deg(D,D*) < deg D and 
c( (D,D*)) = O. Thus 2 ~ deg(D,D*) ~ deg D - 2, and we can arrive at a 
special divisor of degree 2, with Clifford index zero. 0 

111.8.5. We now derive some consequences of Clifford's theorem. If 
D E Div(M) is arbitrary with 0 ~ deg D ~ 2g - 2, then c(D) ~ deg D unless 
r(D - 1) ~ 2. In the latter case (since there is a non-constant function f in 
L(D- I)) we have D' = (f)D is integral and equivalent to D. Since equivalent 
divisors have the same Clifford index, we have almost obtained 

Corollary 1. Let D be a dirisor on M with 0 ~ deg D ~ 2g - 2. Then c(D) ~ O. 
Equality occurs if and only if D is principal or canonical, unless M is a hyper­
elliptic Riemann surface. 

PROOF. The remarks preceding the statement of the corollary show that unless 
rID - I) ~ 2, c(D) ~ deg D. If r(D - I) ~ 2, we have D equivalent to an integral 
divisor D' of the same degree. Proposition 111.8.2 allows us to assume with 
no loss of generality that deg D ~ 9 - I. Now D' is a special divisor. The 
fact that c(D') = c(D) ~ 0 follows from Clifford's theorem. If D is neither 
principal nor canonical (and since as already stated we may restrict our atten­
tion to divisors of degree ~ 9 - 1, we are only interested in the case of D 
not principal), we have c(D) = 0 gives r(D - I) = 1 +! deg D. If deg D > 0 
we have once again r(D - I) ~ 2, and as before D is equivalent to a special 
divisor and Clifford's theorem implies that M is hyperelliptic. If deg D = 0, 
we have r(D - I) = I and D is principal. 0 

Corollary 2. If D is a divisor on M with 0 ~ deg D ~ 2g - 2, then 

deg D 
i(D) ~ 9 - - 2- ' 

Equality implies tilat D is principal or canonical, unless M is hyperelliptic. 

PROOF. In view of (8.2.1), this is a restatement of Corollary 1. o 

Corollary 3. Let M be a compact Riemann surface of genus g > 4. Let DI 
and D2 be two inequivalent integral divisors of degree 3 such that r(Dil) = 
2 = r(Di. I). Then M is hyperelliptic. 

PROOF. Choose non-constant functions jj E L(D j- I ), j = 1, 2. We may assume 
that each Jj is of degree 3 as otherwise there is nothing to prove. Since DI 
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and D2 are inequivalent, fl #- cfz for any c E IC. As a matter of fact, we have 
that fl #- A a f2 for any Mobius transformation A (of course, A a f 2 = 
(af2 + b)/(ci2 + d) where a, b, c, dE C, ad - bc #- 0). For if f1 = A a f2 ' then 
the divisor of poles of f1 would be equivalent to the divisor of poles of f2 
(since the polar divisor of f2 is equivalent to the polar divisor of A a f2) ' 
This would contradict the fact that jj is of degree 3, and that the two divisors 
D j are inequivalent. Thus, we have 4 linearly independent functions in 
L(D~ID2 1), namely: 1,fJ,f2,fdz. For if 

Co + cdl + c2f2 + CdJ2 = 0 

with cj E C, then fl is a Mobius transformation of f2 ' Thus r(I /DID2) ~ 
4 = 1 deg DID2 + 1, and C(DID2) = O. Since deg DID z = 6 < 2g - 2, Clif­
ford 's theorem implies that M is hyperelliptic. 0 

Remark. Since M is hyperelliptic Proposition III.7.IO implies that M has 
no functions of degree three. Hence the functions fl and f2 are really functions 
of degree 2, and thus by Theorem 111 .7.3 , fl is indeed a Mobius transfor­
mation of f2' 

Furthermore, the above remark and the proof of Corollary 3 yield 

Corollary 4. If a surface of genus g > 4 admits a function f of degree 3, then 
any other function of degree 3 must be a fractional linear transformation of 
f. Further, on this surface we cannot find a function of degree 2. 

111.8.6. What happens in genus 4? We prove a special case of a more general 
(see the Corollary to Theorem III.8.13) result. 

Proposition. Every surface M of genus 4 has a special divisor D of degree 3 
with r(D - I) = 2. 

PROOF. Let g I, ... ,( 4} be a basis for the abelian differentials of the first 
kind on M . Then 

( i , C(2,"" ( 1( 4, ( ~, ( 2( 3,"" ( 3( 4, (~ 

are 10 holomorphic quadratic differentials on M. They are linearly dependent 
since the dimension of the space of holomorphic quadratic differentials on 
M is 9. Hence, there are constants ajk (1 ~ k ~ 4, 1 ~ j ~ k) such that 

L ajk(J k = O. 
j ,,; k 

We write this dependence relation in matrix form 

ta l3 

taB 
a3 3 

ta 34 

(8.6.1 ) 
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Let 5 be the column vector of differentials appeanng In (8.6.1), 5 = 
1((1, . .. ,(4)' We rewrite (8.6.1) as 

'5A5 = O. (8.6.2) 

Since A is symmetric, there exists a non-singular matrix B such that 
'BAB is a diagonal matrix with 1 on the first I (::::;; 4) diagonal entries and 
zeros on the rest of the diagonal. Thus, we rewrite (8.6.2) with respect to 
B - 15, a new basis for abelian differentials of the first kind, as 

(8.6.3) 

From now on we replace A by' BAB and 5 by B- 15. 
We claim now that A has rank 3 or 4. It clearly has positive rank. It 

cannot have rank I, since in this case (8.6.3) reads n = O. Similarly, it cannot 
have rank 2, since in this case (8.6.3) reads 

~f + ~ ~ = 0, 

which implies that ( ~ d = (~ 2) and hence that ~I and ~2 are dependent. Thus, 
the relation (8.6.3) is of the form 

~ f + n + n = 0 or n + n + n + (i = O. 

Another change of basis (for example, WI = ~ I + i~ 2 ' W2 = (I - i(2 ' W3 = 
(3 + i(4' -W4 = (3 - i(4' in the second case) leads to the simpler relations 

(8.6.4) 
Write 

( ~ I) = PI'·' P6 · 

Thus either ~ 3 or ~4 (say ~ 3) must vanish at at least 3 of the zeros of ( \. Thus 
( 1/ ( 3 is a non-constant function with at most three poles. This function gives 
rise to a special divisor D of degree 3 with r(D- I ) 2 2. Theorem 111.8.4 
shows that r(D- I ) ~ 2. Hence r(D- I ) = 2. D 

III.S.7. Theorem. Let M be a compact Riemann surface of !Tenus 4. Then one 
and only one of the following holds : 

a. M is hyperel/iptic. 
b. M has a function f of degree 3 such that (f) = "HID with D, "H integral and 

D2 ...., Z . Any other function of degree 3 on M is a fractional linear trans­
formation of f. 

c. M has exactly two functions of degree 3 that are not Mobius transformations 
of each other. 

PROOF. Proposition 111.7.10 implies that (a) cannot occur simultaneously 
with (b) or (c). We have already shown that every compact surface of genus 
4 admits a non-constant function of degree ~ 3. Note that for any divisor 
D of degree 3 on M (of genus 4), we have 

r(D - I) = i(D). (8.7.1) 
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Suppose we are in case (b). Let us assume there is an integral divisor 
DI #- D with deg DI = 3 and r(DII) = 2. Let II E L(DII)\ C. If DI is equiv­
alent to D, then II is a Mobius transformation of I. To see this, let h E %(M) 
be such that (h)DI = D. Then L(D- I ) = O,f> and L(DII) = (h,fh> = 
(1,f1>' Thus, there are constants IX, p, y, (j such that 

or 

I = xh + {3th 

II = j' h + Nil 

'+ <i/' 
II = ~ + P( 

Thus we assume that II is not a Mobius transformation composed with I, 
which implies that DI is not equivalent to D. We therefore have I, I, fl ' HI 
are 4 linearly independent functions in L(D - I D I I). Then riD - I D II) ~ 4 
and hence 

Because deg DDI = 6, DDI must be canonical, and hence i(DDd = I. Since 
also i(D2) = 1 by hypothesis, we conclude DI is equivalent to D. This con­
tradiction establishes the uniqueness of I up to Mobius transformations. 

We consider case (c). We assume that for no function I of degree 3 is it 
true that the square of the polar divisor D of I is canonical. Let en = '11 / D. 
Choose Db integral of degree 3, such that DDI ~ Z . Note that D and DI 
are inequivalent (otherwise D2 ~ Z). Since r(D - I) = 2, we conclude from 
(8.7.1) that there is a divisor D2 of degree 3 such that D2 #- DI and DD2 '" Z. 
Choose holomorphic abelian differentials Wj such that (wj ) = DDj (j = 1,2) 
and set fl = W2/WI' Thus, since the polar divisor DI of II is not linearly 
equivalent to D, we have produced a function of degree 3 which is not a 
Mobius transformation of f. 

If '21 is the polar divisor of an arbitrary function h of degree 3, and h is 
not a Mobius transformation off. then I, f . h. fh are 4 linearly independent 
functions in L(I /D'11). Thus r(I /D'lI) ~ 4 and by Riemann - Roch we must 
have equality. and also conclude that D'11 is canonical. Hence D'11 is the 
divisor of the differential CI(I)I + C2Uh for some constants ("I' ("2 (not both 
zero). Say C2 #- O. Then w .l(CI(I) I + C2(2) is a meromorphic function with 
divisor Di /'ll. Hence h is a Mobius transformation offl' 0 

Remark. Cases (b) and (c) correspond to the relations of rank 3 and 4 of 
(8 .6.4) respectively. In case (c) we have ([) = \!lID, ([d = 'lI d DI = D2/D I • 

Consider the identity 
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There are holomorphic differentials C, j = 1, ... ,4, satisfying 

((tl = DDJ, ((4) = UI(tl = D~I' 

~ 
((2) = U(4) = D D~I = ~~J, 

D ~ 
((3) = Ul lf(4) = _ I - D~I = DI~. 

~ID 

Thus, by multiplying these differentials by constants, we obtain, 

(1(2 = (3(4· 
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The four differentials we have produced are linearly independent, since other­
wise the functions f and fl would be related by a Mobius transformation. 
This follows from the fact that (d(4 =fll, (2/(4 =f, (3/(4 = fllf. Thus, 
we have a relation of rank 4. In case (b), we start from the identity 

(DDtl2 = D2Di, 

where DI i= D is chosen to be equivalent to D. We know there are differentials 
C satisfying 

D 
((3) = ((tid = DD J If = Di, 

(where Utl = DdD). Thus, we obtain the relation of rank 3 (after adjusting 
constants) 

Again, the three differentials in question are independent, since D j i= D. 
Thus if al(1 +a2(2+a3(3=0, choosing a point PED, Pr/D j , gives 
a3 = O. Similarly, choosing a point P E D 1, P rI D, gives a2 = O. 

111.8.8. Proposition. Let B be the polar divisor of a meromorphic function on 
M. Let A be an arbitrary divisor on M. Then 

(8.8.1 ) 

PROOF. If B = 1, the result reduces to a trivial equality. So assume B is not 
the unit divisor. Thus, there is a non-constant function f on M with polar 
divisor B. We can now find integral divisors B' and B" such that 

B' ~ B ·~ B", 

and such that the above three divisors have no points in common (for 
example, B' = f-I(O), B" = f-I(1)). 
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We claim that 

(8.8.2) 

It is clear that 

and thus L(B" A - I) is contained in the intersection. 
Conversely, suppose f E L(A - I) n L(B" A - I(B') - I). Thus (f)A = I I and 

(f)AB' /B" = 12 with I I and 12 integral divisors. It follows therefore that 
I I = B" I 2/B'. Since B" and B' have no points in common, I I can be integral 
only if 12 is a multiple of B'. Thus 12 = B'I 3 and I I = B" I 3, and in particular 
(f)A / B" = IIi B" = 13 or f E L(B" A - I). This concludes the proof of (8.8.2). 

We observe next that 

L(A- I ) c L(A-I(B') - I), 

It thus follows that 

r(A -I) + r(B"A - I(B')-I) - r(B"A - I) = dim(L(A - I) v L(B"A -I(B') - I)) 

::;; r(A -I(B')-I). 

Since B ~ B' ~ B", (8.8.1) follows from the above. 

Corollary 1. Under the hypothesis of the proposition, 

2c(A) ~ c(AB) + c(AB - I ). 

o 

Corollary 2. Let M be a compact Riemann surface of genus g ~ 4. Let A and 
B be inequivalent integral divisors with 

3 ::;; deg B ::;; deg A ::;; g - 1, 
and 

c(A) = 1 = c(B). 

Then unless B = A * (a complementary divisor of A) M is hyperelliptic. 

PROOF. From the definition of Clifford index, 

2r(A - I) = 1 + deg A ~ 4. 

Thus r(A - I) ~ 2 and r(B - I) ~ 2. There are now two possibilities. 

Case I: B is not the polar divisor of a function. Then there is at least one 
P E B such that r(PB - I ) = r(B - I ). Let B = B' P and observe that 

2 ::;; deg B' ::;; 9 - 2, 
and 

c(B') = deg B' - 2r((B') - I) + 2 

= deg B-1 - 2r(B - I) + 2 = c(B) - 1 = o. 
Hence the surface is hyperelliptic by Clifford's theorem. 
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Case I I: B is the polar divisor of a function. In this case we apply Corollary 1 
and Corollary 1 to Clifford's theorem (III.8.S), to obtain 

2 = 2c{A) ;;:: c{AB) + c(AB - 1) ;;:: O. 

Recall that the degree and Clifford index of a divisor have the same parity. 
Thus, A, B have odd degree and AB and AB- 1 have even degree and also 
even Clifford index. Thus either c{AB) = 0 or c(AB - l) = O. If c(AB) = 0, 
then by Clifford's theorem (Corollary 1 in 111.8.5), M is hyperelliptic unless 
AB ~ Z. If c(AB - l) = 0, then M is hyperelliptic unless AB- 1 is principal. 
In this latter case A ~ B, contrary to hypothesis. 0 

111.8.9. Proposition. Let A and B be integral divisors of the same degree 
~g -1 with r(A-l) = r(B - 1) = t + 1, t;;:: 1. Then, 

c(AB) ~ deg(A,B) - c({A,B» + 2(c(A) - s), 

whenever s is defined by 

r(DA - 1B - 1) = r(A - 1B- 1) - s, 

for some integral divisor D of degree s ~ t with (A,B)/D integral. 

PROOF. We write 
A =A'D, B = B'D, 

(8.9.1) 

(8.9.2) 

with A', B' integral divisors. Clearly L«A,B)/AB) c L(D/AB). Hence 
r«A,B) /AB) ~ r(D/AB), and thus (8.9.2) implies 

r(_1 ) _ s > r(A,B»). 
AB - AB 

Translating the above inequality to Clifford indices, we obtain 

deg(AB) - c(AB) - 2s ;;:: deg AB - deg(A,B) - c (:,!»). 
or 

c(AB) ~ deg(A,B) + c( AB») - 2s. 
(A,B 

We now use Corollary 1 to Proposition III.8.3 in the form 2c(A) ;;:: c{{A,B» + 
c{AB/{A,B)) to obtain (8.9.1). 0 

111.8.10. Let A', B' be two integral divisors of the same degree. Assume that 
r(A' - 1) = r(B' - 1) = t + 1, with 1 ;;:: 1. For almost all (to be defined in the 
proof of the assertion) integral divisors D of positive degree s ~ t, it is possible 
to find integral divisors A, B satisfying 

A ~A', B~B' 

(A,B)/D is integral, 

(8.10.1) 

(8.10.2) 
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and 
(8.10.3) 

To verify the above claim, we begin by showing that for every s ~ t + 1 
there is an integral divisor D = PI ... Ps such that r(l /A'B') - s = r(D/ A'B'). 
This is clearly equivalent to showing that the matrix (fk(~»' k = 1, ... , d, 
j = 1, ... ,s, with II, ... ,h a basis for L(I /A'B' ), has rank s. Note first 
that d z t + 1 z s. 

We choose P I such that P I does not appear in A' B' and such that II (P d i= 
O. Consider now the merom orphic function of P: 

d t[/I(Pd 12(PdJ. 
e II (P) 12(P) 

Since {f1'/2} are linearly independent, the determinant is not identically 
zero, and thus we can find P 2 such that P 2 does not appear in A' B' and 
such that the determinant does not vanish at P 2' Hence 

Having now chosen PI"" ,Pk - 1 such that no P, appears in A'B' and such 
that det(fm(Pj», m = 1, ... , k - l,j = 1, ... , k - 1 (k ~ s) does not vanish, 
we consider 

The linear independence of {f" ... '/d assures us that the determinant 
does not vanish identically so that we can choose P k not to appear in A' B' 
and such that det(fm( P), m = 1, ... , k, j = 1, ... , k does not vanish. Hence 

rank[~I(Pd ... ~APd] = k. 

f~(Pk) fd(Pk ) 

This verifies the existence of a divisor D of degree s with the required 
properties and in fact, shows that almost all divisors D of degree s would 
work. 

Finally, we need show the existence of divisors A ~ A' and B ~ B' such 
that (A,B)/D is integral. To this end consider L(D/ A'). Clearly (for s ~ t) 
r(D/ A') 2 t + 1 - s 2 1, and thus there is a non-constant function I E L(D/ A') 
such that (f) = Dl dA' and we may take A = Dl l . Similarly there is an 
integral divisor 12 such that B may be chosen as D1 2 . 
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III.S.lI. Theorem. Let M be a compact Riemann surface of genus g 2 4. 
Assume that M is not hyperelliptic. Let m be an integral divisor of degree 
:$. g - 1 with c(m) = 1. Then r(m - 1) :$. 2 (and thus deg m :$. 3) except possibly 
if g = 6. In this case it is possible that r(m- 1) = 3 and m2 is canonical. 

PROOF. Suppose that r(m - 1) > 2 . Let s = r(m - 1) - 2. Choose integral 
divisors A, B, D with deg D = s such that they satisfy (8.10.1), (8.10.2), and 
(8.10.3) with A' = m = B'. We use now (8.3.4) to obtain 

c(~,!)) + c«A,B)) :$. c(A) + c(B) = 2. 

From (8.10.2) we see that 

1 :$. s = deg D :$. deg(A,B) :$. deg A :$. g - 1, (8.11.1) 

and hence, 

1 < deg( AB ) < 2g - 3. 
- (A,B)-

Thus, by Clifford's theorem, 

cC~,!)) = 1 = c«A,B)). 

We now consider cases: 

Case I: r(l / (A ,B)) = 1. 

From the definition of Clifford index, 

1 = c( (A,B)) = deg(A ,B). 

But Proposition 111.8.9 implies that 

c(m2) = c(AB) :$. deg(A ,B) - c«A,B)) + 2(1 - s)= 2(1 - s). 

Since s 2 1 , we see by Clifford's theorem that s = 1, m 2 '" Z, and r(m - 1) = 3. 
Furthermore, 

1 = c(m) = deg m - 4, 

shows that deg Z = 2 deg m = 10 or g = 6. 

Case II : r(l /(A,B)) 2 2 (thus deg(A ,B) 23). 

In this case we may assume that (A,B) is the polar divisor of a function. 
(Note first that if P E M appears in the divisor (A,B), then 

Otherwise, 

( A,B)) ( 1 ) c "p = deg(A,B) - 1 - 2r (A,B) + 2 = c«A,B)) - 1 = 0, 
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contradicting that M is not hyperelliptic. A function belonging to 

L(A:B))\ PE~'B) L(:B)) 

(this is non-empty since every term in the finite union is of codimension 1 
in L(l /(A,B)) will necessarily have polar divisor (A,B).) We thus apply 
Corollary I to Proposition 111.8.8, 

2 = 2c(l21) 2 c(I21(~B)) + cCA~BJ (8.11.2) 

Since 121 and (A,B) have odd Clifford index, they also have odd degree. Hence 
I21(A,B) and 121/(A,B) have even degree and even Clifford index. Thus one 
of the terms on the right hand side of (8.11.2) must be zero. Since neither 
I21(A,B) nor 121/(A,B) is principal or canonical we are done. (If, for example, 
121/(A,B) were principal, then A ~ B ~ 121 ~ (A,B). Thus A = (A,B) = B, which 
clearly can be avoided from the beginning because r(D/I21) 2 r(I/I21) - s = 2.) 

D 

111.8.12. To change the pace slightly, we prove a result in linear algebra. For 
the proposition of this section, we will need some elementary results from 
algebraic geometry. 

To begin with, the set of r x r symmetric matrices can be viewed in a 
natural way as a vector space of dimension tr(r + 1) which we identify 
with 1[:(1 / 2)r(r + 1). 

Proposition. The set Vp of r x r symmetric matrices of rank S p is an irre­
ducible homogeneous, algebraic subvariety of 1[:(1 / 2)r(r+ 1) of dimension 
(1/2)p(p + 1) + p(r - p). 

PROOF. The points in Vp are those r x r symmetric matrices which satisfy 
the homogeneous equations of degree p + 1 obtained by equating all 
(p + 1) x (p + 1) subdeterminants to zero. Thus Vp is a homogeneous alge­
braic subvariety. Furthermore, for every T E Vp there exists an r x r matrix 
T such that 

T = 'TEpT, (8.12.1) 

where Ep is the diagonal matrix with ones along the first p diagonal entries 
and zeros on the remaining r - p diagonal entries. Thus Vp is connected 
and irreducible. To compute the dimension of Vp , we may consider only 
the matrices in Vp of rank precisely p. Consider such a 

T= - - EV - [.4 13J 
C D p 

with A a p x p non-singular symmetric matrix and thus B is a p x (r - p) 
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matrix ... etc. By (8.12.1) we see that there exists an r x r matrix 

T = [~ ~] 
such that 

'AB] = [,~ ~]. 
'BB C D 

From the above it follows that A is non-singular (' AA = A implies (det A)2 = 

det ii f= 0). We claim that ii, B uniquely determine C, D. It is clear that 
C = 'B. Further, since B = 'AB and A is non-singular i5 = t BB = 
'E('AA)-IE = 'EA - IE. Conversely, given a non-singular symmetric A as 
above, it can be written as tAA for some A. Also given an arbitrary E as 
above, we can define a matrix T of the above form. Thus we see that dim VI' 
is equal to the sum of the dimension of all possible A and the dimension 
of all possible E. 0 

Corollary. Let V be a k-dimensiollal pector space of symmetric r x r matrices. 
A sufficient condition for V n VI' to contain a non-tririal matrix is that 

r(r + 1) 1 
-2-- < k + :2 p(p + 1) + p(r - pl· 

PROOF. The vector space V is clearly an irreducible homogeneous subvariety 
of 1[( 1/2)r(r+ I). SO is ~. The intersection of two such varieties is never empty 
and in our case has dimension 

2.k + 1P(P + l)p(r - p) -1r(r + 1) 2. 1. o 

111.8.13. Theorem. Let M be a compact Riemanll surface ()( genus 9 and let 
A be an integral divisor of degree n 2. g. If r(A - I) > ±(2n + 7 - g), then 
there is an integral dipisor B 011 M with deg B :::; 111 al1d r(8- 1) 2. 2. 

PROOF. From the Riemann - Roch theorem, 

r(A - 2) = 211- 9 + 1. 

Let r = r(A - I). Let {II" .. ,f~ 1 be a basis for L(A - 1). Then jjfk E L(A - 2) 
for 1:-::;: j :-::;: k :-::;: r, and these !r(r + 1) elements are dependent (because 
1r(r + 1) 2. 312(2n + 8 - g)(211 + 12 - g) > 2n - 9 + I), and satisfy at least 
k = ~r(r + I) - (211 - 9 + 1) linearly independent symmetric relations of 
the form 

I ajkjjJ;" = O. 
j.k = 1 
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By the corollary to the previous proposition, a sufficient condition for the 
existence of a non-trivial rank ::;4 relation among these is that 

ir(r + 1) < k + 10 + 4(r - 4), 

which is precisely the condition imposed on r = rCA - I). By a change of 
basis in L(A - I), we may assume the relation is of the form (it cannot be 
of rank ::; 2) 

From here it is easy to get the desired conclusion. We use a variation of a 
previous argument. Let A = PI' .. Pn" Assume (in case of the relation of 
rank 3 set f2 = fl) 

j = 1, ... ,4 

(we are not assuming that Qj/ "# Pk for all j, /, k). Then 

Qll ... QlnQ21 ... Q2n = Q31 ... Q3nQ41 ... Q4n" 

Half the {Qlk; k = 1, ... , n} occur in {Q3k} or {Q4k} ' Say in the {Q3kJ. then 

( II) QIIQI2 ' " QIIl 
13 = Q31Q32 ... Q3n' 

and f = fdf3 has not more than n/2 zeros and is not constant. We can set 
B = the divisor of zeros off, and observe that lifE L(B- I ). 0 

Corollary. Let M be a surface of genus g 2 4. Then M carries a non-constant 
meromorphic function of degree::; t(3g + I). 

PROOF. Let D be a special divisor of degree n with ig ::; 11 ::; 2g - 2. The 
Riemann - Roch theorem implies that 

reD - I) = n - g + I + i(D) 2 11 - g + 2. 

The assumption that 11 2 ig implies II - 9 + 2 > t(211 - 9 + 7) and allows 
us to apply the theorem. We conclude that there exists an integral divisor 
B of degree ::; in, with L(B - I) 2 2. Choosing the integer n as low as possible. 
the Corollary follows. 0 

Remark. The above result generalizes Proposition 111.8.6. The inequality is 
not sharp. A surface of even genus g is always an n ::; ~{g + 2) sheeted cover 
of the sphere; the corresponding bound for odd genus is t(g + 3). Our 
methods do not produce these sharp results. 

111.8.14. We consider a special case of the preceding theorem. Let Z 
be an integral canonical divisor (then r(L I) = gJ. Note r(L - I) > 
t(2 deg Z + 7 - g) if and only if y > 3. Hence we obtain, in this case, from 
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Theorem IlI.8.13, an integral divisor B of degree :::;y - 1 with r(1 /B);:C: 2. 
Thus, also i(B) ;:c: 2. (The above also follows from the corollary to Theorem 
I1I.8.13.) 

We have produced the divisor B as a consequence of a quadratic relation 
of rank :::;4 among products of meromorphic functions. It could have 
equivalently been produced as a consequence of a quadratic relation of rank 
:::; 4 among products of abelian differentials of the first kind. Now, there 
are ~g(g + 1) such products and 3g - 3 linearly independent holomorphic 
quadratic differentials. Thus there are at least }g(g + 1) - (3g - 3) = 

}(g - 2)(g - 3) linearly independent symmetric relations 

9 

" a'kCP'qJk = 0 L. J J 
j,k = I 

among products of a basis {CPI" .. ,CPg} of abelian differentials of the first 
kind. The space of symmetric 9 x 9 matrices of rank :::; 4 has dimension 
4g - 6, and thus the dimension of the "space of relations of rank :::; 4" is 
at least 

(4g - 6) + 1(g - 2)(g - 3) -19(9 + 1) = (4g - 6) - (3g - 3) = 9 - 3. 

Thus (another loose statement), the dimension of the space of integral divisors 
of degree :::; 9 - 1 and index of specialty ;:c: 2 is ;:c: 9 - 3. The proofs of these 
assertions involve new ideas, and will be presented in Ill.ll. 

III.S.1S. The next lemma is both technically very useful, and explains 
what it means for a reciprocal of an integral divisor to have positive 
dimension. Roughly it says that for an integral divisor D, L(1 /D) has 
dimension ;:c: s if and only if D has s - 1 "free points", and gives a precise 
meaning to this statement. Note that since D is integral, s ;:c: 1. 

Remark. The lemma could have been established at the end of IliA. We 
have delayed its appearance because its proof uses techniques of this sec­
tion. In fact, we have already used and proved part of the lemma in IIl.8.10. 

Lemma. Let D be an integral dirisor on M. A necessary and sufficient condition 
for r(l /D) ;:c: s is : given any integral divisor D' of degree :::;s - 1, there is an 
integral dil'isor D" such that D' D" ~ D, Further, for sufficiency it suffices to 
assume that D' is restricted to any open subset U of M(s - I) , the (s - 1)­
symmetric product of M. 

PROOF. To prove the sufficiency, we assume r(I /D) = d and that {fl' . .. Jd} 
is a basis for L(I /D). As in III.8.1O, we construct a divisor D' = QI .. . QS-l 
such that rank (.h(Q), k = I, ... , d, j = I, ... , s -- 1, is precisely 
min {d, s - I} and such that none of the points Qj appear in D. If d :::; s - 1 
we would have that the only function which vanished at QI' . .. , Qs- I in 
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L(l /D) would be the zero function contradicting the fact that we can choose 
an integral divisor D" such that D'D" ~ D. Hence d ~ s. 

To show necessity assume that r(D - I) = s ~ 1. Note that for arbitrary 
divisor m and arbitrary point P EM, r(Pm - l ) ~ r(m - I ) - I. Now let D' be 
integral of degree ::;5 - 1. By the above remark, r(D'/D) ~ s - (s - 1) = 1. 
Now choose f E L(D'/D). Thus there exists a divisor D" such that D'D" ~ D. 

o 

111.9. Multivalued Functions 

We have on several occasions referred to certain functions as being (perhaps) 
multivalued, and then proceeded to show that they were single-valued. 
Examples of this occurred in the proof of the Riemann- Roch theorem (in a 
slightly disguised form), in the proof of the sufficiency part of Abel's 
theorem (Theorem 111.6.3), and in the section on hyperelliptic surfaces. In 
this section we give a precise meaning to the term multi valued function 
and generalize Abel's theorem and the Riemann- Roch theorem to include 
multivalued functions. Multivalued functions will also be treated in IV.4 
and IV.iI. Analytic continuation (= multivalued functions) is one of the 
motivating elements in the development of Riemann surface theory. 
Riemann surfaces are the objects on which multivalued functions become 
single-valued. This aspect of multi valued functions will be explored in IV.lI. 

111.9.1. Let M be a Riemann surface. By a fun ction element (f,U) on M , 
we mean an open set U c M and a meromorphic function 

f:U~ C u {oo }. 

Two function elements (f,U) and (g, V) are said to be equivalent at P E U (\ V, 
provided there is an open set Wwith PEW c U (\ Vand 

flW = glW. 

The equivalence class of (f,U) at P E U is called the germ of (f,U) at P and 
will be denoted by (f,P). It is obvious that the set of germs of all function 
elements at a point P E M is in bijective correspondence with the set of 
convergent Laurent series at P (in terms of some local parameter) with 
finite singular parts. We topologize the set of germs as follows. Let (f,P) be 
a germ. Assume it is the equivalence class of the function element (f,U) 
with P E U. By a neighborhood of (f,P), we shall mean the set of germs 
(f,Q) with Q E U. It is obvious that each connected component fF, of the 
set of germs, is a Riemann surface equipped with two holomorphic maps 

<F _ _ -'-ev""al_ ---+. C u {oo } 

.~ 
M 
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where 
eval(f,P) = f(P) 

proj(f,P) = P. 

127 

The verification of the above claims is routine, and hence left to the 
reader. In this connection the reader should see also IV.II. 

III.9.2. We shall be interested exclusively in a restricted class of compo­
nents .9' as above. Namely, we require that 

i. proj be surjective, and that 
ii . for every path c: 1-> M, and every f E .'9' with proj(f) = c(O), there 

exists a (necessarily) unique path c: I -> g; with C(O) = f and c = proj 0 c. 

We shall call c the analytic continuation of C(O) along c. 
Note that by the Monodromy theorem c(1) depends only on the homotopy 

class of the path c and the point C(O). (In the language of 1.2.4, we are con­
sidering only those components g; which are smooth unlimited covering 
manifolds of M.) 

111.9.3. Let M be a compact Riemann surface and 7t1 (M), its fundamental 
group. By a character X on 7t1(M) we mean a homomorphism of 7t 1(M) into 
the multiplicative subgroup of C, C* = C\ {O} . Since the range is commuta­
tive, a character X is actually a homomorphism 

X: H I(M) -> C*. 

The character X is normalized if it takes values in the unit circle {z E C; 
Izl = I}. If M has positive genus g, and {~1o ... '~29} = {aI, ... ,ag , blo . .. ,bg } 

is a canonical homology basis on M, then X is determined uniquely by its 
values on a canonical homology basis, and these values may be arbitrarily 
assigned. 

The set of characters on 7t I (M) forms an abelian group (under the obvious 
multiplication) that will be denoted by Char M. 

III.9.4. We are finally ready to define a multiplicative multivalued function 
belonging to a character X on M. By this we mean a component .9' of the 
germs of meromorphic functions on M satisfying the two properties listed 
in III.9.2 and the following additional property: 

iii. the continuation of any f E .'9' along a closed curve c leads to a point 
fl with 

eval fl = X(c) eval f. 

By varying the curve c in its homotopy class, it is easy to see that the above 
property holds or an open set; that is, as germs. 

III.9.5. We examine more closely a multiplicative function .'9' belonging 
to a character X. Let c be a closed path in M and c a path in .'9' lying above 
it (proj a C = c). For each point t E [0,1], the point c(t) is represented by a 
function element (Jr,U(t)) with U(t) open in M and c(t) E U(t). By the con-
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tinuity of the map c: J -> .? and the compactness of I, we can find a sub­
division 

and function elements (fo,V o), (f1,Vd, ... ,(fn,Vn) such that c(t) is the 
equivalence class of (h,V) for t E [tj,t j+ I], j = 0, . .. , n. Furthermore, if c 
is a closed path, c(O) = c(I), we may assume without loss of generality that 
V 0 = V n' We say that the function element (fn, V n) has been obtained from 
the function element (fo,V 0) by analytic continuation along the curve c. 
Since .? belongs to the character X, we see that 

!n = X(c)!o· 

Thus, we may view a multiplicative function .? belonging to a character 
X as a collection of function elements (f,U) on M with the properties 

(i) given two elements (fl> V d and (f2, V 2) in g;, then (f2, V 2) has been 
obtained by analytic continuation of (f1,V d along some curve c on M, and 

(ii) continuation ofa function element (f,V) in g; along the closed curve 
c leads to the function element (X(c)!,V). 

111.9.6. To define multiplicative differentials belonging to a character, we 
proceed as follows: Consider the triples (w,V,z) where V is an open set in 
M, z is a local coordinate on V, and w is a merom orphic function of z. If 
(WI' V,O is another such triple and P E V n V, then the two triples are 
said to be equivalent at P provided there is an open set W c V n V, with 
PEW, and for all Q E W 

d, 
O)I«(Z» dz = w(z), z = z(Q). 

Repeating the previous arguments, with this equivalence relation, one 
arrives at multiplicative (or Prym) differentials belonging to a character X. 
To fix ideas, this involves a collection of triples (w,V,z). If (wo,V o,zo) and 
(wn,V n,zn) are two such triples. then we can find a chain of triples 

.i = 0 . ... , n, 
such that 

.i = 0, ... , n - I, 
and 

Furthermore, if we continue an element (w.V.z) along a closed curve (' to the 
element (WI'V,Z), then 

WI(Z) = X(c)w(z), z = z(Q), QE V. 

III.9.7. It is quite clear that if h (j = 1, 2) is a multiplicative function be­
longing to the character Xj' then !J2 is a multiplicative function belonging 
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to the character XIX2 (fl l f2 is a multiplicative function belonging to XIX Z I 

provided f2 =I 0). Similarly, if Wj (j = 3,4) is a multiplicative differential 
belonging to the character Xj' then fl W3 is a multiplicative differential be­
longing to the character X IX3 and w3 1w4 is a multiplicative function belong­
ing to the character X3X4 I, provided W4 =I O. 

Proposition. If f =I 0 is a multiplicative function belonging to the character 
X, then df is a multiplicative differential belonging to the same character and 
dflf is an abelian differential. 

PROOF. We need only assure the reader that df is exactly what one expects 
it to be. Iff is represented by (f,U) on the domain of the local parameter z, 
then df is represented by (f'(z),U,z). D 

111.9.8. It is quite obvious that a multiplicative function (and differential) 
has a well-defined order at every point, and thus we can assign to it a divisor. 

Corollary 1. If f =I 0 is a multiplicative function, then deg(f) = O. 

PROOF. The order of fat P, ordpf, just as in the ordinary case, is given by 
the residue at P of dflf. Since dflf is an abelian differential, the sum of its 
residues is zero. D 

Corollary 2. If W =I 0 is a multiplicative differential, then deg(w) = 2g - 2. 

PROOF. Choose an abelian differential WI on M, WI =I O. Then wlw i is a 
multiplicative function belonging to the same character as w. Since deg(wJl = 
2g - 2, Corollary 1 yields Corollary 2. D 

111.9.9. If f is a multiplicative function without zeros and poles, then 
dflf = d(logf) is a holomorphic abelian differential. Letting {(I"" ,(g} be 
a basis for the abelian differentials of the first kind on M dual to the 
canonical homology basis, we see that 

and thus 
{P 9 

f(P) = f(Po) exp Jl L cj( j' with cj E C. 
Po j = I 

(9.9.1 ) 

The character X of the function f is then given by 

k = 1, ... , g, (9.9.2) 

k = 1, ... , g, (9.9.3) 

We shall call a character X as above inessential, and f as above a unit. 
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Proposition. If X is an arbitrary character, then there exists a unique inessential 
character X I such that X/ X I is normalized. 

PROOF. Assume 

x(ak ) = e'k + i'., 

x(bd = eUk + iv\ 

Sk' tk E ~, 

Uk' vk E ~, 

for k = 1, .. . ,g. To construct an inessential character XI with IXI(c)1 = 
Ix(c)1 for all c E H I(M), we choose constants Ck = rxk + ilh so that (compare 
with 9.9.1 , 9.9.2, and 9.9.3), 

and 

eF t ==eJ"1 =e k or I t """1 . t Re ',"" U 

9 

L Re CP[jk = Uk' 
j= I 

(9.9.4) 

To see that this choice is indeed possible and in fact unique, recall that we 
can write the matrix n = (njd as 

n = X + iY 

with Y positive definite, and thus non-singular. To solve (9.9.4) we write 
C = '(c)' .. . ,c9), rx = '(rx l , ... ,rxg), etc., ... , and note that we want to solve 

Re[(X + i Y)(rx + i/J)] = u. 

Since we have already chosen rx = s the equation we wish to solve is 

Re[(X + iY)(s + i/J)] = u, 

or what amounts to the same thing 

Y/J = -u + Xs. 

Since Y is non-singular there is a unique /J which solves this system of 
equations. 0 

Corollary. A normalized inessential character is trivial. 

111.9.10. Theorem. Every divisor D of degree zero is the divisor of a unique 
(up to a multiplicative constant) multiplicative function belonging to a unique 
normalized character. 

PROOF. Let D = PI ... Pr/QI ... Qr with Pj i= Qk allj, k = 1, ... , r > O. If 
fj is a multiplicative function belonging to the normalized character Xj 
(j = 1,2), and (f) = D, then fdf2 is a multiplicative function without zeros 
and poles. Thus, X IXl I is inessential and normalized; hence trivial. Thus 
it suffices to prove existence for the divisor D = PI /QI' with PI ,QI EM, 
PI i= QI' Recall the normalized abelian differential !p,Q, introduced in 
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III.3.6. Define 

f(P)=exp fP !PQ ' Jpo 1 I 

The character to which f belongs is not necessarily normalized. But the 
arguments in 111.9.9 showed how to get around this obstacle. 0 

Corollary. Every divisor D of degree 2g - 2 is the divisor of a unique (up to a 
multiplicative constant) multiplicative differential belonging to a unique 
normalized character. 

PROOF. Let Z be a canonical divisor, and apply the theorem to the divisor 
of degree zero DjZ . 0 

111.9.11. Theorem. Every character X is the character of a multiplicative 
function (that does not vanish identically). 

PROOF. Let {a l , ... ,ag,b l , . .• ,bg} be a canonical homology basis on M. 
It is obvious that X may be replaced (without loss of generality) by XXI with 
X 1 inessential (a unit always exists with character X d. Since the value of an 
inessential character can be prescribed arbitrarily on the "a" periods (see 
III.9.9), we may assume 

x(a) = 1, )=I, .. . ,g. (9.11.1) 

Furthermore, writing 

X(b) = exp(p), ) = 1, . .. , g, 

and fixing e > 0, we may assume in addition 

)=I, ... , g. (9.11.2) 

(For if X is arbitrary and satisfies (9.11.1), then choose an integer N > ° so 
that 

IP) NI < e, ) = 1, .. . , g. 
Set 

) = 1, ... , g. 

If f is a function belonging to the character X, then fN is a function belonging 
to the character X.) Let us now fix a single parameter disc U on M with local 
coordinate z. We may assume U is equivalent via z to the unit disc. Choose 
a point (Zl' ... ,Zg) E ug such that the divisor D = Pl' . . Pg (P j = Z- I(Z)) is 
not special. (This is, as we have previously seen, always possible.) We use 
once again the normalized abelian differential! PQ of the third kind (intro­
duced in I1I.3). 

We define 
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where 2 = (21, . . . ,Zy) E V g is a variable point, and Po f/= V . For fixed 2 we 
get a multiplicative function with character XI satisfying (9.11.1). This is, 
of course, a consequence of the fact that Sak 7: PQ = 0, for k = 1, . .. , g. Further-
more, 

(9.11.3) 

by the bilinear relation (3.6.3), where {( I, . . . ,(g} is the normalized basis 
for the abelian differentials of the first kind dual to the given holomogy 
basis. 

Now (9.11.3) obviously defines a holomorphic mapping c1J: vg -> I[:g 

c1J = (c1J I , ... ,c1Jg) 

c1Jk(2) = exp ± 2ni fJ ( k 
j = 1 zJ 

c1J(ZI, .. . , Zg) = (1 , . . . ,1). 

The theorem will be established if we show that c1J covers a neighborhood 
in I[:g of (1, . .. ,1). By the inverse function theorem it suffices to show that 
the Jacobian of c1J at (ZI,' . . ,Zg) is non-singular. Write 2ni( j(z) = cpj(z)dz in 
terms of the local coordinate z, and note that 

j, k = 1, . . . , g. 

Thus, we have to show that the matrix 

~
CPI(ZI) CP!(Z2) 
CP2(Ztl .. . 

cPg(z d 

. .. CP!(Zg)J 
CP2(Zg) 

CPg(Zg) 

is non-singular. If this matrix were singular, then a non-trivial linear com­
bination of the rows would be the zero vector in (:Y. That is (since ( [, . .. , (g 
are linearly independent), there would be a non-zero abelian differential of 
the first kind vanishing at P [, ... , P g , contradicting the assumption that 
the divisor D is not special. D 

Remark. The reader should notice the similarity between the proof of the 
above theorem and the proof of the Jacobi inversion theorem. 

111.9.12. Let ~ be an arbitrary divisor on M. In analogy to our work in IlIA, 
we define for an arbitrary character X, 

L)'11) = (multiplicative functions f belonging to the character X such that 
(f) ~ ~ }, 

r x<~) = dim Li~), 
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Qx(lH) = {multiplicative differentials w on M belonging to the character X 
such that (w) ~ IH}, and 

i1.(IH) = dim QilH). 

Theorem (Riemann-Roch). Let M be a compact surface of genus g, and X 
a character on M . Then for every divisor IH on M, we have 

(9.12.1) 

PROOF. Choose a multiplicative function 0 t= f belonging to the character X· 
(Theorem 111.9.11 gives us the existence of such an f.) Then 

(9.12.2) 

and 
(9.12.3) 

Thus 
(9.12.4) 

We apply now the standard Riemann - Roch theorem (4.11) to the divisor 
1H(f) and obtain 

r((IH(f» - I) = deg((IH(f») - g + 1 + i(IH(f», 

which is equivalent to (9.12.1) in view of (9.12.4) and the fact that 

deg(IH(f» = deg IH + deg(f) = deg IH. 

Remark. The isomorphisms established in (9.12.2) and (9.12.3) are also useful 
in their own right. 

111.9.13 An important class of characters are the so-called nth-integer 
characteristics. Let {ai, ... ,ag, bl> ' . . ,bg } be a canonical homology basis on 
M. Consider an integer n ~ 2 and a 2 x g matrix 

[ e] _ [el /n, ... ,eg/n] 
e'. e~ /n, ... ,e~/n 

with ej'e) integers between 0 and n - 1. The symbol [no will be called an 
nth-integer characteristic. It determines a normalized character X on M via 

x(aj) = exp(2niej/n), 

x(b) = exp(2nil:j/n), j = 1, ... ,g. 

It is clear that for every multiplicative function f belonging to such a 
character X, If I is a (single-valued) function on M, and f itself lifts to a function 
on an n-sheeted covering surface of M. Furthermore, we can construct such 
an f by taking nth roots of a meromorphic function h on M provided (h) 
is an nth power of a divisor on M (that is, provided the order of zeros and 
poles of h are integral multiples of n). 
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III.9.14. Proposition. For X E Char M, 

i(I)={g x g _ I 
if X is inessential, 
if X is essential. 

PROOF. The Riemann-Roch theorem says : 

rc ,(I) = -g + 1 + ix(1) . 

Thus, iiI) 2: g - 1, and ix(1)::;; g. Furthermore, ix(l) = g if and only if there 
is an f E Lx - 1 (1), f t= O. Since such an f must be a unit if it is not identically 
zero, we are done. 

1II.9.15. We end this section with the statement of Abel's theorem for mul­
tiplicative functions belonging to a character x. The proof is omitted since 
it is exactly the same as the proof already studied (in III.6.3). 

Theorem (Abel). Let D E Div(M), X E Char M. A necessary and sufficient con­
dition for D to be the divisor of a multiplicative function belonging to the 
character X is 

1 gIg 

cp(D) = -. L log x(b)e() - 2nl. ).L= 1 log x(a)n{J) (mod L(M)), 
2m j = 1 

and 
deg D = O. 

111.9.16. Exercise 

Define a mapping 

<p:Char M -+ J(M) 

as follows. For X E Char M, select a non-constant meromorphic function f belonging 
to the character X· Let <p(X) = <p( (f)), where, as before, <p( (f)) is the image of the divisor 
(f) in the Jacobian variety. Show that: 
(I) The mapping <p is a well defined group homomorphism. 

(2) The mapping <p is surjective. 

(3) X E Kernel <p if and only if X is an inessential character. Conclude that as groups 

J(M) ~ Char M/(lnessential characters on M). 

(4) Obtain an alternate proof of the Jacobi inversion theorem as follows. First show 
that every e E J(M) is the image of a divisor of degree zero. (We established this fact 
by the use of the implicit function theorem.) Thus every e E J(M) is the image 
of some X E Char M. Now use Theorem III.9.12 (Riemann- Roch) to show that 
rx(1 /Pb) = 1. Thus there is a multiplicative function belonging to the character X 
with::; 9 poles. Jacobi inversion follows from this observation. The same method 
(see III.1!) can also determine the dimension of the space of divisors of degree 9 that 
have image e. 

Remark. The reader should at this point review the remark at the end of II 1.9. I I. 
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111.9.17. Exercise 

(1) Let P E M and let z be a local coordinate vanishing at P. Let nEZ, n ;;:: 1. By a 
principal part (of a meromorphic function) at P we mean a rational function of z of 
the form 

- I 

f(z) = I ak!'· 
k = - n 

(2) Let {Ph ' " ,Pm} be m distinct points and Zj a local coordinate vanishing at Pj' 
Let jj be a principal part of a merom orphic function at Pj (in terms of the local 
coordinate zJ The collection F = {II> ... ,fm} will be called a system of principal 
parts at {PI"" ,Pm}. 

(3) Let F be a system of principal parts at {P I, ... ,Pm}. Let ep be an abelian differential 
on M that is regular at Pj for j = 1, . .. , m. Then 

F(ep) = I Respj jjep 
j~1 

is a well-defined linear functional on the space of all such ep. In particular, F induces 
a linear function on Jf'1(M), the vector space of holomorphic differentials on M. 

(4) Let X E Hom(H I(M),C); that is, X is a homomorphism from the first homology 
group of M into the complex numbers. By an additive multivalued function belonging 
to X we mean a component 9'ofthe germs of merom orphic functions on M satisfying 
the two properties listed in I1I.9.2, and (iii) ' the continuation of any f E .'#' along a 
closed curve c leads to fl E 9' with 

eval fl = eval f + X(c). 

Show that for every additive function 9', d9' is a (well-defined) holomorphic 
differential. Further 9' defines a system of principal parts and this induces a linear 
functional on Jf'1(M). 

(5) Using the normalized abelian differentials of the second kind introduced in III.3, 
show that 
(a) Every system of principal parts is the system of principal parts of an additive 

function. 
(b) For every X E Hom(H I(M),C) there is an additive function belonging to X. 
(c) Let {a l , • .. ,ag , bl>'" ,bg } be a canonical homology basis on M. A homomor­

phism X E Hom(H I(M),C) is called normalized if x(a) = 0, j = 1, ... , g. Show 
that every system of principal parts belongs to a unique normalized homomor­
phism. 

(6) Prove that a system F of principal parts is the system of principal parts of a 
(single-valued) meromorphic function on M if and only if F induces the zero 
linear functional on Jf'1(M). 

(7) Use the notation of I1I.3, and show that 

where 

'PQ = I (C1. jzi)dz at P, 
j = O 
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and 

R, P, Q, are three distinct points on M. 

(8) Let F be a system of principal parts at {Pl • ... ,Pm }. Let Q be arbitrary but distinct 
from Pi' j = 1, ... , m. Define for P ¥ Pi' P ¥ Q, 

Show that E agrees on M\ [ PI ' .. . • P m,Q: with the unique (up to additive constant) 
additive function .~ with F as its system of principal parts and belonging to a 
normalized homomorphism. 

111.10. Projective Imbeddings 

Throughout this section, M is a compact Riemann surface of genus g 2 2, q 
is an integer 21, and d = dim ytq(M) (=g for q = 1, =(2q - 1)(g - 1) for 
q 2 2). We show that every such surface M can be realized as a submanifold 
of three-dimensional complex projective space. 

111.10.1. We have seen that for each P EM, there is aWE ytl(M) with 
w(P) =f. 0 (thus also wq E .fl'q(M) with wq(P) =f. 0). Let g I , . . . ,(d} be a basis 
for .fl'q(M). The preceding remark shows that we have a well-defined 
holomorphic mapping, called the q-canonical mapping, of M into complex 
projective space 

O:M -+ IPd - l , 

where O(P) is given by «( I(P), .. . ,(AP)) in homogeneous coordinates. We 
are using here our usual conventions: Let Z be any local coordinate on M. 
Express the differential 

C = <(Jj(z)dzq 

in terms of this local coordinate. Then 

O(z) = (<(JI(Z), ... ,«Jd(Z)) 

in terms of the local coordinate z. The image of P E M in IPd - I is clearly 
independent of the choice of local coordinate used, and a change of basis of 
ytq(M) leads to projective transformation of IPd - I. Hence the map 0 is 
canonical, up to the natural self-maps of projective space. 

111.10.2. Theorem. The q-canonical holomorphic mapping 0 : M -+ IPd - 1 is 
injective (and of maximal rank) unless q = 1 and Mis hyperelliptic or g = 2 = q. 
In these exceptional cases 0 is two-lo-one. 

PROOF. Assume that for P EM, 2 is a "q-gap" (that is, there exists a holo­
morphic q-differential with a simple zero at P). Then by choosing a basis for 
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.Yfq(M) adapted to P, we see that (z = local coordinate vanishing at P) 

Thus 

<PI(Z) = (1 + O<izl))dzq, z --+ 0, 

<P2(Z) = (z + 0<lzI2) d~, z --+ 0. 

<P2 (z) = Z + 0(lzI2), 
<PI 

z --+ 0, 

and we conclude that () has a non-vanishing differential at P (z = 0) and is, 
hence, of maximal rank at P. 

Now assume there exist P and Q E M, P -# Q, with ()(P) = ()(Q). By 
choosing a basis adapted to P as above, we see that in homogeneous co­
ordinates 

()(P) = (1,0, ... ,0). 
~ 

(d - I)-times 

Thus, if ()(P) = ()(Q), we must have, 

()(Q) = (A,O, ... ,0), 
~ 

(d - I)-times 

In particular, we see that every holomorphic q-differential that vanishes 
at P also vanishes at Q, or 

(10.2.1) 

since L(Z - q P) and L(Z - q PQ) are isomorphic to the vector spaces of holo­
morphic q-differentials which vanish at P and P and Q, respectively. Hence 

(10.2.2) 

Let us assume q = 1, and use (10.2.2) and Riemann- Roch to compute 

r(p~) = 2 - 9 + 1 + r(PQ/Z) = 2. 

Thus M must be hyperelliptic. Next we assume q > 1, and compute 

r(Z - qPQ) = q(2g - 2) - 2 - 9 + 1 + r(Zq - I/PQ) 

= (2q - I)(g - I) - 2 + r(Zq - I/PQ). 

Now for (10.2.2) to hold we must have that 

r(Zq - I/PQ) = I; 
which implies that 

deg(Zq - 1/ PQ) :::; 0. 

This last statement is equivalent to 

(q - 1 )(g - I) :::; 1. 
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Since g ~ 2 and q ~ 2, this is only possible for g = 2 = q. Note that the above 
argument also establishes that for each P E M, 2 is a "q-gap" except if g = 2 = 
q or q = 1 and M is hyperelliptic. 

111.10.3. To study the excluded cases, we represent a hyperelliptic surface 
Mby 

W Z = (z - ed · ·· (z - ezg+z) 

with distinct ej . We have seen that a basis for J't'1(M) is then 

{ dZ zdz Z9 - 1 dZ} 
- , - , . .. , --- . 
IV IV IV 

Thus in affine coordinates 

8(P) = (l,z(P), ... ,z(pr 1). 

Thus (] is clearly two-to-one in this case (since z is two-to-one), and not of 
maximal rank at the Weierstrass points z - t(eJ. 

For the other excluded case (q = 2 and g = 2), M is hyperelliptic again. 
A basis for J't'z(M) is 

Again 
(](P) = (l,z(P),z(P)z) 

is independent of IV, and the 2-canonical map (for genus 2) is two-to-one, and 
not of maximal rank at the Weierstrass points. 0 

111.10.4. Since the image of a compact manifold under an analytic mapping 
of maximal rank is a sub-manifold, we have obtained 

Corollary 1. Every Riemann surface of genus ~ 2 is a submanifold of a complex 
projective space. 

Corollary 2 

a. Every non-hypereliiptic surface of genus 3 is a submanifold of [p2. 

b. Every other surface of genus g ~ 2 is a submanifold of [p3. 

PROOF. Part (a) has already been proven. We have also seen that every surface 
is a submanifold of [pd- 1 for large d. Now assume that a Riemann surface 
M can be realized as a submanifold of IPk for k > 3. Call a point x E [Pk\ M 
good, provided for all P E M, the (projective) line joining x to P is neither 
tangent to M at P, nor does it intersect M in another point. Say that we can 
find a good point x. We may assume that 

x = (1,0, . .. ,0). 
'---v-' 

k-times 
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A line L through x may be represented thus by any other point y on it. 
Since y -# x, y = ()'O)I, ... )k), where (AI, ... )d = y(L), determines a well 
defined (depending only on L) point in IPk - I. Now the mapping 

M 3 P f--+ y(L) E IPk - l , 

where L is the line joining x to P, is a one-to-one holomorphic mapping of 
maximal rank. Thus we are reduced to finding good points. The tangent 
lines to M form a two-dimensional subspace of IP\ and the lines through 
two points of M form a three dimensional subspace of IPk. Thus a good point 
(a point not in the union of these two subspaces) can certainly be found 
provided IPk has dimension ;;::: 4. 0 

We also saw in the above proof that the embedding of M as a submanifold 
of 1P3 can be achieved by using 3 or 4 linearly independent holomorphic 
q-differentials (q = 1 except in the few exceptional cases). We will show in 
IV.11 that every two meromorphic functions on M are algebraically depen­
dent. Hence we will also have 

Corollary 3. Every compact Riemanll surface of gellus g ;;::: 2 call be realized 
as all algebraic submallifold of 1P3. 

111.10.5. Let S be a non-singular curve of genus g in IPg-· I . The curve S is 
called canonical if it is the image of a compact Riemann surface of genus g 
under the I-canonical mapping. Let e: M -+ lPy-1 be the canonical mapping 
and assume that M is not hyperelliptic. Let (z I' ... ,Zg) be homogeneous 
coordinates on IPg- I and let (ai' ... ,ag ) E CY - {O}. The hyperplane 0 = 
13=1 (XiZi in lPg-I intersects 8(M) at P if and only if P is a zero of the 
non-trivial holomorphic differential L~= I ai',. We have established the 
necessity part of the following 

Theorem. Let S be a non-singular curve of genus g ill lPg - I. Theil S is 
callonical if alld ollly if S is nOll-degenerate (that is, the curve does not lie in 
any hyperplalle in projective space) and of degree 2g - 2 (that is, the curve 
intersects every hyperplane ill 2g - 2 points, countillg multiplicities). 

PROOF. The theorem is the geometric interpretation of the following obser­
vation. Let D be a divisor of degree 2g - 2 on a compact Riemann surface 
of genus g. From Riemann- Roch 

r(I /D) = g - 1 + i(D). 

Now i(D) = I if and only if D is canonical (otherwise i(D) = 0). Thus 
r(I/D) = g - 1 whenever D is not canonical 

Necessity has already been shown. For sufficiency, assume that S is 
a non-degenerate curve of degree 2g - 2 in IPg-l. For j = 1, ... , g, 

the hyperplane {Zj = O} intersects S in 2g - 2 points in the divisor 
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Dj = PljJ · ·· PYJ- z. Then fj = ziz, is a meromorphic function on S with 
(fj) = Dj / D,. We claim that the functions /" . . . , /g are linearly independent. 
If not, there exist constants (Xl' ... , (Xg' not all zero, such that 

9 

L (Xjfj(P) = 0 all PES. 
j = 1 

Thus S is contained in the hyperplane L}=I (XjZj = 0 contrary to the 
non-degeneracy assumption. Since the divisor Dj is canonical, there exists a 
holomorphic differential Wj on S with (Wj) = Dj . Hence for j = 1, ... , g, there 
exists a non-zero complex number Aj such that fj = Aj(wiwI); of course, 
Al = 1. Thus the mapping of S into projective space using the functions 
{I, /z, ... ,fg} differs from the map using the (linearly independent) differ­
entials {WI' ... ,wg} by the projective transformation diag(1, A2, ... ,Ag). The 
first mapping is the identity and the second is canonical. 0 

111.10.6. We will study an interesting map 8: M -> 0:1>9. Here M is a compact 
hyperelliptic Riemann surface of genus g:2: 2. Let PI' ... , PZg + Z be the 
Weierstrass points on M. Let us choose the function z of degree 2 on M 
with (z) = N /Pig+z' The map 8 into projective space is obtained using 
the (g + I)-dimensional space of meromorphic differentials Q(1 /PI PZ )' If 
we view M as the algebraic curve W Z = rU~il (z - e), then ej = z(~), 
j = 1, ... , 2g + t, eZg +z = z(PZ9+ 2 ) = 00 (e l = 0, of course). A basis for 
Q(I /PIPz) is 

{ dz z dz zg - I dz dZ} 
Wo = - , WI = - , ... , W9- 1 = ---, Wg = ( )( ); w w w z - e l z - ez 

we note from 111.7.5 that 

j = 0, ... , g - I, 

and 

In affine coordinates 

8(P) = (t, z(P), ... , Z(p)g - I, (z(P) _ e~;~(p) - ez»)' 
for P i= ~, j = t, . .. , 2g + 2. Thus for P and Q not Weierstrass points 
8(P) = 8(Q) if and only if P = Q (for z(P) = z(Q) and P i= Q implies 
w(P) = -w(Q». The map 8 is also of maximal rank at the non-Weierstrass 
points. Further, none of the components of 8(P) vanish. 

Let, be a local coordinate vanishing at PI' There exist holomorphic and 
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non-vanishing functions tPo, ... , tPg with 

zj dz = r2jA..(r) dr P f . ° 1 ." '1'''' ." near I or ] = , ... , g - , 
W J 

and 

Thus for 1(1 small, 

9(0 = ((tPo(O, (3 tPI (0,···, (2g-l tPg _I (0, tPg(()); 

in particular, 

9(PI ) = (0, ... ,0,,.1.1) for some non-zero complex number AI. 

Similarly, 

9(P2) = (0, ... ,0,,.1.2) for some non-zero complex number ,.1.2' 

and we see that 
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It is clear that 9 is of maximal rank at both PI and P2 · At F), j = 3, ... , 
2g + 2, 9 is also of maximal rank and the g-th component of 9(F) vanishes. 
It is also easy to see that 9(F) of. 9(Pd for 3 ~ j < k ~ 20 + 2, because the 
canonical map already discriminates between these points. 

If L}=o rJ.jZj = ° is a hyperplane on ~1>9, then 9(M) intersects this hyper­
plane in the zeros of the abelian differential L}=o rJ.jWj. This intersection will 
(generically) consist of 2g points (provided rJ.g # 0). Thus 9(M) is a curve of 
genus g and degree 2g in [Pg with a single double point (the image of the 
points PI and P2 ). 

Consider the case g = 2. In this situation, the defining equation for the 
curve 9(M) is obtained by letting W = w/z(z - 1) (without loss of generality 
el = 0, e2 = 1, e6 = (0) as 

W 2 = _(z_-_e-,,--3 )_(_Z _-_e_4,-)_(z_-_e~s) 
z(z - I) 

or in homogeneous coordinates as 

Z(Z - Y) W2 = Y(Z - e3 Y)(Z - e4 Y)(Z - es Y). 

EXERCISE 

Carry through the above analysis for non-hyperelliptic surfaces; also for hyper­
elliptic surfaces but do not assume that PI and P2 are Weierstrass points. 
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IILIl. More on the Jacobian Variety 

This section is devoted to a closer study of various spaces of divisors on a 
compact Riemann surface M, and the images of these spaces in the Jacobian 
variety J(M). We show that J(M) satisfies a universal mapping property 
(Proposition 111.11.7). The technical side involves the calculation of di­
mensions of subvarieties of J(M). The most important consequence is 
Noether's theorem (1II.11.20). Throughout the section, we assume that the 
reader is familiar with elementary properties of complex manifolds of di­
mension> 1. 

111.11.1. By a complex torus T, we mean the quotient space, T = C"/G, 
where G is a group of translations generated by 2n IR-linearly independent 
vectors in C". A torus T is thus a group (under addition modulo G) and a 
complex analytic manifold with the natural projection 

p: c n -> T, 

a hoI om orphic local homeomorphism. 
We introduce now some notation that we will follow throughout this 

section. If U E T, then fi E C" will denote a point with p(fi) = u. The gener­
ators of G will be denoted by the column vectors n(1 >, .. . , n(2n) E C". The 
j-th component of the vector n(k) will be denoted by rr jk . The n x 2n matrix 
(rrjk) = n will be called the period matrix of T. 

Our first observation is that the 2n x 2n matrix nn is non-singular. 
To see this, assume that there exists a vector C E C2n such that [~] c = 

[~~] = O. Then n(e + c) = 0 = n(e - c). Thus Re c = 0 = 1m c, by the 
IR-Iinear independence of the columns of n. Thus c = O. 

Hence we have for 'x, 'y E C", 'e E C2n the equation (x,y)[H] = c has a 
unique solution. In particular if C E 1R 2n C C2n, then 

xn + yfl = c = C = xfl + tin. 
or 

(x - y)n + (y - x)fl = o. 
Thus x = y, and 

c = 2 Re(xn). (11.1.1 ) 

111.11.2. Since G acts fixed point freely on C", rrdT) ~ G, and since G is 
abelian H 1(T,Z) ~ G. As a matter of fact, the paths corresponding to the 
columns of n (that is, 

t E [0,1], k = 1, ... , 2n) 

project to a basis of H 1(T,Z). We observe next that the holomorphic 1-
differentials, dfij are invariant under G, and hence project to holomorphic 
I-differentials dUj on T. 
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Remark. Let V be a complex manifold of dimension m. By definition, a 
holomorphic I-form w on V is one that can be written locally as dF for some 
locally defined holomorphic function F on V, or in terms oflocal coordinates, 
Z = (Z1>' .. ,zm), as 

m 

w= L Jj(z)dz j , 
j= I 

with Jj holomorphic. In particular, w is closed. Since 

we also have 

m m 8j. 
dw = L L .--.1. dZk /\ dZ j = 0, 

j=1 k=1 8zk 

all k, j = 1, . .. , m. 

Lemma. The projections to T of the differentials dUI, . .. , dUn form a basis 
for the holomorphic I-differentials on T, that will be denoted by {du I, ... , dUll]' 

PROOF. Let {a l , ... ,azn } be a basis for HI(T,71.) corresponding to the gener­
ators of G. Then 

j = I, . . . , n, k = 1, . . . , 2n. 

Thus, letting C E [R2n, it follows by (11.1.1) that there is a unique vector' x E C" 
such that 

k = I, .. . , 2n. (11.2.1) 

Now (11.2.1) shows that the differentials du l' du 2 , • • . , dUll are linearly inde­
pendent over IC. Furthermore, given any holomorphic I-differential b on T, 
there exists a differential w = Li= I Xj dUj such that 

k = 1, . .. , 2n. (11.2.2) 

Define a function F on T by 

F(P) = Re S: (b - w), PET. 

By (11.2.2), F is well-defined. Since b - w is holomorphic, F is locally 
the real part of a ho\omorphic function. Thus F satisfies the maximum (and 
minimum) principle. Since T is compact, F is constant and thus = O. By the 
Cauchy- Riemann equations 

and thus b = w. D 
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Definition. By du we will denote the column vector of I-differentials 
'{du l , .•. ,dun}. 

Remark. The notation of this section involves some abuse of language. The 
closed differentials dUj are not exact (the dUj are exact). 

111.11.3. Let V be any connected compact m-dimensional complex an­
alytic manifold, and let {/>: V --+ T be a holomorphic mapping. Let z = 
(ZI" .. ,zn) be a local coordinate at a point (/>(P) E T. If w is a holomorphic 
I-form on T, then locally 

n 

W = L jj(z)dzj • 
j; I 

Let ( = ((I, ... ,(m) be a local coordinate at P on V. The pullback of w via {/>, 
{/>*w, is the holomorphic I-form defined in terms of the local coordinate ( by 

m 

{/>*w = L gj(OdC, 
j; I 

where we write Z = h(O = (hl(O, ... ,hn((», and 

n ah k 
gj(O = JI fk(h((» 0(/ j = 1, ... , m. 

Let b J, .. . , bn denote the pullbacks of du I, ... , dUn via (/>. Let b be the column 
vector formed by the bj , and p be, as before, the projection from en --+ T. 

Proposition. Let PoE V. Then 

cJ>(P) = cJ>(Po) + p(f~ b)' (11.3.1) 

PROOF. Since b = cJ>* du, and 

b = du = (/>(P) - cJ>(p 0) l p f<Z>(P) 

Po <Z>(Po) 
(11.3.2) 

modulo periods, the result is clear. o 

111.11.4. Corollary. Let {/>j: V --+ T be holomorphic mappings for j = 0,1. 
Assume {/>o is homotopic to cJ>1' Then there exists a Co E T such that 

PROOF. Since cJ>0 is homotopic to cJ>J, there exists a continuous function 

cJ>:V x 1--+ T 
(l = [0,1 J) such that 
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Thus for every closed curve a in V, <1>o(a) is homotopic to <1>1 (a). Let J(j) = 
<1>/du. From (11.3.2) we see that J~O) = J~I) (since they have the same periods 
over every closed curve a on V). Thus <1>0 and <1>1 satisfy (11.3.1) with the 
same J. 0 

111.11.5. Let TI = em/G1 and T2 = C"/G2 be two complex tori. Let 
<1>: T 1 -> T 2 be a holomorphic mapping. As above, let J = <1>* duo Then there 
exists an n x m matrix A such J = A dv where dv = I {dv I, .. . ,dvm} is a 
basis for the holomorphic 1-forms on T I . Hence, as a consequence of the 
previous proposition, the map <1> can be written in the form 

<1>(P) = P2 0 A 0 pil(P) + co, 

for some Co E T2. (Since A is an n x m matrix it also represents a linear 
transformation from em into C".) 

We have thus established the following 

Proposition. The only holomorphic maps of a complex torus into a complex 
torus are the group homomorphisms composed with translations. 

111.11.6. By an underlying real structure for the complex torus T = C"/G 
we mean the real torus [pl2n/2 2n together with the map [pl 2n/2 2n -> T induced 
by the linear map 

We have seen (as a consequence of Proposition 111.11.5) that any 
endomorphism of T is induced by a linear transformation A : en -> C" that 
preserves periods. Thus if A represents the matrix of this linear transformation 
with respect to the canonical basis for en, then there exists a 2n x 2n integral 
matrix M such that All = n M . The matrix M now induces an endomorphism 
of the underlying real structure. The endomorphism A is completely deter­
mined by M (since nn is nonsingular), and the following diagrams commute: 

n , e n [pl2n / 22n _--=.:.n_--->, T 

1A 1M 
n , e n [pl2n / 22n _--=.:.n_ --->, T 

which is simply another way of saying All = llM. 
It follows immediately from the previous remarks that a holomorphic 

injective map of one complex torus into another torus of the same dimension 
is necessarily biholomorphic. If II I and II 2 are the period matrices of the 
two tori, the map can be represented by a matrix A: en -> en such that 
All 1 = n 2M for some M as above. It is necessarily the case that both A and 
M are non-singular. Thus we have established the following 
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Proposition. Two complex tori T 1 = Cn/G I and T 2 = em /G 2 are holomorphi­
cally equivalent if and only if n = m and there are matrices A E GL(n,q, 
ME GL(2n,Z) such that Aill = Il2M where ~ is a period matrix of 1), 
j = 1,2. 

Let A represent an endomorphism of a complex torus 

A:C"/G -+ C"/G. 

Let II I, II 2 be two period matrices for this torus. Then for some M j E 

GL(2n,Z), 

Further, 

ME GL(2n,Z). 
Thus 

IIIMIM = AIIIM = AII2 = II2M2 = IIIMM2' 

and hence (since III: [R2n -+ C" is an isomorphism) 

MIM = MM 2 . 

It thus follows, since M is non-singular, that trace M 1 = trace M 2 ' 

Corollary. The trace of the endomorphism A is well defined by setting it equal 
to trace M 1 (or M 2)' 

111.11.7. We return now to the situation of III.6. Let M be a compact 
Riemann surface of genus g > 0, '{a,b} a canonical homology basis on M, 
and {() the dual basis for J(l(M). As before II denotes the period matrix 
of the surface. (Here II is a 9 x g matrix.) Let J(M) be the Jacobian variety 
of M; it is, of course, a complex torus (with period matrix (I,ll)). Let cp be 
the mapping of Minto J(M) with base point Po previously defined. Note 
that cp*duj = (j,j = 1, ... , g. 

Now let <P: M -+ T be any holomorphic mapping of M into a complex 
torus T = C" /G. Let {du l , ... ,dUn} be a basis for the hoiomorphic differentials 
on T. Let bj = <P *dv j E J(I(M). Since {O is a basis for J(l(M), there are 
unique complex numbers ajk such that 

9 

bj = I ajk(k , 
k= 1 

j = 1, ... , n, 

(or () = A(, b = '{b l , . . . ,bn ], A = (a jk )). Then 

C y '3 U f--> piAu) + <P(P 0) E T 

defines a unique mapping 

IjJ:J(M) -+ T. 
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It now follows from (11.3.1) that 

4> = tf; 0 ({J. 01.7.1) 

We have established the following 

Proposition. Let 4> :M --+ T be a holomorphic mapping of a Riemann surface 
M into a complex torus T, then there exists a unique holomorphic mapping 
tf;: J(M) --+ T such that (11.7.1) holds. 

The above proposition shows that J(M) is determined by M up to a 
canonical isomorphism. The mapping ({J is, of course, determined up to an 
additive constant by the canonical homology basis on M. 

111.11.8. We have seen in II 1.6, that the mapping qJ extends to divisors 
on M. Let w" be the image in J(M) of the integral divisors of degree II. Set 
by definition Wo = {O}. It is then clear that 

(because qJ(D) = ({J(DP 0) for every divisor 0) and Wg = J(M) (Jacobi inversion 
theorem). 

Let W~ be the set of points in J(M) which are images of integral divisors 
o that satisfy the two conditions deg D = nand r(D- 1 ) ~ r + 1. Thus W; 
consists of the complete g~'s as defined in 111.4.13. Denote by K the image 
under qJ of the canonical (integral) divisors. By Abel's theorem, K consists 
of one point. 

P .. {Kt wg- 1 roposltlOn. I = 2g - 2' 

PROOF. Let 0 be an integral with deg 0 = 2g - 2. Then r(O-I) 2 9 if and 
only if i(D) 2 1 if and only if D is canonical. 0 

111.11.9. Let M be a Riemann surface and n > 0 an integer. The II-fold 
Cartesian product, M", is naturally a complex manifold of dimension II. By 
M" we denote the set of integral divisors of degree n on M. We topologize 
and give a complex structure to Mil as follows : Let Y;, be the symmetric 
group on n letters. An element a E .Sf" acts on M" by: 

a(Pj, . .. ,PII) = (P,,(1) " .. ,P"ln)' 

As point sets Mn and M"/Y " can clearly be identified. We shall show that 
much more is true. A function f on Mil is said to be continuous (holomorphic) 
provided f o p is continuous (holomorphic) on Mn, where 
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is the canonical projection. This gives a natural topology and complex 
structure to Mn- To see that with this structure Mn is a complex manifold, 
let (P b ... ,Pn) E Mn and let Zj be a local coordinate at Pj' Define the ele­
mentary symmetric functions of z/ 

(1 = ( - 1) I Zj, 
j 

(n=(-I)nZ1 ··· Zn · 

Notice that C is (locally) a holomorphic function on Mn and that the ordered 
set gl,' .. ,(n} determines the unordered set {ZI,'" ,zn} uniquely as the 
roots of the polynomial zn + (I zn - I + ... + (n = O. Hence ( = (( I ' ... ,(n) 
is a local homeomorphism of a neighborhood of p(P b . .. ,Pn) E Mn and 
thus (serves as a local coordinate at p(P I , • .• ,Pn) E Mn . 

Another useful set of local coordinates on Mn is obtained by considering 
the elementary symmetric functions of the second kind: 

k = 1, ... , n. 

An easy induction argument shows that for each k, 1 ~ k ~ n, {t b ... ,td 
uniquely determines and is uniquely determined by g [, . .. ,(d. 

We remark that with the choice of local coordinates made, p is obviously 
a holomorphic map (between complex manifolds) and that M n is compact 
if and only if M is. We have established the following 

Proposition. If M is a compact Riemann surface, then Mn can be given a 
unique n-dimensional complex structure so that the natural projection 
p: M n -> M n is holomorphic. Further, if V is a complex manifold, and the diagram 

M n -----'-'(,-..... , V 

Mil 

commutes, then f is holomorphic if and only if fl is. 

Remarks 

1. Let f be a holomorphic function in a neighborhood of 0 in a:::. Thus 
'XC 

fez) = I akzk. 
k = O 

For (ZI"" ,ZII) E IC" with IZjl sufficiently small F(zl"" ,zn) = Ii=1 fez) 
defines a symmetric holomorphic function in a neighborhood of the 
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origin in en. On the quotient space en/.cI'n, we can write 
C1J 

F(ZI,' .. ,zn) = I L akzj, 
k=Oj=1 

and conclude that in terms of the local coordinate (t 1 , •• • ,tn) on C"/!:I'n, 

~~Ir=(o. .0) = .:! ~~ Iz=o = aj. 

2. If D = PI ... Pn E Mn and the Pj are distinct, we can identify a neighbor­
hood of D in Mn with a neighborhood of (P 1, . •• ,Pn)EMn• Thus the 
symmetric group and symmetric functions enter only at those points 
D E M n which contain non-distinct entries. It is also clear from this remark 
that in general we can describe a neighborhood of D by considering blocks 
consisting of the distinct points of D listed according to their m uitiplicities. 

III.ll.IO. Let b be a holomorphic I-differential on JIM). Let a E J(M) 
and set <Pa(P) = <p(P) + a, P EM. Then b' = <p:b is a holomorphic 1-
differential on M, and is independent of a. Thus there is a canonical identifi­
cation via <p of the space of holomorphic I-differentials on M and J(M). 

Let Q 1, ... , Qs be distinct points on M and let Zk be a local coordinate 
vanishing at Qk' Assume s S n, and let rn!> ... , rns be positive integers with 

L rnj = 11. 
j = 1 

Consider the map 

in a neighborhood of the n-tuple A made up of each Qk appearing rnk times. 
Let b" be b pulled back to M n' A neighborhood of the point A consists of 
points 

(QL Qi, ... ,Q~I' Qi, ... , Q;2' ... , Q~, .. . , Q:"J, 

with Q; near Qk' Consider the point 

A = (Ql' ... , Ql, Q2, ... , Q2, Q3, ... , Q" ... , Qs') E Mn. 
'-----~ '---v-----' '------y-J 

rn 1-times rn 2-times rns-times 

A local coordinate (on Mn) vanishing at this point is therefore given by 

where 

j = I, ... , rnk> k = 1, ... , s. 

Let hdzk) be a local primitive of b' near Qk on M. Without loss of generality 
hk(O) = O. The sum 
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defines a function on M n whose differential is b". (To see this recall the 
definition of the pullback of a differential. The differential b can be written 
as df with f a linear function on 1[9. Now hk is simply f 0 cp. The differential 
of f 0 CPn is b", where CPn is cP viewed as a map of M n into J(M). Since f is 
linear, f(CPn(P 1 ••• Pn» = f(cp(Pd + ... + cp(Pn» = f(cp(Pd) + . . . + 
f(cp(Pn».) Assume now that b" vanishes at the point A. Since the pullback 
of b" to Mn vanishes at A, we must have dhddzk = 0 at Zk = 0 for k = 1, ... , s. 
We need more accurate information about the differential b' in the case that 
at least one mk > 1. In this case, the function 

(11.10.1) 

can be expressed as a power series in the elementary symmetric functions 
of the second kind of the mk variables Zjk ' If we write 

00 

hk(zd = L a,.zL 
v = 1 

we see that the coefficient of the l-th symmetric function of the second kind 
in (11.10.1) is precisely a,. We see therefore that 

b" = d( I mkhk) , 
k ~ l 

vanishes at A = Q7' .. . Q';s if and only if dhk vanishes at zero to order;;:: mk . 

Thus the differential b' vanishes at Qk to order;;:: mk. We have thus proved 
the following. 

Lemma. If b is a holomorpi1ic I-differential on J(M), whose pullback to M" 
via the map cp: M" -+ J(M) t'anisi1es at a preimage of a point u E w", corre­
sponding to an integral dil'isor D of degree n on M, then the holomorphic 
differential b' on M which corresponds to b under the canonicolmap cp: M -+ 

J(M) has the property that (b ' )/D is integral. 

111.11.11. Before proceeding we define a filtration of M" that is analogous 
to the filtration of w,. by W~ described in m.l1.S. Let 

M~ = {D EM,, ; r(D - 1 ) ;;:: r + 1) . 

(We abbreviate M~ by M,,). It is obvious that 

M~ = cp-I(W;). 

Proposition 

a. Let DE M" . The Jacobian of the mapping cp : Mn -+ Wn c J(M) at D has 
rank equal to n + 1 - r(D- 1 ) . 

b. The fiber cp-l(cp(D» of the mapping is an analytic subvariety of Mn of 
dimension \' = r( D - 1 ) - 1, which can be represented as a one-to-one 
analytic image of [p> \". 
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c. The mapping q>:Mn -> w" establishes an analytic isomorphism between 
Mn\M~ and w"\ w,,I. 

PROOF. Let us examine the differential dq>D of the analytic mapping q> : M n -> 

J(M) at a point D = Q';'l ... Q';s (where ml + .. . + ms = n). It is, of course, 
a linear mapping between tangent spaces 

dq>D:TD(Mn) -> T",(D)(J(M)). 

Let us denote by Zk a local coordinate vanishing at Qk and let Cj , the j-th 
normalized differential of first kind, have the power series expansion 

(I a{kzi) dZk 
/ =0 

in a neighborhood of Qk. We must explain which coordinates we are using. 
We, of course, use the usual coordinates on J(M) coming from eg • At 
the point D E Mn, we use modified coordinates of the second kind. The 
modification is obtained by bunching together only those coordinates that 
arise from a single Qk. Thus if our coordinates in a neighborhood of D in 
Mn are 

( Z 11, . .. ., Z 1 m ., Z 2 1, .. . ., Z 2m ., . .. ., Z sm ), 

~~~ 
corresponding corresponding corresponding 

to z 1 to z 2 10 Zs 

the related coordinates on Mn are 

where 

q = 1, ... , mp , p = 1, ... , s. 

The matrix which represents d<PD is then 

a6 1 ! af I 1 11 a6 2 1 12 a ls 1 Is -am -I -am2 - 1 0 -am-I m l I m 2 m s 
s 

ag l !ajl 1 11 ag2 1 g2 I gs _ a!S -1 -am - I mam , - 1 ao m 1 I m .• 
2 s 

or interpreting the number a{k in the obvious manner the matrix can be 
written (up to certain obvious constants) as 

(1 (Q.) 
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The rank of the above matrix is g - i(D), which by Riemann - Roch equals 
n + 1 - reD - 1). Thus (a) holds. 

Let Dj E Mn\M~,j = 1,2. If <p(Dd = <P(D2)' then by Abel's theorem Dt/D2 
is principal. Hence Dl = D2 unless r(Di 1) :2: 2. The latter would imply that 
D2 E M~ . We have thus established (c). 

Since <p:M" ---> J(M) is analytic, the fiber <p-l(<p(D)) is a subvariety of Mn. 
Thus it suffices, in order to establish (b), to produce a one-to-one surjective 
holomorphic mapping P:IP'" ---> <p-1(<p(D)). By Abel's theorem, <p - l(<p{D)) 
consists of integral divisors of degree n equivalent to the divisor D. Let D' be 
an arbitrary integral divisor of degree n equivalent to D, then D' /D is principal 
and we conclude that every such D' is of the form (f)D for some f E L{D - 1). 
We have reinterpreted Proposition IliA. 13. We now produce an analytic 
mapping from IP'L(D- 1 ) to <p-l(<p(D)). 

Let U~ = l,ft. ... J.] be a basis for L(D - 1). Send the point ° =I 
(co,C I,· . . ,ev! = (' onto the divisor P{c) = D(f) with f = Ii=o cjjj. Note 
that if 'I' (c) = pee), then (f)/(j) is the unit divisor and] is a constant multiple 
of f. Thus we have produced a well defined one-to-one surjective mapping 

P:IP" ---> <p - l(<p(D)) eM,.. 

To show that the mapping'? is holomorphic, we write 

Qi E M, rni > 0, i = 1, 2, ... , S, rn 1 + ... + rns = n. 

Fix a point CO = (eg, .. . ,e~) E e+ 1 and let c = (co, ... ,cv! E e+ 1 be suffi­
ciently close (to be specified below) to cO. We let f" = Ii=o cjJj and 
f = Ii=o cJj. Then 

D(f°) = Pf' ... P:\ Ij EM, I1j > 0, j = 1, 2, . .. , r, 111 + ... + I1r = n. 

Let C0 be an open neighborhood of Ij , j = 1, ... , r, and Zj a local coordinate 
vanishing at Ij that is defined in a neighborhood of the closure of ~ We 
assume that the closures of these open sets are disjoint. Further, the points 
Qi that do not equal any of the Ij are not in any of the closures of the Vj 
and if Qi = Ij for some pair i and j, then we assume that no other Qko k =I i, 
is in the closure of Vj . By shrinking the sets Vj further we may assume that 
whenever Ij = Qi' we can and do choose a holomorphic function hj on C0 
that has a zero of order rni at Ij and is non-zero on C0 - {Ij}. For 
Ij ¢ {QI'" ·,Qs}' we set hj = 1. 

We are again using, as local coordinates on M", the modified elementary 
symmetric functions of the second kind: 

q = 1, ... , I1p ' P = 1, ... , r, 

where Zpl = zp' 1= 1, ... , I1p' P = 1, ... , r. We observe that by definition, 
tpq('?{c)) is the sum of the qth powers of the values of the local coordinate 
zp at points in the open set Vp that appear in divisor (f)D (with proper 
multiplicities). Note that tpq('?(CO)) = 0. We consider the holomorphic 
function hJo on the set Vi' It vanishes to order I1j at Ij and has no other 
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zeros on ~. By Rouche's theorem (see 111.6.8 for a similar argument), the 
function hjf will have J1j zeros (counting multiplicities) in Vj if Ie - cOl is 
sufficiently small. The product of these n zeros (as we sum over the j's) 
forms the divisor (f)D, since D is integral of degree n. The residue theorem 
yields 

I1p 1 f (h (z )f(z )' 
tpq('P(e)) = L zZI('P(e)) = -2 . ; ( p )f( p) zZ dzp 

1= 1 7r1 oUp p zp zp 

for q = 1, . . . , J1 p ' P = 1, ... , r. We have shown that 

tpq('P(c)) 

is a complex analytic function of e. 

Remarks 

1. We saw in the proof that the rank of the Jacobian of 47 at DE M n can be 
written as 9 - i(D). 

2. A "generic" (see III.6.S) divisor DE M n , n:S; g, has index of specialty 
i(D) = 9 - n. Thus w" for n :s; 9 has dimension precisely n (as expected), 
by Remark (1). 

111.11.12. By the inverse function theorem it follows that at the image of an 
integral divisor D of degree n < 9 with r(D - 1) = 1, there are local coordinates 
Z h ... , Zg for J(M) so that the points of w" are given by the equations 
zn+ 1 = ... = 2g = O. We say in this case that w" is regularly embedded at 
<p(D). 

Conversely, if Wn is regularly embedded at a point u E J(M), then there are 
9 - n linearly independent holomorphic differentials on J(M) whose pull­
backs to Mn vanish at the pre-image of u on Mn. We have seen (Lemma 
111.11.10) that such a holomorphic differential corresponds to a differential 
15 on M such that (D) is a multiple of D for all DE <p - 1(U). Now if U E W~, 
then for any Q E M there is a divisor D of degree n containing Q such that 
<p(D) = u. Hence the differential 15 must vanish identically on M. But then 
it vanishes identically on J(M). Now if 9 - n ~ 1, and vv" is regularly im­
bedded at u, there is at least one differential on J(M) that vanishes on vv" 
and is not identically zero. We have established the 

Proposition. If n :s; 9 - 1, then U E Wn is a singularity of w" if and only if 
UE W~. 

Remarks 

1. The above considerations allow us to describe more intrinsically the 
tangent space to J(M). Let Ut> .. . , ug be the canonical coordinates on eg• 

Then these also serve as local coordinates at an arbitrary point x E J(M) = 
eg/G. In terms of these coordinates, a natural basis for the (complex) 
tangent space T x(J(M)) of the manifold J(M) at the point x is given by 
the vectors a/aub . .. , a /aUg. On the cotangent space T~(J(M)), the 
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covectors du 1 , • •• , dUg provide a basis. The dual pairing 

T AJ(M» x T:(J(M» -+ C, (11.12.1) 

is then given by 

here aj , bj E C. Of course, every cotangent vector may also be viewed as a 
holomorphic I-form on J(M) and conversely. As we have already seen the 
holomorphic I-forms on J(M) restrict to holomorphic I-forms on WI C 

J(M) and pull back via an isomorphism to elements of JfI(M). Thus the 
cotangent space to the complex manifold J(M) at any point x is naturally 
identified with the abelian differentials of the first kind on M. 
We return briefly to the differential dCPD discussed in III.ll.1l. The image 
of dCPD is spanned by the column vectors of the matrix (11.11.1). The 
linear subspace of T:(DP(M» dual to the image of dCPD consists (by 
definition) of those cotangent vectors (L]= I bjduj) that annihilate the 
image of dcp D under the pairing (11.12.1); in other words, of those covectors 
(9 1 dU l + ... + bgdug) which are annihilated by the transpose ofthe above 
matrix. Under the natural identification of T:(DP(M» with Jfl(M), these 
covectors correspond to those W E Jfl(M) with (w) ~ D. 

2. If V c J(M) is any analytic subvariety, then R(V) denotes the regular 
points of V; that is, those points v E V at which V is an analytic sub­
manifold of J(M). The remaining points are called singular, and the set 
of singular points is denoted by S(V). To any point x E V, there is asso­
ciated a linear subspace T:(V) c T:(J(M» spanned by those covectors 
of the form dfx, where f is any analytic function in an open neighborhood 
of the point x in J(M) which vanishes (identically) on V. The natural dual 
to the subspace T:(V) is a linear subspace TAV) c Tx(J(M» called the 
tangent space to the variety V c J(M) at the point x, and dim T x(V) is 
called the embedding dimension of the variety V at the point x. The 
embedding dimension is the dimension of the smallest submanifold of 
J(M) which contains the intersection of V with a small neighborhood of x 
in J(M). It is thus clear that the embedding dimension of x E R(V) is 
precisely the local dimension of x at V. The proposition preceding these 
remarks has shown that I¥" has embedding dimension g precisely at the 
points of W~ for n :';S; g - 1. (Hence for n ~ g as well.) 

111.11.13. We introduce now some useful operations on subsets of J(M). If 
S c J(M) and a E J(M), then we set 

S+a= {s+a;sES}, 
-S = { -s; S E S} . 
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If S, Tc J(M), then we set 

SEE> T = u{S + a; a E T} = {s + t; s E S, t E T}, 

SeT = n{S - a; a E T}. 
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A subvariety S of J(M) is irreducible if every meromorphic function on 
J(M) that vanishes on an open subset of S vanishes on S. Proposition 
111.11.11 has as an immediate consequence the following 

Corollary. For each n ~ g, w" is an irreducible subvariety of J(M) of dimension 
n. 

111.11.14. Proposition. For any a E J(M), 

-Wg _1-a= Wg _1-a-K. 

PROOF. For any integral divisor D of degree 9 - 1, we can find an integral 
divisor D' of the same degree such that DD' is canonical. Thus 

<p(D) + <p(D') = K, 
showing that 

Wg - 1 = K - W9 - 1 . 0 

III.IU5. Proposition. Let 0 ~ r ~ t ~ 9 - 1. Let a E J(M), bE J(M). Then 

(M-;. + a) c (Wr + b)¢> a E (Wr - , + b)¢> bE (- H-; _, + a). 

PROOF. First note that a E (Wr-, + b)¢>a = x + b, x E Wr - ,¢>b = a - x, 
x E Wr-,¢>b E (- Wr - r + a). Hence the last equivalence is trivial. Also if 
a E (Wr - , + b), it is easy to see that (M-;. + a) c (Wr + b). 

Assume now that (M-;. + a) c (Wr + b). Thus for every integral divisor 
D of degree ~ r there is a D' E M, such that 

<p(D) + a = <p(D') + b. (11.15.1 ) 

We need show that there is an A E M, _, such that a = <peA) + b. Now the 
Jacobi inversion theorem implies that there is an integral divisor B such 
that a = <pCB) + b, and (11.15.1) implies that deg B ~ t. Let A be a divisor 
of minimal degree such that a = <peA) + b. It follows that A is unique, 
since rCA - 1) is necessarily equal to one. If rCA - 1) > 1, then A would be 
equivalent to a divisor which contains Po. Thus <peA) = <pcp oA') = <peA'); 
contradicting minimality of the degree of A. We now wish to show that 
deg A ~ t - r. We now have for every DE M" there is a D' EM, such that 

<p(D) + <peA) = <p(D'), where deg A = s ~ t. (11.15.2) 

To show that s ~ t - r, we assume that s> t - r. We can now choose a 
divisor D of degree t + 1 - s ~ r such that Po ¢ D and such that rCA - 1 D - 1) = 1. 
(We are here using the facts that deg A + deg D ~ 9 and rCA - 1) = 1.) Now, 
(11.15.2), r(A - 1D- 1) = 1, and Abel's theorem give us AD = D'Po; which is 
a contradiction since Po ¢ A, Po ¢ D. Hence we conclude s ~ t - r and thus 
aeWr _,+b. 0 
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Remark. The proposition shows that the subvarieties W'; c J(M) for t < 9 
are as far from being translation invariant as possible. Specifically an 
inclusion W'; + u c W'; is equivalent to U E Wo = {O}. 

111.11.16. Proposition 

a. For any r, t 2 0 and any a, b E J(M), we have 

(w, + a) + (W'; + b) = (W, +t + a + b). 

b.For O~r~t~g-1 and any a, bEJ(M), (W,+a)8(W,+b)= 
(W, - r + a - b). 

PROOF. Part (a) is a triviality. To prove (b) wt! use Proposition 111.11.15 to 
obtain U E (W;-r + (a - b») ¢> (b - a) E (W; - r - u) ¢> (W, + (b - a» c 
(W, - u)¢>(w. + b) c (W; + a - u). Assume now that u E (W; - r + a - b) 
[and thus (W, + b) c (W, + a - u)] and v E (W, + b). Thus v E (W, + a - u), 
or u E W, + a - v for all v E (l-v,. + b). Hence U E (W, + a) 8 (l-v,. + b). Con­
versely, if u E (W'; + a) e (l-v,. + b) then U E W, + a - v for all v E W, + b or 
v E (W; + a - u). Hence (W, + b) c (W, + a - u) or U E (W, - r + a - b). 0 

Remarks 

1. The condition that t ~ 9 - 1 in (b) is necessary because W, = J(M) for 
t 2 g. Hence for any S c J(M), W, e S = J(M) for t 2 g. 

2. A special case of the proposition is also worthy of mention here: 

WI = Wg - I e ~ -2 = n ~ -I - u. 

Thus WI ~ M can be recovered from Wg_ 2 and Wg_I . Hence M is 
determined by ~ - I and ~ - 2. 

111.11.17. Proposition. For any n > 0 and any r 2 0, 

W~ = l¥" - r 8 ( - W,), whenever r ~ n, and 

W~ = 0 whenever r 2 n. 

(11.17.1) 

(11.17.2) 

PROOF. Let x E W~ . Then x = cp(D), DE M n , and r(D - I) 2 r + 1. The 
Riemann-Roch theorem gives r(D-I) = n - 9 + 1 + i(D). This is clearly 
impossible when r 2 n. 

We have previously seen (Lemma III.8.l5) that u E W~ if and only if 
for every v E W, there is a v' E l¥,,-r such that u = v + v'. Hence 

W~ = n (l¥,, - r + v). (11.17.3) 0 
VE Wr 

Remarks 

1. Formula (11.17.3) can be reformulated as U E W~¢> -(W, - u) C \tY,, - r. 
Clifford's theorem gives a necessary condition that W~ not be empty. 
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The condition is that 2r:::;; n or that r :::;; n - r. Hence the above gives 
a geometric interpretation of this theorem. 

2. It is an immediate consequence of the proposition (in the form of 
Equation (11.17.3)) that the subsets W~ are complex analytic subvarieties 
of J(M). 

3. If we define w" to be the empty set for n < 0, then (11.17.2) becomes a 
special case of (11.17.1), and (11.17.3) is always valid. We shall adopt 
this convention. 

I1I.Il.I8. Proposition. Let 1 :::;; n :::;; 9 - 1 and let x = cp(Q) with Q "# Po. Then 

Wn n (w" + x) = (w,, - I + x) U W~+I· 

PROOF. Assume U E w" n (w" + x). Then 

U = CP(QI ... Qn) + cp(Q) = cp(P I ... Pn)· 

(11.18.1) 

Thus QQI ... Qn ~ POP I ... Pn. If ~ can be replaced by =, then Q appears 
among P" ... , Pn and we may assume Q = Pn. Thus 

U = cp(P I .. . Pn- d + cp(Q) E (w,, - I + x). 

If the two divisors are not identical, then r(Po I .. . P;; I) ~ 2 and U E W!+ I. 

The reverse inclusion is trivial. 0 

Remark. A non-empty component of W!+ I cannot be a subset of w" - I + x 
for all x E WI. For if V is a component of W!+ I and V c w,, - I + x for 
all x E WI, then 

V c n (w,, - I + x) = W!. 
xeW t 

Now vc W! certainly implies that V+ WI c W!+I. Since V+ WI is an 
irreducible subvariety of J(M) contained in W!+ I (it is the image of the 
irreducible subvariety V x WI under the mapping (x,y) I--> x + y) that con­
tains V, it must agree with V. Thus in particular we have WI invariant 
under translations by v E V. This contradicts the remark following 
Proposition 1II.11 .IS. 

III.I1.l9. Theorem 

a. Let r be the dimension of a non-empty component of W~+ I with 1 :::;; n :::;; 
9 - 1. Then 

2n - 9 :::;; r :::;; n - I. 

b. A component of W~+ I, 1 :::;; n :::;; 9 - 1, has dimension n - 1 if and only 
if M is hyperelliptic. 

PROOF. Let V be a component of W!+ I. By the above remark we can choose 
an x E WI such that V ¢ (Wn- I + x). By (11.18.1), V must be a component 
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of the intersection w" n (w" + x). Hence dim V ~ 2n - g. Since w" is irre­
ducible, and w" + x #- w", for each component V of the intersection, we 
must have dim V $; n - 1. 

Assume now that M is hyperelliptic. Then W~ is non-empty and consists 
of a single point x. Hence x + w,, - I is a component of W~+ I of dimension 
n - 1. 

Conversely, assume W~+ I has a component V of dimension n - 1. If 
n = 1, then W~ is not empty and M is hyperelliptic. Thus assume n ~ 2. 
Let us choose a point x E Wb and a point U E R(V) c w" n (w" + x) that 
is a manifold point of the two varieties of the intersection. (This is possible 
since V has dimension n - 1 and each of the two singular sets W~, (W~ + x) 
have dimensions at most n - 2.) The tangent space to W~+ I at u has 
dimension n - 1. Thus the dual cotangent space has dimension 9 - n + 1. 
Now the point U E w" n (w" + x) is given by 

U = <P(QI··· Qn) + <p(Q) = <p(P I ··· Pn) + <p(Po), 

where x = <p( Q). Assume now that PI ·· · P nP 0 is the polar divisor of a 
function. We can then choose Q so that neither Q nor any of the Qj appear 
among the Pk . The space of differentials vanishing at u on W~+ I is the span 
of those vanishing at u on w" and on w" + x, which are, respectively those 
vanishing at PI , ... ,Pn and QI, ... ,Qn. However, r(Pil . . . p;;IPC;I)= 
r(Pi l ... P;;I) + 1 implies that i(P I · ·· PnPo) = i(P I ··· Pn). Thus every 
differential vanishing at PI, ... , Pn also vanishes at Po. Similarly, every 
differential vanishing at Qb ... , Qn also vanishes at Q. Each of these spaces 
are of dimension 9 - n. Their span must have dimension 9 - n + 1. Thus 
their intersection has dimension 

2(g - n) - (g - n + 1) = 9 - n - 1. 

The intersection is Q(QI ... QnQPI ... PnPo) = Q(D). Now 

r(D - I ) = 2n + 2 - 9 + 1 + (g - n - 1) = n + 2, 

and hence 
c(D) = 2n + 2 - 2(n + 2) + 2 = o. 

By Clifford's theorem, M is hyperelliptic unless D - Z. 
If D - Z, then 2n + 2 = 2g - 2 or n = 9 - 2. In this case 2u = K, which 

has only finitely many solutions in J(M). But n ~ 2 implies (g ~ 4 and) 
dim V = n - 1 ~ 1. Thus V is a continuum and u could be chosen so that 
2u #- K (from the beginning). 

There remains the possibility that D = PI · .. PnP 0 is not the polar divisor 
of a function for every DE <p - I(V) with D containing Po. Note that every 
D' E M~ + 1 is equivalent to a D E M~+ I that contains Po. Thus for every 
DE<p - l(V) there is a PED, such that r(PD - 1)=r(D- 1 ); showing that 
every U E V can be written in the form u = v + y with v E W~ and y E WI. 



III.II. More on the Jacobian Variety 159 

Thus W~ must have a component of dimension;::::: n - 2. By induction this 
implies the hyperellipticity of M. 0 

111.11.20. An application of the above results on the dimension of W~+ I 
yields the following. 

Theorem (Noether). On a non-hyperelliptic surface of genus 9 ;::::: 3, for every 
q ;::::: 2, the q-fold products of the abelian differentials of the first kind span the 
space of holomorphic q-differentials. 

Before we prove Noether's theorem we recall (see 111.6.8) the following 
useful observation: we can always find two elements of Jf'(M) that have no 
common zeros. Choose any WI E £I(M) and let PI' ... , Pr be its distinct 
zeros. If the result were not true, every other element of J'l'1(M) would have 
to vanish at one or more of the points PI' . .. , Pr" Consider, however, 
Q(PI ) U· · · U Q(Pr)' Each set is 9 - 1 dimensional, so that the union is not 
all of J'l'1(M). Thus there is an W 2 E £I(M) which does not vanish at any 
of the points PI, ... , Pro 

The preceding implies that the function f = W ,/W2 gives rise to a (2g - 2)­
sheeted cover of the sphere with the property that for each Z E IC u { X! }, 

f - '(z) is a canonical integral divisor. Since the function f is branched over 
only finitely many points we can even assume that the differentials WI and 
W z have only simple zeros. 

A similar argument applied to Q(P 0) shows that we can always find two 
elements WI' W 2 E £1(M) with precisely one common zero at Po (and no 
other common zeros), provided M is not hyperelliptic. We shall use these 
results in the proof of Noether's theorem. 

PROOF OF THEOREM. Assume that M is a non-hyperelliptic surface. Thus 
there exists on M an integral divisor D of degree 9 - 2, such that i(D) = 2 
and for each Q E M we have i(DQ) = 1. Assume, on the contrary, that for 
every D E M 9 _ 2, there is a Q E M such that i(DQ) ;::::: 2. Thus for all v E Wg _ 2, 

there is an x E WI such that v + x E W~_ I' or v E W~_I - X C W~ _ I EB (- WI)' 
But then ~_ z c W~ _ I EB ( - Wd, and it must be the case that dim W~_, ;::::: 
9 - 3. Theorem III.11.19 implies that dim W~ _ , ::; 9 - 3, and that M is 
hyperelliptic. 

Let WI' W2 span Q(D) and let W3 be any holomorphic differential which 
does not vanish at any of the zeros of W I W2' Our assumptions on D give 
that w d w z is a meromorphic function on M with precisely 9 poles and 
i«w2 )/D) = 1. The function wdwz has precisely 9 poles because WI and W z 
have no common zeros other than in D. The assertion on the index of(wz)/D 
follows from the equality i«wz)/D) = r(D- I ) = -1 + i(D). Let {8 1, ... ,8g } 

be a basis for £1(M) and consider the 2g elements of £z(M) : 
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Note that the first 9 products are linearly independent and so are the last 
9 products. Let A, and A z denote the subspaces of £2(M) spanned by 
these products. Now dim(A, 11 A 2) = dim A, + dim A2 - dim(A, v A 2), 
and dim(A, 11 A 2 ) = 1. To verify the last assertion write (wj ) = DD j ,} = 1,2, 
and note that D, and D2 are relatively prime integral divisors of degree 9 
(with (w d w 2) = D, /D2). Now if I] E A, 11 A z, then I] = ~jWj'.i = 1, 2, with 
C E £'(M) (these ~j need not be normalized). Thus ~z /~, = (I), /(I)z' In par­
ticular, (~,) = DD z and (~z) = DD, for some DE M g- z. Since i(Dtl = 1 = 
i(D2)' we must have ~, /wz and ~z /w, E I[: and A, 11 A z is spanned by W,(I)z. 
Thus dim(A, v A 2 ) = 2g - I, and the 2g products span a subspace of Jfz(M) 
of dimension 2g - 1. 

We now adjoin W38" ... , W38g to our list, and denote the subspace of 
£Z(M) spanned by these 9 linearly independent products by A 3 . Once 
again 

dim((A, v A z) 11 A 3) = dim(A, v A z) + dim A3 - dim(A, v A z v A 3) 

= 2g - 1 + 9 - dim(A, v A z v A3)' 

We show that dim((A, v A z) 11 A 3 ) = 2, and in fact the space in question is 
spanned by W,W3' WZW3 ' Note that if I] E (A, v A z) 11 A 3, then I] = ~3(J).1 = 

(,w, + (zw z. Since the right-hand side vanishes at D, it follows that (~3) = 
DD. Thus (3 = X, (I), + X zW z (with Xj E 1[:) and the dimension is 2, as claimed, 
Thus dim(A, v A2 v A 3) = 3g - 3 = dim Jfz(M). This concludes the proof 
for q = 2. 

For the case q = 3, we start by choosing two elements (I)" W2 E ,Yf"(M) 
such that (I), and W2 have precisely one common zero at Po, and W3 E .ff' (M) 
such that W3 does not vanish at the zeros of (I), (1)2' 

Let {f".,. J3g - 3] be a basis of £2(M) with each jj a 2-fold product of 
elements of Jf'(M). Let Aj be the (3g - 3)-dimensional space spanned by 
wJ" .. . , WJ3g - 3' As before 

dim(A, 11 A z) = dim A, + dim A2 - dim(A, v A z). 

Ifw,l], = W21]2 E A, 11 A z, then I]z /w, isan abelian differential with at most 
a single pole at Po and therefore holomorphic at Po. Hence I]z can be written 
as 1]2 = (I),W with (I) E £'(M). This shows that dim(A, 11 A z) = g, and thus 
that dim(A, v A z) = 5g - 6. Clearly (I)~ does not vanish at Po, while every 
element in Al v A z does. Hence (J)~ is not in A, v A z. Adjoining it to our list, 
we have a space of dimension 5g - 5 = dim £3(M), spanned by three-fold 
products. This concludes the proof for q = 3. 

For q ~ 4 we now can proceed by induction. We let WI' (l)z E ,Yf"(M) be 
such that w, and (l)z have no common zeros. Let {f" ... ,!;zm - ')(g - ')} be a 
basis for £m(M), with m ~ 3, composed of m-fold products of elements of 
£'(M). Let Aj denote the space spanned by wjf,,···, (l)j!;2m - ,)(g - ,)' 
Then dim(A, 11 A 2) = 2(2m - 1)(g - 1) - dim(A, v A2)' Clearly however 
dim(A, 11 A2l = (2m - 3)(g - I), and thus dim(A, v A z) = (2m + 1)(g - 1) = 
dim £m+ '(M). 0 
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EXERCISE 

Recall the exercises of I1I.7.S and complete the above discussion for hyperelliptic 
surfaces (including the case 9 = 2). 

III.12. Torelli's Theorem 

This section contains a proof of Torelli's theorem which states that the 
conformal equivalence class of a compact Riemann surface is determined by 
its period matrix. If the surface is of genus 0, there is of course nothing to 
prove. For surfaces of genus 1, the result is a consequence of Abel's theorem 
(see III.6.4) which shows that each torus is its own Jacobian variety. Thus 
we are left with the case of surfaces of genus 9 > 1. We will use the notation 
of the previous section and show that WI c J(M) is determined up to a 
translation and reflection (this is the map that sends a point in the Jacobian 
variety to its inverse) by l¥g- l, the so-called canonical polarization of J(M). 
Of course, WI is isomorphic to the surface M (Abel's theorem again) and 
we shall show in Chapter VI (Theorem VI.3.1) that l¥g-l is determined by 
the period matrix of M. We follow the arguments of Henrik H. Martens, 
which show that Torelli's theorem is a combinatorial consequence of the 
Riemann-Roch theorem and Abel's theorem. 

111.12.1. We start with a number of observations. 

(a) For every a E J(M), we have 

-(l¥g-l + a) + K = l¥g-l - a. 

This is a restatement of Proposition 111.11.14. 
(b) For every integer r with ° s r s 9 - 1 and all a and bin J(M), we have 

(w, + a) c (l¥g-l + b)<=> a E (l¥g- l-r + b). 

This result is a special case of Proposition III. I US for the case 
t=g-l. 

(c) For every integer r as above 

l¥g-l-r = Wg - 1 e W, 

and 

- ~-l -r + K = ~-l e (- w,). 
The first statement is Proposition III.1l.16(b) for t = 9 - 1. The second 
formula is a consequence of 

~-l e (- w,) = n {~- l + u; U E l¥,.} = n {- ~-l + u + K; U E w,} 

= -n{~-l-U;UEW,}+K 

= -(l¥g-l e W,) + K = - Wg- 1 - r + K. 
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We now establish the following 

Lemma. Let r be an integer with 0 ~ r ~ 9 - 2. Let a and b be points in J(M) 
that are related by the equation b = a + x - y where x E WI and y E ~-I-r. 
Then either (l¥,.+1 + a) c (~_I + b) or else 

(W.+I + a) n (~_I + b) = (l¥,. + a + x) u S, 

where 

s = (W.+I + a) n (-~- 2 - Y + a + K). 

PROOF. By assumption x = <peR), y = <peR), and <peR) + a = <peR) + b, where 
Rand R are integral divisors of degree I and 9 - 1 - r, respectively. If R is 
a point of R, then our equation reduces to a = <peR' ) + b, where R' = R/R 
is an integral divisor of degree 9 - 2 - r. In this case, a E ~-2-r + band 
l¥,.+1 + a c ~_I + b, by (b) above. Hence we assume that R is not a point 
of R. 

Let u E (l¥,.+1 + a) n (~_I + b). Then there exist integral divisors D and 
D of degree r + I and 9 - 1, respectively, such that u = <p(D) + a = <p(D) + 
b. Hence DR is equivalent to DR. If DR = DR, then R must be a point of 
D and u = <p(D) + a = <p(D') + <peR) + a, where D' is an integral divisor of 
degree r and thus u E W. + a + x. If DR oF DR, then r(I /DR) ~ 2 and hence 
given any point Q E M, there exists an integral divisor Q of degree 9 - I 
such that DR is equivalent to QQ. Then 

u = <p(D) + a = <p(Q) + <p(Q) - <peR) + a; 
that is, 

U E n {~- I + a - y + v; V E wd = -(~-2 + y - a) + K . 

We have used part two of (c). Since 

- (~-2 + Y - a) + K c -(~_ I + y - a - x) + K = ~_I + b, 

the reverse inclusion is trivial. o 

111.12.2. We will need two more facts. The first observation involves 
reflection in the Jacobian variety. We change the canonical homology basis 
on the surface M 

This changes the elements in the dual basis for the holomorphic differentials 
to their negatives while leaving unaltered both the period matrix and the 
Jacobian variety of the surface. Our reflection changes l¥,. into - l¥,. for 
each positive integer r . 

Our second observation involves the intersection of the curve in the 
Jacobian (that is, WI) with the polarization divisor (that is, translates of 
~_I). The needed fact is best established using the results of Chapter VI on 
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the Riemann theta function. Let b be a point in J(M) and assume that WI 
is not contained in »';,-1 + b. Then the intersection WI n (»';,-1 + b) consists 
of g points (counting multiplicity) CP(PI)' ... , cp(Pg ) with Pi EM, i = 1, ... , g 
and there exists a point c E J(M) that is independent of b such that 

cp(PI ... Pg ) = b + c. 

To verify this assertion, we let K be the vector of Riemann constants (see 
VI.2.4.l). By Theorem VI.2.4, the function on cg 

zl-+8(z - b + K) 

vanishes precisely on Wg _ I + b and by Theorem VI.3.2, the multivalued 
function on M 

P 1-+ 8(cp(P) - b + K) 

either vanishes identically or has precisely g zeros PI' ... , Pg on M that 
satisfy 

cp(PI . .. Pg ) + K = b - K. 

The images under cp of the zeros of the multi valued function are precisely 
the points in WI n (»';, - 1 + b). Thus we have verified our claim with 

c = -2K = K 

by Theorem VI.3.6. 

111.12.3. Torelli's Theorem. Let cp : M --> J(M) be an Abel- Jacobi embedding 
of a compact Riemann surface M of genus g ~ 2 into its Jacobian variety 
J(M). Then WI = cp(M) is determined up to translation and reflection by 
the canonical polarization of J(M); that is, by the class of translates of 

»';,-1' 

PROOF. By translation, if necessary, we may normalize <p so that cp(Po) = 0 
for some base point Po E M. Let N be a second Riemann surface of 
genus g with the same Jacobian variety as M and let IjJ : N --> J(M) be an 
Abel- Jacobi embedding of N into its Jacobian variety with some normal­
ization IjJ(Qo) = 0 for a base point Qo E N. Let V, denote the image under 
IjJ of the set of integral divisors of degree r on N. We must show that 
if Vg - 1 is a translate of »';, - 1 then VI is a translate of either WI or of 
-WI' 

Let r be the smallest integer such that 

VI c U¥"+I + a) or VI c - (l¥.+1 + a) + K for some a E J(M). 

The theorem will be proved if we can show that r = O. Assume for 
contradiction that r ~ 1. Clearly, r < g - 1. By changing the canonical 
homology basis on N to inverses as in III.12.2, if necessary, we may assume 
that VI c l¥.+1 + a for some given a E J(M). Choose x E WI and y E Wg - 1 - r . 

Set b = a + x - y. Then unless l¥.+1 + a c »';,- 1 + b, we have by the 
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assumed inclusion and the previous lemma (in the notation of that lemma) 

VI II (~_ I + b) = VI II (~-l + b) II (W,+I + a) 

= (VI II (W, + a + x» U (VI liS). 

For given a, W, + a + x depends only on the choice of x and S only on the 
choice of y. 

We show first, that for a fixed x, VI ¢ (~_ I + b) for almost all choices 
of y, and hence also (W,+I + a) ¢ (~-l + b) for the same y. As y varies over 
Wq - I-r> - b varies over ~- l - r - a-x. By assumption, there exists a 
k E J(M) such that Vg _ I + k = ~_ I' Hence VI C (~- l + b) if and only if 
VI c (l''g - I + b + k) if and only if -b E (Vg - 2 + k) by III.l2. I (b). Thus 
the set of b for which VI c (~_ I + b) is precisely the set of b with 
-bE(~-2+k)II(~-I-r-a - x). Now, if Vlc(~_I+b) for all -bE 
(~-l-r - a - x), then VI c ~-l 8(~-I -r - a - x) = W, + a + x by part 
one of III. 12.1 (c). This contradicts the minimality assumption on r . Hence 
(~-l -r - a - x) ¢ (~- 2 + k) and the intersection of these two sets is a 
lower dimensional subset of (~-I-r - a - x). 

We now consider again the intersection 

VI II (~_ I + b) = (VI II (W, + a + x» U (VI II S). 

By III. 12.2, if VI cj. (Wg - l + b), then there is a unique integral divisor D(b) of 
degree 9 on N such that 

I{I(D(b» = b + c, 

where C E J(M) is independent of b and the points in D(b) are mapped by I{I 
onto the intersection VI II (~- l + b). 

We show next that VI II (W, + a + x) contains at most one point. If not, 
then as - b varies over almost all points of (~- l -r - a - x) for fixed x, the 
divisor D(b) will contain at least two fixed points and hence I{I(D(b» varies 
over a translate of Vg - 2 . By the last displayed equation (*), we would have 
an inclusion of - ~-l-r + K in a translate of ~-2; say (- ~-I -r + K) C 

(~ - 2 + d) for some dE J(M). Then 

(~_ I + k)e(~- 2 + d) c ~- I 8(-~- I - r + K) 

and, using III.l2.l(c), we get an inclusion of VI in a translate of - W, + K. 
This again contradicts the minimality or r. 

Keeping y fixed and varying x, we see from (*) that VI II (W, + a + x) 
must contain at least one and hence exactly one point. By the preceding 
argument this point occurs in the divisor D(b) with multiplicity I for almost 
all choices of y. 

It is now easily seen that we can find x and x' in WI and ayE ~-I-r 
such that D(a + x - y) = QD and D(a + x' - y) = Q'D, where Q and Q' are 
points of Nand D is an integral divisor on N of degree 9 - 1 not containing 
either Q or Q'. By (*), <p(Q) - <p(Q') = x - x' and hence WI has two distinct 
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points in common with some translate of VI' Now, if x, x ' E WI' then 
(~_ I - x) n (~_ I - x ' ) = ~-2 U (-~-2 - X - x' + K) by the last 
lemma. By III.12.1(c), we now have an inclusion of some translate of Vg - 2 

in ~- 2 or in - ~-2 + K, hence by III.12.1(c) again, we get an inclusion 
of some translate of VI in WI or in - WI + K. We have completed the proof 
of the theorem. 0 



CHAPTER IV 

U niformization 

This chapter has two purposes. The first and by far the most important is to 
prove the uniformization theorem for Riemann surfaces. This theorem 
describes all simply connected Riemann surfaces and hence with the help 
of topology, all Riemann surfaces. 

The second purpose is to give different proofs for the existence of mero­
morphic functions on Riemann surfaces. These proofs will not need the 
topological facts we assumed in Chapter II (triangulability of surfaces). As a 
matter of fact, all the topology can be quickly recovered from the complex 
structure. 

This chapter also contains a discussion of the exceptional surfaces (those 
surfaces with abelian fundamental groups), an alternate proof of the 
Riemann - Roch theorem, and a treatment of analytic continuation (algebraic 
functions on compact surfaces). 

IV.I. More on Harmonic Functions 
(A Quick Review) 

In this paragraph we establish some of the basic properties of harmonic 
functions. The material presented here is probably familiar to most readers. 

IV.l.l. We begin by posing a problem that will motivate the presentation 
of this section. Details will only be sketched. For more see Ahlfors' book 
Complex Analysis. 

DIRICHLET PROBLEM. Let D be a region on a Riemann surface M with 
boundary JD. Let f be a continuous function on JD. Does there exist a 
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continuous function F defined on D u JD such that 

1. F 1 D is harmonic, and 
ii. FIJD = f? 

167 

IV.1.2. Let 9 be a real-valued harmonic function in {Izl < p} . There exists, 
of course, a holomorphic function f defined on {Izl < p} with 9 = Re f. 
We may define f by 

1m f(z) = f: *dg, 

and observe that the integral is independent of the path (because {Izl < p} 
is simply connected). The Taylor series expansion of f about the origin is 

00 

f(re i6) = L Qnr"ein6, O:<==; r < p. 
n=O 

Without loss of generality Qo E IR. Hence 

= Qo + ~ L r"( Qnein6 + line - in6). 

n;:: 1 

Multiplying the above by e- in6 and integrating, we get 

1 ,2" '6 
Qo = 2n Jo g(re') de, 

Q = ~ 12" g(rei6) d 
n 0 ( i6)n e, n re 

n ~ 1. 

Thus for Izi < r, we have 

1 ,2" . [ ( Z )nJ f(z) = 2 Jo g(re,6) 1 + 2 L iii de 
n n" 1 re 

1 12" . rei6 + z = - g(re'8) - . - de, 
2n 0 re,6 - z 

and 
1 S 2n . rei6 + z g(z) = Re f(z) = 2- g(re'6) Re - '6-- de 
n 0 re' - z 

_ 1 12n i8 r2 - Iz l2 
- 2- g(re) 1'6 12 de. n 0 re' - z 

(1.2.1) 

(1.2.2) 

The expression (r2 - Izl2)/ lrei6 - zl2 is known as the Poisson kernel (for the 
disc of radius r about the origin). It has the following important properties : 

Izl < r. (1.2.3) 
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1'2 -IZ I2 
IreiO _ zl2 > 0 for Izl < r. ( 1.2.4) 

. I ~ 1'2 -I.:f _ 
hm - 1'0 12 dB - 0 for 0 < I] < n. 

z-re'.o 2n 10 - Ool > ~ rei - z 
Izl < r 

( 1.2.5) 

From the reproducing formula (1.2.1) we also get a formula for the har­
monic conjugate of g that vanishes at z = 0, namely, 

1 S2rr . reiO + ::; 
1m f(z) = 2- g(re IO ) 1m - -0 - dB n 0 rei - z 

= ~21 . fZrr g(reiO) re
l
- iO: - rlez

iO: dO. 
m J o rel V - ::; 

(1.2.6) 

IV.1.3. Theorem. The Dirichlet probLem for the disc has a unique solution; 
that is, given a continuous function f defined on {Izl = r}, there exists a con­
tinuousfunction F on {Izl ..,;; r} such that F is harmonic in {Izl < r } and F(reiO ) = 
f(re iO), 0 ..,;; B ..,;; 2n. 

PROOF. Without loss of generality f is real-valued. Since real harmonic func­
tions satisfy the maximum and minimum principle, uniqueness is obvious. 
For existence, one sets for Izl < I' 

1 S2rr 1'2 - Izl2 iO 
F(z) = 2- 10 12 f(re ) d() n 0 rei - z ( 1.3.1) 

and uses the properties of the Poisson kernel (1.2.3)-(1.2.5). o 
Corollary. If f is a continuous function on a domain D ee, and f satisfies 
the mean-value property in D, then f is harmonic in D. 

PROOF. Again without loss of generality f is real-valued. Solve the Dirichlet 
problem for fUlz - zol = r} with {Iz - zol..,;; r} c D. Call the solution F. 
Then F - f satisfies both minimum and maximum principles, since the 
mean value property is all that one needs to prove these principles. Hence 
F = f on {Iz - zol..,;; r}, and f is harmonic. 0 

IV.1.4. For Izl < 1', it is easy to see that 

I' - Izl 1'2 - Izl2 I' + Izl 
- - <. < --. 
I' + Izl - Ire lo - zl2 - r - I zl 

These estimates on the Poisson kernel imply almost immediately 

Harnack's Inequality. Let D be a domain in C and Dl c c D (that is, Dl is a 
relatively compact subdomain of D). Let u be a positive harmonic function on D. 
Then there exists a constant c = c(D1,D) that depends onLy on Dl and D (no1 on 
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u) such that 

IV.t.5. Because harmonicity is a local property and we have the Poisson 
reproducing formula (1.2.2) for harmonic functions, we can establish the 
following 

Proposition. If {un} is a sequence of harmonic functions on a Riemann surface 
M and {un } converges to u uniformly on compact subsets of M, then u is also 
harmonic. 

This can be seen from the fact that the limit function is continuous and 
necessarily has the mean-value property. 

IV.1.6. Harnack's Principle. Consider a sequence of real valued harmonic 
functions {un } each defined on a domain Dn on the Riemann surface M. Assume 
that each PoE M has a neighborhood U such that U c D n for all but .fi nit ely 
many n. Further assume that 

Then either 

I. lim Un = + 00 , uniformly on compact subsets of M, or 

11 . lim Un = u, uniformly on compact subsets of M with u a harmonic function . 

OUTLINE OF PROOF. Without loss of generality we may assume Un are positive 
harmonic functions. Define 

u{P) = lim un{P). 

Harnack's inequalities show that the sets 

{PEM ; u(P)= + oo } 
{P EM; u(P) < + 00 } 

are both open. Hence one of them is empty. The same inequalities show that 
the convergence is locally uniform. Thus the result follows from the previous 
proposition. 0 

IV.1.7. Theorem. Let u be a harmonic function on {O < Izl < I} . Then there 
exist constants rx, [3 such that for 0 < r < 1, 

f21t ·0 Jo u(re' )d8 = rx log r + [3. (1.7.1) 
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PROOF. Recall Formula I (4.4.2). For u1, Uz harmonic and 0 < p < r (and 
the usual counterclockwise orientation for the circles) we have: 

(~zl = r - ~ZI=P)(Ul *du z - Uz *du 1) = fL<,z,<r U1 Lluz - uZLlu 1 = O. 

Now we let U = Uz, and set 
Ut(z) = loglzl 

(recall that on Izl = r, (cujor) rdB = *du), to obtain 

f
27t iJu f27t 1 -fJ = log r:;-r dB - u(reiO) - r de 

o ur 0 r 

( - fJ is, of course, the value of the right-hand side of the above equation for 
r = p, which we take to be a fixed value). Thus 

r27t u(reiO) de = fJ + log r r *du = fJ + IX log r. 
Jo Jlzl=r 

The last equality holds because Ilzl = r *du is independent of r. This is simply 
Cauchy's theorem for du + i*du is a holomorphic differential in {O < Izl < I} 
~alternatively, because *du is closed. D 

Remark. The above also shows how to evaluate IX: 

(I. = r *du. 
Jizi =r 

Furthermore, we may view (1.7.1) as a formula for computing fJ, especially 
when we know that (J. = O. 

Corollary 1. If u is harmonic and bounded in {O < Izl < 1}, then IX = o. 
PROOF. If M = sup lui on 0 < IZI < 1, then 

IfoZ7t u(reiO) del::; M2n. D 

Corollary 2.lf u is harmonic and bounded in {O < Izl < 1}, then u can be 
extended as a harmonic function to {Izl < 1}. 

PROOF. Since (X = 0, Ilzl = r *du = O. Thus (we assume II is real, this involves 
no loss of generality) there exists an analytic function f on {O < Izl < I}, 
with u = Re f on {O < Izl < I}. Set F = exp f. Since IFI = exp u, and u is 
bounded, so is IFI. By the Riemann removable singularity theorem F can be 
extended to Izl < 1. Since a pole or an essential singularity of f is an essential 
singularity for F, f has a removable singularity at z = o. D 

Remark. As a consequence of the preceding, we have the following: The 
Dirichlet problem does not have a solution for D = {O < Izi < l}, f(O) = 1, 
fez) = 0 for Izl = 1. 
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IV.2. Subharmonic Functions and Perron's Method 

The linear functions f(x) = ax + b in one (real) variable satisfy the mean­
value property. The harmonic functions in two variables are the natural 
generalization. Similarly, both classes of functions satisfy the (appropriate) 
Laplace equations. Subharmonic functions are the natural generalization 
of convex functions. Throughout this section, M is a Riemann surface. All 
functions considered will be real-valued. 

In this section we establish Perron's principle which gives sufficient con­
ditions for the supremum of a family of subharmonic functions to be a 
harmonic function. Using this principle, the Dirichlet problem is solved. 

IV.2.t. A continuous function u on M is called subharmonic on M if and 
only if for every domain D on M and every harmonic function h on D with 
u .:s; h on D we have u == h on D or u < h on D. The function u is called super­
harmonic if and only if - u is subharmonic. Obviously every harmonic func­
tion is both subharmonic and superharmonic. 

Proposition. A continuous Junction u is subharmonic on M if and only if Jor 
every domain D c M and every harmonic function h on M, u + h has no max­
imum in D unless u + h is constant. 

PROOF. Say u is subharmonic and u + h .:s; H with H constant and H assumed 
by u + h at some point in D, then u .:s; H - h in D. Since H - h is harmonic 
in D and equality holds at least one point in D, u = H - h. Thus, u + h = H, 
and u + h is constant. 

Conversely, say u .:s; h on D. Then u + (- h) .:s; O. Then either u + ( -h) < 0 
on D or u + ( -h) equals zero at a point in D. In the latter case, the hypothesis 
implies u + (- h) is constant (and =0). Thus u is subharmonic. 0 

Corollary. Subharmonicity is a local property (that is, a Junction subharmonic 
in a neighborhood oJevery point is subharmonic). 

IV.2.2. A conformal disc K c M is an open set (K) whose closure (CI K) 
is in a single coordinate patch (with local coordinate z) such that z(CI K) 
is a closed disc in IC of radius> I, and center z = O. 

Let u be a continuous function on M(u E C(M)). Fix a conformal disc K on 
M. We define a new function d K ) on M as follows: 

U(K) E C(M), 

U(K) IM\ K = u IM\ K, 
U(K) is harmonic in K. 

The solution of the Dirichlet problem for the disc gives the existence and 
uniqueness of U(K). Furthermore, 

C(M) '3 u I--> UIK ) E C(M) 
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defines an IR-linear operator (to be called harmolli:alioll) on C(M). Also, u 
is harmonic if and only if u = dl\) for all conformal discs K on M. 

Proposition. LeI liE C(M). The fimctioll II is slIhharmollic it" alld only if u ::; 
ull\) for el'ery collformal disc K Oil M. 

PROOF. Assume u is subharmonic. Consider 

This function vanishes on M \ K. It has no maximum in K(unless it is constant). 
Its maximum must be on i5K. Thus u - dl\) ::; O. 

To prove the converse, let h be harmonic on D. We show that the maximum 
principle holds for u + h. Assume u + II achieves a maximum H on D, a 
domain in M. Set 

DH = [P ED; u(P) + h(P) = H). 

Then DH is non-empty and closed in D. Pick a conformal disc KeD around 
P E DH with the local coordinate :. Now for 0 < r < I, K, = :-1({[.:::1 < r}) 
is also a conformal disc, and 

H = u(P) + hiP) = ufO) + h(O) ::; dl\)(O) + 11(0) 

1 ( 2n o '0 
= 2n Jo (u(re') + hire' »dO::; H. 

Thus u(reiO) + h(reiO ) = H all r, 0 ::; r ::; L and all (), () ::; 0 ::; 2n. Hence DH 
is open in D. Since we have taken D to be connected (without loss of gen­
erality), DH = D, and u + h is constant in D. Hence II is subharmonic by 
Proposition IV.2.1. D 

Corollary (of Proof). LeI u E C(M). Theil u is suhlwrlllonic it" and ollly if 

I (2n '0 
UfO) ::; 2n Jo u(e' )dO 

for every cOllformal disc 011 M. 

Corollary (of Corollary). Let D he a domain on M. Assume that u E C(e) D) 
is subharmonic and non-negative on D and identically zero on i5D. Extend u 
to be .:::ero on M \D. Then u is subharmonic on M. 

IV.2.3. Proposition. Let u, v he sllbharmonic functions on M and c E IR, c ~ O. 
Let K be a conformal disc on M. Then eu, u + v, max{u,l'}, and U(K) are all 
subharmonic. 

PROOF. That eu and u + rare subharmonic follows immediately from the 
above corollaries. Next assume that max {u,v}(Po) = u(Po). Letting z be a 
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local coordinate vanishing at Po, corresponding to a conformal disc, we 
see that 

1 i 2 1[ '0 
~ 2rr Jo max{u,v}{e' ide, 

showing that max {u,1'} is also subharmonic. Finally, d K ) is clearly sub­
harmonic on M \ bK. Thus, let Po E bK. Using the same notation as above, 
we see that 

proving that d K ) is subharmonic. o 

IV.2.4. Proposition. Let u E C(M). Then u is harmonic if and only if u is 
subharmonic and superharmonic. 

PROOF. If u is subharmonic, then u ~ d K ) for all conformal discs K. If u is 
superharmonic then u :2: d K ). Thus, if u is both, u = U(K). Since harmonization 
does not affect such a function u, it must be harmonic. The converse is, of 
course, as previously remarked, trivial. 0 

IV.2.S. Proposition. Let u E C 2(M). Then u is subharmonic if and only if 
L1u:2: O. 

PROOF. Since subharmonicity is a local property, it involves no loss of 
generality to assume that M is the unit disc {z = x + iy; Izl < I}. Further­
more, L1u :2: 0 is a well-defined concept on any Riemann surface (because 
we are interested only in complex analytic coordinate changes). We view L1 
as an operator from functions to functions: 

j1 2 u (i 2 u 
L1u= ~ + :)2 ' ex (y 

Say L1u > O. Thus u has no maximum on M. (If u had a relative maximum 
at Po, then 

If h is harmonic on M, then L1(u + h) > 0, and, as seen above, this implies 
that u + h has no maximum on M. Thus u is subharmonic. 

Suppose now L1u :2: O. Let B > 0 be arbitrary. Set 

v(x,y) = u(x,y) + B(X 2 + y2). 
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Then v E C2(M) and L1v = L1u + 4e > O. Thus, by the first part, v is sub­
harmonic. Hence, for every K, a conformal disc on M, v $; V(K), or 

U(K) + e ;;::: u<K) + e(x2 + y2)(K) ;;::: U + e(x2 + i), 

or (by letting e approach zero) U $; U<K); that is, U is subharmonic. 
Conversely, say u is subharmonic and L1u < 0 at some point. Then also 

in a neighborhood D of this point. By the above, u is superharmonic in D. 
Hence, we conclude that such a u must be harmonic in D, and we arrive 
at the contradiction L1u = 0 in D. D 

IV.2.6. A family :F of subharmonic functions on a Riemann suface M 
is called a Perron family (on M) provided: 

and 

Remarks 

:F is non-empty, 

for every conformal disc K c M and every u E :F, 

there is a v E :F such that v I K is harmonic and v ;;::: u, 

for every U I E .fF and every U2 E .~, there is a 
v E .~ such that v;;::: max{u l ,u2}' 

(2.6.1) 

(2.6.2) 

(2.6.3) 

l. In most applications the functions v satisfying (2.6.2) and (2.6.3) will be 
U(K) and max{u l ,u2}, respectively. 

2. If.~ is a Perron family on M, if K is a conformal disc in M, and if Uj E :F, 
j = I, .. . , n, then there is a v E :F such that vlK is harmonic and v ;;::: !lj , 

j = 1, .. . , n. 

Theorem (Perron's Principle). Let :F be a Perron family and define 

U(P) = sup v(P), PEM. 
ve.? 

Then either !I == + 00 or U is harmonic. 

PROOF. Cover M by a family of discs {Da}. If we have the theorem for discs, 
we have it for all of M. We claim that if U is harmonic on one disc in the 
cover, say DI, then U is harmonic on all discs. Let D* be another such disc. 
Since M is connected we can find a chain of discs 

with 
Dj n Dj + I non-empty for j = 1, ... , n. (2.6.4) 

By the theorem for discs u I Dj is either harmonic or == + 00. Since we have 
(2.6.4), it is impossible for ulDI to be harmonic and ulDn+ I to be == + 00. 

Thus we may assume 

K = {z E C; Izl < l} c {z E C ; Izl < r} = M, r> 1, 
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and prove the theorem for K. Let {Zj}~ I be a dense set of points in M. (We 
cannot at this point choose a countable dense set in our original M, since 
we do not know yet that every Riemann surface is second countable.) For 
each j, choose a sequence Vjk E.? such that 

u(z) = lim Vjk(Z)' 
k~ oo 

Choose any VI E §i such that VI is harmonic on K and VI ~ V ll • Having 
chosen 

choose Vn + I E :ff' such that 

and 

Vn + 1 t K is harmonic, 

vn + 1 ~ Vn' 

Vn + 1 ~ Vmb all m :$; n + 1, all I :$; n + l. 
We now observe that 

and thus 
lim viz) = sup vn(z) = u(z). 
n- a) n 

Assume u =1= + 00. Without loss of generality we assume that U(Zl) < + 00. 

By Harnack's principle 

W = lim Vk 
k 

(2.6.5) 

is harmonic in K . We must verify W = u. Since Vk E §i, Vk:$; u, and hence 
W :$; U by (2.6.5). Further W = U on a dense set (we do not know yet however 
that U is even continuous). Thus W ~ V on a dense set for all V E §i. Since 
all V E .? are continuous, W ~ v for all v E §i. Thus, W ~ U on K. 0 

Remark. The above proof also showed how to obtain the function u. Let 
K be an arbitrary compact subset of M . Cover K by finitely many discs 
{Kj;j = I, . .. ,n}. For each j, there is a sequence of increasing harmonic 
functions {v jd such that 

U = lim Vjk on K j • 
k 

Choose Uk E §i such that Uk ~ maX{Vjk;j = 1, . .. ,n}. Then 

U = lim Uk 
k 

uniformly on K. In general, the functions Uk are only subharmonic on K 
(that is, not always harmonic). 

IV.2.7. We now return to the Dirichlet problem introduced in IV.l.l. We 
take a region D with boundary bD on a Riemann surface M. 
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Let P E bD. We shall say that P is a barrier at P provided there exists a 
neighborhood N of P such that 

P E C(Cl(D n N)), 

P is superharmonic on Int(D n N), 

P(P) = 0, 
and 

P(Q) > 0 for Q i= P, Q E CI(D n N). 

(2.7.1) 

(2.7.2) 

(2.7.3) 

(2.7.4) 

Remark. If P E bD can be reached by an analytic arc (= image of straight 
line under holomorphic mapping) with no points in common with Cl D, 
then there exists a barrier at P. 

PROOF. This is a local problem and so we may assume that P can be reached 
by a straight line with no points in common with D and D c IC. Furthermore, 
we may assume P = 0, and the line segment is y = 0, x ~ O. Choose a single­
valued branch of ~ in the complement of this segment and set P(z) = Re ~. 
Writing z = rew, we see that P(z) = r1 /2 cos e/2 with -7t < e < 7t, and is 
thus a barrier at O. D 

We need a slight (free) improvement. Let P be a barrier at P E bD with 
N (as in the definition) a relatively compact neighborhood of P. Let us 
choose any smaller neighborhood No of P with CI No c Int N. Set 

m = min{p(Q); Q E (CI(N\ No) n CI D)} > O. 

Then set 

p( Q) = {min {m,p( Q)}, 
m, 

QE N n D, 

Q E CI(D\ N). 

Then P is continuous on D, P ~ 0, p(Q) = 0 if and only if Q = P, and pis 
superharmonic on D. Further p/m is again a barrier at P with p/m = 1 
outside N . (It is defined on all of CI D.) We shall call p/m a normalized 
barrier at P. 

IV.2.8. Let D c M. A point P E bD is called a regular point (for the Dirichlet 
problem) if there exists a barrier at P. A solution u to the Dirichlet problem 
for a bounded f E C(bD) is called proper provided 

inf{J(P); P E bD} ~ u(Q) ~ sup{J(P); P E bD}, all Q E Cl D. 

Theorem. The following are equivalent for D eM: 

a. There exists a proper solution for every bounded f E C(bD). 
b. Every point of bD is regular. 

PROOF. (a) = (b) : Let P E bD. It is easy to construct an f E C(bD) with 
o ~ f ~ 1 and f(Q) = 0 if and only if Q = P. Let u be a proper solution to 
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the Dirichlet problem with boundary value f. Then 0 sus I. We claim 
u> 0 in D. Otherwise, u == 0 in D (by the minimum principle) and f == O. 
Since u is harmonic, it is superharmonic, and thus a barrier at P. 

(b) = (a): Let 

~ = {v E C(CI D); v is subharmonic in D, 

mo = inf f s v S sup f = m l , and ll(Q) S f(Q) 

for all Q E bDl. 

Clearly the function which is identically mo is in .? If Ul> U2 E .?, then 
max{uhu2} E~. Also for every u E.~ and every conformal disc K in D, 
d K ) E~. Thus .? is a Perron family on D. Let 

u(Q) = sup v(Q), 
VE .¥ 

Then u is harmonic in D and mo sus mi' 
We verify two statements for P E (5D: 

I. lim inf u(Q) ?? f(P); and 
Q~P 

2. lim sup u(Q) s f(P). 
Q~P 

PROOF OF (I). If f(P) = mo, there is nothing to prove. So assume f(P) > mo . 
Choose £ > 0 such that f(P) - £ > mo. There is then a neighborhood N(P) 
such that 

f(Q) ?? f(P) - £ for all Q E N(P) 1\ (5D. 

Let f3 be a normalized barrier at P which is == 1 outside N(P). Set 

w(Q) = -(f(P) - mo - £)f3(Q) + f(P) - £, QECI D. 

Clearly, WE C(CI D) and w is subharmonic. For Q E CI D, 

w(Q) s f(P) - £ < ml> 
and 

w(Q) = mof3(Q) + (f(P) - £)(1 - f3(Q» 

?? mofJ( Q) + mo(l - fJ( Q» = mo· 

Finally, for Q E (5D, 

w(Q) = rna s I(Q), Q ¢ N(P), 
and 

w(Q) S f(P) - £ s I(Q), Q E N(P). 

We have shown that w E~. Hence, w(Q) s u(Q), all QED, and thus 

lim inf u(Q) ?? w(P) = f(P) - £. 
Q~P 

Since £ is arbitrary, (1) follows. o 
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PROOF OF (2) . There is nothing to verify if f(P) = mi · Assume f(P) < mi. 
Choose c > 0 so that f(P) + c < m I . Choose N = N(P), a relatively compact 
neighborhood of P, such that 

f(Q) ~ f(P) + e for all Q E N(P) n 8D. 

Let v E .'ff' be arbitrary. We claim 

v(Q) - (ml - f(P) - c)f3(Q) ~ f(P) + c, Q E N(P) n D. (2 .8.1) 

(Here f3 is again a normalized barrier at P that is == 1 outside N(P).) Since 
the function on the left of the inequality is subharmonic, it suffices to check 
the inequality on 8(N n D). If Q E 8(N n D), then either (i) Q E 8N n 
CI D or (ii) Q E CI N n 8D. In case (i), the left-hand side of (2.8.1) satisfies 

= v(Q) - m l + f(P) + c ~ f(P) + c. 

In case (ii) we have the estimates (for the same quantity) 

~ l'(Q) ~ f(Q) ~ f(P) + c. 

We have thus verified (2.8.1). Thus for Q E N(P) n D 

v(Q) ~ I(P) + c + (ml - I(P) - c)f3(Q), 

and hence also 

u(Q) ~ I(P) + c + (ml - I(P) - c)f3(Q). 

From this last inequality we conclude 

lim sup u(Q) ~ f(P) + c. 
Q~ P 

Since c can be chosen arbitrarily small, we have (2). 

IV.3. A Classification of Riemann Surfaces 

o 

In this section we partition the family of all Riemann surfaces into three 
mutually exclusive classes: compact (= elliptic), parabolic, and hyperbolic. 
The partition depends on the existence or non-existence of certain sub­
harmonic functions. It will turn out (next section) that each of these classes 
contains precisely one simply connected Riemann surface. Perhaps of 
equal importance is the fact that this classification also enables us to con­
struct non-constant meromorphic functions on each Riemann surface. The 
constructions in this section differ in a few important respects from the 
constructions in 11.4. We do not need here the topological facts that were 
previously used (triangulability of surfaces and existence of partitions of 
unity), and we get sharper information about the meromorphic functions 
that we construct (see, for example, Theorem IV.3 .11). 
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IV.3.t. Lemma. Let K be a compact connected region on a Riemann surface 
M, with K of. M. There exists a domain Don M such that 

K e D, 

Cl D is compact, 
and 

bD consists of finit ely many closed analytic curves. 

(3.1.1 ) 

(3.1.2) 

(3.1.3) 

PROOF. If M is compact the lemma is trivial. Choose P rt K and a small 
disc U about Pin M \ K. In the general case, every P E K is included in a 
conformal disc. Finitely many such discs will cover K. Let D, be the union 
of these discs. By changing the radii of the discs, if necessary, we may assume 
that the boundaries of the discs intersect locally only in pairs and non­
tangentially. Delete from D, a small disc U in D, \ K and call the resulting 
domain D2 . Solve the Dirichlet problem with boundary values t on bU, 0 
on bD, (note that D2 = D, \ Cl U has a regular boundary). Let D be the 
component containing K of 

{P E D 2 ; u(P) > e > OJ, 
where e < min {u(P) ; P E K]. The critical points of the harmonic function 
u (the points with du = 0) form a discrete set. By changing e we eliminate 
them from bD. Thus, the domain D satisfies (3 .1.1) - (3.1.3). 0 

IV.3.2. Let M be a Riemann surface. We will call M elliptic if and only 
if M is compact (= closed). We will call M parabolic if and only if M is not 
compact and M does not carry a negative non-constant subharmonic 
function. We will call M hyperbolic if and only if M does carry a negative 
non-constant subharmonic function. 

R emark. It is obvious that a hyperbolic surface cannot be compact (by the 
maximum principle for subharmonic functions), and thus we have divided 
Riemann surfaces into three mutually exclusive families. 

IV.3.3. Subharmonic functions on a parabolic surface satisfy a strong 
maximum principle. 

Theorem. Let D b e an open set on a parabolic surface M . Let u E C(CI D). 
Assume u is subharmonic in D. Furthermore, assume there exist m" m2 E IR 
such that u :-:;; m, on bD and u :-:;; m2 on Cl D. Then u :-:;; m, on Cl D. 

PROOF. Assume m2 > m, (otherwise there is nothing to prove). Choose e, 
0 <[; < m2 - mi' Define 

v = {max {u,m, + e} - m2 in D, 
m, + e - m2 in M \D. 

It is clear that v is subharmonic on M, v < O. Thus v is constant ; that is, 

max{u, m 1 + c: } = m, + e in D. 
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Hence 

and since G is arbitrary, we are done. D 

Corollary 1. Let u be a bounded real-valued harmonic function on all open set D 
on a parabolic surface M. Assume that u E C(CI D), with 1110 = inf{ u(P) ; P E i5D} 
and 1111 = sup{u(P); P E JD }. Then mo :$; u :$; 1111 (on Cl D). 

Corollary 2. On a parabolic Riemann surface, the Dirichlet problem has at 
most one bounded solution. 

IV.3.4. On hyperbolic surfaces we do not, in general, have uniqueness of 
solutions to the Dirichlet problem. To see this we first establish the following 

Theorem. Let M be a hyperbolic Riemann surface and K a compact subset 
with J(M\ K) regular and M\ K connected. Then there exist a function 
W E C(Cl(M\ K)) such that 

I. W is harmonic on M\ K, 
11. w = I on J(M\ K), and 

111. 0 < w < 1 on M\ K. 

Remark. We will call the smallest w as above, the harmonic measure of K. 

PROOF OF THEOREM. Let t/Jo be a non-constant superharmonic function on 
M with t/Jo > O. Let mo = min(t/Jo IK) and t/JI = t/Jo /mo. Then t/JI is super­
harmonic on M , non-constant, t/J I > 0 and t/J I I K 2 I. 

We claim there exists PoE 15K such that t/J I(P 0) = 1. Clearly, since K is 
compact we can find such a Po E K. If Po E Int K, then t/J 1 is constant on 
the component of K containing Po, and thus also on the boundary of that 
component. Thus we can find a PoE 15K at which t/J I has the value 1. 

There exists a Qo E M \ K with t/JI(QO) < 1. Otherwise t/JI 2 1 and since 
t/J I(P 0) = 1, this would mean that t/J I is constant. 

Finally, we set t/J = min{I,t/Jd, and note that t/J is superharmonic on M, 
o < t/J :$; 1, t/J(Qo) < I, t/J I K = 1. 

We define 

g; = {v E C(Cl(M\ K)) ; v is subharmonic on M\ K and v:$; t/JI(M\ K)} . 

The family g; is clearly closed under formation of maxima and under 
harmonization. Thus g; is a Perron family on M\ K provided it is not empty. 
Clearly, - t/J E ,'F. However, we have to show that g; has more interesting 
functions . 

Choose a domain D i1 K with Cl D compact, and i5D consisting of 
(finitely many) Jordan curves (this is possible by Lemma IV.3.!). Let Vo 

be the solution to the Dirichlet problem on D\ K with boundary values 1 on 
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bK and 0 on bD. Clearly, 0::; Vo ::; I on CI(D\ K). Extend Vo to be zero on 
M \ D and observe that Vo is subharmonic on M (by the Corollary to Proposi­
tion IV.2.2). 

We show that Vo E .-F. We must verify that Vo ::; 1/1 on M \ K . Note that 
Vo - 1/1 is subharmonic on M , and l'o - 1/1 ::; 0 on bD, and also on M \ D. By 
the maximum principle vo - 1/1 ::; 0 on D because CI D is compact. Define 

W(P) = sup v(P), P E CI(M\ K), 
v e§: 

then 
Vo ::; W ::; 1/1, 

and in particular W is harmonic on M \ K, and W = I on fJK (and also WE 
C(CI(M\ K»). The function w is non-constant since w(Qo)::; l/I(Qo) < I. 
Furthermore, 0 ::; w ::; 1 on CI(M\ K) and thus 0 < w < I on M \ K. 0 

IV.3.S. Important Addition. We can obtain the harmonic measure of K with 
slight modification of the above argument. Set 

.-FI = {v E .-F; v has compact support} 
and define 

wl(P) = sup v(P), P E CI(M\ K). 
t' E§1 

Note that '~1 contains Vo and is hence non-empty. Furthermore, WI has all 
the properties of w. We claim that WI ::; w for all w enjoying the properties 
of the theorem. Consider 

w - v, 

Assume that v I M \ K ' = 0 for some compact set K '. Thus 

w - v ~ 0 on l>(K' \ K) 

(since w ~ 0 on bK', v = 0 on bK'; w ~ von bK). Hence {jj ~ von (K '\ K) u 
(M\K '), and since v is arbitrary w ~ WI on M \ K . 

Corollary. Let M be a hyperbolic Riemann surface and D a domain in M with 
regular boundary such that M \ D is compact. Then we have non-uniqueness of 
solutions for the Dirichlet problem for D. 

PROOF. If u is any solution to a Dirichlet problem, then so is (1 - w) + u, 
where w is the harmonic measure for M \D. 0 

Remark. Any D as above cannot have compact closure in M . If it did, we 
would have a unique solution to the Dirichlet problem for D. 

IV.3.6. Let M be a Riemann surface and P EM. A function g is called a 
Green's function for M with singularity at P provided: 

g is harmonic in M\ {P} . (3.6.1) 
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9 > 0 in M\ {P}. (3.6.2) 

If z is a local parameter vanishing at P, then 

g(z) + loglzl is harmonic in a neighborhood of P. (3.6.3) 

If 9 is another function satisfying (3.6.1) - (3.6.3), then 9 ~ g. (3.6.4) 

Remark. Condition (3.6.3) is independent of the choice of local parameter 
vanishing at P (that is, the condition makes sense on M). For if' is another 
such parameter, then (with a! -# 0) 

,(z) = a!z + a2z2 + ... 

= a!z(l + :~ z + .. -) = a!zf(z), 

where f is holomorphic near z = 0 and f(O) -# O. We write f(z) = e"(z ), with 
h hoi om orphic near z = 0, and conclude that 

10gl'l = logla!1 + loglzl + Re h(z). 

Since Re h(z) is harmonic, we see that g(z) + loglzl is harmonic if and only if 
g(' ) + 10gl'l is. 

A CLASSICAL EXAMPLE. Let D be a domain in IC with Cl D compact and bD 
regular (for example bD consisting of finitely many analytic arcs). Let Zo E D. 
By solving the Dirichlet problem we can find a function y E C(CI D) such 
that y is harmonic in D and 

y(z) = loglz - zol, ZE bD. 
Set 

g(z) = -loglz - zol + y(z), ZE D. 

Show that 9 is the Green's function for D with singularity at zoo (The 
proof of this assertion follows the proof of Lemma IV.3.8.) Formulate and 
prove a general theorem so that this example and Lemma IV.3.8 become 
special cases of the theorem. 

EXERCISE 

Let D c IC be a domain bounded by finitely many disjoint Jordan curves C b .. . , Cn . 

The harmonic measure of CiJ = 1, ... ,n) with respect to D is classically defined as the 
unique harmonic function Wj in D that is continuous on CI D and has boundary values 
bjb k = 1, . .. , n. Show that this definition makes sense and relate this concept to the 
one introduced in IV.3.4. Show that WI + ... + W n = 1 and discuss the properties of the 
(n - 1) by (n - 1) "period" matrix k *dWk' 

IV.3.7. Theorem. Let M be a Riemann surface. There exists a Green'sfunction 
on M (with singularity at some point P E M) if and only if M is hyperbolic. 



IV.3. A Classification of Riemann Surfaces 183 

PROOF. Let 9 be a Green's function on M with singularity at P. Let m > O. Set 
f = min{m,g}. Thenf is clearly superharmonic in M\ {P}. Since g(Q) -. + 00 

as Q -. P, f == m in a neighborhood of P. Thus f is superharmonic on M. 
Also f > O. Iff were constant, then 9 ~ m, and thus 9 - m would be another 
candidate for the Green's function with 9 - m < g. This contradiction shows 
that f cannot be constant and hence M is hyperbolic. 

Conversely, assume that M is hyperbolic. Let P E M. Let K be a con­
formal disc about P with local coordinate z. Set 

§' = {v; v is subharmonic in M\ {P}, 
v ~ 0, v has compact support, and 

v(z) + loglzl is subharmonic in Izl < I}. 

To note that §' is non-empty, we define 

( ) _ {-loglzl, vo z -
0, 

0< Izl < 1 

Izl ~ 1, 

and observe that Vo E §'. It is easy to see that §' is a Perron family (on 
M\ {P}). 

We establish now the following 

Lemma. Outside every neighborhood of P, §' is uniformly bounded. 

PROOF OF LEMMA . Choose r, 0 < r < 1. Let Wr be the harmonic measure of 
{Izl::;; r} . (It is only here that we use the fact that M is hyperbolic.) Thus Wr 

is harmonic on Izl > r, W. = 1 on Izl = r, and 0 < W. < 1 for Izl > r. Let 
A. = max{wr(z); Izl = I}. Thus 0 < A. < 1. For u E §', let u. = max{u(z); z = r}. 
We claim 

U.Wr - U ~ 0 for Izl ~ r. (3 .7.1) 

Clearly UrWr - U is superharmonic on Izl > r, and UrWr - U ~ 0 on Izl = r. 
Let % be the support ofu. Then u = 0 on b%, and thus (3 .7.1) holds on b%. 
Hence (3.7.1) holds on %\ {jzl ::;; r} by the minimum principle for super­
harmonic functions. Inequality (3.7.1) obviously holds on M \ % . 

Finally, u(z) + loglzl is subharmonic in Izl < 1 and continuous on Izl ::;; 1. 
Thus 

u. + log r = max u + log r ::;; max u + log 1 = max u ::;; UrAr 
Izl=. Izl= 1 Izl= 1 

(the last inequality is a consequence of(3.7.1)). Thus 

-log r 
ur ::;; !="T' . 

Since u = 0 off a compact set %, we conclude that 

log r 
max{u(z); Izl ~ r} ::;; A _ l' 

r 

(3.7.2) D 
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CONCLUSION OF PROOF OF THEOREM. Set 

g(Q) = sup u(Q), Q E M \ {P}. 
UE'? 

Inequality (3.7.2) implies that g(Q) < 00 for Q -# P. Thus, by Perron's prin­
ciple, 9 is harmonic in M \ {P}. The fact that 9 > 0 on M \ {P} follows from 
the corresponding fact that u > 0 on M\ {P} for all u E ff'. Since u > 0 
implies g;::::: 0 on M \ {P}. If g(Q) = 0 for some Q E M \ {P}, then 9 is 
constant. Thus 9 > 0 on M\ {P}. Next we show (3.6.3). Note that for Izl < r, 
U E ff', 

log r Ar log r 
u(z) + loglzl :-:::; Ur + log r:-:::; Ie _ 1 + log r =~. 

r r 

Thus also 

I I )'r log r I I g(z) + log z :-:::; T-=-t for z :-:::; r. 
r 

Hence z = 0 is a removable singularity for the bounded harmonic function 
g(z) + loglzl. 

To finish the proof that 9 is the Green's function, let {j be a competing 
function satisfying (3.6.1)- (3.6.3). Let u E ff'. Then the function {j - u is super­
harmonic on M. Since u has compact support, say K', {j - u ;::::: 0 on M \ K' 
and by the minimum principle for superharmonic functions also on K '. 
Thus {j ;::::: u on M\ {P}. Thus {j;::::: g. (In fact, either {j > 9 or {j = g on M\ {P}.) 

Remark. We have shown a little more than claimed in the theorem: 

Existence of Green's function at one point 
~ 

Hyperbolic 
~ 

Existence of harmonic measures 
~ 

Existence of Green's function at every point. 

o 

We hence define g(P,Q) as the value at Q of the Green's function (on the 
hyperbolic surface M) with singularity at P. 

IV.3.S. Lemma. Let M be a hyperbolic Riemann surface. Let D be a domain 
on M with Cl D compact and bD regular for the Dirichlet problem. Let P E D. 
Let u be the unique harmonic function on D with u(Q) = g(P,Q) on bD. Then 
gD(P,Q) = g(P,Q) - u(Q), QED defines the Green's function for D with 
singularity at P. 

PROOF. The function gD is harmonic in D\ {P}. Take a small disc.1 about P 
so that 9 - u is positive in its interior. Thus by the minimum principle for 
harmonic functions, 9 - u ;::::: 0 on D\ {P} since we also have these estimates 
on b(D\ .1). Condition (3.6.3) is trivially satisfied. Let {j be another candidate 



IV.3. A Classification of Riemann Surfaces 

for the Green's function, and let Qo E D\ {P}. It suffices to show that 

g(Qo) ~ gD(P,QO) - G 

185 

for all G > O. For each Q E bD, there exists a neighborhood U Q of Q in 
CI D\ {Qo} such that gD < G on UQ . Set 

U = U UQ . 
QEbD 

Then on D\ U we have 9 - gD ~ - G since we have this estimate on b(D\ U) = 
bU. In particular, g(Qo) - gD(P,QO) ~ -G. (Intuitively gIl is necessarily the 
right choice since it has the smallest possible value on bD, namely 0.) D 

IV.3.9. Lemma. In addition to the hypothesis of the previous lemma, assume 
that bD consists of closed analytic arcs, and P, QED. We have 

gD(P,Q) = gD(Q,P), all P, QED. 

PROOF. Let U 1, U 2 be two small disjoint discs about P and Q respectively. 
Let jj = D\ (U 1 u U 2)' For R E D\ { P,Q} set 

u(R) = gD(p,R) 
v(R) = gD(Q,R). 

Then by I (4.4.2), 

0= IIn (u Liv - v Liu) = Ln (u *dv - v *du) 

= - f (u *dv - v *du). JbU,+bU2 (3 .9.1) 

Note that by the reflection principle for harmonic functions, we may assume 
that u and v are C2 in a neighborhood of the closure of D. We introduce now a 
conformal disc (U ,) at P with local coordinate z = rei8 . In terms of this local 
coordinate, we write 

u(z) = ii(z) - log r 

with u harmonic in Izl ~ 1. Thus 

f u *dv - v *du = f (u - log r) *dv - v *d(u - log r) JbU, JbU, 

= f u*dv-v*dfi- f (Iogr)*dv-v*d(logr) Jou, Jou, 

=f.·f uLiv-vLiu- f (Iogr)*dv-v(rei6)~rd8 Ju, J,lU, r 

Similarly, 

f2n '0 = Jo v(re' )d8 = 2nv(O) = 2ngD(Q,P). 

f u *dv - v *du = - 2ngD(P,Q). JbU 2 
D 
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IV.3.10. Theorem. If M is hyperbolic, then 

g(P,Q) = g(Q,P), all P, Q E M. 

PROOF. Fix a point P EM. Consider the collection ~ of all domains D c M 
such that 

1. P E D, 
2. CI D is compact, and 
3. I5D is analytic. 

Note that if Dj E ~ (j = 1,2), then there is also a D E ~ with Dl u D z c D. 
Extend each of the Green's functions gv(P,') to be identically zero outside D. 
Let 

The last corollary in IV.2.2 shows that the functions in .? are subharmonic 
on M \ {P}. 

Let K be any conformal disc on M \ {P}. Let D E~. Choose D* E ~ such 
that D* ::::> D u K. Thus gv*(P, .) ~ gv(P, .) and gv'(P, . )IInt K is harmonic. 
Similarly, if D 1, D z E~, we can choose D E ~ with D ::::> Dl U Dz and observe 
that gv(P, ' ) ~ gviP,'), j = 1,2. Thus the family .? is a Perron family. By 
Perron's Principle 

y(Q) = sup {gv(P,Q)}, Q E M \ {P} 
VE ~ 

is harmonic on M \ {P}, since 

shows that y(Q) < + 00, all Q E M \ {P}. The last inequality also shows that 

y~ g(P,') onM\ {P}. 

Since y is a competitor for the Green's function (it clearly satisfies (3.6.2) and 
(3.6.3», y ~ g(P, · ) on M \ {P}. We have thus shown that 

y(Q) = g(P,Q) = sup {gv(P,Q)}, QEM. 
VE ~ 

Hence for Q, P E D 

Now fixing P and taking the supremum over D E~, we see that 

g(P,Q) ~ g(Q,P). 

Reversing the roles of P and Q gives the opposite inequality. Thus the 
proof of the theorem is complete. 
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EXERCISE 

Show that the Green's function is a conformal invariant ; that is, if 

f:M --+ N 

is a conformal mapping and 9 is the Green's function on N with singularity at f(P) for 
some P EM, then 9 0 f is the Green's function on M with singularity at P. 

DIGRESSION. Let D be a domain on a Riemann surface M with bD consisting 
of finitely many analytic arcs. Let us generalize the Dirichlet problem and 
(recall 11.4.5) our earlier discussion of the Dirichlet principle. Let Q be a 
2-form which is C2 on a neighborhood of the closure of D. (We shall show in 
IV.8 that there is a Coo 2-form Qo on M that never vanishes. Thus Q = FQo 
for some function FE C 2 (CI D).) Let f E C(bD). We want to solve the 
boundary-value problem for u E C2(CI D): 

Llu = Q, 

ulbD = f· 

Let Po E D be arbitrary and assume our problem has a solution u. Let us 
take a conformal disc z centered about Po and let 

O<r<1. 

Apply Formula I (4.4.2) on Dr with qJ = u and i/J = g(Po, ' ), the Green's 
functi~n for the domain D. Recall that u = f on bD and that Llg(P 0,' ) = 
o on D\ {Po} while g(P, ·) = 0 on bD. Thus 

f f * dg(P 0, ' ) - f (u(z) * dg(P o,z) - g(P o,z) * du( z)) = - f.'f g(P 0, ' )Q. 
JIiD Jlzl=r JDr 
Letting r -+ 0, we see that 

2nu(Po) = - SSD g(Po , ·)Q - LDf * dg(Po, ·)· (3.1 0.1) 

Conversely, it can be shown that Formula (3.10.1) does indeed provide a 
solution to our problem. 

IV.3.n. Theorem. Let M be a non-hyperbolic Riemann surface. Let D be a 
domain on M with P ED. Let f be a holomorphic function on D\ {P }. Then 
there exists a unique harmonic function u on M\ {P} such that 

Remarks 

u - Re f is harmonic in D and vanishes at P, and 

u is bounded outside every neighborhood of P. 

(3.11.1) 

(3.11.2) 

1. The theorem should be contrasted with Theorem II. 4.1 (and its com­
panions). What is important for us is not the more general singularity at P 
that we can produce, but the boundedness statement (3.11.2). 
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2. Iff has no singularity at P, then existence is trivial. We set u = (Re f)(P). 
3. The uniqueness part of the theorem is also quite easy to establish. If U 1 

and U z satisfy the conditions for u, then U 1 - U z is a bounded harmonic 
function on M and hence constant. Since (u 1 - uz)(P) = 0, U 1 = Uz. 

Before obtaining existence, we must establish some lemmas. 

IV.3.12. Lemma. Let De C. Let u be harmonic in D and lui.::; m. Let P ED, 

then 

with c a universal constant. 

PROOF. First: by grad u we mean the vector (ux,u y ), and by its norm we mean 
max{luxl,luyll. Choose r > 0 such that the closed disc of radius r about P 
is contained in D. The function Ux is harmonic in D. Thus (without loss of 
generality P = 0), by the mean-value property for harmonic functions 

I r 2n '0 
uAO) = 2n: Jo ujpe l )d8, 0< p < r. 

Multiplying both sides by p and integrating from 0 to r we obtain the "areal 
mean-value property" 

Thus 

uAO) = ~ f'r Ux dx dy. 
n:r JI=I <r 

= ~ Ifr (u(,jr z - yZ,y) - u( _,jrz -l,Y))dyl n:r - r 

2m 4m 
< - 2r=­- n:rz n:r 

From the above we see that c = 4/n: . o 

IV.3.13. Lemma. Let {Uj} be a sequence of harmonic functions on a domain 
De C. If {u j} converges uniformly on compact subsets to a function u, then 
{Uj,x} converges uniformly on compact subsets to Ux ' 

PROOF. Since the result is local in nature, it involves no loss of generality to 
assume that D is the unit disc and to show uniform convergence on a smaller 
disc. Now choose analytic functions Jj such that 

Uj = Re Jj and Jj(O) = Uj(O). 
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Formula (1.2.1) shows that fj converges uniformly to f (similarly constructed). 
Thus fi converges uniformly to f' (on any compact disc) and since 

we are done. D 

EXERCISE 

Reprove the above lemma using the methods and result of Lemma IV.3.12. 

IV.3.t4. Lemma. Let {uJ be a uniformly bounded sequence of harmonic 
functions on a Riemann surface M . Then there exists a subsequence converging 
uniformly on compact subsets of M. 

PROOF. If D is a closed disc contained in M, then the sequence {fj} con­
structed in the proof of the previous lemma is uniformly bounded on the 
closure of any smaller disc Do and thus contains a subsequence converging 
uniformly on Do. The same holds for the sequence {uj}-the real part of 
the sequence {fj}. If M were second countable (it is- but we have not yet 
established this) the general result follows by a "diagonalization" procedure 
to be described in detail in IV.3.l6. For the present we can use ( e lemma 
only for surfaces we know to be second countable. D 

IV.3.tS. Lemma. Let M be a non-hyperbolic Riemann surface, and K a con­
formal disc. Let u be a bounded harmonic function on M\ K. Assume that u is 
Cion CI(M\ K). Then 

r *du = O. 
JJK 

PROOF. Without loss of generality we may assume (by adding a constant) 
that u ~ 0 on M \ K . Let z be the local coordinate corresponding to K so 
that bK = {Izl = l}. Since 

r *du = lim r *du 
JI=I = 1 p_1 + Jl= l= p , 

it suffices to assume that u is harmonic in {Izl ~ r}, r < 1 and to show that 

~zl = 1 *du = O. 

Let f?fi be the collection of all domains D such that K c cDc c M and bD 
is analytic. Let UD be the solution to the Dirichlet problem on Cl(D\Krl with 
uDlbKr = ulbKr and uDlbD = 0, where Kr = {Izl < r}. Extend UD to be zero 
outside D. Let 

and 
y = sup UD' 

D E9 
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The reasoning in Theorem IV.3.10 shows:i' is a Perron family on M\Cl K r • 

For every DE!?fl, uv::;; u; hence y::;; u. Now u - y is a bounded harmonic 
function on M\Cl K r . By Theorem IV.3.3, the maximum and minimum of 
this function occur on bKr • Thus u = y. We have shown that 

u = lim Uv = sup Uv on {Izl > r} . 
VE 9J VE9J 

Let Wv be the solution to the Dirichlet problem on Cl(D\ K r) with Wv I bK r = 1 
and Wv I bD = O. Then (as a special case of the previous argument) 

lim Wv = sup Wv = 1 on {izi > r}. 
VE 9J VE 9J 

Now note that by the reflection principle, Uv and Wv have harmonic exten­
sions (which we do not use) across bD. It thus follows that *duv and *dwv 
are defined and smooth on Cl(D\ K r ). 

Now use the remark following Perron's principle (IV.2.6), and choose 
sequences of domains {D)l)} c !?fl, {D)2)} C !?fl, such that 

u = lim Uv(l), 
. J 

1 = lim W v(2), 
. J 

J J 

uniformly on a neighborhood of bK = {Izl = I} . Choose Dj E!?fl such that 
Dj =:> D)l) U D)2). Then u = limj UVj' 1 = limj WVj uniformly on a neighbor­
hood of bK. Further, the functions involved are all harmonic in this 
neighborhood. Finally, 

o = f" (wv .duv· - Uv .dwv) = I (wv *duv - Uv *dwv) JVj\K J J J J JO(Vj\K) J J J J 

= - SOK (*duVj - u *dwv). 

By Lemma IV.3.\3. this last integral converges to - SOK *du. 0 

IV.3.16. Proof of Theorem IV.3.1t. Choose a local parameter z vanishing 
at P. We may assume that {Izl < R} cD with R > 1. Let 0 < p < 1. Let uP 
be the solution to the Dirichlet problem on M\ {izi < p} with uPi{ Izl = p} = 
Refl{lzl = p}. We claim that there is a constant c(r)-independent of p- such 
that for 0 < p < r < 1, 

luPI ::;; c(r) for Izl ~ r. 

It suffices to verify (3.16.1) on {izi = r} . 
Now, Lemma IV.3.\S implies that 

I *duP = 0, for p ::;; t::;; R. 
Jlzl=1 

(3.\6.1) 

Thus we can define a holomorphic function FP on {p < Izl < R} by choosing 
Zo with p < Izol < R and setting 

FP(z) = uP(zo) + I Z (duP + i *duP). 
Jzo 
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We know that Re P(z) = uP(z), p < Izl < R. Now both P and f have 
Laurent series expansions on p < Izl < R, say 

(X) 

P(z) - f(z) = L anzn. 
n= - co 

Thus, taking real parts, we obtain (after changing the names of the constants 
in the Fourier series) for z = teiO 

P (X) 

uP(teiO) - Re f(te iO) = cx.o + L (cx.~tn + cx.~nt-n) cos nO 
2 n = 1 

(X) 

+ L (f3~tn + f3~nt-n) sin nO. 
n = 1 

(3.16.2) 

Multiplying (3.16.2) by cos kO or sin kO and integrating from 0 to 2n, we 
get (for p ~ t ~ R) 

1 Sc 21t'8 '8 - (uP(te' ) - Re f(te' ) )dO = ago 
n 0 

k = 1,2, .. . , 

k = 1,2, . ... 

(3.16.3) 

We first use each of the above equations for t = P (uP(pe i8 ) = Re f(pe i8 )) to 
obtain (k = 1,2,3, ... ) 

We let 

cx.g = 0, 

cx.~ k = - p 2kcx.f, 

f3~k = - p 2kpf. 

m = sup{if(z)l; Izl = 1}, 
m(p) = sup{luP(z)l; Izl = 1}. 

Using Equation (3.16.3) for t = 1, we obtain 

Icx.f + cx.~ kl ~ 2(m(p) + m), 

lf3f + f3~kl ~ 2(m(p) + m). 

Combining the above result with (3.16.4) we have: 

1cx.~lll - p2k l ~ 2{m(p) + m), 
IP~lll - p2kl ~ 2{m{p) + m); 

and for p < t: 
Icx.fl ~ 4{m{p) + m), 

IPfl ~ 4(m(p) + m). 

(3.16.4) 
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Also with the same restrictions on p : 

Thus (using (3.16.2)) 

1(X~kl :$; 4(m(p) + m)p2k, 

IP~kl :$; 4(m(p) '+ m)p2k. 

~:~ uP = c(r,p):$; ~:~ IRe II + 8 J1 (m(p) + m)(r" + p;n). 

Since p2/r < r, we conclude that 

r 
c(r,p):$; max IRe II + 16(m(p) + m)--. 

Izl = r 1 - r 
(3.16.5) 

To finish verifying our claim (that c(r,p) = c(r)) we must show that m(p) is 
bounded independently of p. Now 

m(p) = max lupi :$; max lupi = c(r,p) 
Izl=1 Izl=. 

(by the maximum principle). 
Thus by (3.16.5) 

r r 
m(p):$; max IRe II + 16m(p)-I- + 16m --. 

Iz l=r -r l-r 

Choose r small so that r/(1 - r) = q < /6 (for example, r < l2)' Hence, we 
have 

m(p):$; 1 -\6q (~:: IRe II + 16m 1 ~ r) :$; c(r). 

We have now verified (3.16.1) as well as the following estimates (by adjusting 
c(r) ) 

I(X~I :$; c(r), k = 1,2,3, .... 

We now let A be the annulus 

A={r<lzl<I}, p < r < 312' 

The set of harmonic functions 

{uP; P < r} 

is uniformly bounded in A (actually in {Izl ~ r}). Thus we can choose a 
sequence converging uniformly on A. By the maximum principle this se­
quence converges uniformly on {Izl ~ r} and the limit function is harmonic. 

Let us choose now a decreasing sequence of radii rj -. 0 and the cor­
responding annuli A j • Let {PI,P2,' .. } be a sequence with 

PI > P2 > ... , 
j = 1,2, ... , 

and 
lim uPk = u on {Izl ~ rd. 
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We relabel {PhP2,P3" "} as {PlI>P12,PI3," .}. Now we can choose a sub­
sequence {PZ1,P22,PZ3, " '} of {Pll,PIZ,PI3," ' } so that uP2' converges uni­
formly to u on {Izl ~ rz}· By induction the sequence {Pj- 1.I,Pj - 1,2,Pj-I,3,'''} 
satisfies 

Pj - I,! > Pj - I ,Z >"', 
k = 1,2, . . . , 

and 
lim U P j - 1 •k = U on {Izl ~ rj - d · 

k 

So we can choose a subsequence 

so that 
lim uPj , = u on {Izl ~ rJ 

k 

We now let Ilk = Pkk (the "diagonalization" procedure) and observe that Ilk 
is a decreasing sequence of positive real numbers with Ilk < rk such that 

lim ul" = u uniformly on {Izl ~ r} for all r > O. 
k 

Note that 

00 

(u - Re f)(te i8) = L (IXn cos nO + Pn sin nO)tn 
n=1 

with 

( lim lX~n = 0 = lim P~n) for n = 1,2, . . . . 
P~O P~O 

Thus, in particular, taking subsequences was completely unnecessary by 
the uniqueness part of our theorem. 0 

IV.3.17. As we saw in II.5, existence of harmonic functions already implies 
the existence of meromorphic functions. 

Theorem. Every Riemann surface M carries non-constant meromorphic 
functions . 

PROOF. Let Pj E M for j = 1,2 with PI t= Pz. Let Zj be a local coordinate 
that vanishes at Pj' We consider two cases: 

M is hyperbolic. Let Uj be the Green's function with singularity at Pj' Let 
Z = x + iy be an arbitrary local coordinate on M. Then 
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defines a meromorphic function with a pole (of order;::: 1) at PI and a zero 
(of order;::: 1) at P2 . 

M is elliptic or parabolic. Choose Uj harmonic on M \ { Pj} such that 

1 
u = Re - + Y ·(z-) 

J Zj J J 

with Yj harmonic in a neighborhood of zero. Define qJ as before. This time 
ord p , qJ :::; - 2 and ord p2 qJ ;::: 2. 0 

IV.3.tS. Theorem IV.3.1? has many consequences. 

Corollary 1. On every Riemann surface M we can introduce a C J:) -Riemannian 
metric consistent with the conformal structure. 

PROOF. Let f be any non-constant meromorphic function on M. Let 
{P I'P 2, . .. } be the set of poles and critical values (those P E M with df(P) = 
0) of f. Let Zj be a local coordinate vanishing at Pj with the sets {IZjl < 1} 
all disjoint. Let 0 < r l < r2 < 1 and let Wj be a Coo function with 0:::; Wj:::; I, 

Wj = 1 on {IZjl :::; rd and Wj = 0 on {IZjl ;::: r2}' 

Define arc length ds by 

ds 2 = W12(1 - j Wj) + j WjldzY o 

Remark. We shall (see IV.8) be able to do much better. We shall show that the 
metric may actually be chosen to have constant curvature. 

Corollary 2. Every Riemann surface is metrizeable. 

Corollary 3. Every Riemann surface has a countable basis for its topology. 

Corollary 4. Every Riemann surface may be triangulated. 

While it is possible to prove the last two corollaries at this point, we shall 
delay the proof until after IV.S when we will be able to give shorter proofs. 

IV.4. The Uniformization Theorem 
for Simply Connected Surfaces 

The Riemann mapping theorem classifies the simply connected domains in 
the complex sphere. It is rather surprising that there are no other simply 
connected Riemann surfaces. Our development does not require the Riemann 
mapping theorem, which will be a consequence of our main result. 
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IV.4.1. Our aim is to prove the following 

Theorem. Let M be a homologically trivial (H l(M) = {O}l Riemann surface. 
Then M is conformally equivalent to one and only one of the following three: 

a.C u{oo}, 
b. C, 
c. LI = {= E C; \=\ < l}. 

These correspond to the surface M being 

a. elliptic, 
b. parabolic, 
c. hyperbolic. 

Of course, C u {oo} is not even topologically equivalent to either of the 
other two, and C and LI are conformally distinct by Liouville's theorem. The 
fact that these three cases are mutually exclusive will also follow from our 
proof of the theorem, and the fact that the types (elliptic, parabolic, hyper­
bolic) are conformal invariants. 

IV.4.2. We recall the machinery introduced in 111.9. Let M be an arbitrary 
Riemann surface. Let P E M. Denote by (!}p(M) the germs of holomorphic 
functions at P EM. Let 

denote the sheaf of germs of holomorphic functions. This space is given a 
topology and conformal structure as in 111.9. The natural projection 

proj = n:{!}(M) --+ M 

is holomorphic and locally univalent. Similarly, we define the sheaf of germs 
of merom orphic functions on M , . .R(M). 

Theorem. Let 0' be a discrete set on a Riemann surface M. Let u be a harmonic 
function on M \a and assume that for each P EM, there is a neighborhood 
N(P) and a meromorphic function fp defined on N(P) with either 

a. log \fp\ = u on N(P) (l (M\ O'), or 
b. Re fp = u on N(P) (l (M\ a). 

Take any fpo as above, and let ((J E jl Po be the germ of fpo at PoE M. Then 

I. ((J can be continued analytically along any path in M beginning at Po, and 
ii. the continuation of ((J along any closed path (beginning and ending at Po) 

depends only on the homology class of the path. 

Remark. The hypothesis «a) or (b» is automatically satisfied on M\ O'. 
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PROOF OF THEOREM (The proof is almost shorter than the statement of the 
theorem and has implicitly been established in the section on multivalued 
functions .) Let c:[O,I] -> M be a continuous path with c(O) = Po. Let 

e = {t E [0,1]; cp can be continued along c( = cl[O,t]). 

It is easy to see that e is non-empty (0 E 8), open (without any hypothesis), 
and closed (by use of (a) or (b)). Note also that the analytic continuation 
satisfies (a) or (b). 

Let c be a closed path beginning at Po. Let cp, be the continuation of cp 
along c. Then, assuming hypothesis (a), we have 

loglcpl = u = 10glcp,1 near Po. 

Thus there is a X(c) E C, Ix(c)1 = 1, such that 

cp, = X(c)cp near Po . (4.2.1) 

Since cp, depends only on the homotopy class of c, X determines a homo­
morphism 

X:n,(M,Po) -> S' 

from the fundamental group of M (based at Po) into the unit circle (viewed 
as a multiplicative subgroup of C). Since S' is a commutative group, the 
kernel of X contains all commutators and thus X determines a homomorphism 
from the first homology group 

x: Hl(M) -> Sl. 

In case (b), (4.2.1) is replaced by 

cp, = cp + iX(c) 

with X(c) E IR, and (4.2.2) is replaced by a homomorphism 

X:H,(M)-> R 

(4.2.2) 

o 
Corollary. Let M be a Riemann surface with H ,(M) = {OJ . Let (J be a discrete 
subset of M, and u a harmonic fun ction on M \ a. If u is locally the real part 
(respectively, the log modulus) of a meromorphic fun ction on M, then u is 
globally so. 

IV.4.3. As an application of the above corollary we establish the following 

Proposition. Let D be a domain in the extended plane C u {C£) } = S2 with 
H l(D) = {OJ. Then D is hyperbolic unless S2\ D contains at most one point. 

Remarks 

1. The two sphere S2 is of course elliptic. If S2\ D is a point, then (via a 
Mobius transformation) D ~ C. The plane C is parabolic. (Prove this 
directly. This is also a consequence of Theorem IV.4.S.) 
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2. The proposition can be viewed as a consequence of the Riemann mapping 
theorem. It can also be obtained by examining any of the classical proofs 
of the Riemann mapping theorem. The proposition together with Theorem 
IVAA, imply the Riemann mapping theorem. 

PROOF OF PROPOSITION. Say S2\ D contains 2 points. By replacing D by a 
conformally equivalent domain, we may assume that S2\ D contains the 
points 0, 00 . 

We now construct a single valued branch of JZ on D. Observe that 
! logizi is a harmonic function on D. Thus there exists a holomorphic func­
tion f on D with 

logif(z)i = ! logi4 zED. 
Thus 

10gif(zW = logizi, ZE D, 

and there is a 0 E IR 
I(z)2 = eiOz, ZED. 

Set 
g(z) = e - iO/2{(z), ZE D. 

Then 
g(Z)2 = Z, ZED. 

Let a E D and g(a) = b. We claim that 9 does not take on the value - h 
on D. For if g(z) = - b, then z = g(Z)2 = b2 = g(a)2 = a. This contradiction 
shows that 9 misses a ball about - b (using the same argument - since 9 
takes on all values in a ball about h). We define a bounded holomorphic 
function 

I 
h(z)= -~ 

g(z) + b' 
zED. 

Since D carries a non-constant bounded analytic function , it is hyperbolic. 
D 

IV.4.4. Theorem. If M is a hyperbolic Riemann surface with H ](M) = {OJ, 
then M is conformally equivalent to the unit disc .d. 

PROOF. Choose a point P E M. Let g( p,.) be the Green's function on M with 
singularity at P. The function g( p, .) satisfies the hypothesis (a) of Theorem 
IVA.2. The only issue is at P. Let z be a local coordinate vanishing at P. 
Then g(P,z) + logizi = v(z) is harmonic in a neighborhood of z = 0. Choose 
a harmonic conjugate v* of v, write f = e" + iv'. Then 

g(P,z) + logizi = Re log I(z) = 10giI(z)l, ncar 0, 
or 

II(Z) I g(P,z) = log - z- , near 0. 
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By Corollary IV.4.2, (applied to - g(P,' )) there exists a meromorphic 
function, f(P ,' ) on M such that 

loglf(P,Q)1 = -g(P,Q), all Q EM. 

Thefunctionf(P,')isholomorphic : ForQ i= P,g(P,Q) > O,thuslf(P,Q)1 < 1. 
By the Riemann removable singularity theorem,f(P,· ) extends to an analytic 
function on M - that is, to the point P. Furthermore, 

f(P,P) = 0, f(P,Q) i= 0 for Q i= P. 

We want to show that f(P, ' ) is one-to-one and onto. 
Let R, S, T E M with Rand S fixed and T variable. Set 

f(R,S) - f(R, T) 
cp(T) = 1 - f(R ,S)f(R,T)" 

(4.4.1 ) 

Since cp is f(R,') followed by a Mobius transformation that fixes the unit 
disc, cp is holomorphic, cp(S) = 0, and 

Icp(T)1 < 1, TEM. 

Let , be a local parameter vanishing at S. We may assume that ( maps a 
neighborhood of S onto a neighborhood of the closed unit disc. Then 

n ~ 1, a i= O. 
Set 

1 
u(T) = - - loglcp(T) I. 

n 

Then u is harmonic and > 0 except at the (isolated) zeros of cp. Also 

- ~ loglcp(Ol + logl'l 
n 

is harmonic for 1' 1 small. Let v E .'F, where .'F is the family of subharmonic 
functions defined in the proof of Theorem IV.3.7, with P replaced by S 
(and z by O. Let D be the support of v, and Do be D with small discs about 
the (finite number of) singularities of u deleted such that u - v ~ 0 on (D\Do). 
By the maximum principle u ~ v on Do. Hence, on M \{S} . We conclude that 

1 
- - logl<p(T)1 = u(T) ~ sup v(T) = g(S, T) 

n ve:Y' 

= - log/f(S, T)I, 
or 

/cp(T)I::; /cp(T)ll /n::; If(S,T)I· (4.4.2) 

Setting T = R, we get (by (4.4.2)) 

If(R,S)1 ::; If(S,R)1 



IV.4. The Uniformization Theorem for Simply Connected Surfaces 199 

or (since Rand S are arbitrary) 

If(R,S)1 = If(S,R)I· 

Remark. The above equality also follows from the symmetry of the Green's 
function (Theorem IV.3.l0). 

CONTINUATION OF PROOF OF THEOREM. We consider once again a holo­
morphic function of T, mapping M into the closed unit disc, namely h(T) = 
q>(T)lf(S,T). By (4.4.2), 

Ih(T)1 ~ 1, 
and since 

Ih(R)1 = I;ij) I = I (~~~~0~j) f(;,R) I 
= If(R,S) I = 1 

f(S,R) , 

we conclude that 

q>(T) = xJ(S,T), X E IC, Ixl = 1. 

We rewrite the above equation as 

and deduce that 

f(R,S) - f(R, T) 
xf(S, T) = 1 - f(R,S)f(R, T)' 

f(R,S) = f(R ,T) <0> f(S,T) = O<o>S = T. 

We have shown that f( P,') is an injective holomorphic function of Minto ,1. 

Remark. If we are willing to use the Riemann mapping theorem, there is 
nothing more to prove. 

CONCLUSION OF PROOF OF THEOREM. We shall show that f(P,') is onto. Let 
a2 E ,1 with a2 ¢: Image f(P,·). Since f(P,P) = 0, a2 #- 0. Let us abbreviate 
f(P,') by f. Since f(M) is homologically trivial, we can take a square root 
(as in IV.4.3) of a non-zero holomorphic function defined on f(M). Let 

~-ia 
h(z) = ~~ , 

1 + ili J z - ~: 
1 - a z 

Z E f(M), 

where we choose that branch of the square root with Faz = ia. Now 

h(O) = 0, Ih'(O)1 = 1 ;llil2 > 1, 

h(z) < 1 for z E f(M). (4.4.3) 
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We now define 
F(Q) = h(f(Q)), QEM. 

Then F is a holomorphic function of Minto L1 with a simple zero at P and 
no other zeros. Thus - log IFI is a competing function for the Green's 
function and we have 

or 
-logIF(Q)1 ~ g(P,Q) = -loglf(P,Q)I, 

IF(Q)I:-:::; If(Q)I· 
Hence we conclude that 

I h ~z) I :-:::; 1 for Izl small, 

and 
Ih '(O)1 :-:::; 1 

contradicting (4.4.3). o 

IV.4.S. Theorem. Let M be a Riemann surface with H I(M) = {O}. If M is 
compact (respectively, parabolic), then M is conformally equivalent to the 
complex sphere, IC u {co } ~ S2 (the complex plane, q. 

Before proceeding to the proof of the theorem, we must establish some 
preliminary results. 

IV.4.6. Lemma. Let D be a relatively compact domain on a Riemann surface 
M and PoE D. Let f be a meromorphic function on Cl D whose only singularity 
is a simple pole at P o. Then there is a neighborhood N of Po such that for any 
QoE N , 

f(Q) * f(Qo), all Q E D\ {Qo }· 

PROOF. There is a neighborhood No of Po such that fl No is injective. Let 
mo = maxP eo(DlcINo){ lf(P)I} and let m1 > mo be so large so that {Izl ~ md 
is contained in f(N 0)' Let N = f - I( {z E 1[, Izl > ml }) c No . Then 

If(Q) I < m 1 on D\Cl N 

If(Q)1 ~ m l on Cl N . 0 

Corollary. Let M be a parabolic or compact Riemann surface. Let Po EM. 
Assume that f E '%(M) with ordp o f = - 1, f is holomorphic on M \ { Po} and 
f is bounded outside some relatively compact (therefore, outside every) neigh­
borhood of Po . Then there exists a neighborhood N of Po such that for any 
Qo E N , 

f(Q) * f(Qo) , all Q E M \ {Qo }· 

PROOF. This is actually a corollary of the proof of the lemma, using the fact 
that under the hypothesis, a bounded analytic function assumes its bound 
on the boundary (Theorem IV.3.3). 0 
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IV.4.7. Lemma. Let M be a parabolic or compact Riemann surface with 
H l(M) = {O}. Let PoE M. There exists afunctionf cff(M) with ordpJ = -1 
that is bounded outside every neighborhood of Po. 

PROOF. Let z be a conformal disc at Po. By Theorem IV .3.11, there exists 
a function u that is harmonic and bounded outside every neighborhood of 
Po and such that 

1 
u(z) - Re -

z 

is harmonic in a neighborhood of z = 0, and vanishes at z ,= O. By the corol­
lary to Theorem IV.4.2, there exists a function f holomorphic on M \ {P o} 
with 

f = u + iv, 

f(z) - l / z holomorphic near z = 0 and (/(z) - I/z) vanishes at 0 (for some 
harmonic function v on M \ { Po}). Similarly, there exists a holomorphic 
function 10n M \ {P o} 

1 = ii + iv, 

lui bounded outside every neighborhood of Po, and 1(z) - i/z is holomorphic 
near z = 0 and it vanishes at zero. We want to prove that Ivl is bounded 
outside every neighborhood of Po. We shall show that 1 = if (thus v = iil, 
which will conclude the proof. 

Choose m > 0 so that 

lu(z)1 < m, lu(z)l<m on{lzl=I}. 

Thus, also on {Izl ~ I}. It involves no loss of generality to assume that f 
and 1 are one-to-one on {Izl s: 1}. Choose Qo with 0 -=/- z(Qol = Zo and 
Izol < 1 such that lu(Qo)1 > 2m and IU(Qoll > 2m. 

Define 

1 
g(Q) = f(Q) - f(Q-;;}' QEM. 

The functions 9 and 9 are holomorphic on M \ { Qo}. Furthermore ordQo 9 = 

-1 = ordQo g. We claim that these two functions are bounded outside every 
neighborhood of Qo. It suffices to show that they are bounded outside 
{Izl < 1 }.Now for Iz(Q)1 ~ 1, 

I 1
2 1 1 

g(Q) = (u(Q) - u(Qo)f + (v(Q) - V(QO»2~; m2' 

and similarly 
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The Laurent series expansions of 9 and 9 in terms of z - Zo are 

c 
g(z) = ( ) + ao + a1(z - zo) + ... 

z - Zo 

Thus cg - cg is a bounded holomorphic function on M and thus consta!1t. 
In particular 1 is a Mobius transformation of f. Thus 

- rxf(Q) + (3 
f(Q) = yf(Q) + b' rxb - {3y i= O. 

Setting Q = Po, we see that /' = 0 (we may thus take b = 1) and thus (because 
we know the singularity of f and 1 at Po) 1 = if. 0 

IV.4.S. Proof of Theorem IV.4.S. Let P E M. A function 9 E %(M) will be 
called admissible at P provided 

9 E £'(M\ {P}), 

ordp 9 = - 1, and 

9 is bounded outside every neighborhood of P. 

(4.8.1 ) 

(4.8.2) 

( 4.8.3) 

We have seen that there exist functions admissible at every point P and 
that any two such functions are related by a Mobius transformation. 

Assertion: Given f admissible at P and 9 admissible at Q EM, then there 
exists a Mobius transformation L such that 9 = L " f. 

PROOF OF ASSERTION. Fix P EM, and a function f admissible at P. Let L C 

M be defined by 

L = {Q E M; 9 admissible at Q => 9 = L 0 f, for some 

Mobius transformation L}. 

The set L is non-empty because PEL. Let Qo E L . Let go be admissible 
at Qo . Thus go = Lo "f, for some Mobius transformation Lo. Choose a 
a neighborhood N of Qo such that every value go taken on in N is not as­
sumed in M \ N. Let Ql E N, Qt i= Qo. Then 

1 
gt(Q) = go(Q) _ go(Qd = (L t 0 go)(Q), QEM, 

is admissible at Qt . If 9 is admissible at Qt, theng = L z 0 g, = L2 0 L\ 0 go = 

L2 0 L t 0 Lo 0 f. Thus L is open. Similarly (by exactly the same argument), 
L is closed in M, and thus L = M. 

Assertion: Every admissible function is univalent. 
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PROOF OF ASSERTION. Let f be admissible at Po· Thus f(P 0) = 00 . Assume 
f(P I) = f(P 2)· Choose 9 admissible at PI and a Mobius transformation L 
such that f= L o g. Thus L(g(Pd) = L(g(Pz)). Since L is univalent, 00 = 

g(Pd = g(P z). Thus Pz = PI since 9 is by hypothesis admissible at PI · 

CONCLUSION OF PROOF. Choose an admissible 

j:M->Cu{ oo} . 

If M is compact, then f is also surjective (and conversely). Thus if M is para­
bolic, f(M) omits at least one point. Followingf by a Mobius transformation 
L, we may assume L 0 f(M) c C If L 0 f(M) ~ C, then L c f(M) (and hence 
M) would be hyperbolic. 0 

Remark. We have now established Theorem IV.4.1. This is a major result 
in this subject. 

IV.S. Uniformization of Arbitrary 
Riemann Surfaces 

In this section we introduce the concept of a Kleinian group and show how 
each Riemann surface can be represented by a special Kleinian group­
known as a Fuchsian group. These "uniformizations" will involve only fixed 
point free groups. More general uniformizations will be treated in IV.9. 

IV.S.1. Let G be a subgroup of PSL(2,Q (that is, G is a group of Mobius 
transformations). Thus G acts as a group of biholomorphic automorphisms 
of the extended plane C u {oo }. Let Zo E C U {oo}. We shall say that G acts 
(properly) discontinuously at Zo provided 

and 

and 

the isotropy subgroup of Gat ::0, 

G=o = (g E G;g(::o) = ::0)' is finite, 

there exists a neighborhood U of Zo such that 

g(U)=U forgEG=o' 

g(U) n U = 0 for 9 E G\G=o· 

(5.1.l) 

(5.1.2) 

Denote by Q( G) (= Q) the region of discontinuity of G: that is, the set of 
points Zo E C U {.x;} such that G acts discontinuously at Zo 0 Set 

A = A(G) = C u {oo }\ Q(G), 

and call A(G) the limit set of G. 
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It is immediately clear from the definitions that Q is an open G-invariant 
(GQ = Q) subset of t . If Q i= 0 , we call G a Kleinian group. 

From now on we assume that G is a Kleinian group. Since Q is open in 
IC u {U) ], it can be written as a union of at most countably many components. 
We say that two components D and fj are eqlliralellt if there is agE G such 
that gD = D. If Q contains a component J which is G-invariant, then G is 
called a function group. In general, let 

QI ' Q2'·· · 

be a maximal set of non-equivalent components of Q. It is clear that (as point 
sets) the orbit spaces 

are isomorphic, where (the stahili::er of Q) 

Gj = [g E G : yQj = Qj :. 

It follows from our work in 111.7.7 that each Q) Gj is a Riemann surface and 
that the canonical projection Qj -> Q) Gj is holomorphic. Thus QI G is a 
(perhaps countable) union of Riemann surfaces with the projection 

rr:Q->QI G 
holomorphic. 

IV.S.2. Proposition. If G is a Kleinian group, thell it isfillite or cOllntable. 

PROOF. Choose Z E Q(G) such that G= is trivial. Then 

[g(z) : 9 E G) 

is a discrete set in Q. Hence finite or countable. But this set has the same 
cardinality as the group G. 0 

IV.S.3. Since SL(2,C) inherits a topology from its imbedding into 1[4, 

PSL(2,C) ~ SL(2,c)1 ± I is a topological group. A group G c PSL(2,q is 
called discrete if it is a discrete subset of the topological space PSL(2,C). 
It is obvious that 

Proposition. Every K leinian grollp is discrete. 

The Picard group 

G = Zf--->--; ad - be = I and a,b,c,d E Z[l] { az + b . } 
cz + d 

shows that the converse is not true. 

IV.5.4. A Kleinian group G is called Fuchsian if there is a disc (or half 
plane) that is invariant under G. 
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Theorem. Let G c Aut,1, ,1 = unit disc. The following conditions are 
equivalent: 

a. LI c O(G), 
b. ,1 n O(G) "# 0, 
c. G is discrete. 

PROOF. (a) = (b): This implication is trivial. 
(b) = (c): Assume that G is not discrete. There then exists a distinct 

sequence {gn} C G such that 
gn -> 9 

with 9 E Aut LI. Thus also 

(as is easily verified using the matrix representation of elements of P L(2,C)). 
Consider 

n = 1,2, . . . . 

The sequence {h n } contains an infinite distinct subsequence and hn -> 1. 
Thus hn(z) -> z, all Z E LI, and ,1 n O(G) = 0. 

(c) = (a): If the group G is not discontinuous at some point Zo E ,1, then 
there is an infinite sequence of points {zn}, n = 1,2, . . . , in ,1 equivalent 
under G to Zo and which converges to Zoo Choose gn E G with gn(zn) = Zoo 

Consider the element An E Aut ,1 defined by 

Z-Z 
An(z) = -1 _ n , 

- ZnZ 

and set for n = 1,2, 3, ... 

Z E LI, n = 0, 1, . .. , 

Since Cn(O) = 0, we conclude from Schwarz's lemma that 

Cn(Z) = AnZ, 

Thus there is a subsequence- which may be taken as the entire sequence- of 
{Cn} that converges to Co (where C o(z) = AOZ). Since An -> Ao, we see that 
hn = g;;)1 0 gn -> Ao l o CO 0 Ao. Since the {zn} are distinct, so are the {gn}, 
and hence also the {hn }. 0 

Corollary. If G is a Fuchsian group with invariant disc D, then A(G) c bD. 

PROOF. The exterior of D is also a disc invariant under G. Since G is a Kleinian 
group, it must be discrete . Hence, both D and the exterior of D are subsets 
of O(G). 0 

Before proceeding to our main result, we need a 

Definition. A Kleinian group G with A(G) consisting of two or less points 
is called an elementary group. 
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IV.5.5. Let M be an arbitrary Riemann surface. We let M be its universal 
covering space. Let 

n:M --> M 

be the canonical projection, and G the covering group; that is, the group 
of topological automorphisms g of M for which the following diagram 
commutes: 

M 1M 

\ I· 
M 

Of course, since n is a normal covering, G ~ nJ(M). Furthermore, G acts 
properly discontinuously and fixed point freely on M. Since n is a local 
homeomorphism, it introduces via the analytic structure on M, an analytic 
structure on M. With this analytic structure, G becomes a group of conformal 
automorphisms of M; that is, a subgroup of Aut M. 

IV.S.6. Theorem IV.4.l gave us all the candidates for M; that is, all the simply 
connected Riemann surfaces: C u {oo}, C or ,1 ~ U = {z E C; 1m z > O}. 
Each of these domains has the property that its group of conformal auto­
morphisms is a group of Mobius transformations z H (az + b) j(cz + d). In 
fact: 

Aut(C u {oo}) ~ PSL(2,C), 

Aut C ~ P,1(2,1C), 

Aut U ~ PSL(2,~). 

(By P ,1 (2,1C) we mean the projective group of 2 x 2 upper triangular complex 
matrices of non-zero determinant.) We have hence established the following 
general uniformization 

Theorem. Every Riemann surface M is conformally equivalent to DjG with 
D = C U {oo}, C, or U and G a freely acting discontinuous group of Mobius 
transformations that preserve D. Furthermore, G ~ nJ(M). 

Remarks 

1. We will see in IV.6 that for most Riemann surfaces M, M ~ U. 
2. At this point, it is quite easy to give alternate proofs of Corollaries 2 - 4 

in IV.3.18. A stronger form of Corollary 1 will be established in IV.8. 

IV.S.7. If Nt = U, then the group G is, of course, a Fuchsian group. If Nt = C 
or C u {oo}, then G can have at most one limit point (G acts discontinuously 
on IC). Thus we have established the following 

Theorem. Every Riemann surface can be represented as a domain in the plane 
factored by a fixed point free Fuchsian or elementary group. 
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IV.5.8. A Riemann surface M will be called prolongable if there exists 
a Riemann surface M' and a one-to-one holomorphic mapping f: M -+ M' 
such that M'\f(M) has a non-empty interior. 

Compact surfaces and those obtained from compact surfaces by omitting 
finitely many points are clearly not prolongable. We shall see (trivially) 
in the next section that those Riemann surfaces that can be represented as 
CjG with G a fixed point free elementary group are not prolongable. For 
the Fuchsian case, we need the following 

Definition. Let G be a Fuchsian group leaving invariant the interior of the 
circle C. The group G is called of the second kind if A(G) ~ C. If A(G) = C, 
G is called of the first kind. 

Theorem. Let G be a fixed point free Fuchsian group acting on U. Then 
U jG is prolongable if G is of the second kind. 

PROOF. If Gis of the second kind, then Q(G) is connected and the complement 
of U jG in QjG certainly contains L jG, where L is the lower half plane. 0 

Remark. The theorem thus shows that compact surfaces are uniformized 
by groups of the first kind. 

EXERCISE 

Formulate and prove a converse to Theorem IV.5.8. 

IV.6. The Exceptional Riemann Surfaces 

The title of this section is explained by Theorem IV.6.1. The same surfaces 
will reappear in VA. 

IV.6.1. The fundamental groups of most Riemann surfaces are not com­
mutative. The exceptions are listed in the following 

Theorem 

a. The only simply connected Riemann surfaces are the ones conformally 
equivalent to C u {oo}, C, or L1 = {z E c, \z\ < 1}. 

b. The only surfaces with 1Ll(M) ~ 7L are (conformally equivalent to) C* = 
C\{O}, L1* = L1 \ {O}, or L1. = {z E C; r < \z\ < l}, 0 < r < 1. 

c. The only surfaces with 1Ll(M) ~ 7L EB 7L (the commutative free group on 
two generators) are the tori CjG, where G is generated by z f-+ Z + 1 and 
z f-+ Z + r, 1m r > O. 

d. For all other surfaces M, 1Ll(M) is not abelian. 

The remainder of this section is devoted to the proof of this theorem. 
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IV.6.2. Let A be a Mobius transformation, A i= 1. Then A has one or 
two fixed points. If A has one fixed point, it is called parabolic. We write 
A(z) = (az + b)/(cz + d), ad - be = 1. Then 

trace2 A = (a + d)2 

is well defined. It is easy to check that A is parabolic if and only if trace2 A = 4. 
The element A is called elliptic if trace2 A E IR and ° ~ trace 2 A < 4. It is 
called loxodromie if trace2 A ¢ [O,4J c IR. A loxodromic element A with 
trace2 A > 4 (we are assuming here that trace 2 A E IR) is called hyperbolic. 

Let A be parabolic with fixed point Zo E C U {oo }. Choose C Mobius such 
that C(zo) = 00 . Thus C GA o C - 1( Xl ) = Xl and hence D = C " A " C - 1 has 
the form D(z) = az + b with a i= 0. Since A is parabolic, so is D. Hence 
a = 1. We conclude A is parabolic if and only if A is conjugate to a translation 
z H z + b (and thus also conjugate to the translation z HZ + I). Similarly, 
it is easy to establish that an element A with two fixed points is conjugate 
to z H AZ, ). i= 0, 1 and that 

A is loxodromic ¢> IAI i= 1, A i= 0, 

A is hyperbolic ¢> ). E IR, 
and 

A is elliptic ¢> 1),1 = 1, I, i= 1. 

The number ), is called the multiplier of the motion A. It is a root of unity 
if and only if A is elliptic of finite order. 

IV.6.3. Theorem. The only Riemann surface M which has as universal covering 
the sphere, is the sphere itself. 

PROOF. The covering group of M would necessarily have fixed points if 
nl(M) i= {l}. 0 

IV.6.4. The fixed point free elements in Aut C are of the form Z H Z + a, 
a E C. Since a covering group of a Riemann surface must be discrete, we 
see that (consult Ahlfors' book Complex Analysis) we have the following 

Theorem. If the (holomorphic) universal covering space of M is C, then M 
is conformally equivalent to C, C*, or a torus. 

These correspond to nl(M) being trivial, ~ J'. , and ~J'.EB J'. . Note that 
if nl(M) ~ J'., then we can take as generator for the covering group of M, 
the translation z HZ + 1. The covering map 

n: C ---> C* 
is given by n(z) = exp(2niz). 

IV.6.S. All surfaces except those listed in Theorems IV.6 .3 and IV.6.4 
have the unit disc or equivalently the upper half plane U as their holomorphic 
universal covering space. We have shown in I11.6.4, that every torus has 
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IC as its holomorphic universal covering space (we will reprove this below). 
Since no surface can have both V and IC as its holomorphic universal covering 
space, a torus cannot be written as V modulo a fixed point free subgroup 
of Aut U. More, however, is true (see Theorem IV.6.7). 

Since Aut V ~ PSL(2,1R), we see that each elliptic element A E Aut V 
fixes a point Z E V (and z as well). Conversely, every A E Aut V that fixes an 
element of V is elliptic. Thus a covering group of a Riemann surface cannot 
contain elliptic elements. (As an exercise, prove that a discrete subgroup 
of Aut V cannot contain elliptic elements of infinite order.) Since every 
element of Aut V of finite order is elliptic, we have established the following 
topological result. 

Proposition. The fundamental group of a Riemann surface is torsion free . 

Remark. Using Fuchsian groups, one can determine generators and relations 
for fundamental groups of surfaces. 

IV.6.6. If A E Aut V is loxodromic, we can choose an element BEAut V 
such that 

C(O) = B o A 0 S- 1(0) = 0, 
and 

C( oo ) = B 0 A o B -1(00 ) = 00 . 

Thus C(z) = AZ with ), E IR, ). > 0, A # 1. Thus Aut V does not contain any 
non-hyperbolic loxodromic elements, and hence the covering group of a 
Riemann surface (whose universal covering space is V) consists only of 
parabolic and hyperbolic elements. 

Lemma. Let A and B be M obius transformations which commute, with neither 
A nor B the identity. Then we have: 

a. If A is parabolic, so is B and both have the same fixed point. 
b. If one of A and B is not parabolic (then neither is the other by (a)), then 

either A and B have the same fixed points, or both of them are elliptic 
of order 2 and one permutes the fixed points of the other. 

PROOF. Say A 0 B = B o A . If A is parabolic, it involves no loss of generality 
to assume A(z) = z + 1 (by conjugating A and B by the same element C). 
Write B = [~ ~] E SL(2,1C), A = [b 1J. Thus the statement A commutes 
with B gives 

[a + c b + dJ [a a + bJ . 
c d = c c + d 10 PSL(2,1C). 

From which we conclude that c = 0, thus ad = 1 and d = a; showing that 
B(z) = z + {3. 

If neither A nor B have precisely one fixed point, then by conjugation 
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we may assume A(z) = ),z with A -# 0, 1. The commutativity relation now reads 

[Aa AbJ [Aa bJ . 
c d = )"c d In PSL(2,q. 

There are now two possibilities: c -# 0 or C = O. If c -# 0, then we must have 
the equality 

[ A,2 a A.2 bJ = [~,a bJ. 
AC Ad IC d 

Thus a = 0 and if we assume that ;" -# - 1, also b = 0 (hence ad - be -# 1). 
Thus this case is impossible and A = - 1. The matrix identity now reads 

from which we conclude a = 0 = d and be = - 1; from which we conclude 
B(z) = klz. The remaining case is c = O. Thus d -# 0 and the matrix equality 
becomes 

[ Aa AbJ = [Aa bJ 
o dOd' 

Thus b = 0 and B(z) = kz. D 

Corollary. Two commuting loxodromic transformations have the same fixed 
point set. 

IV.6.7. Theorem. Let M be a Riemann surface with 7r 1(M) ~ 7L EB 7L , then the 
holomorphie universal covering space of M is IC. 

PROOF. Assume the covering space is U. The covering group of M is an 
abelian group on two generators. Let A be one of the generators. If A is 
parabolic, then we may assume A(z) = z + 1. Let B be another free generator. 
Since B commutes with A, B must also be parabolic. Thus B(z) = z + /3, 
(1 E lh£\ iQi . The group generated by A and B is not discrete. 

So assume A is hyperbolic (it cannot be anything else if it is not parabolic). 
We may assume A(z) = AZ, ;" > 1. The other generator B must be of the 
form B(z) = JiZ with Ji > 1 and r -# Jim for all (n,m) E 7L EB 7L\{0}. Again, 
such a group cannot be discrete (take logarithms to transform to a problem 
in discrete modules). D 

IV.6.8. To finish the proof of Theorem IV .6.1, we must establish the following 

Theorem. Let M be a Riemann surface with holomorphic universal covering 
space U. Then M ~ .d , .d*, or.d" provided 7rJ(M) is commutative. 

PROOF. We have seen in the proof of the previous theorem that if M is 
covered by U and JT JIM) is commutative, then the covering group G of M 
must be cyclic. The two possibilities (other than the trivial one) are the 
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generator A of G is parabolic (without loss of generality ZI-+Z + 1) or 
hyperbolic (z I-+).z, ). > I). In the first case the map 

U -+ ,1* 

is given by 
Z 1-+ exp(2niz). 

For Z = reiO, 0 S e < 2n, we define 

log Z = log r + iO 

(the principal branch of the logarithm). The covering map (for the case 
of hyperbolic generator) 

is then given by 

( .log z) zl-+exp 21[1 ~-1 . 
log /, 

From this we also see that 

r = exp( - 2n 2 flog .l.). (6.8.1) 0 

IV.6.9. As an application we prove the following 

Theorem. Let D be a domain in I[: u {Cf) } such that I[: u {Cf) }\ D consists 
of two components (I., {3. Then D ~ 1[: *, ,1*, or ,1,. 

PROOF. The complement of (I. (in I[: u {oo} ) is simply connected ( i= I[: u {Cf)} ) 
and thus conformally equivalent to I[: or ,1. Thus it suffices to assume (J. 

is a point or the unit circle. Now (I[: u {Cf) }\ {3) is also equivalent to I[: or ,1 . 

Thus we are reduced to the case where bD consists of points or analytic 
arcs. In either case, it is now easy to see that n 1 (D) ~ Z, and the result follows 
by our classification of Riemann surfaces M with commutative n 1 (M). 0 

IV.7. Two Problems on Moduli 

The general problem of moduli of Riemann surfaces may be stated as 
follows: Given two topologically equivalent Riemann surfaces, find neces~ary 
and sufficient conditions for them to be conformally equivalent. What does 
the "space" of conformally inequivalent surfaces of the same topological 
type look like? The solution to this general problem is beyond the scope 
of this book; however, two simple cases (the case of the annulus and the 
case of the torus) will be solved completely in this section. 

IV.7.1. Let M j be a Riemann surface with n/Mj ..... M j , the holomorphic 
universal covering map (j = 1,2). First, recall that the covering group Gj 
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of M j is determined up to conjugation in Aut Mj • Furthermore, if 

f:M I ~ M2 

is a topological, holomorphic, conformal, etc., map, then there exists a map 

IMI ~M2 
of the same type so that 

7r2 cl=f 0 7rI. 

(Of course Gj is the set of lifts of the identity map M j ~ M j .) The map lis 
not uniquely determined. It may be replaced by A21 0 Al with AjE Gj . 

IV.7.2. How many conformally distinct annuli are there? We have seen 
that every annulus can be written as U /G where G is the group generated 
by 2 1-.}.Z, Ie E IR, I, > I. If Al and A2 are two such annuli with the cor­
responding ;'1 and ;'2, when do they determine the same conformal annulus? 
They determine the same annulus ifand only if there is an element T E Aut U 
such that 

ZE U. 

From this it follows rather easily that ), I = ;'2 (by direct examination or 
using the fact that the trace of a Mobius transformation is invariant under 
conjugation). 

We conclude 

Theorem. The set of conformal equivalence classes of annuli is in one-to-one 
canonical correspondence with the open real illlerval (1, 00 ). 

Of course, we could substitute for the word "annuli" the words "domains 
in IC u {CXJ } with two non-degenerate boundary components." 

IV.7.3. Let TI and T2 be two conformally equivalent tori . As we have 
seen, the covering group Gj of T j may be chosen to be generated by the 
translations ZI--->Z + 1, ZI--->Z + 'j with 1m 'j > O. Thus we are required to 
find when two distinct points in U determine the same torus. Let f be the 
conformal equivalence between T I and T 2 and letlbe its lift to the universal 
covenng space: 

IC ------->. IC 

n' l 

The mapping!is conformal (thus affine; that is, zl--->az + b), and it induces 
an isomorphism 

We abbreviate the Mobius transformation Z I---> Z + c by c. Thus 

a = e(l) = cd + /31 2 with a, f3 ElL 

O1 j = e(,d = (1 + b'2 with y, bE lL . 
(7.3.1) 
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Further, since e is an isomorphism the matrix [~ ~] is invertible. Thus 
(l(b - (Jy = ± l. Considering the symbols in (7.3.1) once again as numbers, 
we see that 

and since both, 1 and, 2 E U we see that {3}' - (l(b = - 1. Conversely, two 
, 's related as above correspond to conformally equivalent tori. Let T denote 
the unimodular group of Mobius transformations; that is, PSL(2,Z). It is 
easy to see that T is a discrete group (hence discontinuous), and with some 
work that U IT ~ IC. Thus we have 

Theorem. The set of equil1alence classes of tori is in one-to-one canonicul 
correspondence with the points ill C. 

IV.8. Riemannian Metrics 

In this section we show that on every Riemann surface we can introduce 
a complete Riemannian metric of constant (usually negative) curvature. We 
also develop some of the basic facts of non-Euclidean geometry that will 
be needed in IV.9. 

IV.S.l. We introduce Riemannian metrics on the three simply connected 
Riemann surfaces. The metric on M will be of the form 

ZE M. (8.1.1 ) 
We set 

, 2 ( 
A{Z) = I + Iz1 2' for M = C u (C() ), 

).(z) = 1, for M = C, 

A{Z) = 1 _2Iz12 ' for M = L1 = {z E C ; Izi < 1]. 

The definition of ), for M = C u {C()} is, of course, only valid for Z i= C() . 

At infinity, invariance leads to the form of ), in terms of the local coordinate 
, = l i z. 

We will now explain each of the above metrics. 

IV.S.2. The compact surface of genus 0, C u { IX) }, has been referred to 
(many times) as the Riemann sphere; but up to now no "sphere" has appeared. 
Consider hence the unit sphere S2 , 

¢2 + 1]2 + , 2 = 1 
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in [R 3. We map S2\{(0,0,1)} onto C by (stereographic projection) 

(+ ilJ 
((,IJ,O f-> 1=1 = z. 

It is a trivial exercise to find an inverse and to show that the above map 
establishes a diffeomorphism between S2\ {(O,O, I)} and C that can be extended 
to a diffeomorphism between S2 and C u {oo}. The inverse is 

( 2 Re z 2 1m z Izl2 - 1) 
z f-> Izl2 + l' Izl2 + l' Izl2 + 1 . (8.2.1) 

(Write x = Re z, y = 1m z.) The Euclidean metric on [R3 

ds 2 = d( 2 + dIJ2 + de 

induces a metric on S2, which in turn induces a metric on C u {CIJ }. Equation 
(8.2.1) shows that 

d( = 2(1 - x 2 + y2) dx - 4xy dy 
(1 + Iz12)2 

d _ 2(1 + x 2 - y2) dy - 4xy dx 
IJ - (1 + Iz12)2 

d( = 4x dx + 4y dy 
(1 + Iz12)2 

A lengthy, but routine, calculation now shows that 

ds 2 = 4(dx 2 + dyl) 
(1 + Iz12)2 

The curvature K of a metric (8.1.1) is given by 

L1 10g.A. 
K = - - - 2-

), 

(here L1 is the Laplacian, not the unit disc). A calculation shows that 

K = +1, 

and that the area of C u { oo} in the metric is 

Sf f, 2n Soc 4 
Area(C u {CIJ }) = C },(Z)2 dx dy = 0 0 (1 + r2)2 r dr d8 = 4n. 

Proposition. An element TEA ut(C u {CIJ }) is an isometry in the metric 
(2/(1 + IzI 2»ldzl if and only if as a matrix 

-c] 
a ' (8.2.2) 
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PROOF. Write 

ad - be = 1. 

Of course, T is an isometry if and only if 

A(Tz)IT'(z)1 = A(Z), Z E C U {oo }, 

or equivalently if and only if 

1 1 

215 

lez + dl 2 + laz + bj2 - 1 + Iz12' (8.2.3) 

If (8 .2.2) holds, then so does (8.2.3), as can be shown by the calculation 

lez + al2 + laz - el2 = (cz + a)(cz + a) + (az - e)(az .- e) = 1 + Iz12' 
Conversely, if (8.2.3) holds, we have 

1 + Izl2 = lez + dl 2 + laz + bj2. 
Expanding the right-hand side gives 

and the only way this identity can hold is if lal2 + lel2 = 1, IW + Idl2 = 1, 
ea + aD = O. We now add to this the determinant condition -eb + ad = 1. 
The last four equations yield e = - 0, a = a. 

Remark. Note that for T not the identity 

Trace T = a + a = 2 Re a, 

and (since Re a = ± 1 implies that T is the identity) 

- 2 < Trace T < 2. 

o 

Hence T is elliptic. As a matter of fact, T is an arbitrary elliptic element 
fixing an arbitrary point z and - z - I. 

EXERCISE 

Determine the geodesics of the metric of constant positive curvature on the sphere. 

IV.8.3. The metric Idzl on C needs little explanation. It is, of course, the 
Euclidean metric. It has constant curvature zero. Geodesics are the straight 
lines; and automorphisms of C of the form 

8 E IR, bE e , 

are isometries in the metric. 
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IV.S.4. We turn now to the most interesting case: the unit disk ,1 . Let us 
try to define a metric invariant under the full automorphism group Aut ,1 . 

The metric should be conformally equivalent to the Euclidean metric; hence 
of the form A(z)ldzl . Set A(O) = 2 and note that A(AO)IA'(O)I = A(O) for all 
A E Aut ,1 that fix 0 (since A(z) = ei8z). Let Zo E ,1 be arbitrary and choose 
A E Aut ,1 such that A(O) = zo0 Define (to have an invariant metric) 

A(Zo) = 2I A'(O)I- I . 

Note that A(z) = (z + zo)/(1 + 20Z) (it suffices to consider only motions of 
this form). From which we conclude that 

2 
A(Zo) = - 1- 12 ' 1 - Zo 

A simple calculation shows that this metric is indeed invariant under Aut ,1 . 

(In particular, the elements of Aut ,1 are isometries in this metric.) 
Before proceeding let us compute the formula for the metric on the upper 

half plane U. Since we want the metric X(z)ldzl to be invariant under Aut U, 
we must require 

X(zo) = 2I A'(O)I - I , 

where A is a conformal map of ,1 onto U taking 0 onto Z00 A calculation 
similar to our previous one shows that 

_ 1 
A(Z) = -I - . 

mz 

Computations now show that the metric we have defined has constant 
curvature - 1. 

Let c: I -> ,1 be a smooth path. Then the length of this path l( c) is defined 
by 

/(c) = SOl A(c(t»lc'(t)1 dt. 

We can now introduce a distance function on ,1 by defining 

d(a,b) = inf{l(c); c is a piecewise smooth path 

joining a to b in ,1}. 

(8.4.1 ) 

(8.4.2) 

Take a = 0 and b = x, real, 0:::; x < 1, and compute the length /(c) of an 
arbitrary piecewise smooth path c joining 0 to x, 

(I 2 
l(c) = Jo I _ Ic(tW !c'(t) 1 dt 

21s01 1 _ 2C(t)2 c'(t) dtl = Is: 1 ~ u2 dul 

= IIOg 1 + x 12 log 1 + x . 
I-x I-x 
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We conclude that 
1 + x 

d(O,x) = log 1 _ x' 
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and that c(t) = tx, 0 ::; t ::; 1, is the unique geodesic joining 0 to x. We now 
let 0 * b = Z E ,1 be arbitrary (and keep a = 0). Since 

e f-> e - iOe 

(8 = arg z) is an isometry in the non-Euclidean metric ,1.(z)ldzl, we see that 

1 + Izl 
d(O,z) = log --II' 1- z 

and c(t) = tz, 0 ::; t ::; 1, is the unique geodesic joining 0 to ::. 

Proposition 

a. The distance induced by the metric 2/ (1 - Izl2)ldzl is complete. 

(8.4.3) 

b. The topology induced by this metric is equivalent to the usual topology on ,1. 

c. The geodesics in the metric are the arcs of circles orthogonal to the unit 
circle {z E C; Izl = 1}. 

d. Given any two points a, bELl, a * b, there is a unique geodesic between them. 

PROOF. Note first that (8.4.3) shows that every Euclidean circle with center 
at the origin is also a non-Euclidean circle and vice-versa. Also note that 

lim d(O,z) = 2 = ,1.(0) 
=~O Izl 

showing that at the origin the topologies agree. Since there is an isometry 
taking an arbitrary point z E ,1 to the origin, the topologies agree everywhere. 
This establishes (b). 

We have already shown that the unique geodesic between 0 and b is the 
segement of the straight line joining these two points. Now let z 1 and Z2 be 
arbitrary. Choose A E Aut A such that A(zd = O. Let b = A(Z2). The geodesic 
between ZI and Z2 is A - 1(C), where c is the portion of the diameter joining 
o to b. Since A - I preserves circles and angles, (c) and (d) are verified. 

Now let {zn} be a Cauchy sequence in the d-metric. Then {d(O,zn)} is 
bounded. Hence {zn} is also Cauchy in the Euclidean metric and {iznl} is 
bounded away from 1. This completes the proof of the proposition. 

IV.8.S. If D is any Lebesgue-measurable subset of ,1, then 

defines the non-Euclidean area of D. 



218 IV Uniformization 

The following technical proposition will be needed in the next section. 

Proposition. The area of a non-Euclidean triangle (that is, a triangle whose 
sides are geodesics) with angles (1., /3, Y is 

n - ((1. + /3 + y). 

PROOF. It is convenient to work with the upper half plane U instead of the 
unit disk. We will allow "infinite triangles"-that is, triangles one or more of 
whose sides are geodesics of infinite length (with a vertex on bU = IR u {oo}). 
If a triangle has a vertex on bU, it must make a zero degree angle (because 
the geodesics in U are semi-circles (including straight lines = semi-circle 
through (0) perpendicular to IR). We call such a vertex a cusp. 

Case 1. The triangle has one cusp at 00 (see Figure IV. I), and one right angle. 
The angles of the triangle are hence: 0, n12, (1.. (Note we are not excluding the 
possibility that (1. = 0; that is, a cusp at B.) The area of the triangle is then 

i a f oo dy i a dx . a n dx - = = arc sm - = - - (1. 
o ,/pL x 2 y2 0 J p2 _ x 2 P 2 

c 

Figure IV.1 

Case II. The triangle has a cusp at 00. (See Figure IV.2.) It has angles 0, (1., /3. 
We are not excluding the possibility that either (1. = 0 or /3 = 0 or both 
(1. = /3 = O. Choose any point D on the arc AB and draw a geodesic "through 

Figure IV.2 
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D and 00." The area of the triangle is the sum of the areas of two triangles: 

n - (~+~) + x - (~+ p) = n - ~ - p. 
The case in which A and B lie on the same side of D is treated similarly. 

Case III. If the triangle has a cusp, then it is equivalent under Aut U to the 
one treated in Case II. 

Case IV. The triangle has no cusps. (See Figure IV.3.) Extend the geodesic 
AB until it intersects IR at D. Join C to D by a non-Euclidean straight line. 
The area in question is the difference between the areas of two triangles and 
thus equals 

[n - (~ + y + e)] - [n - (e + '1)] = '1 - (~ + y) = n - (IX + P + y). 0 

Figure IV.3 

IV.8.6. Theorem. Let M be an arbitrary Riemann surface. We can introduce 
on M a complete Riemannian metric of constant curvature: the curvature is 
positive for M = IC U {oo}, zero if IC is the holomorphic universal covering 
space of M, and negative otherwise. 

PROOF. Let M be the holomorphic universal covering space of M and G the 
corresponding group of cover transformations. We have seen that G is a 
group of isometries in the metric of constant curvature we have introduced. 
Since the metric is invariant under G, it projects to a metric on M. Since 
curvature is locally defined, it is again constant on M. (The reader should 
verify that the curvature is well-defined on M ; that is, that it transforms 
correctly under change of local coordinates.) The (projected) Riemannian 
metric on M (denoted in terms of the local coordinate z by A(z)ldzi) allows us 
to define length of curves on M by formula (8.4.1) and hence a distance 
function (again denoted by d) by (8.4.2). Let 

n:M -. M 

be the canonical holomorphic projection. Let x, y EM. We claim that 

d(x,y) = inf{d(~,'1); n(~) = x, n('1) = y}. (8.6.1) 

Note that we have shown that in M the infimum in (8.4.2) is always assumed 
for some smooth curve c. Let d be the infimum in(8.6.1); that is, the right-hand 
side. Let c be any curve joining ~ to '1 in M with n(~) = x, n('1) = y. Then 
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n 0 c is a curve in M joining x to y. Clearly, /(n 0 c) = /(c). Thus 

d(x,y) ~ /(n 0 c) = /(c), 

and since c is arbitrary, 
d(x,y) ~ d(~,I]). 

Finally, since ~, I] are arbitrary in the preimage of x, y, 

d(x,y) ~ d. 

Next, if c is any curve in M joining x to y, it can be lifted to a curve c joining 
~ to I] (n(~) = x, n(I]) = y) of the same length (because n is a local isometry). 
Thus, 

/(c) = /(c) ~ d(~,I]) ~ d. 

Since c is arbitrary, we conclude 

d(x,y) ~ d. 

It is now easy to show that the metric d on M is complete. We leave it as 
an exercise to the reader. 0 

Remarks 

1. If a Riemann surface M carries a Riemannian metric, then the metric can 
be used to define an element of area dA and a curvature K. The Gauss­
Bonnet formula gives 

IIM K dA = 2n(2 - 2g), 

if M is compact of genus g. Thus, in particular, the sign of the metric of 
constant curvature is uniq uely determined by the topology of the surface. 
We will not prove the Gauss- Bonnet theorem in this book. The next 
section will, however, contain similar results. 

2. Let M be an arbitrary Riemann surface with holomorphic universal 
covering space M. On M 

2(Z)2 dz /\ dZ 

is a nowhere vanishing 2-form that is invariant under the covering group 
of if -> M. Thus the form projects to a nowhere vanishing smooth 2-form 
on M. (Recall that in 1.3.7, we promised to produce such a form.) 

IV.9. Discontinuous Groups and 
Branched Coverings 

In this section we discuss the elementary Kleinian groups and establish a 
general uniformization theorem. We show that a Riemann surface with 
ramification points can be uniformized by a unique (up to conjugation) 
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Fuchsian or elementary group. This establishes an equivalence between the 
theory of Fuchsian (and elementary) groups and the theory of Riemann 
surfaces with ramification points. We have not always included the complete 
arguments in this section. The reader should fill in the details where only 
the outline has been supplied. 

IV.9.1. Let M be a Riemann surface. We shall say that M is of finite 
type if there exists a compact Riemann surface M such that M\M consists 
of finitely many points. The genus of M is defined as the genus of M (it is 
welI defined). By a puncture on a Riemann surface M, we mean a domain 
Do c M with Do conformally equivalent to {z E IC; 0 < [z[ < I} and such 
that every sequence {zn} with Zn --+ 0 is discrete on M. We shall identify 
Z = 0 with the puncture Do. 

Let D be a connected, open, G-invariant subset of Q(G), where G is a 
Kleinian group. We must use a little care in defining a puncture on DIG 
because we want to view this space as a Riemann surface with ramification 
points. Regard for the moment DIG as an abstract Riemann surface. It is 
possible that a puncture on this surface is an accumulation point of branch 
values of the canonical projection. We will ignore such punctures. Thus we 
require that a deleted neighborhood of a puncture on DIG consist only 
of images of ordinary points of D (points with trivial stabilizers). Let 
{Xl,X2' ... } be the set of points that are either punctures on DIG or 
points x E DIG with the canonical projection n: D --+ DIG ramified at 
n - l(x). Let Vj = ramification index of n - l(xJ for such an xj ' and let 
Vj = 00 for punctures. The set {xj } is at most countable, since the punc­
tures and ramified points each form discrete sets. 

Let us now assume that DIG is of finite type. If in addition, n is ramified 
over only finitely many points, then we shall say that G is of finite type over 
D. In this latter case, we let p be the genus of DIG. We may arrange the 
sequence Xj so that 

2 ~ VI ~ V2 ~ ••. ~ Vn ~ OCJ 

(here n = cardinality of {X l ,X2' ... } < (0), and we call 

(P;VI,V2,·· • ,vn) 

the signature of G (with respect to D). 
We also introduce the rational number, called the characteristic of G 

(with respect to D), 

x = 2p - 2 + j tl (1 - ~), 
where, as usual, 1/00 = 0, whenever G is of finite type over D and X = 00, 
otherwise. 

IV.9.2. Definition. Let G be a Kleinian group. Let D c Q(G) be a G-invariant 
open set. By a fundamental domain for G with respect to D we mean an open 
subset (j) of D such that 



222 IV Uniformization 

I. no two points of ware equivalent under G, 
u. every point of D is G-equivalent to at least one point of CI W, 

Ill. the relative boundary of w in D, bw, consists of piecewise analytic arcs, 
and 

IV. for every arc c c bw, there is an arc c' c bw and an element 9 E G such 
that gc = c'. 

By a fundamental domain for G we mean a fundamental domain for G 
with respect to Q( G). 

The next proposition will only be needed to discuss examples. We will 
hence only outline its proof. 

Proposition. Every Kleinian group G has a fundamental domain. 

PROOF. Let n:Q -+ QIG = Uj Sj be the canonical projection. Let Qj be a 
component of n - 1(S), and let Gj be the stabilizer of Qj.1f Wj is a fundamental 
domain for Gj with respect to Qj' then Uj Wj is a fundamental domain for 
G. Thus it suffices to consider only the case where Q is connected. 

We can, therefore, assume that we are given a discontinuous group G 
of automorphisms of a domain De C U {oo }. We now introduce a con­
structure that is very useful in studying function groups. (These are precisely 
the groups that have an invariant component.) Let 

p : D-+D 

be a holomorphic universal covering map of D and define 

r = {y E Aut D; p 0 y = g o p for some 9 E G} . 

It is now easy to check that DI r ~ DI G (thus G is discontinuous if and only 
if r is). For a given y E r there is just one 9 E G with p o y = g o p. Hence 
we can define a homomorphism 

p* : r-+ G 

that satisfies 

p 0 y = p*(y) 0 p, 

We let H = Kernel p*. Then 

is an exact sequence of groups and group homomorphisms. Now let w be 
a fundamental domain for r with respect to D. It is quite easy to show that 
W = pew) is a fundamental domain for G in D. Thus we need only establish 
fundamental domains for groups acting discontinuously on C u {oo }, C, or 
U. The first case (C u {oo} ) is trivial (because the group is finite). The second 
case (C) will be exhausted by listing all the examples. If D = U, then we choose 
a point Zo E U with trivial stabilizer and set 

W = {z E U ; d(z,zo) < d(gz,zo) all 9 E G, 9 i= I}. 
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It must now be shown that w is indeed a fundamental domain. We omit 
(the non-trivial) details. 0 

Definition. The group r constructed above will be called the Fuchsian 
equivalent of G (with respect to D). 

We now take a slight detour and on the way encounter some interesting 
special cases. 

IV.9.3. Let us now classify the discontinuous groups G with Q(G) = 

C u {oo}. Since C u {oo} is compact, G is finite (let N = IGj) and M = 
(C u { 00 } )/G is compact. Let 

n:Cu{oo}-+M 

be the canonical projection. Let (y; VI' •.• ,vn) be the signature of G. Clearly 
2 ~ Vj ~ N and each Vj divides N. The Riemann-Hurwitz relation (Theorem 
1.2.7; see also V.l.3) reads 

-2 = N(2y - 2) + N JI (1 -~). (9.3.1) 

In particular, the characteristic of G, 

2 
X = - N < 0, 

is negative. Since (1 - l/v) > 0 all j, we conclude that y = O. Thus (9.3.1) 
becomes 

2- - = L 1- -. 2 n ( 1) 
N j= 1 Vj 

Assume N > 1 (discarding the trivial case). If N = 2, then Vj = 2, all j 
and n = 2. Assume now N > 2. Then 

and (n > 0) since 

we conclude that 

2 
1<2--<2 

N 

1 1 
-<1--<1 2- , 

Vj 

n> 1, n < 4. 

Thus n = 2 or n = 3. If n = 2, then 

2 1 1 
-=-+ - . 
N VI V2 

Now since l / vj :2: l /N it must be that VI = V2 = N. If n = 3, then 

2 1 1 1 
1 + - = - + - + - . 

N VI V2 V3 
(9.3.2) 
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Observe (again) that 
2 5 

1 < 1 + - <-. N- 3 

Thus VI = 2 (recall that VI ::;; V2 ::;; V3). We replace (9.3.2) by 

1 2 1 1 
-+-=-+-. 
2 N V2 V3 

Now, N is even since VI = 2 and VI divides N (thus N ~ 4), 

1 1 2 
-< - +-<1. 2 2 N-

IV Uniformization 

IfV2 = 2, then V3 is (apparently) arbitrary ~ 2. IfV2 > 2, then V2 = 3 and hence 

1 2 1 
-+-=-. 
6 N V3 

Thus 
1 1 
- < - or 6> V3. 
6 V3 

Thus V3 = 3,4 or 5. 
We summarize below the signatures and cardinalities of the groups G 

that could possibly act on IC u {oo}. 

Signature of G 

(0; - ) 
(0; v,v) 
(0;2,2,v) 
(0;2,3,3) 
(0 ;2,3,4) 
(0; 2,3,5) 

IGI 
1 
V (2::;; V < (0) 
2v (2::;; V < (0) 
12 
24 
60 

Remark. Existence and uniqueness of groups with X < 0 will be established 
in IV.9.12. We have also determined all possible negative characteristics of 
Kleinian groups. 

IV.9.4. Before proceeding to the next special case, we must establish the 
following 

Lemma. Let A and B be two non-parabolic transformations with exactly one 
fixed point in common, then C = A - l o B 0 A a B- I is parabolic. 

PROOF. Without loss of generality (by conjugation) we may assume that A 
fixes 0 and 00 and B fixes 1 and 00. Thus A(z) = K IZ and B(z) = K 2(z - 1) + 1, 
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Kl "# 1 "# K 2 • A computation shows that 

C(z) = z + (Kl - i(~2 -1), 

which is parabolic. o 

Corollary. Let G be a group of Mobius transformations and z E C U {CfJ}. If 
G., the stabilizer of z in G, isjinite, it must be cyclic. 

EXERCISE 

Let M be a Riemann surface whose universal covering space is the unit disk and let 
P EM. Let Gp be the stabilizer of P in Aut M. For most Riemann surfaces, Gp is 
finite. Find the exceptional Riemann surfaces; that is, find those M for which Gp is 
infinite for at least one P EM. Prove that your list is complete. Discuss the same 
problem for Riemann surfaces M whose universal covering space is the complex 
plane. (Hint : See also V.4.) 

IV.9.5. Next we determine the groups G that can possibly act discon­
tinuously on C. Since Gleaves C invariant, G c Aut C, and the elements g 
of G are of the form 

g: z I-+az + b, a "# O. (9.5.1) 

Observe that a, if "# 1, must be a root of unity, since a is the multiplier of 
g and g must in this case be elliptic of finite order. Map the element g E G 
of (9.5.1) onto a E Sl. This map is a homomorphism since 

[ ~ ~ ] [ ~ ~J = [~ aP; b J 
Let Go be the kernel of this homomorphism. Clearly Go is the unique maximal 
fixed point free (normal) subgroup of G. 

If Go is trivial, then by the preceding lemma, all elements of G must 
fix a common point Zo E C. We conclude that G is a finite cyclic group 
acting discontinuously on C u {oo}. We will not consider such groups to 
be acting on C. 

We consider now the case with Go non-trivial. It is then easily seen that 
Go is a free abelian group on 1 or 2 generators. In studying groups of 
Mobius transformations, we are always permitted to conjugate the group. 
Conjugation does not change the Riemann surfaces represented by the 
group. In the case under consideration, we may conjugate G by elements of 
Aut C (rather than elements of Aut(C u {oo} ) = PSL(2,1C). 

Assume that Go is cyclic. Then (without loss of generality Go is generated 
by ZI-+Z + 1) C/Go is equivalent to the punctured plane C* (via the map 
Z 1-+ e21tiz), and G / G 0 acts as a group of conformal automorphisms of C/G o. 

The automorphisms of C* are of the form Z 1-+ kz and Z 1-+ k/z (see V.4.3). 
The former lift to automorphisms of C of the form (ZI-+ Z + (log k)/2ni) and 
must therefore be in Go; the latter, to automorphisms of the form ZI-+ -z + 
(log k)/2ni whose squares must be in Go . Thus G/Go is trivial or isomorphic 
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to 11.. 2 • In the second case, G consists of mappings of the form ZI-+ ±z + n, 
n E 11... 

We "draw" fundamental domains for the groups encountered above. 

G generated by Z 1-+ Z + 1 (Figure IV.4) 

• ---~~4H0~------lmz=O 

Re z=O Re z=1 
Figure IV.4. Signature (0;00,00). 

G generated by Z 1-+ - Z, Z 1-+ Z + 1 (Figure IV.5) 

-¥I~ ---+'--+--:--"'+-----1 m z = 0 
z = .!. 2 

Re z=o Re z=1 
Figure IV.S. Signature (0;2,2,00) where the first two twos correspond to the points 
z = 0 and z =!-. 

We now consider the case where Go has rank 2. Then we may assume 
that Go is generated by the two translations Z 1-+ Z + 1, Z 1-+ Z + r, 1m r > 0, 
and CIGo is a torus. Without loss of generality, we may assume Irl ~ 1. 
Again GIGo acts as a group of automorphisms of CIGo. 

Assume now that GIGo is non-trivial. Let g:ZI-+Z + 1 and h:zl-+az + b 
be parabolic and elliptic elements of G. We conclude that 

h o g o h- 1 :zl-+z+a 

is an element of Go, or that the multipliers of elements of G are periods of 
Go . Since there are only finitely many periods on the unit circle, we can 
find a "primitive" multiplier K = e21!i/ /1 with jJ. E 11.., jJ. > 1 and jJ. maximal. 
By conjugating G once again (by an element Z 1-+ Z + c) by a conjugation 
that does not destroy the previous normalization, we may assume that G 
contains the element ZI-+ Kz. Hence, we see that GIGo is a finite cyclic group 
~ 11../1" The group G hence consists of motions of the form 

zI-+Kvz + n + mr, v=O, ... ,jJ.-l,nElI..,mElI... 
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Now we let y be the genus ofC/G( = (ClGo)/(G/Go))· Let Xl = 0, X2, . . . , X, 

be the fixed points of G/Go on ClGo and let VI , .. . , V, be the orders of the 
respective stability subgroups. We use Riemann-Hurwitz (see V(1.3.1» 

o = 2y - 2 + JI (1 - ~). (9.5.2) 

and conclude that if r > 0 (G/Go non-trivial) then y = O. Thus (9.5.2) becomes 

2 = ± (1 - ~). 
j ~ I Vj 

Let N be the order of G/Go. Then 

2::; Vj::; N. 

Since 1 > (1 - l /v) ;::: t r = 3 or 4. If r = 4, then VI = V2 = V3 = V4 = 2, 
and the ramification is completely accounted for by the element Z 1-+ - z, 
and G/Go ~ 7L 2 • 

Fundamental domain for G consisting of {z 1-+ Z + n + mr} (Figure IV.6) 

----~~~~~----lmz=O 
z =1 

Re z=O 
Figure IV.6. Signature (1; - ). 

Fundamental domain for G consisting of {ZI-+ ± Z + n + mr} (Figure IV.7) 

Re Z=O 
Figure IV.? Signature (0;2,2,2,2) where the twos correspond to the points z = 0, z = t, 
z = . /2, z = (. + 1)/2. 

If r = 3, then the only possibilities are as follows (because 1 = l/VI + 1/v2 + 
1/v3): 

2 
2 
3 

V2 

3 
4 
3 

6 
4 
3 

G/Go 

The computation of the Vj appearing in the above table is routine. The 
description of G/Go requires some explanation (that is, the determination 
of 11). Let Z 1-+ Kz be the generator of G/Go, which is also the generator ofthe 
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stability subgroup of O. Since K is a period, there are integers n, m such that 

K = n + mr. 
Now IKI = 1, Irl ~ 1, implies either n = 0 or m = O. Ifm = 0, then n = -1 = 
K. Thus G is the group of signature (0 ;2,2,2,2) which we previously discussed. 
Ifn = 0, then m = ± 1. Since 1m r > 0 and 1m K ~ 0, we conclude that m = 1 
and K = r (also fJ. > 2). Since ZI-+Kz generates the stabilizer of 0, fJ. = V3' 

Fundamental domain for {z 1-+ KVz + n + mK}, K = e2ni/6 (Figure IV.8) 

z=K 
/ ..... ---- .----- .. - .- -----~,/ 

,/ / ,// 

:/ z=...!S±l...:/ 
/ ~~ 3/ 

_-l"'.::::~::....//~TC~,-:--,~~~/L/~/----__ Im z=O 
Z =~ z= 1 

Rez=O 
Figure IV.S. Signature (0;2,3,6) where the two corresponds to the point z = t the 
three corresponds to the point z = (K + 1 )/3 and the six corresponds to the point z = O. 

Fundamental domainfor {z 1-+ KVz + n + mK} K = e2ni/4 = i (Figure IV.9) 

z=i .. .................... . 

- ...... '"'-'-'+,---'------Im z = 0 
z=~ z=1 

Rez=O 
Figure IV.9. Signature (0;2,4,4) where the two corresponds to z = ! , one four corre­
sponds to z = (l + i) /2 and the last four corresponds to z = O. 

Fundamental domain for {zl-+KVz + n + mK}, K = e2ni/ 3 (Figure IV.10) 

Re z=O 
Figure IV.IO. Signature (0;3,3,3) where the threes correspond to the points z = 0, 
z = (K + 2)/3, z = (2K + 1)/3. (Each of these three points is equivalent to a corre­
sponding point in the figure.) 
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Remark. We have established above the existence and uniqueness of all the 
elementary groups with one limit point. We have also determined all pos­
sible signatures that yield zero characteristic. 

IV.9.6. To classify the remaining elementary groups, we must study the 
groups with two limit points; without loss of generality the limit points are 
o and 00 . The elements of such a group G are of the form 

z ........ kz and z ........ k/z.· 

By passing to the Fuchsian equivalent of the group G, it is easy to classify 
these groups. The details are left to the reader. 

IV.9.7. Let G be a Kleinian group. We have seen that X < 0 (respectively, 
X = 0) whenever Q(G) = IC U {oo} (respectively, Q(G) = IC). We want to show 
now that for Fuchsian groups X > O. In addition, we want to interpret the 
characteristic in geometric terms. We need some preliminaries. 

Lemma. Let G be a Fuchsian group operating on the upper half plane U. 
Assume that P is a puncture on U /G (and that the natural projection 7! is 
unramified over a deleted neighborhood of P). Then there exists a deleted 
neighborhood D of P in U /G, a disc D in U, and a parabolic element T E G 
such that D ~ D/Go, where Go is the cyclic group generated by T, and two 
points in D are equivalent under G if and only if they are equivalent under Go. 

PROOF. Let D u {P} be a simply connected neighborhood of the puncture 
P such that 7! is unramified over D. Let D be a connected component of 
7! ~ l(D) and let Go be the stabilizer of D in G; 

Go = {gE G; gD = D}. 

We must, of course, have that D/Go = D. Let jj be the holomorphic universal 
covering space of D and let Go be the Fuchsian model of Go with respect to 
D. Then Go is isomorphic to the fundamental group of D and thus infinite 
cyclic. Hence Go (being a homomorphic image of Go) is also cyclic. It cannot 
be generated by an elliptic element. If Go were generated by an elliptic 
element, the fixed point of its generator would have to be on the extended 
real axis. But an elliptic element with a fixed point on ~ u { oo} cannot fix 
U. Thus Go is generated by a parabolic or hyperbolic element T Further, D 
must be simply connected since only a disk can cover non-trivially a 
punctured disk. We clearly have an inclusion 

D/Go 4 U/G o· 

If T were hyperbolic, then U/Go would be an annulus that contains the 
punctured disc D/Go. Thus the puncture P on D/Go would be a point in U /Go 
and hence would be the image of a point Z E U under the map 7!0: U -+ U /Go. 
We conclude that D must contain many punctured discs. But Go is 
isomorphic to 7!l(D) which is mapped isomorphically into 7!l(U/GO ) by the 
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inclusion of Dj Go into U j Go. We have obtained an obvious contradiction. 
Thus T is parabolic. By conjugating G in the group of real Mobius 
transformations, we may assume that T(z) = z + t. By shrinking D, we may 
assume that D = {z E C; 1m z > b} for some b > O. D 

Definition. We shall call D, a disc (half plane) corresponding to the puncture P. 

IV.9.S. To establish the converse of the above lemma, and to show that 
D can always be chosen to be the half plane {z E C; 1m z > I} we prove the 
following 

Lemma. Let A(z) = (az + b)(cz + d) - 1 with a, b, c, dEC and ad - bc = 1. 
Let T(z) = z + 1. Then the group generated by A and T is not discrete if 
0< Icl < 1. 

PROOF. Let Ao = A and for n E 7L, n ~ 0, set 

We show that if 0 < Icl < 1, then 

lim An = T. 
n--> 00 

We write as matrices in SL(2,q, 

and compute 

We conclude that 
cn = _c2" and lim Cn = 0 (9.8.1) 

(in particular, the sequence {An} is distinct). Now we choose y so that 0 < 
(1 - Icl)-1 < y and lal < y. By choice, laol = lal < y. Suppose lanl < y for 
some n, then also 

lan+ 11 = 11 - ancnl ~ 1 + lanllcnl = 1 + lanllcl 2" 

< 1 + *12" < 1 + Ylcl < y. 

Hence, by induction 

From the relation 

and (9.8.1), we conclude that 

lanl < y for all n. 

lim an = 1. 
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Thus also 
lim bn = lim a;-l = 1, 
"-00 "-00 

and 
lim dn = lim (1 + an-1cn - 1) = 1. o 
"-00 n-oo 

IV.9.9. Lemma. Let G be a Fuchsian group operating on the upper half plane 
U. Assume that G contains a parabolic element T with fixed point x E IR u {oo}. 
Then Gx , the stabilizer of x in G is infinite cyclic. 

PROOF. We claim that every element A E Gx is parabolic. Without loss of 
generality x = 00. Assume that Goo contains an element A with another 
fixed point which may be taken to be the point 1 (since it must be on the real 
axis because A cannot be elliptic). Thus we have T(z) = z + a, a E IR, and 
A(z) = IX(Z - 1) + 1, IX E IR, IX > O. Without loss of generality we may take 
o < IX < 1 (replace A by A-I, if necessary). Now An(z) = IXn(Z - 1) + 1, and 
hence 

An 0 T 0 A; I(Z) = Z + alXn• 

Thus we have constructed a distinct sequence in G approaching the identity. 
We have shown that every element of G ro is of the form z f--+ z + a. Taking, 
the minimum of all such positive a's, we obtain a generator for Goo. 0 

IV.9.10. Theorem. Let G be a Fuchsian group operating on the upper half 
plane U. Let T(z) = z + 1 be an element ofG. Assume that T is the generator 
of the stabilizer of 00, G ro' If A E G\G ro' then 

AU 1 nU 1 =0, 

where U 1 = {z E IC; 1m z > 1}. 

PROOF. Let A(z) = (az + b)/(cz + d) with a, b, c, d E IR such that ad - be = 1. 
Lemma IV.9.9 shows that c#-O and we may assume c > O. Lemma IV.9.8 
yields that c ~ 1. Now AU 1 is a disc whose boundary is a circle tangent 
to IR at A( 00) = alc #- 00. It is clear that the diameter of this circle is the 
maximum of 

which equals 

l a(x+i)+b_~1 c(x + i) + dc' 
X E IR, 

I -1 I 1 1 
c(cx + d + ci) = ~ )(cx + d)2 + c2' 

Thus the maximum occurs at x = - die, and the diameter of the circle is 
l/c2 :$ 1. Hence AU 1 is contained in a disc bounded by a circle tangent to 
IR of diameter :$ 1. 0 

Corollary 1. Let G be a Fuchsian group operating on U. IfG contains a para­
bolic element, then U IG contains a puncture. Furthermore, the punctures on 
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V /G are in one-to-one correspondence with the conjugacy classes of parabolic 
elements in G. 

Corollary 2. Let G be a Fuchsian group. JfG is the covering group of a compact 
Riemann surface of genus p ~ 2, then G contains only hyperbolic elements. 

Remark. For the second part of Corollary 1, we must recall the discussion 
of IV.9.1. The punctures on V /G, viewed as a "Riemann surface with 
ramification points", are in one-to-one correspondence with the conjugacy 
classes of parabolic elements of G. By a puncture on such a surface, we 
mean a puncture D on the abstract surface V /G such that n: V -+ V /G is 
unramified over D (that is, there are no elliptic fixed points in n-1 (D». 
We shall see (Theorem IV.9.l2) that without this assumption we can have 
punctures on the abstract surface V /G that are limits of points over which 
n is ramified. 

IV.9.1l. We consider now a Fuchsian group G operating on the upper half 
plane V (or the unit disc Ll). In IV.8, we introduced the Poincare metric 

2 
Au(z)ldzl = -I --lldzl z-z 

for V which is clearly invariant under G (since G c Aut V). Thus we may 
project Au(z)ldzl to U/ G and obtain a metric with singularities at the images 
of the elliptic fixed points. We want to show that these singularities are not 
too bad in the sense that the Poincare metric on V /G is locally square inte­
grable at these points and that the same is true even in a deleted neighborhood 
of a puncture. Let 

n: V -+ U/ G 

be the canonical projection. Denote the Poincare metric on V /G by X(Z)ldZI 
in terms of the local coordinate Z. If Z can be expressed as a function of 
z E V, then of course, the relation 

X(Z)ldZI = Au(z)ldzl 

allows us to solve for X(Z). 

Let us assume that Zo E V is an elliptic fixed point. By conjugation we 
may replace V by Ll and assume that Zo = O. The stabilizer Go is then gen­
erated by an element of the form z 1--+ e21tilvz, for some v E 7L, v ~ 2. Thus 
Z = ZV is a local coordinate at n(O). Since 

we see that _ 2IZ I(I /V) - 1 

}.(Z) = v(l _ IZI2Iv)" 

Since (lM - 1 > -1, X(Z)2IdZ /\ dZI is integrable in a sufficiently small 
neighborhood of Z = O. 
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It remains to investigate a neighborhood of a puncture. Here it is more 
convenient to assume that G acts on V, and that the puncture corresponds 
to the cyclic subgroup of G generated by z ~ z + 1. Thus Z = e21tiz is a 
local coordinate on V /G vanishing at the puncture, and 

_ 1 

A.(Z) = 111' 
!Z!log z 

which is readily seen to be square integrable. 
We are thus able to define 

f'r - IdZ/\dZI Area(U/G) = JUIG A.2(Z) 2 . 

Theorem. Let G be a Fuchsian group operating on U. Assume that G is of 
finite type over U with characteristic X, then 

Area(U /G) = 2nx. 

PROOF. Consider the natural projection n: V -+ V /G. Triangulate the compact 
surface V /G so that 

i. each ramified point is a vertex of the triangulation (however, there may 
(and as a result of (ii) there must) be other vertices), 

ii. every triangle of the triangulation contains at most one ramified point, 
iii. if a triangle .1 contains no ramified points, then there exists a connected 

neighborhood J in V so that n(J) ::> .1 and n! J is one-to-one, 
iv. if a triangle .1 contains a finite ramified point with ramification number 

v, then there exists a connected neighborhood J in V so that n(J) ::> .1 
and n! J is v-to-one, and 

v. if a triangle .1 contains an infinite ramification point, then each com­
ponent of n -1(.1) is contained in a half plane corresponding to the 
puncture. 

Having constructed a triangulation as above, it is easy to replace it by 
another triangulation in which each triangle is the image under n of a 
non-Euclidean triangle in U. Let 

(P;Vb· .. ,vn) 

be the signature of G with respect to U. Let us assume that in the above 
triangulation we have cj j-simplices (j = 0,1,2). Let (Xk> fh, Yk be the three 
angles of the kth triangle, k = 1, . .. , Cz . Then 

C2 

Area(U/G) = L (n - (Xk - (3k - Yk) 
k= 1 

Co 

= ]tC2 - L (jk> 
k= 1 

where (jk = sum of the angles at the kth vertex. 
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Now t>k = 2rc, if the kth vertex is an unramified point, 

= 2rc/v, ifthe kth vertex is a point of finite ramification number v, and 

= 0, if the kth vertex is an infinite ramification point. 

Hence 
~ n 

L t>k = 2rc(co - n) + L 2rc/Vk · 
k=1 k=1 

Thus we see that 

Area(U /G) = 2rc(2~ C2 - co) + 2rc ± (1 - ~). 
k= I Vk 

Since each edge in the triangulation appears in exactly two triangles, we have 

3C2 = 2c l , 

and hence (using the fact that for a compact surface of genus p, C2 - C I + Co = 
2 - 2p) 

Area(U /G) = 2rc(2P - 2 + i (1 - ~)). 
k= I Vk 

D 

Corollary. Let G be a group of conformal automorphisms of a Riemann surface 
D. If D is simply connected and G operates discontinuously on D, it is possible 
to define the characteristic X of G with respect to D. Furthermore: 

1. X < 0 if and only if D ~ C U {oo}, 
11. X = 0 if and only if D ~ C, and 

Ill. X > 0 if and only if D ~ Lt . 

IV.9.12. Theorem. Let M be a Riemann surface and {X I ,X2, ... } a discrete 
sequence on M. To each point Xk we assign the symbol Vk which is an integer;::: 2 
or CIJ. If M = C U {oo} we exclude two cases: 

i. {XloX2' ... } consists of one point and VI # 00, and 
ii. {x loX 2, .. . } consists of two points and v I # v 2. 

Let M' = M - UVk= OO {xd,~" = M\Udxd· Then there exists a simplJ 
connected Riemann surface M, a Kleinian group G of self mappings of M 
such that 

a. M/G ~ M ', MG /G ~ M", where MG is M with the fixed points of the 
elliptic elements of G deleted, and 

b. the natural projection rc : M -> M' is unramified except over the points Xk 
with Vk < 00 where bix) = Vk - 1 for all x E 7t - I( {Xk}). 

Further, G is uniquely determined up to conjugation in the full group of 
automorphisms of M. The conformality type of M is uniquely determined 
by the characteristic of the data: that is, by the genus p of M and the sequence 
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of integers {VbV2,' .. } . (If we set X = 2p - 2 + Lj(1 - l /v), then 

X < 0 if and only if M ~ c U {oo}, 

X = 0 if and only if M ~ C, and 

X > 0 if and only if M ~ U.) 
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PROOF. Let 1I:j(M") = 1I:j(M",b) be the fundamental group of M " with base 
point b EM". Let [a] denote the homotopy equivalence class of the closed 
loop a on M" beginning at b. Let IX;; denote a closed curve beginning at b 
extending to a point x near X k , (by x being near to Xk we mean that a closed 
disc Dk around Xk that contains x and does not contain any Xl with I 1= k) 
winding around Xk exactly v times in Db and then returning from x to b 
along the original path. 

Let 10 be the smallest subgroup of nj(M") containing {[a;;k]; Vk < oo} 
and let 1 be the smallest normal subgroup of nj(M") containing 10' Observe 
that for any k, [an fj: 1 for IE 7L with 0 < 1< Vk' The normal subgroup 1 
of nj(M") defines, of course, an unbounded, unramified, regular (Galois) 
covering (M",1I:) of M". We recall the (familiar) topological construction 
of (M" ,n). Consider the set C{j of curves on M" beginning at b. Two such 
curves a, {3 are called equivalent (~) provided both have the same end point 
and [1X{3 - j] E 1. The surface M" is defined as C{j / ~ , and the mapping 11: 

sends a curve a into its end point. Choose bE M" such that n(b) = b. Then 
1 ~ nj(M",b). A closed curve IX on M" beginning at b lifts to a closed curve 
IX on M" beginning at b if and only if IX E 1. The topology and complex 
structure of C{j / ~ are defined so that the natural projection 11:: C{j / ~ --+ M" 
is holomorphic 

Choose a point Xk with Vk < 00 . Let Dk be a small deleted disc around Xk' 

Consider a connected component Dk of n - j(Dd. Choose a point x E Dk • We 
may assume that x corresponds to a curve c from b to x E Dk • Let d be a closed 
loop around Xk beginning and ending at x. Then n(cdV ) = x, and [cdV ] , 

v = 0, ... , Vk - 1, represent Vk distinct points in the same component of 
n-j(Dk ). Thus n IDk is at least vk-to-one. Since any closed path in Dk is homo­
topic to dV for some v, it is not too hard to see that by choosing Dk sufficiently 
small n IDk is precisely vk-to-one. In particular, the lift ilk of ak consists of a 
path from b to a point x with 1I:(x) near X k and then a homotopically non­
trivial loop beginning and ending at x, and finally a path from x back to b 
(the original path in reverse direction). We want to show next that we can 
fill in a puncture in Dk over X k. 

Let G be the covering group of n; that is, G is the group of conformal 
automorphisms g of M" such that n 0 g = 11:. Since r is a normal subgroup 
of 1I:j(M"), G ~ nj(M")/ l, and M"/G ~ M " (and G is transitive and acts 
fixed point freely on M"). Let G be the Fuchsian equivalent of G with respect 
to M". We assume that G acts on the upper half plane U (the cases where G 
acts on the plane or the sphere are left to the reader). Let 

p : U --+ M" and p*:G -> G 
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be the holomorphic covering map and the associated homomorphism of 
IV.9.3. Then V I(Kernel p*) ~ M" and V IG ~ M". Every "puncture" X k on 
M" with Vk < 00 is determined by a parabolic element of G by Lemma IV.9.6. 

Recall the exact sequence 

{l} 4 (Kernel p*) 4 G ~ G -+ fl}. 

We may assume that the half plane V I = {z E IC; 1m z > 1} gets mapped by 
n 0 p onto the deleted neighborhood Dk of the puncture Xk, and that the 
corresponding parabolic subgroup of G is generated by Z f-+ Z + 1. The 
intersection of the subgroup with the kernel of p* is a cyclic subgroup. We 
claim that it must be the cyclic subgroup generated by Z f-+ Z + Vk • It is clear 
that p( V d is a component Dk of n- I(Dk). Since p( V.) is conformally equiv­
alent to V I modulo a parabolic subgroup, Dk is indeed a punctured disc. 

Let M be M" together with all the punctures on the punctured discs Dk 
corresponding to the punctured discs Dk corresponding to the punctures Xk 

with Vk < 00. We show now that M is simply connected. Let iX be a closed 
path on M. We must show that ex is homotopic to a point. It clearly involves 
no loss of generality to assume that iX begins at b and that iX is actually a 
closed path in M". Now (X = n(iX) is a closed path on M" beginning at b, 
and [(X] E r. Thus it suffices to show that for every closed path (X on M" 
that begins at b with [(X] E r, the lift iX of (X beginning at b can be contracted 
to a point on M. Now r is the subgroup of nl(M") generated by {yr oy - I} 
with yEn I (M"). Thus it suffices to show that every generator (Xk of r 0 lifts 
to a curve fik in M" that is contractible on M. But this is entirely obvious. 

The elements of G trivially extend to be conformal self maps of the simply 
connected Riemann surface M. From now on we may assume that M is 
either the sphere, plane, or upper half plane and that G is a Kleinian group. 
Thus the stabilizer of each puncture is a cyclic subgroup of finite order. 

It remains to verify uniqueness. Let G and G I be two groups of conformal 
mappings of the same simply connected Riemann surface V with canonical 
projections nand n I onto the same Riemann surface M such that for each 
x E M, IGn-l(X)1 = I(GI)njl(x)l, then there exists a conformal mapping A: V -+ 

V such that 
V A 1 V 

\ /' 
M 

commutes. Let 
M' = {x EM; IGn - l(X)1 = I} 

= {x E M; I(Gd",l(X)1 = I}. 

Let V' = n-I(M') and V'I = nil(M'). Choose bE V', bl E V'I such that 
neb) = nl(bl ) = b EM'. Let r = n*(nl(V',b)) and r l = n!(nl(V'I,bl )). It is 
quite easy to see that r I :::> r (and hence r I = r). From this it follows that 
nand n l are equivalent coverings. 0 
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Remark. The above theorems also establish the existence of finite Kleinian 
groups. 

EXERCISE 

Prove that the theorem is not true for the two excluded cases. 

IV.lO. Riemann-Roch: An Alternate Approach 

The existence theorems of Chapters II and III were established under the 
assumption that every Riemann surface is triangulable. Also, we used 
differentials as a basis for constructing functions. The development in this 
chapter did not require a priori knowledge that Riemann surfaces are 
triangulable. In this section we show that the Riemann-Roch theorem can 
be obtained in a different manner, using only results of this chapter. This 
shows, among other things, that Chapter II can be completely dispensed 
with and the proof of the Riemann - Roch theorem needs a lot less machinery 
than was used to establish it in Chapter III. However, the proof in this 
section is much more ad-hoc than the one in 111.4. 

IV.IO.1. Let M be a compact Riemann surface of genus g. We have seen 
(Remark 11.5.5) that the existence of meromorphic functions on M implies 
the triangulability of M and thus Proposition 11.5.4. Clearly the Riemann­
Hurwitz relation (Theorem 1.2.7) required only the triangulability of compact 
surfaces. (The knowledge how to compute the Euler characteristic was, of 
course, also required. Note that the fact that the zeroth and second Betti 
numbers for a compact surface agree follows, at once. from any of the 
usual duality theorems in algebraic topology.) Furthermore, the second 
proof of Riemann - Hurwitz (111.4.12) can be turned around to establish 
the following 

Proposition. Let D be a q-canonical divisor on M, then 

deg D = q(2g - 2). 

PROOF. For q = 0, the result follows by Proposition 1.1.6. If Wi i= 0 and 
W2 i= 0 are two q-differentials, then WdW2 is a meromorphic function and 
thus 

0= deg(wdw2) = deg(wd - deg(w2)' 

Thus it suffices to establish the proposition for a single non-zero q-differential. 
Let f be a non-constant meromorphic function on M. Then (df)q is a mero­
morphic q-differential, and 

deg«df)q) = q deg(df). 
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Hence, we must only show that 

deg(df) = 2g - 2. 

Recall that for f(P) "# OC! 

(10.1.1) 

and if f(P) = 00 , then 

ordp df = ordp f - 1. (10.1.2) 

By following f by a Mobius transformation, we may assume f is unramified 
over 00. (Assume degf = n. Choose WI E C such that cardU - I(w l )} = n. 
Replace f by 

For such an f we have from (10.1.1) and (10.1.2) 

deg(df) = B - 2n. 

Using Riemann-Hurwitz with y = 0 (Theorem I.2.7), the result follows. 

IV.tO.2. We now prove one-half of the Riemann- Roch theorem in the 
following 

Lemma. Let D E Div(M), then 

r(D-I) ~ deg D - g + 1. 

PROOF. Write 
P";' P'!2 ... p.r 

D = ; ~ '{J with IY.j > 0, Pk > 0. QI'Ql ... Qss 

The dimension (over IR) of the space H of harmonic functions on M with 
"poles" of order :-:; IY.j at Pj is precisely 

2(JI IY.j + 1) 
by Theorem IV.3.11. Not all the functions U E H have single valued harmonic 
conjugates. Let Cj be a small circle around Pj • Notice that 

Ii *du = 0, j = 1, .. . , r, all u E H. 

(To see this last equality, recall that the singularity of u at Pj is of the form 
Re z- m or 1m z-m, with 1 :-:; m :-:; IY.j. Thus the meromorphic differential 
du + i *du has no residues.) A necessary and sufficient condition for u to 
have a harmonic conjugate is that 

f. *du = 0 
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for all closed curves IX on M. Since H I(M) is generated by 2g elements, the 
dimension over IR of the space of harmonic functions on M with "poles" 
of orders:::; IXj at Pj which have harmonic conjugates is 

2 2 ['± IX j + 1 - gJ. 
}=1 

Thus the dimension over C of the space of meromorphic functions on M 
with poles of order:::; IXj at Pj is 

r 

2 I C(j + 1 - g. 
j = 1 

For such a function to belong to L(D - 1), it must vanish at Qj of order 2 {3j. 
This imposes at most IJ= 1 {3j linear conditions. Hence 

r s 

r(D - l) 2 I C(j- I {3j+ l-g 
j=1 j=1 

= deg D + 1 - g. o 

IV.IO.3. We now establish the Riemman-Roch theorem in the form of 
the following 

Theorem. For D E Div(M), 

r(D-l) = deg D - g + 1 + r(DZ-l), 

where Z is any canonical divisor on M. 

PROOF. We break up the argument into a series of steps. 

(1) If deg D < 0, then r(D - 1) = O. This is Proposition 111.4.5. 
(2) For all divisors D, r(D-l) 2 deg D + 1 - g. This is the content of 

Lemma IV.lO.2. 
(3) For PoE M, r( D - 1 POl) :::; r( D - 1) + 1. W ri te 

D = n p~D(P). 
PeM 

Say II and 12 E L(D - 1 Po 1)\L(D- 1), then 

ordpofj = -C(D(PO) - 1 =}J. (j = 1,2). 

Let z be a local coordinate vanishing at Po, then 

00 

fj(z) = I bj,nzn, bj,!, #- 0 (j = 1,2). 
n=J.l 

Thus II - (b 1 ,!, /b2 ,!')Iz E L(D - 1), and (3) has been established. 
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(4) Let PoEM, and assume r(D- 1Po 1)=r(D- 1)+ s and r(DZ - 1) = 
r(DZ-Ipo) + s'. Then 0 ~ s + s' ~ 1. 

Assume for contradiction e = 1 = e' (by (3) no other possibilities exist). Let 
Z = (IX), with IX an abelian differential on M. We have assumed the existence 
of functions 

Thus 

and 

Now 

and 

11 E L(D- 1 Po I )\L(D - 1), 

12 E L(DZ - 1)\ L(DZ - 1PO)· 

(fdDP 0 ;::: 1 and (fdD i 1, 

(f21X)D - 1 = C with C ;::: 1 and IXc(Po) = o. 
Combining the last two equalities, we get 

(fd21X) = BCjPo, 

or Id21X is an abelian differential holomorphic except at Po (BC ;::: 1) with a 
simple pole at Po (IXB+C(P 0) = 0). This contradiction (of Proposition II.5.4) 
establishes (4). 

Definition. ((J(D) = reD - I) - deg D - r(DZ - 1). 

(5) For all Po E M, ({J(DPo) ~ ({J(D). 
We expand 

((J(DPo) = r(D-IPo l ) - deg(DPo) - r(DPoZ- I ) 

= r(D-I) + s - deg D - 1 - r(DZ - 1) + e' 

= ({J(D) + e + s' - 1 ~ ({J(D). 

(6) ({J(D) ;::: 1 - g. 
Choose k E 71. large so that 

where Po E M is arbitrary. By (5) and (1) 

({J(D) ;::: ((J(DPi) = r(D- 1 POk) - deg(DPi). 

Hence, from (2) we get (6). 
(7) ((J(D) ~ 1 - g. 

Choose k large so that deg(D/pi) < o. Then by the argument which is 
established in (5) and (1), 

({J(D) ~ ((J(D/Pi) = -deg(D/Pi) - r(D/PiZ). 
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We shall now use (2) and Proposition IV.lO.l to obtain 

r(D/P~Z) ;;::: deg(P~Z/D) + 1 - 9 

establishing (7). 

= deg(P~/D) + (2g - 2) + 1 - 9 

= deg(P~/D) - 1 + g, 

The Riemann-Roch theorem follows from (6) and (7). 
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Remark. The above is certainly a shorter and more elegant proof of the 
Riemann- Roch theorem than the one in 111.4. The earlier proof was, in our 
opinion, more transparent than this one. 

The reader should now re-establish (using the Riemann-Roch theorem) 
the following: 

(1) The dimension of the space of holomorphic abelian differentials is g. 
(2) The dimension of the space of harmonic differentials is 2g. 
(3) Let Xl" .. , Xn be n distinct points of M and (c b ... ,cn) E e. A nec­

essary and sufficient condition that there exist an abelian differential OJ, with 
OJ regular on M\ {x 1, ... ,Xn}, 

is that 

(4) Let Xl' ... , Xn be n ;;::: 1 distinct points on M. Let Zj be a local coordi­
nate vanishing at X j' and let 

{aj.k j ,'" ,aj.-d 

be complex numbers with kj ~ -1, kj E 71., j = 1, ... , n. If LJ= 1 aj. - l = 0, 
then there exists a merom orphic differential OJ regular 011 M\ {x 1> ••• ,xn} 
such that 

OJ(Z) = (~j aj.vz'j) dzj, j = 1, ... , n. 

Furthermore, OJ is unique modulo differentials of the first kind. 

IV.I1. Algebraic Function Fields in One Variable 

In this section, we explore the algebraic nature of compact Riemann surfaces. 
We show that there is a one-to-one correspondence between the set of 
conformal equivalence classes of compact Riemann surfaces and the set of 
birational equivalence classes of algebraic function fields in one variable. 
We determine the structure of the field of meromorphic functions on com­
pact surfaces and describe all valuations on these fields. 
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IV.n.t. In III.9 and IV.4, we briefly considered the space of germs of 
holomorphic functions. We gave a topology and complex structure to the 
set j[(M) of germs of merom orphic functions over a Riemann surface M. 
Let us change our point of view slightly. The elements of .41(M) will now 
merely represent convergent Laurent series with finitely many "negative 
terms". Let us assume M = I[ U {oo }. Thus we are dealing only with con­
vergent series f of two forms (here N is an arbitrary integer) 

00 

I an(z - zo)", Zo E 1[, aN #- 0, (11.1.1) 
n=N 

or 

00 C)" I an - , aN #- 0. (11.1.2) 
n=N Z 

Recall the projection and evaluation functions introduced earlier. For f 
given by (11.1.1), proj f = Zo; while for f defined by (11.1 .2), proj f = 00 . 

Also, eval f = 00 if N < 0, eval f = ao if N = 0, and eval f = ° if N > 0. 

IV.ll.2. Let us take a component ff of j t(1[ u {oo }) which is "spread" 
over a simply connected domain De l[ U {oo }; that is, 

proj:ff -> D 

is surjective and every curve c in D can be lifted to ff . Thus every germ in 
ff can be continued analytically over D and the Monodromy theorem 
shows that ff is determined by a meromorphic function on D ; that is, 
proj is conformal and there exists an FE %(D) such that for all zED, 
proj - 1 Z is the germ of the function Fat z. 

Let us now assume that D = ,1* is the punctured disc {o < Izl < 1}. We 
keep all the other assumptions on ff (surjectivity of proj and path lifting 
property). Let us take an element f E ff. It is represented by a convergent 
series of the form (11.1.1) with ° < Izol < 1. (Without loss of generality we 
assume Izol = zo- this can be achieved by a rotation.) Since analytic conti­
nuation is possible over all paths, we may continue f along a generator c of 
nl(,1*) which we take to be the curve zoeiO, O::s; e::s; 2n. There are now 
two possibilities : continuation of f along ck (k E Z) never returns to the 
original f (in which case the singularity of.'#' at ° is algebraically essential) 
or there is a smallest positive k such that continuation of f around ck leads 
back to the original function element f. 

In this latter case, we consider a k-sheeted unramified covering of ,1 * by 
,1* given by the map p :( 1---+ ( k. We define a function F on ,1* as follows: 
If (0 E ,1*, we join zb/k to (0 by a smooth curve y in ,1 * and set F«(o) to be the 
evaluation of the germ obtained by continuing f along p(y). It is clear that 
F is a locally well defined merom orphic function. We must show it is globally 
well defined. Let Yl be another path joining Zb1k to (0' Then p(yy ;-l) is homo­
topic to a power of ck and hence continuation of f along this path leads back 
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to f. Let us assume that f is regular over a deleted neighborhood of zero ; 
that is, evalf E C whenever Iprojfl is sufficiently small. The function F is 
now represented by a convergent Laurent series 

00 

0< 1'1 < c, c small. 
n = - 00 

If there are infinitely many negative integers n with an i= 0, then fl' has an 
essential analytic singularity at O. Let us assume that the resulting F is 
meromorphic. 

OCJ 

Fm = L an, n, (11.2.1) 
n ~ N 

We can now represent fl' by a single series (known as a Puiseaux series) 
of the form 

(11.2.2) 
n=N 

Without loss of generality we assume that the c appearing in (11.2.1) is 1. 
How does f of (11.2.2) determine fl' ? In a neighborhood of each point 
z 1 E Ll *, zl /k yields k distinct analytic functions. Substituting these into f 
gives k different function elements lying over z l ' These function elements 
determine all the germs in proj - 1 {z d. These germs also define a neighbor­
hood of the Puiseaux series (11.2.2) in the expanded space J {* (consisting 
of Laurent and Puiseaux series). 

Clearly we can extend the domains of the functions proj and eval to 
include such Puiseaux series. We must be a little bit more careful than in 
dealing with Laurent series only. We must introduce an equivalence relation 
among Puiseaux series. The same germs in a neighborhood of f would be 
produced by the series 

with c E C and ck = 1. Two such series will henceforth be identified. 
Note that proj and eval are still meromorphic functions on .A* and that 

a deleted neighborhood of a Puiseaux series consists only of Laurent series. 
We will now formally review all that we have done. 

IV.H.3. Let Jt* be the collection of convergent Puiseaux series w of the 
form 

00 

L an(z - zo)nl\ 
n = N 

(11.3.1) 

L an - , 
00 (l)nlk 

n ~ N Z 
( 11.3.2) 

We exclude the constant series (w = ao) from J{*. In the above, k E Z, k ~ 1. 
If k > 1 we assume that there exists an n > 0 with an i= 0 and n/k ¢ Z (this 
can always be achieved), and that k has been chosen as small as possible 
with this property. We call such a k the ramification index of w, ram w. 
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The space At* comes equipped with two functions (into C u {oo }): 

,H* proj ) C u {ef) } 

eval 

C u {xl 

. {zo proJ W = 00 
if W is given by (11.3.1), 

if w is given by (11.3.2), 

if N < 0, 

if N = 0, 

if N > O. 

Before proceeding, we must introduce an equivalence relation on 0/11*. We 
shall say that W E At* is equivalent to W E At* (given by (11.3.1) or (11.3.2) 
with coefficients an, zo, k, N) provided 

proj W = proj W, ram W = ram w = k, 

and there exists an t; E C with f.k = 1 such that 

n = N, N + 1, .... 

From now on j(* will stand for the previously defined object with the same 
symbol modulo this equivalence relation. Note that ram, proj, and even 
eval are well defined on At* (the new At* !). 

We topologize 0/11* as follows. Let Wo be given by (11.3.1). Assume that 
the series coverges for Iz - zol < f.. Let 0 < r < f. . We define a neighborhood 
U(wo,r) of Woo Let z 1 E C with 0 < Iz 1 - zol < r. The "multivalued" function 
(z - ZO)I /k determines k single valued analytic functions converging in 
{Iz - zll < 8 - r}--thus k distinct Taylor series in (z - ZI)' Substituting 
these Taylor series into (11.3.1) we obtain k convergent Laurent series. The 
collection of all such Laurent series (for all z 1 with 0 < Iz 1 - Zol < r) plus 
the original Wo forms the neighborhood U(wo,r) of Woo Next assume that 
Wo is given by (11.3.2) where the series converges for Izl > 1/8. Choose, again, 
0< r < 8 . For IZII> l /r, the "multivalued" function Z-Ilk determines k 
convergent Taylor series in (z - z d with radius of convergence ~ l /r - 1/8. 
Substitute these functions into (11.3.2) and proceed as before. 

We see that with this "topology" (we will show next that the sets we have 
introduced do form a basis for a topology), a deleted neighborhood of any 
point Wo E .~* can be chosen to consist only of W E 0/11* with proj W i= 00, 
eval w i= 00 , and ram w = 1. 

Let W E U(wbrd II U(Wzh). Assume that proj W = zo, proj WI = ZI, and 
proj W2 = Zz all belong to C, and that W is given by (11.3.1). We must find 
an r > 0 such that U(w,r) c U(Wlh) II U(Wzh). Let us first assume that 
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W '" WI. Thus ram W = 1. Let e, e j be the radii of convergence of w, Wj (j = 1,2). 
Then 0::; IZj - zol < rj and e ~ ej - rj (j = 1,2). Choose r> 0 such that 
{Iz - zol < r} c {Iz - zll < rd n {Iz - zll < rz}. Then U(w,r} c U(wI,r l } n 
U(wzh}· 

We are then left with the case that W = WI = Wl. Here we merely choose 
r = min(rlh}. If proj W or proj Wj = 00 (j = 1,2), analogous arguments 
apply. Hence, the sets U(w,r} are a basis for the topology. 

The topology is actually Hausdorff. Let Wj E J/* with WI '" Wz. If 
proj WI '" proj Wl, it is trivial to produce neighborhoods U(wl,rd and 
U(Wlh) such that U(Wbrl} n U(Wlh} is empty. So we assume Zo = 
proj WI = proj Wl E C. If ram WI = 1 = ram Wl, then the Wj determine 
meromorphic functions Jj in some disk of radius r > 0 about zoo Since 
II '" 11 (otherwise WI = Wl), U(Wbr} n U(wl,r} = 0. (Otherwise, choose W 
in the intersection and obtain that in some open subset of Iz - zol < r both 
II and 11 agree with the function defined by w.) We are left to consider the 
case ram WI> 1. Let W I be given by (11.3.1), and W 1 similarl y wi th coefficien ts 
an, =0 = =0, k. We have seen that Wj determines a single valued function 
Fj on a punctured disc which covers the given punctured disk k(k} times. 
If F I '" F 2, then clearly we can choose non-intersecting neighborhoods of 
WI and W2 by the above method. So let us assume that F 1 = F 2. Since 
WI '" W2 we must have ram WI '" ram W2. It is now easy once again to 
choose non-intersecting neighborhoods of WI and W2' (The case with 
proj WI E IC u {oo } is treated similarly.} 

We have shown that J/* is a Hausdorff space. Now we introduce local 
coordinates in Jl*. Let W be given by (11.3.1) we introduce a local coordinate 
t vanishing at W by 

If W is given by (11.3.2), t is defined by 

It is clear that we have introduced a conformal structure on jl*. Proj and 
eval are meromorphic functions in J{* (note that proj is no longer locally 
univalent.) Each component of J/* is a Riemann surface known as an 
analytic configuration. 

An analytic configuration S is determined by a single Wo E S. Look at 
all W E S with ram W = 1. Two points in J/* belong to the same component S 
if and only if they can be joined by a curve in J/*. If the initial and terminal 
points of the curve are unramified, we may assume that the entire curve 
consists of unramified points. We thus see that an analytic configuration S 
can be described as follows: 

1. Take a fixed germ Wo of a meromorphic function (= Laurent series). 
2. Continue this germ Wo in all possible ways to obtain a Riemann surface 

So c J/*. 
3. Take the closure S of So in J{*. 
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EXERCISE 

Let j be a "multivalued merom orphic function". Then j - I (the inverse function) is 
again a "multivalued meromorphic function". Show that the map jf--->j - I defines a 
conformal involution on j{*. Use this fact to prove that the analytic configuration of a 
function and its inverse are conformally equivalent. 

IV.11.4. Theorem. Let S be an analytic configuration. The Riemann surface 
S is compact if and only if there exists an irreducible polynomial P in two vari­
ables such that P(proj w, eval w) = 0, all WE S. 

PROOF. Assume S is a compact analytic configuration. Let Wb .. . ,w, be 
the collection of points with either proj Wj = 00 or ram Wj > 1. (Since f = 
proj is a meromorphic function on the compact Riemann surface S, f is a 
finite sheeted covering. The points W E S with ram W > 1 correspond to 
points W with b ,(w) > 0.) Let n be the degree of the function proj. Let Zj = 
proj Wj' and call Z \0 .. . , Z, (00 is one of these points) the excluded points. 
If Zo E IC is a non-excluded point, then there exist n distinct function elements 
Wb' . . ,Wn E S with proj Wj = Zoo Form the elementary symmetric functions 
ao, ... , an of Wlo .. . , Wn' Note that Wj is a Laurent series in (z - zo). Thus 

ao(z) = 1 

al(z) = -w1(z) - .. . -w.(z) 

a2(z) = W1(Z)W2(Z) + W1(Z)W3(Z) + . . . + W. _ I(Z)W.(z) 

= L Wi(Z)Wj(z) 
i,j= 1 
i<j 

aiz) = (-1)' L wn,(z)w.2(z) .. . wnJz) 
"t . · . . . " v := 1 

nl <n2 < . . ~ < nv 

a.(z) ,; ( - 1 )·W 1 (z) ... w.(z). 

The functions a 10 • • . , a. are meromorphicfunctions on IC u {oo } \ {z 10 •.. ,z,}. 
These functions are independent of the point zoo Near the excluded point 
Zj' they grow like a power of Iz - zJ Thus the functions ak are rational 
functions of z ( E iC(z) = Jf'(1C U {oo })). Clearly at the non-excluded points 
the functions elements W satisfy the equation 

P(Z,w) = wn + al(Z)Wn - 1 + ... + a.(z) = 0. (11.4.1) 

Equation (11.4.1) may be viewed as an equation over IC(z) for the elements 
W E S, or as an equation satisfied by two meromorphic functions z = proj, 
w = eval on S. Thus (11.4.1) also holds at the excluded points. We claim that 
every Puiseaux series W that satisfies (11.4.1) is a point of S. Over every non­
excluded point, we have exhibited n solutions of (11.4.1). These are all the 
solutions over such points, since the equation (11.4.1) has only n formal 
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(not necessarily convergent) power or Puiseaux series solutions at every 
point. Let Zm be an excluded point. Over Zm we have certain series, say 
WI' ... , Wk' Let nj = ram wj . Then :Lj; 1 nj = n and recall that such equi­
valence classes of Puiseaux series represent n j distinct formal series. 

We postpone the proof of the irreducibility of P until after we have 
established the converse. To establish the converse, let P(:,w) be an irreducible 
polynomial in two variables. Assume that 

P(z,w) = ao(z)wn + al(z)wn - I + ... + aiz) 

with aj E C[ z]. Let R be the discriminant of P. Then R is a polynomial in 
z of lowest degree with (here p and q are polynomials) such that 

(iP 
R=pP+q ow ' 

Furthermore, for Zo E IC, 

R(zo) = 0 ~ P(zo ,w) = 0 has multiple roots. 

We again exclude the point Cf) and the zeros of R and the zeros of ao . By the 
implicit function theorem, for any non-excluded zo , there are n distinct 
function elements (Taylor series) 

such that 
P(z,Wj(z)) = O. (11.4.2) 

If we continue one of these function elements Wj to another non-excluded 
point z I, we get another function element (over z d that satisfies (11.4.2). 

Let us start with a fixed function element, say WI (that satisfies (11.4.2)) 
over a non-excluded point Zo E C. It is clear that WI can be continued along 
any path that avoids excluded points. Let z I be an excluded point. Without 
loss of generality we may assume that z I = 0 and that the unit disc L1 contains 
no other excluded points. It is also obvious that continuing any function 
elements W (with proj WE L1 *) around the origin will eventually lead back to 
w. Thus we are in the situation discussed in IV.II.2. The Laurent series W 

about zero obtained in this way clearly satisfies (11.4.2). By including all 
the functions elements over the excluded points obtained in the above man­
ner, we get a compact Riemann surface S (since it is a finite sheeted covering 
of C U {XJ n. The elements of S satisfy a polynomial equation P I(Z,W) = 0 
by the first part of the theorem. Since they also satisfy the irreducible equation 
P(z, w) = 0, P must divide PI and we have shown that all solutions of (11.4.2) 
are in S. The above also shows that the equation (11.4.1) is irreducible. Write 
(11.4.1) as 

P = p~1 ... p~r, (11.4.3) 

with Pj irreducible and Pk of- Pj for k of- j. Note that P is not a power of an 
irreducible polynomial, since the n function elements lying over most points 
are distinct. Furthermore, each Pj in (11.4.3) clearly determines a compact 
Riemann surface Sj C S. Thus, Sj = Sand j = 1. 0 
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Definition. We shall say that S is the analytic configuration corresponding 
to the irreducible polynomial P. 

Corollary (of Proof). For every irreducible polynomial P, there is an analytic 
configuration corresponding to P. 

IV.l1.S. Theorem. Let M be any Riemann surface. Let w, Z E X(M)\IC. There 
exists a canonical holomorphic mapping 

such thatfor all P EM, 
<p: M -+ .4/* 

W(P) = eval( <p(P», 

z(P) = proj(<p(P». 

PROOF. Let t be a local coordinate vanishing at P. Without loss of generality 
we may assume that for some nEll., n ~ 1, 

z(t) = t- n or z(t) = z(P) + tn, near P. (11.5.1) 
If 

w(t) = L ai, 
j?jo 

then we set <p(P) to be either 

L ajz- jfn or L aiz - z(P»jfn, 
j?jo j?jo 

depending on which case applied in (11.5.1). o 
IV.11.6. Proposition. If M is compact and w, z E X(M)\IC, then there exists 
a polynomial P such that P(z,w) == O. 

PROOF. Let <p be the map of the previous theorem. Since the image of <p 
is a compact component of J{*, z and w satisfy an algebraic equation by 
Theorem IV.l1.4. 0 

Remark. The mapping <p of Theorem IV.l1.5 is one-to-one if, for example, 
the pair z, w separate points on M. The converse is not true. We begin with a 

Definition. We say that z, WE X(M)\IC form a primitive pair provided the 
map <p of Theorem IV.l1.5 is one-to-one. 

IV.11.7. Proposition. If M is a compact Riemann surface and z E X(M)\IC, 
then there exists W E x(M)\1C such that z, W form a primitive pair. 

PROOF. Let n = deg z. Choose a E IC such that z- l(a) consists of n distinct 
points Xl, ... , X n • By the Riemann inequality, there exists a non-constant 
meromorphic function Wj on M such that 

Wj has a pole of order Vj ~ 1 at Xj' and 

Wj is holomorphic on M \{xJ 
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Choose positive integers kb ... , k. such that 

and set 
w = W~l + ... + w~n. 

Then WE geM) and the polar divisor of W is X~lVI ••• x~nVn. Let cp be the 
mapping of Theorem IV.l1.5 determined by z and w. We obtain this way 
n function elements WI, ... , W. with proj Wj = a. These elements are distinct 
since the Laurent series for the different Wj have different order poles at 
the point z = a. Let S = Image cpo Then 

M ~ S proj , C U {oo}. 

Since deg proj 0 cp = n = deg z = deg proj, and 

deg proj 0 cp = (deg proj)(deg cp), 

we conclude that deg cp = 1. o 
IV.ll.8. Corollary. If M is a compact Riemann surface and z E g(M)\C, then 
there exists an irreducible polynomial P in two variables z and w such that M 
is conformally equivalent to the analytic configuration corresponding to P 
with z being the proj function. 

IV.ll.9. Proposition. Let M be a compact Riemann surface and z, w a primitive 
pair. Assume n = deg z, m = deg w. Let P be an irreducible polynomial satis­
fied by the pair z, w. Then n = degw P, and m = degz P. 

PRooF.We have 
P(z,w) = O. 

Let Xo E M be such that z- I(W(XO)) consists of precisely n points. Thus the 
degree of P in w is precisely n. 0 

IV.U.IO. Proposition. Let M be a compact Riemann surface and z, w a primi­
tive pair. Assume deg z = n. Let f E geM). Then there exist rational func­
tions aj,j = 0, ... , n - 1, such that 

.- I 

f = L aj(z)wi. (11.1 0.1) 
j=O 

PROOF. Let, E C be such that Z-l(O consists of n distinct points Xl' ... ,x. 
and such that w(x J, ... ,w(x.) consists of n distinct complex values ( "# (0). 
Let ao(O, . .. , a.-leo be the unique solutions of the linear system 

Note that 

.-1 

f(xd = L aj(Ow(xk)j, 
j=O 

k = 1, ... , n. 

a.(O = det aJ 
J det W' 

j = 0, ... , n - 1, 
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where 
w(xd ... w(x1t- 11 
W(X2) ... w(x 2r-I 

· . · . · . 
W(Xn) W(Xn)"- I 

is the Vandermonde determinant (and thus det W = Ilk<j (w(x j)- W(Xk» -# 0), 
and Jtj is the matrix obtained by substituting the column 

'[J(X 1),f(X2), ... ,f(xn)] 

for the (j + 1)-st column of W. The functions ajm are independent of the 
ordering of the Xi' They are defined except for finitely many' E C. It is clear 
that they extend to merom orphic functions of '-thus rational functions. 
Equation (11.10.1) holds now for all but a finite number of points. Hence, 
everywhere by continuity. 0 

Corollary. If M is a compact surface and z, W is a primitive pair as above, 
satisfying the irreducible equation P, then 

'%(M) ~ C(z)[ w]/P(z,w). 

PROOF. The last equality means that '%(M) is isomorphic (as a field) to an 
algebraic extension of the field of rational functions. The isomorphism is 
the obvious one given by the previous proposition. Iff E C(z) [w ], then clearly 

N 

f = L aiz)w j . 
j= 0 

Thus f defines an element of '%(M). Since P(z,w) goes to the zero element, 
of '%(M), this mapping factors to a mapping from C(z) [w ] into '%(M). This 
mapping is surjective by the proposition, and injective because the domain 
is a field and the mapping is non-trivial. 0 

IV.H.II. Example. Consider a hyperelliptic surface M of genus g > O. Let 
z E '%(M) with deg z = 2. We have seen (111.7) that z has 2g + 2 branch 
points. Now Proposition IV.Il.7 shows that there exists a W such that the 
pair z and ware primitive. By Proposition IV.1l.6, z and W satisfy a poly­
nomial equation 

W 2 - 2aw + c = 0, 

where a, c E C(z). Completing the square in the usual manner, we rewrite 
the above as 

(W - a)2 + c - a2 = O. 

We make now a birational transformation 

(W - a) = WI, 

and obtain 
wi = a2 - c. 
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Now a2 - C E C(z) and thus can be written as 

a2 - C = b2 Il (z - ej), 
j= 1 

251 

with distinct ej E C and bE C(z). We now define one more birational 
transformation 

and obtain the equation (dropping the subscript 2) 

r 

w2 = Il (z - e). 
j= 1 

Since all our birational transformations kept z fixed, the complex numbers 
ej can, of course, be identified. They are the finite branch values of z. Thus 
r = 2g + 1 if 00 is a branch value, and r = 2g + 2 if 00 is not a branch value. 

We have now reproven Proposition 111.7.4 without the use of "paste 
and scissors". 

EXERCISE 

Return to the situation studied in III.6.7. Let us take, for thl! function z on our 
surface M, the Weierstrass AO-function. 
(a) Observe that fp is an even function (that is, 

AO(O = AO(-O for every complex number 0 

and hence its derivative AO' is an odd function. 
(b) Show that the only branch points for AO are at the half-periods (the half-periods 

are the four points 0, 1, r/2, 1 + ,</2 and their images under the group G). 
(c) Let e l = AO(1). e2 = AO(r/2), and e3 = AO(1 + r/2). Show that there exists a doubly 

periodic function f on the plane such that 

f2 = 4(fp - ed(fp - e2 )(fp - e3 ). 

(d) Prove that f = fp' . Hint: Compare the divisors (f) and (fp') on M. 

IV.1l.12. Definition. Let K be a field. By a (discrete) valuation (of rank 1) 
v on K, we mean a surjective homomorphism 

v:K* ---+ Z 

(here K* is the multiplicative group of non-zero elements of K, and Z is the 
additive group of integers), such that 

v(f + g) ~ min{v(f),v(g)}, j, 9 E K*. 

Remark. By setting v(O) = + 00, we see that for all j, 9 E K 

v(fg) = v(f) + v(g), 

01.12.1) 
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and that (11.12.1) holds provided we use the usual conventions regarding 
+00. 

IV.ll.13. Lemma. If v is a valuation on the field K, then for f and g E K 

v(f + g) = min{v(f),v(g)} 
provided v(f) =f. v(g). 

PROOF. We may, without loss of generality, assume f =f. 0 =f. g and v(f) < v(g). 
Note that v(l) = 0 = v( -I). Since for every odd integer n, we have 

v(1) = v(1") = nv(1), 
and 

v( - 1) = v( ( - 1 )") = nv( - 1). 

Also, v(f) = v( - f) for all f E K since 

v( - f) = v( -1) + v(f). 
Now we compute 

v(f) = v(f + g - g) ~ min {v(f + g),v( - g)} 

~ min {min { v(f),v(g)} ,v(g)} = min { v(f),v(g)} = v(f). 

Hence all the inequalities must be equalities, and in particular 

v(f) = min {v(f + g),v(g)} = v(f + g). 

IV.ll.14. To classify all valuations on '%(M) we need the following 

o 

Lemma. Let {Po, .. . ,p"} be n + 1 distinct points on a compact Riemann 
surface M. Then there exists an f E '%(M) that separates these points (f(P) =f. 
f(Pk), j =f. k) with (df)(P) =f. 0, 00, j = 0, ... , n. 

PROOF. It suffices to show that for k = 0, ... , n, there exists an fk E '%(M), 
such that 

h(Pd = 1, 
and 

fk(P) = 0 = dfk(P), j =f. k. 

Having established the existence of the fk' we may set f = LJ= ° (j + l),h. It 
suffices to show existence of fo. Let P EM with P =f. Pi' allj. Set 

pm 
D = 2 2' 

Pl'" p" 

with mE 11.. so large that deg D > max{g,2g - 1}. Then 

r(~) = deg D + 1 - g > 1, 
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and 

r(~o) = deg D - g > 0. 

We choose ho E L(D-1)\L(PoD- 1); that is, 

p2 ... p2 p2 ... p2 P 
(ho) 2 1 pm n, (ho) 't:. 1 pm nO. 

Thus ordpj ho 2 2, j = 1, ... , n, and ordpo ho = 0. If ordpo dho = 0, we are 
done (fo = holho(P 0)). Otherwise, construct hi such that 

h poPi··· P~ 
(1)2 pm+1 ' 

and set 

p2p2 ... p2 
(hd't:. 0 ;m+ 1 "-, 

o 

IV.ll.IS. Theorem. Let M be a compact Riemann surface. Then v is a valuation 
on x(M) if and only if there exists (a unique) x E M such that 

v(f) = ordx f, all f E x(M). (11.15.1 ) 

PROOF. It is clear that (11.15.1) defines a valuation on x(M), so we need only 
prove the converse. Let v be given. Choose f E x(M) such that v(f) = 1. 
Clearly f if IC. (If A E C, then V(A) = nV(A I /n ), all nEll.. Thus V(A) = 0.) Let r 
be a rational function, then 

v(r(f)) = ordo r. (11.15.2) 

To establish (11.15.2), recall (that up to a non-zero constant multiple) 

and thus, 
n m 

v(r 0 f) = I v(f - IX) - I v(f - /3). 
j=O j = O 

By Lemma IV.l1.13, v(f - A) = ° unless A = 0, in which case v(f - A) = 
v(f) = 1. This establishes (11.15.2). Let PI>' .. , p n be the zeros of f listed 
according to their multiplicities. Let F E X(M) be arbitrary. By Propositions 
IV.l1.6 and IV.l1.9, F satisfies an equation 

n - 1 

Fn + I rj(f)Fj = 0, with rj rational functions. 
j= 0 
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Thus, by (11.15.2) 

nv(F) ~ min {ordo rj + jv(F),j = 0, . . . , n - 1}. 

If v(F) < 0, then ordo rj < ° for some j = 0, . .. , n - 1. Since riO) is a sym­
metric function of the values of F at the points PI, ... , P n' we see that F 
must have a pole at one of these points. Similarly, if v(F) > 0, then v(F - 1) < ° 
and F must vanish at one of these points. We conclude that v(F) = ° when­
ever ° =I F(P) =I 00, j = 1, .. . , n. From now on we assume (without loss of 
generality) that {P 1> ••• ,P n} are the distinct zeros of f. (We are changing the 
meaning of the symbol n.) Let h be a function holomorphic and non-zero 
at PI' ... , Pn. Further, choose an h that separates these points with dh not 
zero at these points. We have v(h) = 0. Consider the function 

f 
TIi= 1 (h - h(p)ordpj/ 

that is holomorphic and non-zero at PI' .. . , Pn. Thus 

1 = v(f) = L (ordpJ)v(h - h(P). 
j= 1 

Since v(h - h(Pj » ~ 0, there is a unique k such that 

v(h - h(Pk» = 1 = ordpk f. 
(and v(h - h(P) = O,j =I k). Now take an arbitrary F E .%(M), and consider 
the function 

F 
TIi= 1 (h - h(P) )ord pj F 

whose value under v is zero. Hence 
n 

v(F) = L (ordpj F)v(h - h(P) = ordp • F. 
j= 1 

IV.1l.16. Theorem. Let M and N be compact Riemann surfaces. Let 

F:'%(N) -+ '%(M) 

o 

(11.16.1) 

be a (>algebra homomorphism (thus injective). Then there exists a unique 
holomorphic map 

F*:M -+N 
such that 

(Ff)(x) = f(F*(x», all f E .%(N), all x E M. 

PROOF. Let x EM. Define a valuation Vx on '%(N) by 

vAf) = ordx Ff, fE .%(N). 

(11.16.2) 

(11.16.3) 

By Theorem IV.IU5, there exists a unique point F* x E N such that 

ordx Ff = vAf) = ordF-x f, f E .%(N). (11.16.4) 
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This defines our mapping F* of (11.16.2). We claim that F* has the property 
(11.16.3). This is clear for those x with f(F*(x» = 0 or 00, and is clear in 
general from the following argument. Let A E C. Then by (11.16.4) 

f(F*(x» = A ~ ordp(x)(f - A) > 0 

~ ordx F(f - A) = ordAFf - A) > 0 

~ (Ff)(x) = A. 

We claim that F* is a continuous mapping. Let {xn } be a sequence on 
M, with limn Xn = x. If F*xn does not converge to F*x, then (since N is 
compact) there must be a subsequence that converges to y "# F*x. We may 
assume that the entire sequence {F* xn } converges to y. Now there is an 
f E :y(N) with f(y) = 0 and f(F*x) = 1. Thus 

f(F*xn) = (Ff)(xn) --+ (Ff)(x) = f(F*x) = 1, 

and 

This contradiction establishes the continuity of F*. 
We show next that F* is holomorphic. Let x EM be arbitrary. Choose 

an f E :y(N) such that f is univalent in a disc U about F*(x). Clearly F f ¢ C. 
There is thus a disc V about x such that 

F*(V) c U and (Ff)(V) c f(U). 

Thus F* = f- 1 0 Ff in V. 
Uniqueness of F* follows from the fact that :y(N) separates points. D 

IV.I1.17. The map Fr-+F* is a functor, since we have 

Corollary I 

a. Let F: :y(M) --+ :y(M) be the identity, then F* : M --+ M is also the identity. 
F, F2 . 

b. If :y(M 1) --+ :y(M 2) --+ :y(M 3) are IC-algebra homomorphisms, then 

(F 2 o F1)* = F! 0 F!. 

Corollary 2. If F is an isomorphism (surjective), then F* is a homeomorphism. 

Since the holomorphic mapping (11.16.2) between compact Riemann 
surfaces induces the homomorphism (11.16.1) between their function fields 
that is defined by (11.16.3), the functor under discussion establishes an 
equivalence between two categories. 

Remark. Theorems similar to 111.11.16 can be established for the ring of 
holomorphic functions and the field of meromorphic functions on open 
Riemann surfaces. If M is an open Riemann surface, {x n } is a discrete 
sequence of points of M and {vn } is a sequence of positive integers, then 
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there exists a holomorphic function f (E Jf'(M)) such that f is non-zero on 
M - {xn} and ordxJ = Vn. This result easily implies that every maximal 
principal ideal J in M is the ideal of functions vanishing at a point x E M. 
This classification of (some of) the ideals of Jf'(M) can be used to prove 
that il:::-algebra isomorphisms between rings (fields) of holomorphic (mero­
morphic) functions on open surfaces are induced by conformal maps 
between the corresponding surfaces. For the study of the field of mero­
morphic functions one needs to show that Theorem 111.11.15 is valid on 
open surfaces (thus an algebra isomorphism between fields of meromorphic 
functions maps holomorphic functions to holomorphic functions). 



CHAPTER V 

Automorphisms of Compact Surfaces­
Elementary Theory 

In this chapter we develop the basic results on the automorphism group of a 
compact Riemann surface, continuing the study began in 111.7. Some of the 
deeper results will have to await the creation of more powerful machinery. 

Using quite elementary methods, we study the action of the group of 
automorphisms on various spaces of differentials. 

V.l. Hurwitz's Theorem 

Throughout this section, M is a compact Riemann surface of genus 9 usually 
(but not always) ~ 2, and Aut M denotes the group (under composition) of 
conformal automorphisms of M. 

The most important result of this section is the theorem referred to in 
the title (Theorem V.l.3). We also obtain various bounds on the order of 
an automorphism of a compact Riemann surface of genus ~ 2 in terms of 
the number of fixed points of the automorphism. We also generalize the 
concept of hyperellipticity. The methods of proof in this section are mostly 
combinatorial and involve the examining of many special cases. 

V.I .1. The next result will be strengthened considerably in V.1.5. 

Proposition. If 1 #- T E Aut M, then T has at most 2g + 2 fixed points. 

PROOF. Since M is compact and the fixed point set of T is discrete, the fixed 
point set is finite. Choose aPE M that is not a fixed point of T. There is a 
meromorphic function f on M whose polar divisor is pr with 1 =::; r =::; 9 + 1 
(r = 9 + 1 if 9 ~ 2 and P is not a Weierstrass point or 9 =::; 1, r =::; g, otherwise). 



258 V Automorphisms of Compact Surfaces-Elementary Theory 

Consider the function h = f - f 0 T. Its polar divisor is P'(T- 1 Pt. The 
function h thus has 2r :s;; 2g + 2 zeros. Each fixed point of T is a zero of h. 
Thus T has at most 2g + 2 fixed points. 0 

V.1.2. We assume now that g ~ 2. Let W(M) be the (finite) set of Weier­
strass points on M. Recall that W(M) consists of at least 2g + 2 points and 
precisely 2g + 2 points if and only if M is hyperelliptic. 

Proposition. If T E Aut M, then T(W(M)) = W(M). 

PROOF. As a matter of fact the gap sequences (with respect to q-differentials, 
q ~ 1) at P EM and at TP are the same. 0 

We define Perm(W(M)) as the permutation group of the Weierstrass 
points on M. 

Corollary 1. There is a homomorphism 

A:Aut M -+ Perm(W(M)). 

Furthermore, A is injective unless M is hyperelliptic, in which case Kernel A = 

<J), where J is the hyperelliptic involution. 

PROOF. The existence of A follows from the proposition. If M is not hyper­
elliptic, then there are more than 2g + 2 Weierstrass points. By Proposition 
V.U, only the identity fixes all the Weierstrass points and thus A is injective. 

If M is hyperelliptic, then by Proposition III.7.11, an element T ¢ <J) 
has at most 4( < 2g + 2) fixed points. Of course, J fixes all the Weierstrass 
points. D 

Corollary 2 (Schwarz). If M is a surface of genus g ~ 2, then Aut M is a 
finite group. 

PROOF. We have produced a homomorphism of Aut M into a finite group (the 
permutation group of a finite set), and the homomorphism has a finite 
kernel. D 

V.1.3. Having seen that Aut M is a finite group, we naturally want to get 
a bound on its order. 

Theorem (Hurwitz). Let N be the order of Aut M, where M is compact 
Riemann surface of genus g ~ 2, then 

N:s;; 84(g - 1). 

PROOF. Consider (recall the discussion in 111.7.8) the holomorphic projection 
(abbreviate Aut M by G) 

n:M -+ MIG. 
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We know that 7t is of degree N, and M /G is a compact Riemann surface of 
genus y. The mapping 7t is branched only at the fixed points of G and 

b,,(P) = ord Gp - 1, all P EM. 

Let PI, ... , P, be a maximal set of inequivalent (that is, Pj # h(Pk ), all 
h E G, all j # k) fixed points of elements of G\ { 1}. 

Let Vj = ord Gpj • Then (using either group theory or covering space 
theory) there are N/vj distinct points on M equivalent under G to Pj- each 
with a stability subgroup of order Vj (if h takes P to Q, then GQ = hGph- I ). 

Thus the total branch number of 7t is given by 

, N ' ( 1) B = L - (Vj - 1) = N L 1 - - . 
j=1 Vj j=1 Vj 

The Riemann-Hurwtiz relation now reads 

2g - 2 = N(2y - 2) + N Jl (1 - :J. (1.3.1) 

Note that Vj ~ 2 and thus!::;; 1 - 1/vj < 1. The rest of the proof consists of 
an analysis of (1.3.1). It is clear (since we may assume that N > 1) that g > y. 
We consider possibilities: 

CaseI: y ~2. 

In this case we obtain from (1.3.1) that 

2g - 2 ~ 2N or N::;; g - 1. 

CaseII: y = 1. 

In this case (1.3.1) becomes 

2g - 2 = N ± (1 - ~). 
j= 1 Vj 

(1.3.2) 

If r = 0, then also g = 1 (we assumed g > 1). This is the basic fact (the left 
hand side of (1.3.1) is ~ 2) that will be used repeatedly. Thus (1.3.2) implies 

2g - 2 ~!N or N::;; 4(g - 1). 
Case III: y = 0. 

We rewrite (1.3.1) as 

2(g - 1) = N( .± (1 -~) - 2), 
J = I vJ 

(1.3.3) 

and conclude that 
r~3 

(since 2(g - 1) > 0, N > 1, and (1 - 1/ v) < 1 for eachj). 
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If r ~ 5, then (1.3.3) gives 

2(g - 1) ~ tN or N:::; 4(g - 1). 

If r = 4, then it cannot be that all the Vj are equal to 2. Thus, at least one 
is ~ 3, and (1.3.3) gives 

2(g - 1) ~ NG + i - 2) or N:::; 12(g - 1). 

It remains to consider the case r = 3. Without loss of generality we assume 

(1.3.4) 

Clearly V3 > 3 (otherwise the right hand side of (1.3.3) is negative). Further­
more, V2 ~ 3. If V3 ~ 7, then (1.3.3) yields 

2(g - 1) ~ N(t + i + ~ - 2) or N:::; 84(g - 1). 

IfV3 = 6 and VI = 2, then V2 ~ 4 and 

N:::; 24(g - 1). 

Ifv3 = 6 and VI ~ 3 (recall (1.3.4)), then 

N:::; 12(g - 1). 

IfV3 = 5 and VI = 2, then V2 ~ 4 and 

N:::; 40(g - 1). 

IfV3 = 5 and VI ~ 3, then 
N:::; 15(g - 1). 

Ifv3 = 4, then VI ~ 3 and 

N:::; 24(g - 1). 

This exhaustion (of cases) completes the proof. 

EXERCISE 

We outline below an alternate proof of Hurwitz's theorem. 

(1) Represent M as V /T where V is the upper half plane and T is a fixed point free 
Fuchsian group. 

(2) Show that N(r) = normalizer of T in Aut V is Fuchsian and that Aut M ~ N(r) /T. 

(3) Use the fact that n: VIT -+ VI N(r) is holomorphic to conclude that N(r) is of 
finite type over V . 

(4) Observe that 
deg n = [N(r): rJ, 

where deg 1l = degree of n, and [N(r): rJ = the index of r in N(r). 

(5) Show that 

Area(V/r) = [N(r):T]. 
Area(V/N(r)) 
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(6) Prove that for any Fuchsian group F of finite type over U, we have 

rr 
Area(Uj F) ~ 21' 

(7) Since Area( U j r) = 4rr(9 - I), conclude Hurwitz's theorem. 
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V.1.4. To simplify the statement of results, we introduce the following 
notation. For f a non-constant meromorphic function on a compact 
Riemann surface M(f E ff(M)\C), let deg f be the degree of f, then (of 
course) 

degf = deg D, 

where D = f - 1( (0). For T E Aut M, ord T will denote the order of T and 
v(T) the number of fixed points of T. Our next result is similar to Proposi­
tion V.1.1. 

Proposition. Let f E ff(M)\C and 1 of- T E Aut M. Assume that v(T) > 2 deg f. 
Then f = f 0 T and deg f is a multiple of ord T. If in addition, deg f is prime, 
then ord T is prime and M/< T) ~ C U {oo}. 

PROOF. Consider h = f - f 0 T. If h rt C, then deg h s 2 deg f - r, where 
o s r S deg f and r is the number of poles of f fixed by T. Each fixed point 
of T that is not a pole of f is a zero of h. Thus, h has v(T) - r > 2 deg f - r 
zeros. This contradiction shows that h E C, and since T fixes points which 
are not poles of f, h = O. Thus, f projects to a well-defined function j on 
M/<T). In particular, 

deg f = (deg j)(ord T). 

If deg f is prime, then deg j = 1 and thus M /<T) ~ C U {oo}. o 

Remark. The fact that f is invariant under T shows that T has finite order. 

V.l.S. In this section, M is a compact surface of genus 9 ~ 2. 

Proposition. For 1 of- T E Aut M, 

2g 
v(T) s 2 + ord T _ 1 (1.5.1) 

PROOF. Apply the Riemann-Hurwitz relation to the natural projection 
M ~ M/<T). Ifthe range has genus y, then 

ord T- 1 

(2g - 2) = (ord T)(2y - 2) + L v(Tj). (1.5.2) 
j= 1 

We must explain the evaluation of the total branch number B of the pro­
jection appearing in the above formula. Clearly B is the weighted sum of 
the fixed points of < T); each fixed point appearing one less time than the 
order of its stability subgroup. This is exactly the contribution for B in 
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(1.5.2). Weusenowtheobviousinequalityv(T)::;; v(Tj),j = 1, ... , ord T - 1, 
and conclude 

(2g - 2) ~ (ord T)(2y - 2) + v(T)(ord T - 1), 
or 

v(T) ::;; 2 + ord 2; _ 1 

from which (1.5.1) follows. 

Corollary 1. If ord T is prime, then 

(2y)(ord T) 

ord T - 1 

(T) = 2 2g - 2y(ord T) 
v + ord T - 1 ' 

o 

where I' is the genus of M/<T). In this case, equality holds in (1.5.1) if and 
only if I' = o. 
PROOF. If ord T is prime, then v(T) = v(Tj),j = 1, ... , ord T - 1. 0 

Remark. In general, (even if ord T is not prime) if equality holds in (1.5.1), 
then I' = o. 

Corollary 2. In general, v(T) ::;; 2g - 1 if M is not hyperelliptic. 

Remark. For hyperelliptic surfaces we have, in general, better bounds 
(provided g ~ 3). See Proposition III.7.l!. 

PROOF OF COROLLARY. From Corollary 1, an automorphism of order 2 
has precisely 2g + 2 - 41' fixed points. Since M is not hyperelliptic, I' ~ 1. 
Hence for such an automorphism v(T) ::;; 2g - 2. If ord T ~ 3, then v(T) ::;; 
2 + g. Now 2g - 1 ~ 2 + g unless g = 2. But in genus 2, every surface is 
hyperelliptic. 0 

V.1.6. We now give two examples to show that our results are sharp. 

EXAMPLE 1. Consider the hyperelliptic Riemann surface of genus g ~ 2, 

w2 = (z - ed·· . (z - e2g+2), 

here eb ... ,e2g+2 are 2g + 2 distinct complex numbers. The hyperelliptic 
involution is described by 

(z, w) I--> (z, - w). 

It clearly has 2g + 2 fixed points: z-l(e),j = 1, ... , 2g + 2; and the points 
over infinity (that is, the two points in z -1( CI)) cannot be fixed. We introduce 
some symmetry now by setting eg + 1 + j = - ej , j = 1, ... , g + 1. (Hence we 
are assuming also ej #- 0, for every j.) Thus the hyperelliptic surface is 
represented by 
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Here we have the additional automorphism T of period 2 given by 

(z,w) 1-+ ( - z,w). 
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How many fixed points does this automorphism T have? Clearly the 
quotient surface is 

w 2 = (z - ei) .. . (z - e;+ d, 

which is of genus (g - 1)/2 if 9 is odd, and of genus g/2 if 9 is even. In the 
former case, v(T) = 4 and in the latter v(T) = 2. What are these fixed points? 
They clearly must be the two points over 0 in the later case, and the four 
points lying over 0 and 00 in the former case. 

We now introduce hyperelliptic surfaces with another symmetry: Let 
e = exp(2ni/(2g + 2» and let ej = d, j = 1, ... , 2g + 2 and define an auto­
morphism T of order 2g + 2 by 

(z,w) 1-+ (ez,w). 

The only possible fixed points are over 0 and 00. We will now examine 
the Taylor series of w at the origin and at 00 to show that T has 2 fixed 
points (lying over zero). Note that the Riemann surface is represented by 
the equation 

The two function elements lying over zero are then 

w(z) = ± i(.I: aj z(2 9 +2l j ) with ao = 1. 
)=0 

Clearly these two are fixed under T. At infinity ( = l /z is a good local 
coordinate, and the function elements over 00 are 

w(O = ±C l - 9 (.I: bi(29+2lj ) with bo = 1. 
)=0 

Thus T interchanges these two function elements. Similarly, Tk fixes the 
two points lying over 0, and Tk sends a function element lying over 00 

onto the element times ek(9+ I). Thus Tk has 4 fixed points if and only if 
k == 0 mod 2, and Tk has only 2 fixed points otherwise. 

EXAMPLE 2. Consider the Riemann surface defined by the equation 

w3 = (z - eJ)2(z - e2) ... (z - e,), 

with r ~ 2 and eh . . . , e, distinct complex numbers. We first compute its 
genus. The surface is a 3-sheeted covering of the sphere. It is branched 
(with each branch point of order 2) over the points eh . . . , e,. It is branched 
over 00 if and only if r + 1 ¥= 0 mod 3. Thus, the genus of the surface is 

r - 2, if r == 2 mod 3, 
and 

r - 1, if r ¥= 2 mod 3. 



264 V Automorphisms of Compact Surfaces-Elementary Theory 

An automorphism T of this surface given by 

(z,w) I--> (Z,eW), with e = expC;} 

For r = 5 (thus g = 3) it has 5( = 2g - 1) fixed points. More generally, for 
r == 2 mod 3, the surface has genus r - 2 and the automorphism has r fixed 
points (= g + 2). Similarly, if r ¢:. 2 mod 3 the surface has genus r - 1 and 
the automorphism has r + 1 fixed points ( = g + 2). 

EXERCISE 

Let (J. be an arbitrary complex number and let M. be the Riemann surface of the 
algebraic curve 

(l+Z+~)(I+W+~)=1. 
(a) Compute the genus of Ma. 
(b) Consider the case (J. = 1. Show that M 1 is conformally equivalent to the 

Riemann sphere and find explicitly a conformal map of M 1 onto C u {oo}. 
(c) The surface Ml has several automorphisms; consider the group of auto­

morphisms generated by 

and 

Z f-> liz and W f-> W, 

Z f-> Z and W f-> l/w, 

Z f->W and W f->Z. 

Under the isomorphism from part (b), identify this group with a subgroup of 
PSL(2,C). 

V.1.7. Theorem. Let M be a compact surface of genusg ~ 2. Let 1"# TEAut M. 
If v(T) > 4, then every fixed point of T is a Weierstrass point. 

PROOF. We may assume that n = ord T is prime (if not, there is aj such that 
Ti is of prime order, and clearly every fixed point of T is a fixed point of 
Ti). Let 

n:M -+ M/<T) = M 

be the canonical projection, and let y be the genus of M. The Riemann­
Hurwitz formula yields 

2g - 2 = n(2y - 2) + (n - 1)v(T). (1.7.1) 

Let P E M be a fixed point of T and P = n(P) E M. There is a non-constant 
function 1 E Jf'(M) such that 1 is holomorphic on M\ {P} and 1 has a pole 
at P of order ~ y + 1. Let f = Ion (f is the lift of 1 to M). Then f E Jf'(M), 
f is holomorphic on M\ {P}, and ordp f ~ n(y + 1). We now use (1.7.1) and 
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the hypothesis v(T) > 4 to conclude 

2g - 2 = n(2y - 2) + (n - l)v(T) > n(2y - 2) + 4(n - 1), 
or 

9 + 1 > n(y + 1). 

It follows that P is a Weierstrass point on M. o 

V.1.8. Theorem. Let M be a compact surface of genus 9 ;;::: 2. Let 1 #- T E Aut M 
with n = ord T, a prime. Let 9 be the genus of M = M/<T> (thus, v(T) = 

2 + 2(g - ng)/(n - 1)). Suppose that 9 > n2g + (n - 1)2, and that there is a 
1 #- T E Aut M with v(T) > 2n(g + 1). Then: 

Each fixed point of Tis afixed point of T and ord T $; ord T = n. (1.8.1) 

If ord T = n, then TE <T>. 

<T> is a normal subgroup of Aut M. 

If n = 2, T is in the center of Aut M. 

(1.8.2) 

(1.8.3) 

(1.8.4) 

PROOF. Let P b ... , P v(f) be the fixed points of T. As in the proof of the last 
theorem, for each j, there is a non-constant jj holomorphic on M\ {PJ 
with a pole at Pj of order $; n(g + 1). It therefore follows from Proposition 
V.1.4 that jj = jj 0 T for each j and thus T(P) = Pj' We have thus verified 
the first part of (1.8.1). In particular, v(T) 2:: v(T). We rewrite 

9 > n2g + (n - 1)2 

in the form (add (n - 1)g to both sides and simplify) 

g-ng g+n-1 
--> . 
n - 1 n 

(1.8.5) 

We continue with 

v(T) ;;::: v(T) = 2 + 2(g - ng) > 2 + 2 9 + n - 1 
n-1 n 

2g n - 1 2g 
=2+ - +2-->2+-. 

n n n 

(The first strict inequality being a consequence of (1.8.5).) By Proposition 
V.1.5, 

2g 
v(T) $; 2 + ord T _ 1 ' 

and hence ord T $; n, finishing the proof of (1.8.1). 
Assume ord T = ord T. Both T and T are in the stability subgroup (of 

Aut M) of Pl ' Since this stability subgroup is a cyclic rotation group 
(Corollary to Proposition 111.7.7), it is clear that <T > = <T>. 

Next, let BEAut M and set C = B - 1 0 To B. Then ord C = ord T; and, 
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by the inequality on g, v(C) = v(7') = 2 + 2(g - n(j)/ (n - 1) > 2n(g + 1). 
Thus by (1.8.2) C E <7') or <7') is normal in Aut M. We have established 
(1.8.3) and hence also (1.8.4). 0 

Remark. The above generalizes the fact that on a hyperelliptic surface M 
(of genus ~ 2) any automorphism with more than 4( = 2 . 2(0 + 1)) fixed 
points must (be the hyperelliptic involution and hence must) commute with 
every element of Aut M. 

V.1.9. We wish to generalize slightly the concept of hyperellipticity. A 
compact Riemann surface M will be called y-hyperelliptic (y E 71, y ~ 0) 
provided there is a compact Riemann surface M of genus y and a holomorphic 
mapping of degree 2 

n:M -+M. 
Thus, a y-hyperelliptic surface is a two sheeted covering of a compact surface 
of genus y, with "O-hyperelliptic" corresponding to our previous notion of 
"hyperelliptic". 

It is immediately obvious that on every y-hyperelliptic surface M, there 
is a y-hyperelliptic involution; that is, a J y E Aut M with 

ord J y = 2, v(J y) = 2g + 2 - 4y. 

Theorem. Let M be a y-hyperelliptic surface of genus g > 4y + 1. We have: 

If 1 ;;/; TE Aut M with v(T) > 4(y + 1), then T = Jy- (1.9.1) 

J y is in the center of Aut M. (1.9.2) 

If f E %(M)\C, and deg f < g + 1 - 2y, then deg f is even. (1.9.3) 

PROOF. Statements (1.9.1) and (1.9.2) are immediate consequences of the 
preceding theorem. Note that 2 deg f < 2g + 2 - 4y = v(J y), thus by Propo­
sition V.1.4,f = f 0 J y and deg f is a multiple of ord J y = 2. D 

Corollary 1. The y-hyperelliptic involution on a surface of genus g is unique 
(if it exists) provided g > 4y + 1. 

PROOF. The y-hyperelliptic involution has 2g + 2 - 4y fixed points, and 
2g + 2 - 4y > 4y + 4 if and only if g > 4y + 1. The uniqueness now follows 
from (1.9.1). 0 

Corollary 2. If y, r are non-negative integers with r > 0 and g > 4y + 1 + 2r, 
then a surface of genus g cannot be both y-hyperelliptic and (y + r)-hyperelliptic. 
In particular for g > 3, a surface of genus g cannot be both hyperelliptic and 
1-hyperelliptic. 

Remark. In V.1.6 we have seen examples of surfaces of genus 2 and 3 that 
are both hyperelliptic and 1-hyperelliptic 
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PROOF OF COROLLARY 2. Suppose M is both (y + r)- and y-hyperelliptic, then 
J y + r has 

2g + 2 - 4(y + r) > 4(y + 1) 

fixed points. Thus J y + r = J y' which is only possible if r = O. D 

v.t.tO. Proposition (Accola). Let M be a compact surface of genus g 22. 
Let G, Gj be subgroups of Aut M such that G = U'=l Gj and Gi n Gj = {1} 
for i #- j. Assume ord Gj = nj, ord G = n, and let y = genus of MIG, Yj = genus 
of MIGj. Then 

k 

(k - 1)g + ny = I njYj· 
j= 1 

(1.1 0.1) 

PROOF. Let us denote by Band B j the total branch number of the canonical 
projections 

M~MIG, 

Obviously 
B = L (ord Gp - 1) 

PEM 

(with Gp , the stability subgroup of G at P EM), with a similar formula for 
B j • Now if Gp is nontrivial, it is cyclic and generated by some T E G. Clearly 
T E (G)p for some j. It follows easily from these observations that 

k 

B = I B j • 

j= 1 

We now use Riemann-Hurwitz 

2g - 2 = n(2y - 2) + B, 

2g - 2 = npYj - 2) + Bj. 

Summing the last expressions over j, subtracting the first, and using the fact 
that n = D= 1 nj - (k - 1), we get (1.10.l). 0 

Corollary. Let M be a surface of genus 3. Assume there is a subgroup G of 
Aut M with G ~ Z2 EB Z2' and MIG of genus zero. If one element of G\ {1} 
operates fixed point freely, then M is hyperelliptic. 

PROOF. The group G can be decomposed as in the theorem with k = 3 and 
n1 = n2 = n3 = 2. Hence 

3 = Yl + Y2 + Y3 ' 

Since one of the elements of G operates fixed point freely, one of the Yj 
must be equal to 2. The other two cannot both be positive. D 

A consequence of the corollary is the 

Theorem. A smooth two-sheeted holomorphic cover of a surface of genus 2 is 
hyperelliptic. 
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FIRST PROOF. By Riemann- Hurwitz, the cover M has genus 3. The fact that 
M is a two-sheeted cover shows that it carries an involution E (the sheet 
interchange); the involution is fixed point free because the cover is un­
ramified. To apply the corollary, we must produce another involution on 
M. The second involution J is the lift of the hyperelliptic involution from 
the surface of genus 2. We need to explain why the involution on the surface 
of genus 2 can be lifted to M. The general theory tells us that an 
automorphism can be lifted to a smooth cover provided the automorphism 
preserves the defining subgroup of the cover. In the case of abelian covers, 
those for which the covering group is commutative, there is a simplification. 
In this case, the defining subgroup contains the commutator subgroup of 
the fundamental group. Therefore, we can in effect consider the action on 
the hyperelliptic involution on the image of the defining subgroup in the 
first homology group of the surface which is isomorphic to the fundamental 
group factored by its commutator subgroup (see also V.3.3). The hyper­
elliptic involution acts as minus the identity on the homology group; so all 
subgroups are preserved. 

The lift J of the hyperelliptic involution can always be chosen so that it 
has fixed points (because we are lifting a map with fixed points). The map 
J can have four or eight fixed points. In general, by the corollary we need 
only show that E and J generate the Klein four group. This follows from 
the observation that E o J and J o E are also lifts to M of the hyperelliptic 
involution on the surface of genus 2 and must hence coincide. 

SECOND (more elegant) PROOF. As we shall see in V.2.4, the fixed point free 
involution E on M acts on the space of abelian differentials of the first kind 
(on M). The eigenvalues for this action are ± 1. The eigenspace for the 
eigenvalue I is 2-dimensional (this eigenspace consists of the lifts to M of 
the holomorphic differentials on the surface of genus 2 and these differen­
tials are, of course, invariant under the action of E); let 81 and 82 be two 
linearly independent differentials in this space. The eigenspace for the 
eigenvalue -I is I-dimensional (this eigenspace consists of anti-invariant 
differentials); let w be a non-trivial element of this space. Each of the three 
differentials w, 81 , and 82 have the property that they vanish at a point 
Q E M if and only if they vanish at E(Q). Let P be a zero of w. Clearly we 
can find a non-trivial linear combination 8 of 81 and 82 that vanishes at P. 
Now wand 8 are linearly independent and vanish at P and E(P) =1= P. Thus 
i(PE(P» = 2 and by Riemann- Roch rei /PEeP»~ = 2. 0 

V.I.II. We record for future use the following simple 

Proposition. Let M be compact Riemann surface of genus g ~ 2. If T E Aut M 
is of prime order n, then n ~ 2g + 1. 

PROOF. Let v = veT) and use Riemann- Hurwitz with respect to the projec­
tion n: M ~ M = M /<T) onto a surface of genus g. 

2g - 2 = n(2g - 2) + v(n - 1). (1.11.1) 
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Assume n ~ 2g. 

If g ~ 2, then n(2g - 2) ~ 2n ~ 4g; a contradiction. 
If g = 1, then v "# 0 and v(n - 1) ~ 2g - 1; again a contradiction. 
If g = 0, then v ~ 3. Assume first that v ~ 4, then - 2n + v(n - 1) ~ 

2n - 4 ~ 4g - 4; a contradiction. 
If v = 3, then (1.11.1) reads 2g - 2 = n - 3 or n = 2g + 1. 

Remark. Proposition V.l.11 has shown that the maximal prime order of 
an automorphism is 2g + 1 and that in this case the automorphism T has 
3 fixed points and M /<T) is the Riemann sphere. Examples of such Riemann 
surfaces are those defined by the equations 

w2g + I = (z - e1t'(z - e2)a2(Z - e3)a 3, 

where e b e2, e3 are distinct complex numbers and (.(1' (.(2 ' (.(3 are positive 
integers such that (.(1 + (.(2 + (.(3 == 0 mod(2g + 1), and 2g + 1 is a prime 
number. The automorphism T sends w into exp(2ni/ (2g + 1))w and fixes z. 
A natural question to ask is what are some other possible prime orders. We 
shall see in the next section that the only prime order > 9 other than 2g + 1 
is 9 + 1. In this case T will turn out to have 4 fixed points and once again 
M/<T) will be the Riemann sphere. 

V.2. Representations of the Automorphism Group 
on Spaces of Differentials 

Let M be a compact Riemann surface of genus 9 ~ 2 and Aut M the group 
of conformal automorphisms of M. In this section we study the representa­
tion of Aut M on the space of holomorphic q-differentials on M, yt'q(M), 
q ~ O. With the aid of the representations, we will improve many results of 
the previous section. 

V.2.1. Let us begin by observing that a product of a holomorphic q 1-

differential with a holomorphic q2-differential is a holomorphic (ql + q2)­
differential. Thus the direct sum 

ex.' 

yt'(M) = EB yt'q(M) 
q =O 

is a commutative graded algebra. 
Let T E Aut M and <p E yt'q(M), then T acts on <p to produce 

T<p = <p 0 T - I . 

(Say that <p in terms of the local coordinate z vanishing at P E M is given by 
.u(z) d~. Choose a local coordinate ~ vanishing at TP. Assume that in terms 
of these local coordinates T - I is given by z = f«(). Then T<p in terms of the 
local coordinate ~ is given by ,11 (f(Wr(oq d~q.) We note several properties 
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of this action of T on differentials: 

a. For T I, T 2 E Aut M, ({J E £q(M), 

(T loT 2)({J = T 1 (T 2({J)· 

b. For each T E Aut M, 

is a Il:>linear isomorphism. 
c. For T E Aut M, ({Jj E £qj(M), j = 1,2, 

T({JI({J2) = (T({Jd(T({J2)' 

d. For 0 =f. ({J E £q(M), T E Aut M, P E M, 

ordTP T({J = ordp ({J. 

Proposition. We have defined a representation of Aut M on £q(M) (that is, 
a homomorphism of Aut Minto Aut(£q(M») as well as a graded representa­
tion of Aut M on £(M). For q ;::: 1, the representation on £q(M) is faithful, 
except for 9 = 2 = q in which case the kernel of the representation is precisely 
<J), J = hyperelliptic involution. 

PROOF. Assume T =f. 1, T E Aut M. Exclude for a moment the case where 
T = J (in particular M is hyperelliptic in the excluded cases). There is thus 
a Weierstrass point P EM with TP =f. P. Therefore, there is a 0 =f. ({J E £'(M) 
such that ordp ({J ;::: g. If T({Jq = ({Jq, then ({Jq has at least gq zeros at P and gq 
zeros at TP. Hence ({Jq has 2gq > q(2g - 2) zeros and we have that ({J = O. 
Hence T =f. 1 cannot induce the identity in Aut(£q(M», and the representa­
tion is faithful. 

We examine now the action of J on ,~q(M). In this case M is hyper­
elliptic and we may assume that M is represented by 

with {el, ... ,e2g+ 2} a set of 2g + 2 distinct complex numbers. Recall the 
basis for £'(M) introduced in III.7.5: 

zj-I dz 
({Jj=-w- - ' j = 1, ... , g. 

The automorphism J can be represented by 

(z,w) I--> (z, - w). 

It is thus clear that J does not act as the identity on .;rq(M) for odd q. (Note 
that J dz = dz, and thus J({Jj = -({Jj and J({J1 = (-l)q({Jn For 9 = 2, a basis 
for .yt'2(M) is given by 
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from which it follows clearly that JqJ = qJ for all qJ E yt2(M). For g ~ 2 and 
q ~ 2 even, we consider 

J ( ~z~ 1) = - ~~ 1 . 
We must only verify that dzql w q - 1 is holomorphic. Use the notation of 
III.7.4 and III.7.5, 

( 
dzq ) _ p ... P Q(g+1)(q-1)-2qQ(9+1)(q-l)-2q 

w q - 1 - 1 2g+2 1 2 . 

Thus the differential is not holomorphic if and only if (g + 1)(q - 1) < 2q 
if and only if q = 2 and g = 2 (as was to be expected from the exclusion we 
already made). 0 

V.2.2. Let G be a subgroup of Aut M. Let qJ E ytq(M), we shall say that 
qJ is G-invariant provided TqJ = qJ for all T E G. The vector space of G­
invariant holomorphic q-differentials on M will be denoted by yt'b(M). For 
the moment let us ignore the fact that q ~ 1 (assume q is arbitrary) and the 
fact that qJ is holomorphic (merely assume that qJ is meromorphic). Let n 
denote the natural projection 

n:M -+ M = M IG. 

Recall that we have shown in III.4.12 how to lift an arbitrary q-differential 
ip on M to a q-differential qJ on M. It is clear that qJ is, in this case, G­
invariant. Conversely, every G-invariant q-differential qJ on M projects to a 
q-differential on M. 

We let for P EM, v(P) = ord Gp , then as we saw (III(4.12.2)) 

ordp qJ = v(P) ord,,(p) ip + q(v(P) - 1). 

Thus, we see that 

ordp qJ ~ 0 ¢> ord,,(p) ip ~ -q( 1 - V(~)} 
Since ord,,(p) ip E 7L, we see that 

ordp qJ ~ 0 ¢> ord,,(p) ip ~ -[ q( 1 - V(~)) 1 
where [ x] is the greatest integer ~ x. 

Since the projection n is defined by a group, v(P) depends only on the 
orbit of P under G. Thus, for P EM we can define v(P) = v(n- 1 (P)), and it 
is thus convenient to introduce a q-canonical ramification divisor of n by 

z(q) = n P - [q(l-lfv(P»)). 

i'eM 

If, for an arbitrary divisor D on M, we define 

(2.2.1 ) 

ytq(M;D) = {qJ; qJ is a meromorphic q-differential and (qJ)ID is integral}, 
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then we have established the following 

Proposition. For q ~ 1 

Corollary. Let 9 be the genus of M = M /G, then 

dim Yf b( M) = g, 
and for q ~ 2 . 

dim Yf'b(M) = (2q - l)(g - 1) + L [q(l - ~)J . 
PEM v(P) 

(2.2.2) 

(2.2.3) 

(2.2.4) 

PROOF. The proof is analogous to the one given in 111.5.2. We use the iso­
morphism of the proposition and the Riemann-Roch theorem. Let Z be a 
canonical divisor on M. It is easy to see that 

The isomorphism is given by 

L(~:) :3 f ...... f<p E Yfq(M,Z(q), 

where cp is a q-differential and (cp) = zq. Now for q = 1, Z(I) = 1 and thus 
Yf 1(M,Z(l) = Yfl(M) = the g-dimensional space of abelian differentials of 
the first kind on M. For q ~ 2, we compute using Riemann-Roch 

r(~:) = deg(~:)) - 9 + 1 + {~:)) 

= q(2g - 2) + L [q(l - ~)J -(g - 1) + i(Z~:)) · 
pdt v(P) 

Thus to complete the proof of the corollary, it suffices to show that 
i(Zq/ Z(q) = 0 which follows from the inequality deg(Zq/Z(q) > 2g - 2. We 
have already used the fact that 

deg(z~:)) = q(2g - 2) + L [q(l - ~)J. 
pdt v(P) 

Thus the desired inequality clearly holds for 9 ~ 2. For g:::; 1, we must 
examine 

P~M [ q( 1 - V(~») J (2.2.5) 

If 9 = 1, then we saw in the proof of Hurwitz's theorem that for some P E iI, 
v(P) ~ 2, thus the sum in (2.2.5) is greater than or equal to [q/2] ~ l. For 
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g = 0, we must show that the sum in (2.2.5) exceeds 2(q - 1). Now 

L [q(1 - ~)J > L {q _ ~ _ v(P):.- 1} 
PeM v(P) - PeM v(P) v(P) 

=(q-1)P~M(1- V(~»). 
But we saw in the proof of Hurwitz's theorem (equation (1.3.3» that 
LPeM (1 - (1/v(P))) > 2. 0 

Remark. Let q = 2 and let n = the number of points P EM with v(P) > 1, 
then 

dim yt'~(M) = 3g - 3 + n (~O). 

V.2.3. We start now a more detailed investigation of the action of T E Aut M 
on yt'q(M), q ~ 1. 

Proposition. There exists a basis for yt'q(M) such that the action of T on 
yt'q(M) is represented by a diagonal matrix. 

PROOF. Since Aut M is a finite group, there is an integer n such that T" = 1. 
Thus (because Aut M is represented on yt'q(M» Tn = 1 as a matrix with 
respect to any basis for yt'q(M). In particular, An - 1 is an annihilating 
polynomial for T and the minimal polynomial (a factor of An - 1) has distinct 
roots. Thus, by a well known result of linear algebra, T can be diagonalized. 

We can say something more. Each entry on the diagonal must be an n-th 
root of unity. We will continue with this analysis in the next section. 0 

Remark. We shall actually be able (in most cases) to exhibit a basis for 
yt'q(M) with respect to which T is diagonal. 

V.2.4. We continue with the problem introduced in the last section. We 
wish to determine the eigenvalues (and their multiplicities) of T. 

Assume that T E Aut M, ord T =.n > 1, and <T) operates fixed point 
freely on M. (If n is prime, then < T) operates fixed point freely if and only if 
T is fixed point free. If n is not prime, the backwards implication need not 
hold.) Let us recall that the eigenvalues must be of the form Ei where E = 

exp(2ni/n) with j = 0, ... , n - 1. The eigenspace of 1 is precisely yt'~T)(M) 
and thus has dimension equal to (2q - l)(g - 1) for q > 1 and equal to g 
for q = 1, where as usual g = genus of 1\1 = M /< T). Next assume that t. is 
any eigenvalue. Then for cP E yt'q(M) with Tcp = ACP, we have that (cp) is 
invariant under T (and hence also under <T». Let us denote by E;. the 
eigenspace of A.. If we now choose any non-trivial CPo E E;. we see that for 
cP E E;., cp/CPo is a < T)-invariant meromorphic function on M whose divisor 
is a multiple of (CPo) - 1. The divisor (CPo) projects (because it is < T)-invariant) 
to an integral divisor D on M. It is thus easy to see that E;. ~ L(I/D). Now 
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deg D = 2q(g - 1)/n and Riemann-Hurwitz (or elementary arithmetic) shows 
that (2g - 2) = n(2g - 2), and thus deg D = 2q(g - 1). Hence by Riemann­
Roch (recall that 9 ~ 2) 

r(~) = {deg D - (g - 1) + i(D) = (2q - 1)(g - 1), for q > 1, 
D g - 1 + i(D), for q = 1. 

For q = 1, i(D) = 1 if D is canonical and i(D) = 0 otherwise. Now the divisor 
D is canonical if and only if <Po projects to a holomorphic differential on M; 
that is, if and only if <Po is G-invariant (if and only if A = 1). We conclude 

. {~q -1)(g - 1), 
dim E;. = g, 

9 - 1, 

q> 1, A" = 1, 
q = 1, A = 1, 
q = 1, A #- 1, }: = 1. 

Since LlE !: dim El = dim yeq(M) and (g - 1) = n(g - 1), we see that all the 
n-th roots of unity must be eigenvalues and that their multiplicities are 
given by the above formulae. 

V.2.S. We extend next the considerations of the previous section to the 
general case (G = <T> is assumed to have fixed points). The development 
given below is due to I. Guerrero. 

To fix notation (in addition to what was introduced in V.2.4), we let 

j = 0, ... , n - 1. 

Formulae (2.2.3) and (2.2.4) compute no . To compute nj for 1 :5; j :5; n - 1, 
we partition the branch set X of n: M -> MIG into a disjoint union 

" - 1 

X= U Xl> 
where 1= 1 

X I = {P EM; T' P = P and Tk P #- P for 0 < k :5; I - 1}. 

We claim that if X, #- 0, then lin (l divides n). Suppose P E X, and 2 :5; 1:5; 
n - 1. Write n = fJ.I + k, 0:5; k:5; I - 1. Then Tkp = P, and thus k = O. 
Hence we see II n. Furthermore, the orbit of each point P E X, consists of 
the I points P, TP, . .. , T' - 1p and are also in X" It is thus clear that if for 
non-empty X" we set 

1 :5; I :5; n - 1, 

then n(X,) consists of X, distinct points and X, consists of Ix, points. We 
define X, to be zero for empty X" We can choose a local coordinate z for 
each point in n-1(Qml) such that T- I is given by 

where I1ml is a primitive ni l-root of unity (note that I1ml depends only on Qml 
and not on the choice of P E n - 1(Qml))' 

Suppose now that 0 #- <Po E E,h 1 :5; j :5; n - 1. As before, in this case we 
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also have 

n· = r(~) J Dj ' 

where Dj is a certain integral divisor on M IG. 
To find what D j is, let us consider the equation for 0 #- cP E EEl, 

Tcp = £jcp. 
Thus we also have 

(2.5.1) 

Let us look at the Taylor series expansion of cP, at a point in n- 1(Qjl): 

cP = (f d kZk) dzq • 
k ~ O 

Thus equation (2.5.1) reads 

f d k'1~7 q Zk = £jl (f d kzk). 
k ~O k~O 

In particular, for each k = 0, 1, 2, ... , 

d k('1~7q - t il) = O. 

Choose the unique integer Amlj such that 

1 :::; Amli :::; ni l and '1~T'j = t il. 

Note that Aml(n/l) = ni l (this defines Amln) and we set (for further use) AmlO = O. 
We conclude that 

d k = 0 unless k + q == )-mli ( mod 7} 
Let ami be the order of CPo at n - 1(Qml) (this integer only depends on Qml 

and not on the point P we choose in its preimage). By our previous remarks 
there is an integer f3mli such that 

n 
ami = f3mli I + Amli - q ~ 0 

(note that f3mli ~ 0). 
Let Q 1, ... , Qs be the projections to M IG of the zeros of CPo not in X. Let 

ak = ord" - '(Qk) CPo · We note that a function J E '%(MIG) is such that jcpo E 

yt'q(M), where j = J on, if and only if 

i. J is holomorphic except at the points Qk, Qml, 
ii. ordQk J ~ - ak' and 

iii. ordQm1 J ~ - f3mli + (q - Aml)/(nll). 

Now we know how to define the divisor Di (which depends on CPo): 
S XI 

Di = n Q~k n n Q~Tlj+[(A.mlrq )/(nJl)] 
k~l lin m~l 
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Remark. With our convention for j = 0, the formula for Dj is valid for all j, 
O~j~n-l. 

Note that deg(cpo) = 2q(g - 1), and hence 

s x, 

n L (Xk + L L l!Y.ml = 2q(g - 1). (2.5.2) 
k=! I/n m=! 

Now from the definition of Dj , 

s XI [A . - q] 
deg D j = L !Y.k + L L 13ml + mlJ II . 

k=! I/nm=! n 
(2.5.3) 

Next we use Riemann- H urwitz in the form 

2g - 2 = n(2g - 2) + L L I - - 1 XI (n ) 
I/n m=! I 

= n(2g - 2) + L x,(n - I). 
I/n 

We return to (2.5.3) and continue our calculation (using (2.5.2) and Riemann­
Hurwitz) 

deg Dj = ± !Y.k + L I (!Y.ml + q - )'mlj + [Amlj - q]) 
k= ! I/n m= ! n i l ni l 

~ - n L !Y.k + L L l!Y.ml - L L --1 (S XI) x, n i l - 1 

n k = ! I/n m= ! I/n m= ! n i l 

1 1 1 ( ) = - 2q(g - 1) - - L x,(n - I) = - 2g - 2 - L x,(n - I) 
n n I/n n I/n 

1 1 + - (2g - 2)(q - 1) = 2g - 2 + - (2g - 2)(q - 1) 
n n 

~ 2g - 2. 

We have also shown that for q > 1 

deg D j > 2g - 2. 

We claim that even if q = 1 and even if deg Dj = 2g - 2, i(D) = 0 for j > O. 
Otherwise D j is canonical. In this case, there exists an abelian differential 
iP on MIG such that (iP) = Dj . Note that the only way for deg Dj = 2g - 2 
is to have equality all along the way in our previous calculation. In particular, 
{(ni l) - 1}1(Amlj - 1), and since I ~ )'mlj ~ (ni l), we conclude that )'mlj = ni l. 
Thus 

s x, 
D j = n Q~k n n Q~TIj· 

k = l I/nm = l 

The lift cp of iP will have a zero of order (Xk at each preimage of Qk, and a 
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zero of order 

at each point of n -1(Qml)' Thus qJ will have the same divisor as qJo. But this 
means that qJ is a constant multiple of qJo. Since qJ is G-invariant, qJ EEl' 

This contradicts the fact that qJo E Ee}, 1 ::; j ::; n - 1. 
We have concluded that if Ee} is non-trivial, then it has dimension 

r(I /D) = deg Dj + 1 - g, except for the case q = l,j = 0, and no fixed points. 
Let us turn to the case q = 1. Note that for j > 0, [(Amlj - 1)/(n/ I)] = 0. 

Thus for j > 0, 
d D _ ~ '\' ~ (Xml + 1 - Amlj 

eg j - L., (Xk + L., L., , 
k=1 lin m=1 n/I 

and from (2.5.2) 
2g - 2 1 XI 

deg Dj = -~ - - L L I(Amlj - 1). 
n n llnm=1 

Hence we conclude that (using Riemann- Hurwitz) 

r - = deg D j + 1 - 9 = 9 - 1 + -L L (n - Umlj) (1) 1 XI 

Dj nllnm =1 
1 XI 

= 9 - 1 + L Xl - - L L IAmlj · 
lin n llnm =1 

(2.5.4) 

We compute next 

Recall that I1ml is a primitive (n/I)-root of unity and that I1~TI) = ejl . For 
j = 1, 2, .. . , (n/ l), {ejl} is the set of all (n/I)-roots of unity. We thus conclude 
that 

." 1 
] I---> I"mlj 

is a permutation of {l, ... ,(n/I)} with a(n//) = (n/ I). Further for j = k(n/I) + 
r, Amlj = Aml r ' Therefore 

± Amlj = 1(1 + 2 + ... +~) = ~ (1 + ~). 
j = 1 I 2 I 

Thus 

L nj=g+ L r -
n - 1 n-1 (1) 
j=O j=1 Dj 

= neg - 1) + 1 + (n - 1) L Xl - - L L - nl + -n2 - n _ 1 XI (1 1 ) 
lin n lin m= 1 2 2 

= neg - 1) + 1 +! L(n - I)XI 
2 lin 

= g. 
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We finally conclude that once again for each j, fJ is an eigenvalue (and we 
have computed its multiplicity). Note that some of the multiplicities may be 
zero (for example, if g = 0). It involves no loss of generality to consider these 
as eigenvalues with zero multiplicity. 

V.2.6. Let us now consider the case q > 1. We calculate for 0:::;, j :::;, n - 1, 

r(~) = deg Dj + 1 - g 

= i ak + L f (amI + q - Amlj + [)'ml j - q]) + 1 - g 
k ; I lin m ; I ni l ni l 

= 2q(g - 1) + L f (q - Amlj + [Amlj - q]) + 1 _ g 
n lin m; I ni l n i l 

( 1 " ~" ~ (q - Amlj [Amlj - q]) 1 -= q 2g - 2 + - L.. x,(n - I) + L.. L.. II + II + - g. 
n'ln Ilnm;1 n n 

Next we compute 

nIl r(~) = (2q - l)n(g - 1) + q L x,(n - I) - ~ L x,(n - I). 
j;O Dj lin lin 

To explain the last term, we write 
n 

fJ, E 7L, v(l) E 7L, fJ, ~ 0, 1 :::;, v(1) :::;, t. 
(We will write v for v(l).) Thus we have 

" ~ ( v(1) - Amlj [).mlj V(I)]) 
L.. L.. fJ,+ + - -fJ,- -
lin m; I ni l n i l n i l 

= L f (v(1) - Amlj + [Amlj - v(I)]). 
lin m= I ni l n i l 

Recall now that {Amlj; j = 1, .. . ,ni l} is a permutation of {l, ... ,ni l}. Thus 
the above summed from j = 1 to j = ni l yields 

~ (v(1) - ~ (1 + 7) -(v(l) - 1)) X, = ~ (1 - ~ (1 + 7)) x,. 

Thus the sum from j = 0 to n - 1 yields 

L (1 - ! (1 + ~)) IXI = L (! - ! ~) Ix, = ! L X,(/ - n). 
lin 2 I lin 2 2 / 2 lin 

In conclusion (using Riemann - Hurwitz once again) 

n- I (1) ( 1) L r - = (2q - l)n(g - 1) + q - - L x,(n - /) 
j ; O Dj 2 l in 

= (2q - l)n(g - 1) + (q - D [(2g - 2) - n(2g - 2)] 

= (2q - l)(g - 1). 
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We have just proved that in all cases 

V.2.7. We now want to compute the trace of T( =tr T). Note that for (j = I 

n - I 

trT=g+ I ni· 
j = I 

First observe that 
n - I 

I ej = -1, 
j = I 

and thus using (2.5.4) 

1 x, n - I . 

tr T = 9 + 1 - 9 - I XI - - I I I f)'ml/;) 
lin n lin m = 1 j=1 

1 x, n- I . 

= 1 - I XI - - I I I I Aml/ J • 

lin n lin m=1 j=1 

As before, we fix m and I and compute Ii: : Amli. Calculate for I > 
n 

L: Aml/j = I'mll e + Aml2e2 + . . . + Aml(n/l)e n/I 

j= I 

+ A e(nll) + I + ... + A e 2(n!l) 
mil ml(nl l) 

+ )'mll e O - I)(nll) + I + ... + )'ml(nll)[.n 

ni l 1- I 

= L: Amlj I ek(nll) + j 
j= I k= 0 

ni l 1- I 

= I Amljej I ek(nfl) = 0 
j=1 k=O 

(since Ii -;;, 1 ek(nll) = 0). Hence for I > 1 

Finally, for I = 1, 

n - I 

L Aml/j = - Aml(n//) = 
j=1 

n~l n-1 

") ej _ '" .,A m ,; L.. 'mlj" - L.. Amlj "ml 
j=1 j=1 

n 
I" 

(2.7.1) 

(and because {Jemlj; j = 1, ... ,n - 1} is a permutation of {1, ... ,n - 1}) 
n- I. _ n 

= I jl1inl = - --
j=1 I-l1ml 
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We now return to (2.7.1) and continue with our computation after changing 
notation: XI = t = number of fixed points of T and l1ml = eVrn , 

tr T = 1 - L x, - - L L I - - - - I --1 Xl ( n) 1 Xl - n 
lin n lin m= I I n m= 1 1 -l1ml 

1* I 

I 1 
= 1 - I x, + L x, + L --v- rn 

lin lin m=,l-e 
1* I 

I 1 
=1-t+ L --

m= 1 1 - eVrn 

V.2.S. As usual, we proceed to the case q > 1. Here we compute 

n - I 

tr T = L njt! 
j= 0 

= (2q - 1)(9 - 1) + ~ L x,(n - I)) nIl ej 

n'ln j=O 

+ L I nIl (q - Amlj + [Aml j - qJ) ej . 

lin m= I j=O ni l n i l 

The first sum, as before, is equal to zero. Thus we conclude (simplying further 
as in V.2.6) 

tr T = - - L ILL Amljej + L L L 'ml) ej 
1 XI n - I XI n - I [Ii 0 - v(l)] 
n lin m= I j=O lin m= I j=O ni l 

1 (n) 1 XI -n XI n-I [Amlj - v(l)] 0 = - - L I - - X, - - L + L L L e). 
n lin I n m=ll-11ml lin m=1 j=O ni l 

1* 1 

As we remarked before, 

o = [Amli - v(l)] = { 0 
Yml) ni l 

-1 

Of (l) ' n 
1 v :::;; Amlj :::;; /' 

if ° :::;; Amlj < v(l). 

We proceed essentially as before for I > 1 

+ Ymlle(I - I)(n//)+ 1 + ... + Yml(n/l)en 

= Y( 1 + enll + e2(nll) + ... + e(l- 1 )(nll)) = 0, 
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where I' = I'mlle + I'ml2e2 + ... + I'ml(n/I)en/I . Therefore for I > 1, 

For I = 1 

n-l 

L I'mljej = I'm/O - I'mln = -1. 
j=O 

n - l n-l 

"I' f.i - "I' .,Amlj L. mlj - L. mlj"lml 
j= 1 j= 1 

L mlj - V I1~"ilj n - l [A ] 
j=1 n 

n~1 [j -v] . 
= L. -- 11:"1 

j= I n 
v-I 

= - L I1~1 = 
j= I 

I1ml - 11;;'1 
1 - 11ml 

We can finally complete the calculation: 

XI 1 
tr T = L X, + L 

lin m= 1 1 - I1ml 
1* I 

V.2.9. We summarize our results in the following 

281 

Theorem (Eichler Trace Formula). Let T be an automorphism of order n > I 
of a compact Riemann surface M of genus g > 1. Represent T by a matrix via 
its action on Jf{'q(M). Let t be the number offixed points ofT. Let e = exp(2n:i/n). 
Let PI, ... , P, be the fixed points of T. For each m = 1, ... , t choose a local 
coordinate z at Pm and an integer Vm such that 1 S Vm S n - 1 and such that 
T - 1 is given near Pm by 

(note that Vm must be relatively prime to n). Then 

t £vm 

tr T = 1 + m~1 1 _ eVm for q = 1, 

and 

where 0 < v S n is chosen as the unique integer such that q = J1.n + v with 
J1. E 7L. In each case the sum is taken to be zero whenever t = O. 

Note that only the fixed points of T contribute to tr T (not the points that 
are fixed by a power of T but not T itself). 
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Corollary (Lefschetz Fixed Point Formula). For q = 1, 

tr T + tr T = 2 - t. 

PROOF. We merely note that for 8 E C, 8 #- 1, 181 = 1, 2 Re(81(l - 8)) = -1. 
o 

Remark. For q = I, tr T + tr T is the trace of the matrix representing Ton 
the space of harmonic differentials- which is, of course, by duality related to 
the representation of T on H l(M). 

V.2.tO. We now turn to the case where T has prime order n and at least 
one fixed point. Say P EM is the fixed point of T. Choose a basis {<pI> . . . ,<Pd} 
of J't'q(M) adapted to P(d = dim J't'q(M)) ; that is, in terms of some local 
coordinate z vanishing at P, we have 

<Pj = (zyr 1 + O(l zIYj ))dzq, j = \, .. . , d, 

where 1 = Yl < Y2 < ... < Yd < 2q(g - 1) + 2 is the "q-gap" sequence at P 
(111.5.8). Furthermore, we may assume without loss of generality that the Yk 
coefficient of the Taylor series expansion for <Pj in terms of z vanishes for 
k #- j (all j) and that the automorphism T- 1 is given by 

Z I---> e Z, 

It is of course clear that T - 1 is given in the above form for some /, 
1 ~ / ~ n - 1. If we are interested only in fixed points (because n is prime), 
T can be replaced by TI . Note also that <P is an eigenvector for the eigenvalue 
ej of T if and only if <P is an eigenvector of the eigenvalue ejl for TI. Thus TI and 
T have the same eigenvalues and the same traces. 

It follows that 

and in fact 

j=I, ... , d. 

On the basis of the above development, we can strengthen (slightly) a 
previous result (Theorem V.1.7). 

Theorem. Let T E Aut M be of prime order n, and assume that T fixes a non­
Weierstrass point P. Then 2 ~ v(T) ~ 4. Further, the genus g of M I<T > 
is given by g = [gi n] , and writing g = gn + r (0 ~ r ~ n - 1), there are only 
three possibilities: 

a. r = 0, g = gn, v( T) = 2, 
b. r = t(n - 1), g = (g + t)n - 1, v(T) = 3, or 
c. r = n - 1, g = (g + l)n - 1, v(T) = 4. 

PROOF. Since T fixes a non Weierstrass point, we have Yj = j, j = 1, . .. , g 
and the action of T on J't'l(M) is given by the diagonal matrix 

diag(e, e2, .. . ,eg ) 
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with B = exp(2ni/n). The genus g of M /<T) is the multiplicity of the eigen­
value 1, and thus g = [g/n]. Now we write 

g = gn + r, r E 71.., ° :::;; r :::;; n - 1. 

We use the Riemann- Hurwitz formula (Corollary 1 to Proposition V.!'5) 

and conclude that 

g = n(g - 1) + !(n - l)v(T) + 1, 

r 
v(T) = 2 - - + 2. 

n - 1 

(2.10.1) 

We conclude that v(T) ;;:=: 2. Further, since ° < v(T) E 71.. we see that there 
are only three possible cases: r = 0, r = !(n - 1), or r = n - 1. 0 

V.2.ll. We have seen that if an automorphism of prime order fixes a 
non-Weierstrass point, it must fix at least two points (and at most 4 points). 
What happens if all the fixed points are Weierstrass points? 

Theorem. Let T E Aut M be of prime order n. If T has a f ixed point, it must 
have at least two. 

PROOF. Assume T has precisely one fixed point P. The Riemann - Hurwitz 
relation yields 

2g - 1 
2g~2=(2g-2)n+(n-l) or n= -----;:-- . 

2g - 1 

If <p E .1fl(M) and T<p = <p, then ordp <p > 0. Since it is not the case that for 
all <p E .1fl(M) ordp <p > 0, we can find a <p E .1f l(M) with T <p = B<p, E =1= 1, 
En = 1, ordp <p = 0. Since <p does not vanish at P (the unique fixed point of T) 
and (<p) is invariant under T, 2g - 2 = kn for some positive integer k. Thus 
we see that 

1 = (2g - 1) - (2g - 2) = n(2g - 1) - nk = n(2g - 1 - k) . 

In particular, n cannot be > 1, and this contradiction establishes the theorem. 

Remark. The Riemann - Hurwitz formula that we applied used the fact that 
n is prime. This is essential ; for the theorem is not true if n is not a prime. 
See VII.3.1!. 

V.2.12. We consider now the representation of an automorphism T of 
prime order n on .1fq(M), q > 1. We assume that P is a fixed point of T and 
that P is not a q-Weierstrass point. Then the representation of Ton .1fQ(M) is 

diag(EQ, • • • ,E(2Q- l)(9 - 1) + Q- l) . 

Let us take q == 1 mod n, q = kn + 1, k;;:=: 1, then the multiplicity of the 
eigenvalue 1 is 
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Abbreviate v(T) by v and use the Corollary to Proposition V. 2.2, 

dim YfZT)(M) = (2kn + l)(g - 1) + {(kn + 1) ( 1 - ~) ] 
= (2kn + l)(g - 1) + vk(n - 1), 

where 9 is the genus of M 1< T >. Combining these results with the Riemann ­
Hurwitz formula (2.1 0.1) we see that 

(2kn + l){n(g - 1) + 1v(n - I)} = {(2kn + l)(g - 1) + vk(n - 1)}n + r, 
with 0 S r S n - 1. Thus 

2r 
v= --

n - 1 

and there is just one possibility (recall v(T) i= 1) r = n - 1 and v = 2, and we 
have established the following 

Theorem. Let T E Aut M be of prime order n with v(T) > 2. Then every fixed 
point of T is a q- Weierstrass point for every q > 1, q == 1 mod n. 

Corollary. Let 1 i= T E Aut M. If v(T) > 2, then every fixed point of T is a 
q- Weierstrass point for some q. 

An alternate proof of the theorem is obtained by equating 2k(g - 1) + 
[(I/n)(g - l)J to dim YfZT)(M). This leads to the inequality v < 2 + 2/(n - 1). 
If n ;;::: 3, we find v = 2. If n = 2, we find v < 4. Since an involution has an even 
number of fixed points v = 2, also in this case. 

V.2.n. We can now reprove and generalize slightly some of the results on 
automorphisms of hyperelliptic surfaces (compare with 111.7.11). 

Theorem. Let M be a hypere/liptic surface of genus 9 ;;::: 2. A conformal in­
volution on M has either no fixed points, only non- Weierstrass fixed points, or is 
the hyperelliptic involution J. 

Let T be an automorphism of prime order n with 2 < n < 2g that fixes a 
Weierstrass point. Let M/( T) have genus g. Then there are two possibilities: 

a. 9 = gn, v(T) = 2, and both fixed points are Weierstrass points, or 
b. n = (2g + 1)/(2g + 1) (g;;::: 1), v(T) = 3, and the other fixed points are P 

and J(P) with P not a Weierstrass point. 

PROOF. Let T be of order 2. Assume T fixes a Weierstrass point. Represent 
Ton Yfl(M). The action is given by (see V.2.10) 

diag( - 1, ... , - 1). 
'---v----' 

g-times 
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This is, however, the representation of Jon £,l(M). Since the representation 
of Aut M on £,l(M) is faithful T = J. 

Next we consider an automorphism T of prime order n, 2 < n < 2g, that 
fixes a Weierstrass point. Its action on £,l(M) is given by (8 = exp(2ni(n» 

Write 2g - 1 = In + r, 0 :$; r:$; n - 1. Then (since g is the multiplicity of the 
eigenvalue 1) I even implies g = 1(2 and I odd implies that g = 1-(1 + 1). 
Using Riemann-Hurwitz (in a by now familiar way) we see that 

r + 1 
I even = veT) = 2 + -- = 3 

n - 1 
(r = n - 2) = n = 2g + 1 

2g + l' 

r 
I odd = v(T) = 1 + -- = 2 n - 1 

(r = n - 1) = n = ~. 
9 

Assume T fixes three points. We view the action of T on the 2g + 2 
Weierstrass points. Clearly Tis a permutation of prime order n, and can be 
written as a product of r 1 cycles of length nand rz singletons (cycles of length 
one). Thus 

r 1 n + r 2 = 2g + 2. 

From the above and 2g + 2 = (2g + l)n + 1, we see that 

(2g + 1 - rdn = rz - 1. 

Since n > 2, the last equation implies r2 = 1 or r2 > 3. Since r2 :$; veT), we 
see that r2 = 1. Thus T has a fixed point P that is not a Weierstrass point. 
Since, J is central in Aut M, 

T(J(P» = J(T(P» = J(P), 

and J(P) (of- P) is also a fixed point. 
If T fixes two points, both must be Weierstrass points by an argument 

similar to the one given above. 0 

Corollary. If 1 of- T E Aut M fixes a Weierstrass point on the hyperelliptic 
surface M of genus 9 ~ 2 and ord T is prime and < 2g, then ord T :$; g. 

Remark. It is possible for ord T = 2g + 1 (recall Proposition V.U1 and its 
corollary). 

V.2.14. Proposition. If T E Aut M is of prime order n > g, then n = 9 + 1 or 
n = 2g + 1. In each of these cases M « T) is of genus O. In the first case, 
veT) = 4 and in the second case, veT) = 3. 

PROOF. We start with (1.11.1), and assume that g ~ 2. Then n(2g - 2) 2 
2n > 2g. Thus the only possibilities are g = 1 or g = O. If g = 1, then 
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2g - 2 = v(n - 1), and v > O. Thus 2:s; v and 

2g - 2 
n=--+1. 

v 

Now (with v ~ 2, 9 ~ 2) (2g - 2)/v + I :s; g, and is thus impossible. 
It remains to consider 9 = O. Here 

2g - 2 = - 2n + v(n - 1) = (v - 2)n - v, 
or 

n=2g-2+v=~+1. 
v-2 v-2 

We must have v ~ 3. If v ~ 6, then 

n :S !g + 1 :s; g. 
If v = 5, then 

n = tg + 1 :S 9 for 9 ~ 3, 

and is impossible for 9 = 2 (n = ~) . If v = 4, then n = 9 + I; and if v = 3, 
then n = 2g + 1. 0 

V.3. Representation of Aut M on H 1(M) 

In this section we study the action of Aut M on HI (M) = HI (M,E), the 
first homology group (with integral coefficients), where M, as usual, is a 
compact Riemann surface of genus 9 ~ 1. Let t{K} = {Kl> .. . ,K2g} = 
{a l , ... ,ag,bl>' .. ,bg} = t{a,b} be a canonical homology basis for M. 

The main result is that the action of Aut M on HI (M) is faithful. This result 
is generalized in two directions. If T E Aut M fixes enough homology classes, 
then T = 1. Also, in most cases, the action of Aut M on the finite group of 
homology classes mod n is already faithful. 

V.3.t. If T E Aut M, then K ' = TK is again a canonical homology basis 
for M. If we denote this basis by t{a',b' }, we immediately see that there exists 
a 2g x 2g matrix X with integer entries Xmn whose inverse is also an integer 
matrix (thus det X = ± 1) such that 

(3.1.1) 
that is 

2g 
Kj = I XjIK" j = 1, .. . , 2g. (3.1.1)' 

1= I 

Since T is orientation preserving, det X = 1. 
We now write X = [~ g] in 9 x 9 blocks, and hence 

(3.1.2) 
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Recall (111.1.2) that the statement K is a canonical homology basis means 
that the intersection matrix for K is 10 = [_~ 6] = (Kj' Kk)' We can now ask: 
what are the conditions on X so that K' also be a canonical basis? The 
condition is simply that (Kj . K~) = X 1 0' X = 1 0 , Hence we see that in addition 
to det X = ± 1, it is also necessary that X satisfy the equation X 1 0' X = 1 0 , 

Matrices X with integer entries satisfying det X = 1 are called unimodular 
matrices. The set of n x n unimodular matrices forms the group SL(n,Z). 
The remarks we have made lead us to make the following 

Definition. The set of 2g x 2g unimodular matrices X which satisfy 

X10'X = 10 (3.1.3) 

is called the symplectic group of genus 9 and is denoted by Sp(g,Z). 

Remark. The definition is meaningful and the set is indeed a group. All 
that we need verify is that if X E Sp(g,Z) so is X - I. It is easy to check that 
if X = [t ~] and X E Sp(g,Z) then X - I = [_:g -:~J. This last statement 
is equivalent to (3.1.3). Hence Sp(g,Z) is a subgroup of SL(2g,Z). 

Theorem. There is a natural homomorphism h:Aut M --+ Stt(g,Z). For 9 ;?: 2, 
h is a monomorphism. 

PROOF. The homomorphism h has already been described in the remarks 
preceding the statement of the theorem. We shall therefore assume that 
g;?: 2 and T E Aut M. Suppose now that h(T) = I. Let {( I, .. . ,(g} be a basis 
of Jlt'1(M) dual to '{a,b}; that is, Sa3j = {)jk' Since Taj is assumed to be 
homologous to aj, we have Saj T(k = S Ta j T(k' Now for any smooth differential 
w it is clear that 

f Tw = r w. 
Tc Jc (3.1.4) 

Hence, in particular, we have haj nk = Saj (k = {)kj' It follows that Sa j nk = 
{)kj ' We therefore conclude that {T( b ... , T(g} is also a basis of Jlt'1(M) dual 
to '{a,b}. Recall however (Proposition III .2.8) that the dual basis is unique; 
so that it necessarily is the case that TC = (j,j = 1, . .. , g. 

We have already seen that the representation of Aut M on Jlt'1(M) is 
faithful. Hence we conclude that T = 1. D 

Corollary. If T(aj) = aj in H I(M) for j = 1, . . . , g, then T = 1. 

V.3.2. There is a very simple relation between the action of an automor­
phism on HI (M) and the representation of the automorphism on the space 
of harmonic differentials on M. (Recall 11.3.6.) 

Let '{K} be a canonical homology basis for M and let '{a} = {at. ... ,a2g} 
be the basis of the complex valued harmonic differentials on M which is 
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dual to '{.K}; that is, SKj rxk = bkj , k, j = 1, . . . , 2g. It is clear that this basis 
is unique and we have, as before, S hj Trx, = SKj rx, = blj. Let the 2g x 2g 
matrix X = (Xjk) represent the action of Ton '{K}. We then have 

1= (b ,) = (1 Trxl) = (12 Trxl) = (I X jk 1 Trxl)' 
TKj JLk~lXjkKk k=l JKk 

Let us denote by T the matrix whose (l,k) entry is SKk Trx,. Thus the above 
equation reads 

or 

Since Trx, is determined by its periods we have established the following 

Theorem. Let X be an element of Sp(g,Z) which represents the automorphism 
Ton HI(M,Z) with respect to the canonical homology basis '{K}. Let '{rx} = 
{rxJ,'" '(X2g} be a basis of the harmonic differentials on M dual to {K}, in the 
sense that SKj (Xk = bkj , k,j = 1, ... , 2g. Then the matrix which represents Ton 
the vector space of harmonic differentials with respect to the basis '{ rx} is '(X - I). 

Remark. If T is represented in 9 x 9 blocks by [t ~], then '(X -I) is 
represented by [_ ~ -~]. 

V.3.3. In this section we wish to strengthen Theorem V.3.1 and its corollary. 
We prove the following 

Theorem. Let M be of genus 9 :2: 2 and assume T E Aut M satisfies T(a l ) = aJ, 
T(a2) = a2, T(b l ) = bl and T(b 2) = b2 in HI(M). Then T = 1. 

In order to prove this theorem it is convenient to first derive some pre­
liminary results concerning SL(n,Z) and Sp(g,Z). 

Lemma. Let a be a vector in zn. A necessary and sufficient condition for 'a 
to be the first row of an element of SL(n,Z) is that the components of a be 
relatively prime. 

PROOF. Let, as usual, e(j) be the jth column of the n x n identity matrix. 
It suffices to prove that the orbit of the vector e(l) under SL(n,Z) consists 
of all vectors a with relatively prime components or equivalently that for 
any a with relatively prime components there is an X E SL(n,Z) such that 
Xa = e(l). 

We consider the following problem: Find 

Min IXal, 
XESL(n,Z) 
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where a is a fixed vector in 7l..n with relatively prime components, and I-I is 
the usual (Euclidean) norm. We wish to show that the minimum is precisely 1, 
and therefore that there is an X E SL(n,7l..) such that X a = e(j) for some j. 
Without loss of generality we can then assume j = 1. 

Note first that the lemma is obviously true for n = 2, since the condition 

det [a l bl ] = 1 
a2 b2 

is equivalent to the condition that a l and a2 be relatively prime. Furthermore 
if (in general) the components of a E 7l.. n have a common divisor v > 1, then 

Min IXal;::: v. 
XeSL(n, Z) 

Thus in particular for n = 2, the above minimum is 1 if and only if a has 
relatively prime components. We have also established necessity in general. 

Now assume that n > 2, and that a has relatively prime components. 
Suppose X is a solution to the minimum problem. Let b = X a. Clearly b 
has relatively prime components. (Otherwise a = X -I b would not have 
relatively prime components,) Assume that b has two non-zero components. 
We may assume that these are the first two components b l , b2 . Let v;;:: 1 
be the greatest common divisor of bl> b2 . Choose x E SL(2,7l..) such that 

xl(b l ,b 2 ) = vl(1,O). 

Let X' = [0 L']' Then X' E SL(n,7l..) and IX' X al 

= I[ ~ ~n - 2l(bl,b2, , .. ,bn)1 = v2 + J3 by < Ibl = Jjtl bJ. 
Thus we see that b must be an integral multiple of some e(j). Since the 
components of b are relatively prime, b = ± e(j), for some j. 0 

Lemma. Let a and b be elements of 7l..n , A necessary and sufficient condition 
for Ca,tb) to be the first row of an element of Sp(n,7l..) is that its components 
be relatively prime. 

PROOF. Just as in the case of the previous lemma, it suffices to show that 
there is an element X in Sp(n,7l..) such that X[b] = [~(I']. 

We fix [b] with relatively prime components and for X E Sp(n,7l..), let 
X[b] = [~J Let u ;;:: 0 be the greatest common divisor of the components 
of 1J and v ;::: ° the greatest common divisor of the components of 0' (u = 0 
ifand only if fJ = 0; v = ° ifand only if fJ' = 0). We now consider the problem 
of finding 

Min u + v. 
XeSp(n, Z ) 

We can assume without loss of generality that u ;;:: v. (Let X' = J oX. Then 
X' E Sp(n,7l..) and X'[b] = [-fl) We shall now show that v = o. 
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Assume v "# O. Then b'/v has relatively prime components and thus by 
the previous lemma, is the first row of an element T of SL(n,Z). Choose 
now an integral vector x such that each component of the vector - T b + vx 
has absolute value less than v and thus less than u. Consider now 

X'=[ 0 -T 
where r is any n x n symmetric matrix, with first column - x, and observe 
that X ' is an element of Sp(n,Z). 

Let X be a solution to the minimization problem, and suppose XU] = [no 
Then X' Xc!:] = [ _ T~~ vx], and this contradicts the minimality of X. Hence 
v = o. It thus follows that u = 1. We can therefore conclude that any solution 
X to the minimization problem satisfies Xm = [~] with the components 
of lJ relatively prime. By the previous lemma we can always find a U E SL(n,Z) 
such that UlJ = e(1 ), thus we have [~ ~U - l][~] = [f1 0 

We now proceed with the proof of the theorem. Let {al> ... ,a29} be the 
basis of the harmonic differentials dual to the given homology basis. It follows 
from Theorem V.3.2 (and the remark immediately following) that T(al) = al> 
T(a2) = a2, T(ag+d = ag + l, and T(<Xg+2) = ag+2· 

Furthermore, for any harmonic differential w on M (see III(2.3.l)), 

j = 1, . . . , g, 

j = 9 + 1, .. . , 2g. 
(3.3.1) 

Let us for the moment assume that T has a fixed point say P. Let Q E M 
be arbitrary, then we conclude from (3.1.4) that 

tQ tT(Q) 
a· = <X. (mod Z) 

p J P J ' 
j = 1, 2, 9 + 1, 9 + 2. 

It therefore follows that 

i T(Q) iP tT(Q) 77 
a·= a· + a·E lL Q J QJ P J' for j = 1, 2, 9 + 1, 9 + 2. (3.3.2) 

We consider the surface M = M /( T ) and the natural projection n :M ->M. 
Letj = 1,2, 9 + 1, or 9 + 2. Because of T(<x) = aj, the differentials <Xj project 
to harmonic differentials n<Xj on M. (This assertion is not quite obvious. 
Its verification is left to the reader.) If c is a closed curve on M, then we 
lift it to a curve c on M beginning at some Q E M and ending at TkQ. By 
(3.3.2) we see that 

In<Xj E Z, j = 1, 2, 9 + 1, 9 + 2. 

(Note that since we are only interested in the homology classes of the curves, 
we may assume that c does not pass through any fixed points of T.) Let us 
construct a canonical homology basis {al , . . . ,ag,bl> .. . ,bg} on M and a 



V.3. Representation of Aut M on HI (M) 291 

basis {iiI> ... ,iI2g } of harmonic differentials on M dual to !he given homology 
basis. Since 1T.r:1.j has integral periods over every cycle on M, there are integers 
n jk such that 

2g 

1T.r:1.j = L njkiIk, 
k=l 

j = 1, 2, 9 + 1, 9 + 2. 

It follows from (3.3.1) (viewed on M) that 

j = 1,2. 

It is also quite obvious that (for j = 1,2) 

(ord T)(1T.r:1.j,*1T.r:1.g +j) = (r:1.j,*r:1.g +j) = -1. 

Note that the second equality follows from (3.3.1). Thus we conclude that 
for the hypothesis of the theorem to hold, T must be fixed point free (if it 
is not the identity). For this assertion we need only one of the above 
equations (not two). 

To finish the proof, we must study fixed point free automorphisms. By 
our previous considerations no power of T( # 1) can have fixed points. Hence 
by Riemann-Hurwitz 

2g - 2 = n(2g - 2), 

with 9 :;::: 2 and 9 :;::: 2. Thus we are studying smooth n-sheeted cyclic coverings 
of a surface M of genus g:;::: 2. A smooth n-sheeted covering is described by 
the selection of a normal subgroup G of 1T.l(M) such that 1T.l(M)jG ~ 7ln 

(= integers mod n). Thus G appears in a short exact sequence of groups and 
group homomorphisms 

{1} --+ G --+ 7tl(M):!. tl n --+ {O}. 

Without loss of generality we assume that the canonical homology basis 
on M comes from a set of generators for 7t 1 (M) denoted by the same symbols. 
The homomorphism cp is described by its action on the generators. Setting 
qJ(aj) = Cj, and cp(b) = cj, we see that cp is described by the 2 x 9 matrix 

of integers mod n. 
Since cp is surjective the vector (e,c') has relatively prime components. 
We review the above situation in the language of multiplicative functions. 

Construct on M a multiplicative function f belonging to the n-characteristic 
X. This function lifts to a single valued function on the cover corresponding 
to the homomorphism cpo 

By a change of homology basis (since tln is commutative we may work 
with H 1 (M) instead of 1T.l (M)) we may assume that X is of the form [6 g ::: 8J. 
This follows immediately from our second lemma. More precisely, if X is 
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[n then we can consider the change of homology basis effected by a matrix 
'X E Sp(g,Z) such that 

Such an X exists by the lemma and the X for this new basis is [b g : :: 8J. 
The last assertion follows from the fact that X has integral entries. If c E HI (M) 
.. ",,9 -""ii h-
IS wntten as Lj= 1 njaj + Lj= 1 mj j ' then 

x(c) = (B,B') [ : J 
(As usual n = '(nb . . . ,ng), m = '(m], . . . ,mii).) Thus 

xC X c) = (B,B')(' X c), 

and in particular for Kj = 'XKj 

X(Kj) = (B,B')(jth column of ' X) 

= jth entry of x[::] 
[e(l)] 

= jth entry of 0 . 

It is now a simple matter to complete the proof. We examine the cover 
corresponding to X = [b g :: : 8J. It is clear that if ai' .. . ,aii , 6] , . . . , 69 
is the homology basis for M such that X = [b g ::: g], then ab 2ab .. . , 

(n - l)a] lift to open curves on M and nat lifts to a closed curve on M . 
Further 6] has n disjoint lifts all of which are homologous on M. Each of 
the other cycles also have n disjoint lifts on M; however, these are all 
homologously independent. The action of T on M fixes the lift of nat and 
permutes the lifts of 61 ; however, since the lifts are all homologous we can 
say that (as far as the induced action on homology) T fixes the lift of 6]. No 
other cycles are fixed . Hence we finally conclude that T must be the identity 
and this concludes the proof of the theorem. 

V.3.4. In this paragraph we strengthen (in another direction) Theorem 
V.3.1. The group Aut M acts not only on H](M) but also on H 1(M,Zn), 
the first homology group on M with coefficients in the integers mod n. 
Choose T E Aut M. We have seen that T acts on H l(M) by a square integral 
matrix A E Sp(g,Z) and A has finite order m. We first prove the following 

Lemma (Serre). Let A E SL(k,Z) have finite order m > 1. If A == I mod n, 
then m = n = 2. 

PROOF. (Due to C. J. Earle). Let p be a prime factor of n. Then A == I mod pi, 
where I;;:: 1. If we show that p = m = 2 and I = 1, then the lemma will follow 
easily. We break the argument down into a series of steps. 
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a. If A == I mod pi, then 1=1. 

PROOF. Let q be a prime factor of m. So m = qr. Then B = Ar has order q, 
and B == I mod p'. So B = (I + pS X), where X is integral, with some element 
of X prime to p, and s 2 12 1. Now 

I = (I + pSX)q = I + qpsX + p2s y' 

Thus 
qX = _psy, 

and so 
q = p and X = - pS - 1 Y. 

Again, since p does not divide X, s = 1 and since s 2 12 1, also 1= 1. 

b. A has order p. 

PROOF. Since p is prime, we need only show AP = 1. Clearly AP has finite 
order, and by (a) 

AP = (I + pX)P = I + p2 X + p2 Y = I + p2 Y', 

so AP == I mod p2 . This contradicts (a) unless AP = l. 

c. p = 2. 

PROOF. Otherwise p is an odd prime, and p 2 3, and 

I = (I + pX)P = I + ppX + P(P; 1) p2 X 2 + p3 Y. 

Thus 

( p - 1) -X=p -2- X2+py. 

But p is odd, and so p divides the right hand side. This IS the final 
contradiction. 0 

The above has as an immediate consequence the following 

Theorem. There is a natural homomorphism 

h:Aut M --+ Sp(g,"l,n). 

For g 2 2, n 2 3, h is injective. For g 2 2 and n = 2 only automorphisms 
of order 2 are in the kernel of h. 

V.4. The Exceptional Riemann Surfaces 

We have seen in IV.6, that there are a few Riemann surfaces with commuta­
tive fundamental groups- the so called "exceptional surfaces". We shall 
now encounter the same surfaces in a slightly different context. 
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V.4.1. We want to describe all Riemann surfaces M for which Aut M is 
not discrete. We shall not bother defining what we mean by Aut M not being 
discrete. We will establish a result which will hold with any reasonable 
concept of discreteness for Aut M. We state it as a 

Theorem. Aut M is not a discrete group if and only if Mis conformally equira­
lent to one of the following Riemann surfaces: 

1. C u {CXJ}, 
2. C, 
3. J = {z E C, Izl < 1}, 
4. C* = C\ {O}, 
s. J*=J\{O}, 
6. Jr={zEC,r<lzl<1},O<r<1, 
7. a torus, C/G, where G is the free group generated by the two translations 

Z 1----4 Z + 1, Z 1----4 Z + T, 1m T > O. 

V.4.2. In any standard book on complex analysis, the reader will find a 
description of the automorphism groups of the three simply connected 
Riemann surfaces. We have used this information already in IV.S.2. We 
repeat it here: 

Aut(C u {CXJ}) ~ PSL(2,q 

Aut C ~ PL/(2,q 

Aut J ~ Aut V ~ PSL(2,~). 

The above are clearly not discrete subgroups of PSL(2,q. As a matter of 
fact they are Lie groups. The first two are complex Lie groups (of complex 
dimensions 3 and 2, respectively). The last is a real Lie group (of real di­
mension 3). 

V.4.3. It is clear that every automorphism A of C* extends to one of 
C u {oo}. Furthermore, A must either fix 0 and 00 or interchange these 
points. Thus the automorphism group of C* consists of Mobius transforma­
tions of the form 

z I----4kz or z 1----4~, with k E IC*. 
z 

Hence Aut C* is isomorphic to a l'2-extension ofC*. 

V.4.4. Every automorphism of J* extends to an automorphism of J that 
fixes O. Thus Aut J* is the rotation group 

which is isomorphic to the circle group Sl. 
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V.4.S. Let M be a Riemann surface with holomorphic universal covering 
map n: M -+ M. Let G be the covering group of n. We claim that 

Aut M ;:: N(G)/G, 

where N(G) is the normalizer of G in Aut M. The verification is easy and 
straightforward- and left to the reader. We shall show that in the non­
exceptional cases N(G) is already a discrete subgroup of Aut M. 

V.4.6. Let us consider the surface .1,. Its holomorphic universal covering 
space is U and its covering group G is generated by C: Z f-+ AZ for some 
A> 1 (the relation between A and r was given by IV(6.8.1» . Let A E N(G). 
Thus 

A o C o A-1=C±I, 

since conjugation by A is an automorphism of G. Note that A 0 C 0 A - I = C 
implies (by Lemma IV.6.6) that A is hyperbolic with 0 and 00 as fixed points; 
that is, a mapping of the form 

Z f-+ kz, k > O. (4.6.1) 

We are left with the case A 0 C 0 A-I = C -1. Since A 0 C - l o A - 1 = C, we 
conclude that A2 commutes with C and is of the form (4.6.1). Thus N(G) is 
trivial or a Zrextension of the hyperbolic subgroup of Aut U fixing 0 and 
00 (this group is isomorphic to the multiplicative positive numbers). To show 
we have a Z2-extension, we must find just one Mobius transformation that 
conjugates C into C - 1. Clearly, z f-+ -O jz) will do this. We wish to see what 
N(G)j G looks like as a group of motions of .1,. First let us consider the 
mapping (4.6.1). Recall the holomorphic universal covering 

p:U -+ .1, 
is given by 

p(z) = exp ( 2ni :~: ~)-
Thus a (multivalued) inverse of p is given by 

z f-+ exp(2~i log A log z)-

From this it follows that z f-+ kz induces the automorphism (a rotation) 
z f-+ e i ko z of .1" where ko = (2n log k)j1og A. Note that these automorphisms 
are extendable to c5L1, and fix each boundary component (as a set). The 
automorphism corresponding to z f-+ -(liz) is z f-+ r/z. This map also has 
a continuous extension to c5L1, and switches the boundary components. We 
see that Aut .1, is isomorphic to a Z2-extension of the circle group. 

V.4.7. We examine next the torus. Let the covering group G of the torus 
T be generated by z f-+ Z + 1 and z f-+ z + , , 1m, > O. It is quite easy to see 
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that A(z) = az + b (A E Aut C) is in N( G) if and only if a and m are generators 
for the lattice G. In particular, all the translations (a = 1) are in N(G). Thus, 
Aut T contains T( ~ C/G) as a commutative subgroup. (We have thus shown 
that Aut T is never discrete.) 

When is Aut T a proper extension of T? First, since a and m are two 
linearly independent (over 1) periods that generate the group G we have 

a = a + [Jr, ar = ar + [Jr2 = y + br, (4.7.1) 

with X = [~ g] E SL (2,1). In particular, we see that for (Aut T)IT to be 
non-trivial, r must satisfy the quadratic algebraic equation with integral 
coefficients 

[Jr2 + (a - b)r - I = 0. (4.7.2) 

If [J = 0, then y = ° and a = b = ± 1 and the equation (4.7.2) reduces to 
the trivial equation. Since a = 1 corresponds to a translation, the only new 
automorphism (a = -1) in this case is the one corresponding to z ~ - z. 
Thus Aut T always contains a 1 2-extension of T. If [J # 0, the question 
becomes more complicated. We have of course shown that for most 1: (in 
particular for all transcendental r), Aut T is a 1 2-extension of T. 

Assume that [J # 0. Equation (4.7.2) asserts that the Mobius transforma­
tion corresponding to X E SL(2,1) has a fixed point r in the upper half plane. 
Thus X must be an elliptic element. 

If A E Aut T, then we can write A uniquely as 

A = Al 0 A 2 , 

where Al fixes ° and A2 E T. To show that (Aut T) /T is finite we have to 
show that the stability subgroup of the origin is finite. We may assume that 
A E (Aut T)o is given by z ~ az. The number a E C* is, of course, subject 
to the restriction (4.7.1). Simple calculations show that 

lx±J7=4 
a ="2 2 ' 

with X the trace of the elliptic element X E SL(2,1)/ ± [. 
Since SL(2,1) has only finitely many conjugacy classes of elliptic elements, 

the number of a's is finite. (Since ° ~ X2 < 4, we must have lal = 1. As an 
exercise prove this another way.) 

V.4.S. It remains to show that we have exhausted all M with Aut M not 
discrete. We may restrict our attention to those surfaces whose universal 
covering space is the unit disc (or the upper half plane U). 

Let G be the covering group of M. Suppose there exists a distinct sequence 
in E N(G) such that limn in = 1. Choose 1 # A E G and observe that 
lim. J" 0 A 0 I;; l o A - I = 1. Since in 0 A 0 I;; l o A - lEG, there exists an N 
such that in 0 A 0 I;; loA - I = 1 for n ~ N. Thus in commutes with A for 
large n. If A is parabolic, then by Lemma IV.6.6 so is in for large n; and A 
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and f,. have a common fixed point. Since 1 #- A E G was arbitrary, G is a 
commutative parabolic group and by Theorem IV.6.l, M is the punctured 
disc. 

Similarly, if A is hyperbolic, every element of G is hyperbolic and com­
mutes with A. Appealing to the same earlier theorem, we see that M is an 
annulus. 



CHAPTER VI 

Theta Functions 

We have seen in Chapters III and IV how to construct meromorphic func­
tions on Riemann surfaces. In this chapter, we construct holomorphic 
functions on the Jacobian variety of a compact surface, and via the embedding 
of the Riemann surface into its Jacobian variety, multivalued holomorphic 
functions on the surface. The high point of our present development is the 
Riemann vanishing theorem (Theorem VI.3.5). Along the way, we will re­
prove the Jacobi inversion theorem. 

VI. 1. The Riemann Theta Function 

In this section we develop the basic properties of Riemann's theta function. 

VI. 1. 1. We fix an integer g 2 1. Let 6 9 denote the space of complex 
symmetric g x g matrices with positive definite imaginary part. Clearly, 
6 9 is a subset of the 1/2g(g + I)-dimensional manifold X of symmetric 
g x g matrices. To show that 6 9 is a manifold, it suffies to show that it is 
an open subset of X. But a real symmetric matrix is positive if and only if all 
its eigenvalues are positive. Thus if ro E 6 9 , 1m ro has positive eigenvalues. 
Since this also holds for all rEX sufficiently close to ro, 6 9 is an open 
subset of X . The space 6 9 is known as the Siegel upper half space of genus g. 
(Note that 6 1 is the upper half plane, V.) We define Riemann's theta func­
tion by 

8(z,r) = I exp 2ni(~tNrN + tNZ), 
NE Z9 

(1.1.1) 
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where Z E Cg (viewed as a column vector) and r E 6 g , and the sum extends 
over all integer vectors in 1[;9. To show that () converges absolutely and 
uniformly on compact subsets of 1[;9 x 6 g , we review some algebraic and 
analytic concepts. 

First of all, as we already observed, every (real) symmetric matrix has 
real eigenvalues. Next, every real symmetric positive definite matrix has 
positive eigenvalues. Furthermore, for a real symmetric matrix T, the 
smallest eigenvalue is given as the minimum of the quadratic form (here ( , ) 
is the usual inner product in [Rg) 

Q(x) = (Tx,x), X E [Rg, Ilxll = 1 

(we use 11'11 to denote the Euclidean norm). 
For r E 6 g, we let A(r) = minimum eigenvalue of 1m r. Then A(r) > 0, 

and if K is a compact subset of 6 g we also have 

min {A(r)} :::0-: Ao > 0, 
rEK 

because 
6 g x [Rg '3 (r,x) I-> ((1m r)x,x) E [R 

is a continuous function. 
To show convergence of () on compact subsets of C9 x 6 g , it suffices to 

show convergence in a region 

R = {(z,r) E cg x 6 g ; Ilzll ::; M and A(r):::o-: Ao > O}. 

We note that 

lexp 2ni(!'NrN + 'Nz)1 = exp Im( - n'NrN - 2n'Nz). 

Now by the characterization of minimum eigenvalues: 

Im( - nl NrN) = - n( (1m r)N,N) = - nilNI12 ({1m r) IIZII' IIZII) 

::; -nIINWA(r)::; -nIINI12AQ, 

and by the Cauchy-Schwarz inequality 

Im( -2n'Nz)::; 2nl'Nzl = 2nl(z,N)I::; 2nllzllllNll::; 2nMIINII. 

Thus an upper estimate for the absolute value of the general term of(1.1.1) is 

exp(-nIINI1 2),o + 2nMIINID = exp ( -nIINI12AQ(1 -II~~J} 
Now only finitely many terms N E 71. g satisfy the equation 

2M 1 
- - > -
IINllAo - 2 
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(because N is an integer vector). Thus for all but finitely many terms, the 
general term of (1.1.1) is bounded in absolute value by 

exp( - !-nAoIINI12), 
and our series is majorized by 

9 00 (1 ) 
= }]\ nj~ <X' exp -5. n)'onj , 

which converges since each factor converges (by the Cauchy root test, for 
example). 

We have shown that 8 is a holomorphic function on cg x 6 g . We shall 
be mostly interested in this function with fixed r E 6 g . In this case, we will 
abbreviate 8(z,r) by 8(z). 

Remark. The one variable theta function 

8(z,r) = n =~ 00 exp 2n{~n2r + nz 1 
already has a non-trivial theory. 

z E C, r E U, ( 1.1.2) 

VI.1.2. We now proceed to study the periodicity of the theta function. 
Let I 9 = I denote the 9 x 9 identity matrix. 

Proposition. Let tt , jl E 7L g. Then 

8(z + Itt ' + rtt,r) = exp 2ni[ -'ttZ - !-'ttrtt]8(z,r), 

for all Z E 1[9, all r E 6 g . 

PROOF. We start with the definition (1 .1.1) 

8(z + Itt' + rtt, r) 

I exp 2ni[~'NrN + 'N(z + Itt' + rtt)] 
NE Z. 2 

(1.2.1 ) 

= I exp 2ni[~'(N + tt)-r(N + tt) + '(N + tt)z - ~'ttrtt + ' N tt' - 'ttz] 
N ElL9 2 

(to obtain the above identity use the fact that 'r = r) 

= N~Z9 exp 2n{ -'ttZ - ~'ttrtt] exp 2niG'(N + tt)r(N + tt) + '(N + tt)Z] 

(because' N tt' E 7L ) 

= exp 2ni[ - 'ttZ - !-'ttrtt]8(z,r) 

(because (N + tt) is just as good a summation index as N). o 



VI.I. The Riemann Theta Function 

Corollary 1. Let eU) be the j-th column of I g' Then 

{}(z + e(j), r) = {}(z,r), all z E (;9, all r E 6 g . 

PROOF. Take Jl' = e(j), Jl = O. 
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(1.2.2) 

o 
Corollary 2. Let r (k) be the k-th column of r, and rkk the (k,k)-entry of r. Then 

{}(z + r(k),r) = exp 2n{ - Zk - r~kJ8(Z,r), all z E (;9, all r E 6 g , (1.2.3) 

where Zk is the k-th component of z. 

PROOF. Take 11' = 0, 11 = elk). o 
Remark. It is also easy to verify that {} is an even function of z. Thus in addi­
tion to our basic formula (1.2.1), we also have 

{)( - z,r) = {}(z,r), all z E (: g, all r E 6 g. (1.2.4) 

VI.1.3. Formula (1.2.1) suggests that we should regard the 2g vectors 
e(j), j = 1, .. . , g, r(j) , j = 1, . . . , g, as periods of {}(z,r). Of course, only the 
first 9 vectors are actually periods; however, if we consider the 9 x 2g 
matrix, Q = (1g,r), we can rewrite (1.2.1) as 

(1 .3.1 ) 

where A is the 9 x 2g matrix (0, - I g). If we now denote by e(k), k = I, .. . , 2g, 
the 2g columns of the 2g x 2g identity matrix we can rewrite (1.2.2) and 
(1.2.3) as 

8(z + Qe(k), r) = exp 2ni[I(Ae(k))z + Yk]{}(z,r), (1.3 .2) 

where Yk is the kth component of the vector Y in 1[2g defined by 
_il(O, ... ,0,r11"" ,rgg) . 

A holomorphic function, f, on (: g which satisfies the conditions 

k = 1, . .. , 2g, 

all z E (:g, with Q and A 9 x 2g matrices and Y E 1[2g, is called a multiplica­
tive fun ction of type (Q,A.,y). What we have seen here is that {}(z,r) is a 
multiplicative function of type (Q), y) on (:g with Q = (1;r:), ), = (0, - 1), 
y = - i l(O, ... ,O,r 110 ... ,rgg). Given Q , A, and y, we can ask whether there 
exist multiplicative functions of this type. We shall, however, not pursue 
this question any further. There is, of course, an intimate connection between 
these questions and function theory on complex tori (recall III. 1 I ) . 

VI. 1.4. More generally, we shall consider in place of e(z) the function 
obtained by taking a translate of z namely e(z + e) for some e E 1[9. It is 
clear that 

{}(z + e + elk)) = {}(z + e), (1.4.1) 
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and that 

8(z + e + elk)) = exp 2n{ -Zk - e k - ';kJ8(Z + e). ( 1.4.2) 

The connection between theta functions and the theory of multiply periodic 
functions on (:9 is seen rather clearly when one considers two distinct points, 
d and e E (:9, and sets 

O(z + e)8(z - e) J) 
8(z + d)8(z - d) = (z. (1.4.3) 

It is clear from (1.4.1) and (1.4.2) that J(z) in (l.4.3) is a periodic meromorphic 
function on (:9 with periods e(j), ,(j), j = 1, ... , g. 

Recall that the columns of the 9 x (2g) period matrix (I,,) are linearly 
independent over the reals so that every e E (:9 can be expressed as 
e = l(e'/2) + ,(e/2) where the number 2 appears in the denominator for 
technical reasons. Hence 

8(z + e) = 8(Z + I~ + ,~). 
This suggests that we should define a function on (:9 x ~ by 

We observe at once that 

8[~}z,r) = 8(z,,) 

and that, in general, 

8 [:,}z,,) = exp {2ni[t tw; + t tez + t tee']} 8 (z + 1 ~ + '~"). (1.4.4) 

VI.1.S. For our work, the most important case is when e, e' are integer 
vectors. In this case, 8G,] (z, ,) is called the first order theta Junction with 
integer characteristic [:']. 

Proposition. The first order theta function with integer characteristic G,] has 
the following properties: 

8[:,}z + elk), ,) = exp 2n{ ~ ] e[:,}z,T), (1.5.1) 

( 1.5.2) 

8[:,} - z,,) = exp 2n{~'] 8 [:,}z,,), (l.S.3) 
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and 

[ 13 + 2v ] ['ev'] [13] e 13' + 2v' (z;r) = exp 2ni 2 e 13' (z;r). (1.5.4) 

(H ere v and v' are integer vectors in Z9.) 

PROOF. Equations (1.5.1) and (1.5.2) follow from (1.2.1) by specialization. In 
other words, 

e(z + If.J: + rJ.l, r) 
= exp {2niU 'erG + 1- 'e(z + I J.l' + rJ.l) 

+ i '1313'] }o(z + 1% + r~ + IJ.l' + rJ.l, r) 
= exp{2ni[k 'ere + 1- 'e(z + IJ.l' + rJ.l) + i'ee']} 

X exp {2n{ - 'J.l(z + 1% + r~) - 1- 'J.lrJ.l J}ez(z + 1% + r~, r) 
= exp {2ni[ - 1- 'J.lrJ.l - 'J.lZ + -!-('J.l'e - 'J.le')]} e [:,}z,r). 

Equations (1.5.3) and (1.5.4) are derived in essentially the same manner as 
(1.2.1) and (1.2.4); the proofs are omitted. D 

The importance ofthe statements (1.5.3) and (1.5.4) is that we immediately 
have the following 

Corollary. Up to sign there are exactly 229 different first order theta functions 
with integer characteristics. Of these 29 - 1(29 + 1) are even functions, while 
29- 1(29 - 1) are odd. These 229 functions can be thought to correspond to the 
229 points of order 2 in U/(I,r>, where (I,r> means the group (lattice) of 
translations of 1[9 generated by the columns of (I, r). 

PROOF. The only part needing some comment is the number of even and 
odd functions. This is established by an easy induction argument. 0 

EXAMPLE. When g = 1 the three even functions are: e[8](z;r), e[?](:,r), and 
O[b](z,r). The odd function is O[:](z,r). When g = 2 the six odd functions are: 

O[~ ~}z,r), 0C ~}:,r), eC ~}z,r), 

e[~ ! }z,r), e[~ ! }:,r), e[~ ~ }z,r). 
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Remarks 

1. For the first order theta functions with integer characteristic, eG,](.::,T), 
the even ones are precisely those for which tee' == 0 (mod 2) and the odd 
ones those for which tee' == 1 (mod 2). 

2. We have seen in the proof of Proposition VI.1.5 that 

e[;,J(z,r) = exp 2n{~ ~ r ~ + ~ z + ~ ~Je(z + I ~ + T~, T). 
In particular, if 8[:,](z;r) is an odd function, we have 0 = e[:.](O,T) = 

exp 2ni[!-('e/2)r(e/2) + ('e/2)(e'/2)]8(1(e'/2) + T(e/2), r). The points /(e'/2) + 
T(e/2) are points of order 2 in CY/<I,r) and will be called even or odd 
depending on whether 8[~'](Z,T) is an even or odd function. Hence we 
immediately see that the Riemann theta function e(Z,T) = 8[8](Z,T) always 
vanishes at the odd points of order two or at what we shall call odd 
half-periods. 

3. There is an additional property of first-order theta functions which we 
shall not need till Chapter VII. We leave the proof as an exercise for the 
reader. 

For /1, /1' integer vectors in fRY, 

e[:,J(z + /~' + T~'T) 

= exp {2ni[ -i '/1T/1 - i '/1(e' + /1') - t '/1z] } 8 C~ : :,}z, T). 

VI.2. The Theta Functions Associated with 
a Riemann Surface 

In the preceding section we have defined and derived some of the basic 
properties of first order theta functions with characteristics. In this section 
we show how to associate with a compact Riemann surface a collection 
of first order theta functions and study the behavior of these functions as 
multivalued "functions" on the Riemann surface. The basic result of this 
section is the following: A first order theta function either vanishes identi­
cally on the Riemann surface or else has precisely g zeros (g = genus of the 
surface). In the latter case, we can evaluate the zero divisor of the theta 
function (more precisely, we can determine the image of the divisor in the 
Jacobian variety of the surface). 

VI.2.1. Let M be a compact Riemann surface of genus g:2': 1. Let '{a,b} = 

{al> ... ,ay,bl> .. . ,by} be a canonical homology basis on M, and let 
'g 1> ..• ,(g} = ( be a basis for yt'l(M) dual to the canonical homology 
basis (recall III.6.l). 
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We thus obtain a 9 x 2g matrix (I,II) with eU) = Sa j (, nU) = Sb j (, where 
as usual eU) and n(j) are the jth columns of the matrices I and II respectively. 

We have already seen that the matrix II is a complex symmetric matrix 
with positive definite imaginary part. It follows therefore, from VI.1.1 , that 
we can define first order theta functions with characteristics using the matrix 
n. We therefore obtain, as in Vl.1 .S, 22g theta functions e[~.](z, ll). 

VI.2.2. There are, of course, many ways to choose a canonical homology 
basis on M. If {a'l' . .. ,a~ ,b'l' . . . ,b~ } = I{a',b' } is another canonical homol-
ogy basis, and Ig 'I ' . . . ,(~} = (' is the basis for JfI(M) dual to this new basis, 
we obtain a new 9 x 2g matrix (I,ll '), and can define first order theta func­
tions with characteristics using the matrix ll'. We have seen in Chapter V 
that 

with [~ ~] E Sp(g,Z). Thus using obvious vector notation 

a' = Aa + Bb, 

L, (= La+Bb ( = A + Bll, 
and hence 

and 

ll' = r ( ' = r (A + Bll) - I( = (C + Dll)(A + BIT)- I . 
Jb' J Ca + Db 

Thus II and ll ' are related by an element of the symplectic modular group 
of degree g. The relation among the corresponding theta functions involves 
then the study of modular forms for the symplectic modular group (which 
will not be pursued here). 

VI.2.3. We shall for the remainder of this chapter assume that the 
Riemann surface M has on it a fixed canonical homology basis I{a,b} = 
{ai ' ... ,ag,bl , . • . ,bg}, and we will study the theta functions associated with 
M and I{a,b} as functions on M. We do this by recalling that we have intro­
duced in III.6 a map cp:M -> J(M) = I[9jL(M), where L(M) is the lattice 
(over Z) generated by the 2g columns of the matrix (I,ll). Recall that cp was 
defined by choosing a point Po EM and setting cp(P) = f~o (, where ( = 
1«( 1" . . ,(g) is the basis of JfI(M) dual to I{a,b}. We now consider e 0 cp and 
in this way view e or e[~ .J , where [n is an integer characteristic, as a func­
tion on M. The reader is, of course, aware that e 0 cp is not single valued on 
M, since cp is not single valued (as a function into 1[9) on M, but depends on 
the path of integration. We have seen (Proposition 111.6.1) that the map cp 
is well defined into J(M), and therefore the function e c cp has a very simple 
multiplicative behavior. The behavior of this function is not quite as simple 
as the behavior of the functions considered in 111.9, since here the multiplier 
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X acquired by continuation over a cycle depends on the variable z as well as 
the cycle. At any rate, it is immediate from Proposition Vl.l.5, that con­
tinuation of eG] 0 <P along the closed curve a, (respectively, b,) beginning at 
a point P E M, mUltiplies it by 

x(a/) = exp 2ni[£,/2], 

X(b,) = exp 2ni[ - £;/2 - nll /2 - <PI(P)], 

(2.3.1) 

(2.3.2) 

or we may say more simply that analytic continuation of e[~ . ] 0 <P over the 
curve a, (respectively, b,) beginning at P carries e[~.] 0 <P into 

exp 2ni[ £,/2]e[:.] 0 <P 

(respectively, exp 2ni[ -£;/2 - nu/2 - <P1(p)]e[:.] 0 <p), where <P, is the Ith 
component of the map <po It therefore follows that eG·] 0 <P is a holomorphic 
multiplicative function on M with multipliers given by (2.3.l) and (2.3.2). 

VI.2.4. We now wish to study the zeros of e[~.] 0 <p on M. We observe 
that even though eG·](z,fl) is not a single valued function on J(M) = 
C9/L(M), the set of zeros of e[:.](z,fl) is a well defined set on J(M) (Prop­
osition VI. 1.5). The set of zeros of e[~](z,r), for any symmetric r with 
1m r > 0, is an analytic set in C9 of codimension one and in particular for 
r = n, the zeros of e[~,](z,n) form an analytic set of codimension one in 
J(M). The map <p, by Proposition III.6.1, is a holomorphic mapping of 
maximal rank of Minto J(M). The study of the zeros of e[~.] 0 <P on M is 
thus the study of the intersection of the image of M in J(M) under <P and 
the analytic set consisting of the zeros of e[~.](z,n). Since M is compact 
there are only two possibilities. Either eG.] 0 <P vanishes identically on M 
or else eG·] 0 <P has only a finite number of zeros on M. Neglecting for the 
moment the former possibility, can we determine how many zeros does 
e[n 0 <P have on M? 

It involves no loss of generality to assume that no zero of e[~,] 0 <P lies 
on any curve chosen as a representative for the canonical homology basis. 
In order to count the number of zeros, we need to evaluate 

2~i fo.4( d log eG·] 0 cp, 

where A is the polygon associated with M whose boundary consists of 
representatives for the canonical homology basis (bA = OJ= 1 ajbjaj-lbj- 1). 
In order to further simplify notation we shall denote eG·] 0 <p by f . 

We now compute 

2~i J:.4( j = 2~i JI Lk + h+ak1+bk 1 j 
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where J - denotes the value of f on the cycle ai: I or bi: I. It follows imme­
diately from (2.3.1) and (2.3.2) that if P is a point on ak 

f - .[-8;' rrkk )]f( ) (P) = exp 2m -2- - 2 - CPk(P P, 

while if P is a point on bb 

f(P) = exp 2rr{ ~] f-(P). 

Thus for P a point of bb (dflf - df-If - )(P) = 0, while for P a point of ak, 
(dflf - df - If-)(P) = 2rricp;'(P). It therefore follows that (1 /2rri) f/jA((dflf) = 
(1 /2rri) If=1 fak 2rricp;'(z)dz = g. We are here exploiting the fact that CPk(z)d: 
is the kth element of the basis of JfI(M) dual to the homology basis 
{a l , ... ,ag,b l , • . . ,bg}. At any rate, we have shown that if eG.] 0 cP is not 
identically zero it has precisely g zeros on M (counting multiplicities). 

The next natural question which arises in regard to the zeros is : can we 
find the divisor of zeros? What we shall do is find the image :?t of the divisor 
of zeros of e[~.J 0 cP under the induced map on integral divisors of degree y. 
cp:Mg --+ J(M). To this end we consider (1 /2ni) f/jA( cp(dflf), where cP is the 
column vector '(cpl> . . . ,CPg) and f = eG·] 0 cpo We immediately find that 

:?t = ~ i cP df = ~ 9 f cP df 
2m /jA( f 2mk~IJak+bk+akl + bk l f 

1 9 [ (df - df - ) (df - df - )] 
= 2rri JI L cP 7 - cP f - + fbk cP 7 -cP .r . 

where cP - plays the same role for cP as f - served for f. We once again use 
the relation between f- and f and the fact that for P a point on ak , cP - = 

cP + rrtk ), while for P a point on bk, cP = cP - + elk). Thus 

1 9 [ df ] = -2 . L f - rr(k) -f + 2rrin(k)cpk(Z) dz + 2rriCPCPk(z) dz 
m k = I Jak 

+_l_± f e(k)df - . 
2rri k =I Jbk f -

We now need to evaluate integrals of the form J..(dflf) and k(dflf) . 
Since dflf = d log f, the integral in question is simply log f(P I) - log f(P 2), 
where PI = P 2 are the initial and terminal points of the cycle ak (or bd. 
(The difference is not zero, since we must use different "branches" of f .) We 
now once again use (2.3.1) and (2.3.2) to obtain for PI and Pz initial and 
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terminal points of ak> f(P 2) = exp [2ni(ek/2)] f(P d, and for P I and P 2 initial 
and terminal points of bk, f(P 2) = exp 2ni[ - (e~/2) - (nkk /2) - CPk(P 1)]f(P I)' 
This shows that 

:!l' = 2~i JI [ -n(k)(2ni ~k + 2nink ) + n(k)2ni + 2ni Lk CPCP~(Z)dzJ 

+ 4~i JI e(kf 2n{ - ~~ - ~k - CPk) + 2nimk} 

where mk and nk are integers. It therefore follows that 

:!l' _ _ 1 r df 
- 2ni J ~.A/ cP f 

or finally 
£ £' 

::t = - fl- - 1- + fln + 1m - X-
2 2 ' 

where 

,%' = - ktl [lk <fJ<fJk dz - elk) (n~k + <fJk(P1») J. (2.4.1 ) 

Remark and Definition. The vector X- depends, of course, on the choice of 
the canonical homology basis and the choice of the base point Po of the 
map cpo (There is an illusory dependence on the base point PI of n 1 (M) 
which can be dispensed with by choosing PI = Po in the above.) The vector 
,%' is known as the vector of Riemann constants. It will be denoted by X-po ' 

when its dependence on the base point is to be emphasized. 
Let us consider as an example, the case g = 1 and e = 0 = e', We 

represent the surface M as the complex plane factored by the lattice 
generated by 1 and r, where r is a complex number with positive imaginary 
part. (In this case, of course, M = J (M).) Direct calculations yield 

This once again shows that 8(·, r) vanishes at the unique odd half-period 
and nowhere else. 

We have proved the following 

Theorem. Let M be a compact Riemann surface of genus g :2: 1 with canonical 
homology basis t{ a,b} . Let 8[~.J(z,I1) be the first order theta function associated 
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with (M/{a,b}) and let qJ be the Abel- Jacobi map M -d(M). Then 0[:.] 0 qJ 
is either identically zero as a function on M or else has precisely 9 zeros on 
M. In this case let PI'" Pg be the divisor of zeros. We then have qJ(PI '" Pg ) = 
-Ila/2 - Ie'/2 + Iln + 1m - %, where nand m are integer vectors and % 
is a vector which depends on the canonical homology basis t{a,b}, and the base 
point of the map qJ: M -+ J(M). In particular, since Iln + 1m is the zero point 
of J(M), we have qJ(PI ... Pg ) + % = - Ila/2 - Ie'/2. 

Remark. Consider the "function" on M 

PI--> O(qJ(P) - e), 

with e E ICg. If this "function" does not vanish identically on M, it has 9 
zeros PI ' . .. , Pg . The theorem asserts that 

qJ(PI ... Pg ) + % = e 

(where in the last equation we understand by e not the point in 1[:9, but its 
projection in ICg/L(M)). Our remark is valid because in the proof of the 
theorem a and a' were arbitrary points in [R9 (we never used the fact that the 
characteristics were integral). 

VI.2.S. We wish next to characterize the zero set of 0[:. ] (z,Il) as a subset 
of J(M). In view of (1.4.4) it suffices to consider only the functions of the 
form 

Z I--> O(z - e), 

with fixed e E 1C9. It is now convenient to review some concepts that we 
studied in IIUL Recall that for every integer n 2': 1, M n denotes the integral 
divisors of degree n on M (or equivalently the n-fold symmetric product of 
M). Using the mapping qJ: Mn -+ J(M), we can view 0 as a locally defined 
holomorphic function on M n' Also, Wn denotes the image in J(M) of M n 

under the mapping qJ. Recall that for DE M,. (Proposition 1I1.1 1.1 l(a) ), 
the Jacobian of the mapping qJ has rank n + 1 - r(D - I ), which by Riemann­
Roch equals 9 - i(D) . Taking n = 9 and a non-special divisor DE M g, we 
conclude that 

qJ: M9 -+ J(M) 

is a local homeomorphism at D. Thus since 0 "¥= 0, 0 does not vanish iden­
tically on any open subset of Mg. 

VI.3. The Theta Divisor 

In this section we begin a study of the divisor of zeros of the theta function, 
culminating in the Riemann vanishing theorem (Theorem VI.3.5), which 
prescribes in a rather detailed manner the zero set of the O-function on 1C9. 
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We also obtain necessary and sufficient conditions for the 8-function to 
vanish identically on the Riemann surface (Theorem VI.3.3) and as a by­
product, an alternate proof of the Jacobi inversion theorem. 

In the previous section we saw that the "function" on M, 

P f-> 8(cp(P) - e), 

if not identically zero, has g zeros on PI' . .. , Pg and that e = cp(PI ... Pg) + 
K. If in place of the above function we consider for any integer a, a closely 
related function, 

P f-> 8(lXcp(P) - e), 

we would find that this "function", if not identically zero on M, has a2g 
zeros, PI' . .. , P.2g and that 

:xe = cp(PI ... P.2g) + :x2 X. 

VJ.3.1. Theorem. Let e E eg. Then 8(e) = 0 if and only if e E ~_I + X, 
where X is the vector of constants of Theorem VI.2.4. 

PROOF. We first show that if e E ~-1 + X, then 8(e) = O. To this end, 
choose a point' = PI ... Pg in Mg with Pk =1= ~ for k =1= j such that i(O = o. 
If (' is any other point in Mg sufficiently close to " then since i(O = 

i(PI . .. Pg ) = g - rank('k(~))' if"~) = 0 as well. Set e = <p(0 + X and con­
sider t/I(P) = 8(cp(P) - e) as a function of P E M. 

There are now two possibilities to consider. Either t/I is identically zero 
or not. In the former case, we have for each k = 1, ... , g, 

8(cp(Pk ) - (CP(PI ... Pq ) + X» = 8( - cp(PI ... Pk ••• Pg) - X) 

= 8(cp(PI ... Pk ... Pg) + X) = 0 

(where we have used symbol PI ... Pk . • • Pg to mean Pk does not appear in 
the divisor) because (by (1.2.4» 8 is an even function. In the latter case, 
we have from Theorem VI.2.4 that t/I has precisely g zeros on M, say, 
Q 1> ... , Qg, and that cp( Q I .. . Qg) + X = e. Since , = PI ... Pg was chosen 
so that i(PI ... Pq ) = 0, it follows from the Riemann-Roch theorem and 
Abel's theorem that Ql ... Qg = PI . .. Pg. Therefore, even in this case we 
have 8(cp(PI ... Pk .,. Pq ) + X) = 0 for each k = 1, ... , g. The remark at 
the beginning of this proof showed that the divisors ( of the form under 
consideration, (= PI ... Pg , with ~ =1= Pk for j =1= k and i(O = 0, form a 
dense subset of Mg. Thus divisors of the form PI ... Pk ..• Pg form a dense 
subset of My - I' Hence 8 vanishes identically on ~-1 + X. 

Conversely, suppose 8(e) = O. Let s be the least integer such that 
8(l¥. - 1 - l¥. - I - e) == 0 but 8(VY, - l¥. - e) -:f:. O. Here l¥,. - l¥,. has the 
obvious meaning (e E l¥,. - l¥,. ¢> e = f - h with f , h E l¥,.). Our remarks 
at the end of VI.2.S immediately give 1 :$; S :$; g. The hypothesis we have 
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thus far made assures us of the existence of two points in M .. say ( = PI' .. Ps ' 

w = QI ... Qs such that 8(cp(PI ... Ps) - CP(QI ... Qs) - e)"# O. We can 
assume without loss of generality that Pk "# Pj for k "# j, Qk "# Qj for k "# j, 
and Pk "# Qj for all k,j. 

Consider now the function P ~ 8(cp(P) + cp(P 2 ... Ps) -- cp(Q I . . . Q.) - e). 
This function does not vanish identically as a function on M, since P = PI 
is not a zero. On the other hand, it is immediately clear that P = Qj' 
j = 1, ... , s, is a zero of this function. It therefore follows from Theorem 
V1.2.4 that for some T I ... T g-s EM g-s 

cp(Q] . . . Qs) - cp(P2 •.. P.) + e = CP(QI . . . QJ] ... ~-s) + X (3.1.1) 

or that 

(3.1.2) 

which is obviously a point of Wg - l + x. (Note that the above arguments 
work also for s = 1.) D 

VI.3.2. We now observe that we can really prove a bit more than we have 
claimed in VI.3.l. The points' = PI ... Ps and w = QI ... Qs utilized in 
the above proof, were fairly arbitrary in the sense that any other points 
(', w' E Ms which are sufficiently close to , and w would have worked as 
well. We also found that e = cp(TI ... T 9 - sP2 '" P.) E M g - l has at least 
s - 1 "arbitrary" points P2, . .. , Ps in it. Let D' = P~ ... P~ be arbitrary but 
close to P2 ... Ps ' The argument of VI.3.! shows 

e = CP(TI . .. 'Fg-sP2 ... P.) + X 

= cp(T{ ... T;-sP~ ... P;) + X. 

Thus Tl ' " ~-sP2 . . . Ps ~ T{ .. . T;-sP~ ... P; by Abel's theorem. Lemma 
II1.8.15 now implies that r(I/T1 .•. 'Fg-sP2 ... Ps) :::;:: s and thus (by Riemann-
Roch) that i(TI ... ~-,P2 ... P.) :::;:: s. 

On the other hand, suppose that e = cp(L1) + X with ,1 E M g _ 1 and 
i(L1) = s. Then ,1 has precisely s - 1 "arbitrary" points. Any point X of 
W, - l - W, - I - e is of the form cp(PI .. . Ps- l ) - CP(QI . . . Qs-I) - e, with 
e = cp(L1) + K = cp(Pl ... Ps - 1 b) + X and 15 E Mg - s • Therefore, we have 

X = cp(PI ... Ps-d - cp(Qt ... Qs- t) - cp(Pt ... P,- lb) - X 

= -CP(QI ... Qs-I b) - X; 

and X E -(Wg - t + x); and 8(X) = O. 
We can therefore now strengthen slightly Theorem VI.3.1 to the following 

Theorem. For e E ICY, O(e) = 0 if and only if e E ~-l + X . If e E Wg _ 1 + X, 
and e = cp(O + X with (E Mg- t and i(O = s (:::;:: 1), then O(W,-t - w,-t - e) == 
O. Conversely, if s is the least integer such that O(W,- t -- W,- l - e) == 0 but 
O(W, - W, - e) ¢ 0, then e = cp(O + X with ( E Mg - l and i(O = s. 
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PROOF. All but the last remark is contained in the discussion preceding the 
statement of the theorem. In the discussion we only showed i(() ~ s ; however, 
the statement i(() = s is an immediate consequence of the one preceding it. 
If i(() > s, we would have O( W. - W, - e) == 0 contrary to the hypothesis . D 

VI.3.3. In the above analysis we have several times encountered the multi­
valued holomorphic function on M 

'" : P f-> O(cup(P) - e) 

with fixed IX E 71. and fixed e E J(M). (Recall that this function depends on a 
choice of base point for qJ.) We have observed that either '" vanishes 
identically or else has precisely IX2g zeros. When does each of these 
possibilities occur? The answer is given by the following: 

Theorem. Let Po be the base point of the map qJ. Then", vanishes identically 
on M if and only if e = qJPo(QI . .. Qg- d + %po and i(PoQI ... Qg- d > O. In 
particular, for IX = I we have that e = qJpo(D) + %po with DE Mg, then", is 
not identically zero if and only if i(D) = 0 and D is the divisor of zeros of 

"'. 
PROOF. If '" vanishes identically (so that, in particular, O(e) = 0), then for 
each point P E M, we have 

qJpo(pa) - r/JPo(Ql ... Q9-l) - %Po = -qJpo(R I . . . R9- 1 ) - %Po 

or that 

qJpo(paR I . .. Rg_1 ) = qJPo(POQI ... Qg - d· 

As a consequence of Abel's theorem, we find that for each P EM there is a 
meromorphic function in the vector space L(l jPOQl ... Q9- l) which has 
a zero of order at least IX at P. This implies, as a consequence of the 
Riemann- Roch theorem, that i(PoQI ... Qg-d > O. 

Conversely, if i(PoQI ... Qg - d > 0, then by the Riemann- Roch theorem 
r(l jPoQI .. . Qg- d ~ IX + I so that there is a function in the space that 
vanishes to order at least IX at any point P E M. Therefore, 

O(qJpo(pa - qJPo(POQI ... Qg- d - %PO> = O(qJpo(pa - qJpo(paR I ... Rg- d - %p) 

= O( -qJpo(R I .. . Rg_1 ) - %po) = O. 
D 

As a consequence of the above theorem we can immediately conclude the 
following 

Corollary. If IX ~ g, then for no base point Po can'" vanish identically on M. 

PROOF. Identical vanishing would give by the theorem that i(PoQ I ... Qg_I) > 
o which is clearly impossible. D 
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Remark. Another immediate consequence of the theorem is that if 

e = CPPo(Q1 ... Qg - I) + %po 

and i(QI ... Qg - d = 1, then there are only finitely many points Po for which 
we have identical vanishing of 1/1. Furthermore, if i(QI . .. Qg_I) > 1, then for 
every point Po we have identical vanishing of 1/1 for IX = 1. As a matter of 
fact, for IX = 1, we can strengthen the above result. For the convenience of 
the reader, the next theorem is established without reference to the previous 
theorem. 

Theorem. Assume IX = 1. 

a. If e E J(M) and 1/1 == 0, then e = cp(D) + % for some DE Mg with i(D) = 
s ;?: !, and s is the least integer such that 

8(W.+1 - W. - e) =1= o. 
b. If e = cp(D) + %, D E M g, then 1/1 =1= 0 if and only if i(D) = 0 and D is the 

divisor of zeros of 1/1. In particular, 1/1 == 0 if and only if i(D) > O. 

PROOF. Let s be the least integer such that 8(W.+ I - W. - e) =1= O. Then 
o ~ s ~ 9 - 1. Choose PI" " Ps + b QI,"" Qs such that 

8(cp(PI . .. Ps+ I) - CP(QI .. . Qs) - e) i= O. 

Consider the function 

P 1-+ 8(cp(P) + cp(P2 ' " Ps+ I) - CP(QI .. , Qs) - e) 

which does not vanish identically (it is non-zero at PI)' It then has (by the 
minimality of s) g zeros 

QI"'" Qs' T I,· · ·, T g- s· 

Thus, again by Theorem VI.2.4, we conclude that 

CP(QI'" QsTI'" I'y-sl + % = CP(QI'" Qs) - cp(P2 '" Ps+l) + e; 

or that 
e = cp(TI ... I'y-sP2 ... Ps+I ) + % E ~ + ,1{'. 

As before, the divisor D = T 1 ' " T g - sP2 '" PS + I has s free points. Thus 
r(D-l) ~ s + 1 and (by Riemann-Roch) i(D);?: s. We have established part 
(a), since 1/1 == 0 implies s ;?: 1. 

To establish part (b), note that by (a) if i(D) = 0, then 1/1/= O. Conversely, 
suppose i(D) > 0 and 1/1 ¢ O. Choose Q E M such that I/I(Q) i= O. Lemma 
III.8.1S, implies that there exists a D' E M g- 1 such that cp(D) = cp(QD'). We 
now use Theorem VI.3.! to conclude that 

I/I(Q) = 8(cp(Q) - e) = 8(q>(D) - cp(D') - e) 

= 8( - rp(D') - %) = 8(q>(D') + %) = O. 

This contradiction shows that 1/1 == O. 
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To conclude the proof of part (b) we must verify that whenever e = 

cp(D) + %, D E Mg , and i(D) = 0, then D is indeed the divisor of zeros of !/I. 
Let D' be the divisor of zeros of !/I, then cp(D) = cp(D'). Since i(D) = 0, this 
implies that D = D'. 0 

VI.3.4. As a consequence of Theorems V1.3.1 and VI.3.3, we obtain an 
alternate proof of the Jacobi inversion 

Theorem. Given a E J(M), there exists a DE Mg such that cp(D) = a. 

PROOF. View a as a point in eg • Let e = a + %. Consider the function 
P 1--+ 8( cp(P) - e). If this function does not vanish identically, it has as its 
zero set a divisor D E Mg with cp(D) + % = e = a + %, by Theorem VI.2.4. 
If the function does vanish identically, then the last equation follows from 
Theorem VI.3.3. 0 

VI.3.S. Lemma. The condition 8(1¥,. - I¥,. - e) == 0 implies that all partial 
derivatives of 8 of order ::::; r vanish at e. 

PROOF. Since the lemma clearly holds for r = 0, we take r> O. We have 
8(CP(Pl ... Prj - CP(QI ... Qr) - e) = 0 for all D = PI . . . Pr EM" all D' = 

QI . .. Qr E Mr· Thus 

8(cp(P) + cp(P2 ..• Prj - CP(QI ... Qr) - e) 

vanishes identically on M as a function of P. If we now expand this function 
in a Taylor series about the point QI and set P = Qb we find the coefficient 
of a local coordinate at QI to be 

9 

L (o8/oz)(cp(Pz ... Prj - cp(Qz ... Qr) - e)UQI), 
j= I 

which must vanish. Moreover, since QI on M is arbitrary, we find that 
(o8/oz)(cp(P2 · .. Prj - CP(Q2 ... Qr) - e) = 0 (by the linear independence of 
the Us for j = 1, ... , g), and this holds for all points P 2 ... P" Q2 ... Qr E 
M r - 1. We conclude that (o8/0Z)(1¥,._1 - I¥,. - l - e) == 0, for j = 1, ... , g. 
We now simply repeat the argument for each of these functions and continue 
until we find all partial derivatives of e of order ::::; r vanish at - e, and 
therefore also at e. 0 

This lemma together with Theorem VI.3.2 gives us a substantial portion 
of Riemann's theorem. We have seen that any zero, e, of 8 is of the form 
e = cp(O + % with (E Mg _ I . Furthermore, we have seen that if i(O = s, 
then eo¥.- I - W.-I - e) == 0, and therefore all partial derivatives of e of 
order less than s vanish at e. We can thus say that in this case 8 vanishes to 
order at least s at e. The Riemann vanishing theorem asserts that s is the 
precise order of vanishing at e; that is, at least one partial derivative of order 
s does not vanish at e. 
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We now return to the hypothesis of the last part of Theorem VI.3.2 
and observe that this hypothesis allows us to conclude the existence of three 
distinct points (, w, rEM., with the additional property that the points in 
these divisors are all distinct, and 

8(qJ(O - qJ(w) - e) "# 0, 

8(qJ(O - qJ(r) - e) "# 0, 

8(qJ(w) - qJ(r) - e) "# 0. 

(3.5.1 ) 

(3.5.2) 

(3.5.3) 

Equation (3.5.1) is a consequence of the hypothesis 8(l¥. - l¥. - e) 1= 0, 
while (3.5.2) follows by continuity from (3.5.1) for all r near w. Finally, if 
for all r ' near w, 8(qJ(w) - qJ(r' ) - e) = 0, then by varying W we would 
conclude once again that 8(l¥. - l¥. - e) = 0, contrary to hypothesis. 

Consider now 
8(qJ(P 1 ••• P.) - qJ(w) - e) 

8(qJ(P1 .• . Ps ) - qJ(r) - e) 

as a function on Ms in a neighborhood of ( . By (3.5.1) and (3.5.2) this function 
is not identically zero on M s ' since neither numerator nor denominator 
vanish at (. We would rather view this for the moment as a function on M, 
and in order to do so we consider 

j:PI---> 8(qJ(P) + qJ(P2 " , Ps) - qJ(w) - e), 
8(qJ(P) + qJ(P 2 •.. Ps) - qJ(r) - e) 

and observe that as a function of P on M it is also not identically zero. 
The same arguments which were used in VI.3.1 give that the divisor of 

zeros of the numerator is wy with y E M g _ ., and the divisor of zeros of the 
denominator is rb. Furthermore, Theorem V1.2.4 when applied to numerator 
and denominator separately gives 

e = qJ(P2 . . . P.) + qJ(y) + :it = qJ(P2 ... P.) + qJ(b) + :it; 

from which we conclude qJ(Y) = qJ(b). 
We now claim Y = b. If y "# b then Abel's theorem gives us the existence 

of a non-constant function in L(y- l). The Riemann- Roch theorem gives 
r(y- l) = 9 - s - 9 + 1 + i(y) = i(y) + 1 - s . Now r(y- l) ~ 2 yields iCy) ~ 
s + 1; which then yields i(wy) ~ 1 (since i(wy) ~ iCy) - deg w). We will obtain 
a contradiction by showing that i(wy) > ° implies 8(qJ(P) + qJ(P 2 ... Ps) -

qJ(w) - e) = Oasa function of Pon M. We conclude from Theorem Vl.2.4that 
e + qJ(w) - qJ(P2 ... Ps ) = qJ(wy) + :it so that we may rewrite our function as 

PI--->8(qJ(P) - (qJ(wy) + :it)). 

By Theorem VI.3.3(b), this function vanishes identically, showing that 
y = b. Therefore, the function j viewed as a (multiplicative) function on M 
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vanishes at the points of wand has poles at the points of r (and is holomorphic 
and non-zero elsewhere). 

It is now necessary to analyze the multiplicative behavior of the function I 
on M. It follows immediately from (1.4.1) and (1.4.2) that continuation of this 
function over ak leads back to the original function while continuation over 
the cycle bk beginning at P leads to exp 2ni[<Pk(w) - <Pk(r)J/(P), where <Pk is 
the kth component of <p. 

Recall now the normalized differentials of third kind r PQ with simple 
poles at P and Q with residue + 1 at P and - 1 at Q. We found (III(3.6.3» that 

2~i fbk rpQ = <Pk(P) - <Pk(Q)· 

Let us now consider the function 

where w = RI . .. R., r = T • . . . Ts' It is clear that g(P) and I(P) have the 
same zeros and poles and the same multiplicative behavior. Hence it follows 
immediately that I(P) = cg(P), with c a constant which may depend on 
P 2 .. . P., since both I(P) and g(P) depend on P 2 .. . Ps . If we write P = p., 
however, we observe that both I and g are symmetric in PI ' ... , Ps ; which 
implies that c is independent of the points Pk and thus is an absolute constant. 
We therefore have 

8(<p(P 1 ... Ps) - <pew) - e) 

= c8(<p(PI . . . Ps) - <per) - e) }]. exp[f~k JI rRjTj ]. (3 .5.4) 

We now differentiate (3.5.4) with respect to a local coordinate z at p. and 
set PI = RI to obtain 

9 (}8 
j~1 OZj (<P(P2 .. . Ps) - <P(R2 . .. Rs) - e)C(RI) 

= { E(R I ) JI :~ (<p(R I P2 •• . Ps) - <per) - e)C(R.) 

+ ()(<p(R IP 2 '" Ps) - <per) - e)dE(R I)} 

(3.5.5) 

where E = llL I exp(S~~ 2:1= I rRjT). Since RI is a simple zero of E we have 
E(R.) = 0 but dE(R.) ¥ 0, where we easily compute the derivative 



VI.3. The Theta Divisor 317 

by properly choosing the local coordinate z at Rl with respect to which we 
differentiate. 

We now continue the process by differentiating (3.5.5) with respect to a 
local coordinate at P2 and set P2 = R2 to obtain 

(3.5.6) 

We have used once again that R2 is a simple zero of E, and therefore 
(dE(R 1))(R 2 ) i" O. 

We continue this process arriving finally at the sth stage and obtain 

= c(J(cp(w) - cp(T) - e)(dSE(R 1 , • .. ,Rs)). (3.5.7) 

It follows from (3.5.3) that the right side of (3.5.7) does not vanish. Hence 
the same is true for the left side and therefore it is surely not the case that all 
sth order partial derivatives of 8 vanish at - e (and therefore also at e). 

Theorem (Riemann). Let s be the least integer such that 8(1t~_1 - W.-l - e) == 
o but 8(lt;. - W. - e) ¥= O. Then e = cp(O + X with' E M g - 1 and i(O = s. 
Furthermore, all partial derivatives of () of order less than s vanish at e while 
at least one partial of order s does not vanish at e. Conversely, if e is a point 
such that all partials of order less than s vanish at e but one partial of order 
s does not vanish at e then we have e = cp(O + X with' E M g - 1 and i(O = s. 

PROOF. The first claim in the theorem is precisely the last statement of 
Theorem VI.3.2. The Lemma then gives that all partial derivatives of order 
less than s vanish at e. The statement that at least one partial of order s 
does not vanish at e is precisely the remark following (3 .5.7). We now turn 
to the second (converse) part of the theorem. 

We assume that all partials of () of order less than s ;:::: 1 vanish at e. 
Hence by Theorem VI.3.1 we have e = cp(O + X with ,; E M g - 1 , and the 
only question is: What is i(O equal to? First, i(O cannot be less than s. If it 
were, then by the first part of the theorem it could not be the case that all 
partial derivatives of order less than s vanish at e. Similarly i(O cannot be 
greater than s. If it were, then by the first part of the theorem it would not 
be the case that there is a non-vanishing partial derivative of order s. Hence 
we conclude that i(O = s. 

VI.3.6. We have been making reference to the vector X of Riemann 
constants since Theorem VI.2.4. In this section, we give a new characteriza-
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tion of X that partly explains its significance. Up to this point X has been 
defined simply by (2.4.1). We show here that the vector -2x is the image 
of the divisor of a meromorphic differential under (the extension to divisors 
of the map) <po 

We have already seen that the divisor of a meromorphic differential on 
a compact surface of genus 9 has degree 2g - 2. Hence we now prove the 
following 

Theorem. Let ,1 be a divisor of degree 2g - 2 on a compact Riemann surface, 
M, of genus 9 ~ 1. Then ,1 is the divisor of a meromorphic differential on M 
if and only if <p(L1) = - 2x. 

PROOF. We first show that -2x is indeed the image of the divisor class of 
meromorphic differentials. It suffices to show, of course, that - 2x is the 
image of the divisor of a holomorphic differential. To this end let ( be an 
arbitrary integral divisor of degree 9 - 1. It therefore follows from Theorem 
VI.3.2 that e = <p(O + X is a zero of the theta function. Since the theta 
function is even, - e is also a zero and (again by Theorem VI.3.2) - e = 
<p(w) + X, with w an integral divisor of degree 9 - 1 on M. It therefore 
follows that <p«(w) = - 2x. 

We now need show that (w is the divisor of a holomorphic differential on 
M. We need only note that the divisor (w has 9 - I "arbitrary" points. It 
therefore follows (by Lemma III.S.IS as in VI.3.2) that r(l /(w) ~ g; which 
by the Riemann- Roch theorem implies i«(w) ~ 1, and therefore i«(w) = 1. 
Hence (w is the divisor of a holomorphic differential. 

Conversely, suppose ,1 is a divisor of degree 2g - 2 on M such that 
<p(L1) = - 2x. It follows by Abel's theorem that there is a function f on M 
with divisor L1/(a), where a is a holomorphic differential on M and (a) 
denotes the divisor of a. Thus fa is a differential on M with divisor (fa) = ,1 . 

o 
In the next chapter we will often make use of the following 

Corollary. The vector X of Riemann constants is a point of order 2 in J(M) 
if and only if p~g-2 is canonical, where Po is the base point of the map 
<p: M --+ J(M). 

PROOF. The point X is of order 2 if and only if -2x = 0 = <p(pJg-2). Now 
use the theorem. D 

VI.3.7. In the previous section we have identified the zero set of the 
8-function as J.¥g - l + X where both J.¥g - l (recall the definitions in Chapter 
III) and X depend on the base point Po . It is clear that the zero set of the 
theta function does not depend on this base point; so that one is led to 
suspect that the mapping 
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is also independent of the base point Po E M. This, in fact, is the content of 
our next 

Theorem. The map defined on Mg_I which takes ~ to /PPo(O + Jf'po is indepen­
dent of the base point Po E M. 

PROOF. We first observe that if O(e) =I 0, then the function O(/pPo(P) - e) 
does not vanish identically so that e = /PPo(Pl ... Pg) + '~Po and that PI' 
.. . , Pg are the zeroes of this function. Since it is always true that /PP, (P) = 
/PP, (Po) + /PPo(P) for all Po , PI' P E M, we have 

O(/pPo(P) - e) = O(/pp,(P) - /Pp,(Po) - e). 

From the expression on the right of the equality we find that 

/PP, (Po) + e = /PP, (PI' .. Pg) + Jf'p" 

On the other hand, the expression we already have for e tells us that 

Jf'po = /pp,(pr l ) + Jf'p" 

The above expression relating Jf'po and Jf'P, is what gives us the result we are 
seeking. 

Let ~ be any element of Mg_I· Then /PP , (0 + Jf'p, = /pp, (prl) + /PPo(O + 
Jf'p, = /PPo(O + Jf'po as was to be shown. 0 

We record for later use the fact exhibited in the proof 

Corollary. For any two points P and Q on M, we have 

Jf'p = Jf'Q + /PQ(pg - I ). 

We have encountered, in this chapter and in 111.11, three very important 
and beautiful subsets of J(M). The first, is the zero set of the O-function 

e zero = ~-l + Jf'; 

the second, is the singular set of the O-function (the points where 0 and its 
first partials vanish) 

esing = ~~I + Jf' 

(see also VII.1.6); the third is the set of points e E J(M) which lead to the 
identically vanishing of the function IjJ of VI.3.3 

esuperzero = ~I + Jf'. 

It is obvious that 

e zero:::) e super zero :::) e sing ' (3.7.1) 

Note that e super zero is always non-empty for g ;::: 2 (take a Weierstrass point, 



320 VI Theta Functions 

for example), while esing is non-empty for g ~ 4 by the Corollary to Theorem 
111.8.13 and Theorem III.8.7 (also for hyperelliptic surfaces of genus 3). We 
conclude from Theorem 111.11.19 that 

and 

dim e zero = g - 1, 

dim esuper zero = g - 2, 

g - 4::s; dim e sing ::s; g - 3, 

and hence the inclusions of (3.7.1) are all proper. The points corresponding 
to vanishing of the 8-function, but not identically vanishing (on the surface), 
are in 

(~\ ~1) + ff = (J(M) \ W/) + ff. 

The sets e zero and eSing depend only on the period matrix II. The fact that 
such a set is non-empty can, of course, be translated by the Riemann vanishing 
theorem and the Riemann-Roch theorem into a statement about existence 
of meromorphic functions (of a certain type) on M. 

It should also be remarked that e zero and E)sing are independent of the 
base point of the map qJ: M -+ J(M). Thus E)sing describes those points 
e E J(M) corresponding to the identically vanishing oft/! for all choices of the 
base point (see also VII.2.1). 



CHAPTER VII 

Examples 

In this chapter we give applications and examples of the theory developed 
in the preceding chapters. The examples will consist mainly of taking con­
crete representations of compact Riemann surfaces given by algebraic 
functions, and computing on these surfaces various objects of interest. The 
applications will give rise to new characterizations of surfaces with some 
given property. The format of this chapter will differ considerably from the 
format of the preceding ones. Many details will be omitted. One of the aims 
of this chapter is to convince the reader that computations are quite often 
possible: and these computations yield beautiful results. 

VII. I. Hyperelliptic Surfaces (Once Again) 

Our first set of examples will continue to deal with the class of surfaces 
studied extensively in II 1.7 : the hyperelliptic surfaces. Recall that a hyper­
elliptic surface M of genus 9 :2: 2 has an essentially unique realization as a 
two sheeted cover of the sphere branched over 2g + 2 points. It is the Riemann 
surface of the algebraic curve 

29 + 2 

w 2 = n (: - ek ), (1.0.1) 
k = 1 

VII. I. I. We adopt the following point of view in the above situation. We 
think of:: as a variable point in IC u {Xi}, and then view M as the Riemann 
surface on which w is a well defined (single valued) meromorphic function. 
On this surface, which must be a two sheeted branched covering of IC u {oo}, 
the projection map (which we shall also denote by z) onto IC u {oo} is the 
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function of degree two, and we can think of w as a function of the point 
P E M in the sense that w sends P E Minto w(z(P)). Note that as a function 
of z, w is two-valued; it is defined up to sign. 

Alternatively, we can think of M as a surface of genus g ~ 2 with a mero­
morphic function z of degree 2 and another function w satisfying (1.0.1). 

Theorem III.7.3 established the result that the 2g + 2 points z - I(ed, 
k = 1, ... , 2g + 2, are the Weierstrass points on M, and that each of these 
points has weight g(g - 1 ) /2. Proposition III.7.6 showed that if we choose 
a Weierstrass point (say z - l(ed) as the base point for the map <p of Minto 
the Jacobian variety J(M), then for P E M, <p(P) is of order 2 if and only if P is 
a Weierstrass point. 

We can actually say more. We can compute precisely which half-periods 
(points of order 2) are in the image of <p: M --> J(M). We need for this pur­
pose a model for a canonical homology basis on M. Recall the model dis­
cussed in II1.7.4, and set z-l(e} = Pj' j = 1,2, ... , 2g + 2. We wish to 
amplify (for the convenience of the calculations) that model slightly to the 
one given in Figure VII.1. 

Figure VII.1. Hyperelliptic surface of genus 2. 

The hyperelliptic involution J can be viewed as a rotation by n radians 
about an axis passing through the 2q + 2 Weierstrass points. For k = 1, . .. , 
q + 1, let i3k be an oriented curve from PZk - 1 to PZk ' Define bk as i3k followed 
by - J i3k (that is, followed by J i3k is the opposite direction). The curve ak, 
k = 1, ... , q, is all in "one sheet" and it joins a point on bk to a point on 
bg + I and then returns to the point on bk • Whereas bk is invariant (as a point 
set) under J, ak is not. The curves ai' ... , a g, bl> .. . , bg form a canonical 
homology basis on M. 

In the following calculations, we use standard notation: {n = t {( I, ... '(9] 
is the normalized basis of ft l(M) dual to the canonical homology basis, 
n(k) is the k-th column of the period matrix n, etc .... , as well as the fact 
that J acts as multiplication by - Ion .J(l(M). Now, for k = 1, ... , q, 

Next, the intersection numbers satisfy for j = 1, ... , q, 
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Thus up to homology 

- bg+ I = b l + ... + bg, 

from which we conclude that 

323 

To compute some more integrals we introduce the curves a j joining P 2j to 
P2j+ I and set rY. j = aj - Ja j . Again we compute intersection numbers 
(j = 1, .. . ,g and k = 1, ... , g) 

rY. j . ak = 0, rY. j . bk = ° for j i= k, j i= k + 1, 

'Xj ' bj = + 1, 'Xj' bj + 1= -\. 

Thus we conclude that (in H I(M)) 

It now follows, as above, that 

k = I, .. . ,g - 1, 

We now combine all the above data in: 
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Notice that I7~~2 cp(P) = 0, because (P 2 .. . P2g + 2 )/Pi g + 1 is the divisor 
of the function w (here we assume that;: has a double pole at PI' and hence 
in (1.0.1) the product runs over the indices 2 to 2g + 2). 

We compute next 

9 1 
j;1 cp(P lj+ I) = 2(gn(1) + (g - l)n I2 ) + ... + n(g) + gell ) + e12 ) + ... + elg»). 

(1.1.1) 

Consider the map cp: M 9 --> J(M) at the point D = P 3 P 5 ... P 2g + I. Its 
differential at this point is (the transpose of) 

r
~ 1(P3) 

~ 1(P5) 

~ jp29+ I) 

. .. ~g(P3) J 

. .. ~g(P 5) 

~i~29+ I) 
( 1.1.2) 

A change of basis for abelian differentials of the first kind, multiplies the 
above matrix by a non-singular matrix. Hence to compute the rank of (1.1 .2), 
we may choose a convenient basis for YfI(M). We shall use the basis given 
by III(7.5.1): 

j = 0, ... ,g - I. 
w 

As before we assume for convenience that;: has a double pole at PI' and 
vanishes at the point P2 . Note then that ej

:
z) = pi g - 2j - 2 PV 

In particular, dz/w does not vanish at P2j + l ,j = 1, ... , g. Thus we want to 
compute the rank of 

;:9 - I(P 3) j 
ZY - l(P S ) 

Z9 - 1:(P 29 + 1) 

r 
I e3 

9 dz I es 
= n - (P1j +tl . 

j= 1 W : 

1 elg + 1 

. . . ej- I 1 

. . . e~ - I 

e~;11 

The last matrix is, of course, the Vandermonde matrix which has already 
been encountered (in IV.IUO), and is non-singular. We have hence shown 
(111.11.11) that i(D) = 0, and that cp establishes an isomorphism between a 
neighborhood of D in M 9 and its image in J(M). 
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VII.1.2. In VI. 2.4, we have introduced the vector of Riemann constants 

% = - ktl [Ik cpcp~ dz - e(k) (1[~k) 1 
where we assumed that the base point for 1[1 (M) is chosen to agree with the 
base point of the map cp: M -+ J(M)- which in our case was selected to be 
a Weierstrass, point Pl' It is rather difficult to evaluate % directly. We 
know (Theorem VI.3.6) that - 2% is the image in J (M) of the canonical 
divisor class. Since Ng-2 is the divisor of an abelian differential of the first 
kind, the canonical class gets mapped into 0 by cpo Thus % is a half-period. 
We want to know which half-period. We shall show that 

9 

% = I CP(P2j+1 )· 
j=l 

(1.2.l) 

Assume for the moment that we knew that 8(0) #- 0, for the 8-function in­
troduced in Chapter VI. In this case 8 0 cp does not vanish identically on M 
(this is the fact we really need), and hence 8 0 cp has 9 zeros Ql' . . . , Qg on M. 
These zeros satisfy 

9 

I cp(Q) + % = o. 
j=l 

(recall Theorem VI.2.4). 
We have seen that cp(P) is a half-period. Such a half-period can be written 

as t(1 £' + n e), where G,] is an integer characteristic. Thus the half-periods 
can be classified as odd or even, depending on the parity of the characteristic. 
Up to a constant non-zero factor, 

We hence conclude that 8 vanishes at odd half-periods. We notice that 
cp(PZj+l),j = 1, .. . , g, is an odd half-period. (We also, for the future, notice 
that cp(P2), j = 1, ... , 9 + 1, is an even half-period.) Thus CP(P2j + 1) is a 
zero of the function 8 on M. Hence 

9 

I cp(PZj+!) = -% = %. 
j=l 

Note that conversely, the identity (1.2.1) shows that () does not vanish 
identically on M. For if () vanished identically on M, then CP(P3P5'" PZ9+1) + 
% = 0 and i(P3 '" PZg + l ) > 0 by Theorem VI.3.3. This contradicts the 
previously established fact that i(P 3 ... P 2g+ 1) = O. These remarks also 
show that () vanishes at 0 if and only if () vanishes identically on M. The fact 
that an even theta function vanishes at 0 if and only if it vanishes identically 
on M is also a consequence of the Riemann vanishing theorem. 
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Remark. There is an additional property that the 2g + 1 half-periods cp(P), 
j = 2, . . . , 2g + 2 have. We have already mentioned the fact that cp(P 2j + I)' 
j = 1, . . . , g, is odd and cp(P 2}' j = 1, . .. , 9 + 1, is even. The origin cp(P d, 
is, of course, also even. If we use the notation (~. ) = 1(1c' + lIe) for half­
periods, and label the half period cp(P k), k = 2, . .. , 2g + 2 by (~~~~), then 
the 2g + 1 half-periods (~~ t~) have the property that for all k i= /, c(k) . c'(1) + 
c'(k)' c(l) = 1. Here c(k) = (cI(k), . . . ,cg(k», c'(k) = (c'l(k), . .. ,c~(k», and the 
operation ( ,. , ) is the usual inner product over Z2 ' 

VII.1.3. We need to establish that e does not vanish at the origin. We 
postpone this proof to VII.l.9, since it is more convenient to have some 
further computations at hand. Note that we never use anything other than 
the fact that $' is a half-period. We do not anywhere use the exact form of 
$' (before VIlA). 

VII.l.4. It is, of course, true that e($') = 0 by Theorem VI.3.1. The order 
of vanishing of e at $' is determined by the Riemann vanishing theorem 
(VI.3.5). Write 

$' = cp(O + $', 

Clearly we can choose ( = Pi-I. The order of vanishing of e at $' is precisely 
i( ( ). Since P I is a Weierstrass point, the orders of zeros at P I of abelian 
differentials of the first kind on M are (see 111.7.3): 

0, 2, ... , 2g - 2. 
Thus 

i(pg - I) = {1(g + 1), if 9 is odd, 
I I 'f . 2g, I 9 IS even. 

(Using the greatest integer notation, we can write that the order of vanishing 
is always [1(g + 1)].) 

For D E M 9 - 1, r(D-l) = i(D), and Clifford's theorem (III.8A) shows that 

i(D) ~ [g; I} 
We have established that for a hyperelliptic surface there are points at which 
the e-function vanishes to the maximum order possible. We have shown 
that such vanishing occurs at a point of order 2 in J(M). 

As a matter of fact, given any non-negative integer n ~ [1(g + 1)], there 
is a point e E J(M) such that e has order 2 and e vanishes at e to precisely 
order n. To see this, we have to construct for n > 0, divisors ( E M g _ I with 
( containing only Weierstrass points and i(O = n. Then the point e = 
cp«() + $' will have the desired property (for n = 0, we, of course, need a 
divisor ( E Mg with i(O = 0). The calculation in VII.l.1 established the 
following fact : If DE Mg and D consists of distinct Weierstrass points, then 
i(D) = O. From this observation it follows that if (for 0 ~ r ~ g) D E M 9 _ rand 
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D consists of distinct Weierstrass points, then i{D) = r. Let 

l<jl<j2<···<jg:.::::2g+2 

be a choice of 9 distinct integers as indicated. Then 
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is a point of order two in J{M) at which the O-function does not vanish 
(choosing jk = 2k + 1, we obtain the previously used fact that O{O)"# 0). 
Choosing 9 - 1 distinct integers as above (j 1 is now permitted to be 1), we 
see that 0 vanishes to order 1 at 

g-1 

L cp(~J + :f{. 
k=1 

More generally, let rand s be non-negative integers such that 

2s + r = 9 - 1. 

Choose s non-negative integers 

l:.::::jl<j2<··· < js:.::::2g+2 

and r more non-negative integers 

1 :.:::: kl < k2 < ... < k, :.:::: 2g + 2, 
such that 

km "# jn all m, n. 

Recall now (111.7.3) that every WE .)f'l(M) that vanishes at a Weierstrass 
point vanishes to even order, and conclude that 

i(P;,P;2 . .. P;sPk, ... Pk) = i(Ph ... Pj,Pk, . .. Pd = 9 - r - s = s + 1. 

Thus we see that for D = P;,P;2 . . . P;'pk, ... Pk , the order of vanishing of 
o at cp{D) + :f{ is precisely s + 1. The possible values of s + 1 are, of course, 
1,2, ... , [t{g + 1)]. 

VII.1.S. We now show how some of the results of IlL8 can be restated in 
terms of vanishing properties ofO-functions. We will obtain this way, among 
other things, characterizations of hyperelliptic surfaces. 

Theorem. A Riemann surface M of genus 3 is hyperelliptic if and only if e 
vanishes at a point of order 2 in J{M) to order 2. 

PROOF. If M is hyperelliptic, then the vector :f{ of Riemann constants with 
respect to a Weierstrass point on M is a point of order 2 in J{M), and e 
vanishes at :f{ to order 2. Conversely, if 0 vanishes at a point e of order 2 in 
J{M) to order 2, then e = CP{QI Q2) + :f{, i{Ql Q2) = 2 for some Ql Q2 E M2 
(by the Riemann vanishing theorem). Thus r{QjlQ;:l) = 2 and M IS 
hyperelliptic. D 
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Note that we have proven somewhat more: 

Theorem. A surface M of genus 3 is hyperelliptic if and only if there is a 
point e E J(M) with () vanishing to order 2 at e. 

VII.1.6. Definition. A singular point of the zero set of the 8-function is a 
point where «() vanishes and) all the first partial derivatives vanish. We shall 
denote the singular set (that is, the set of singular points) by E)'ing ' 

It is obvious from the Riemann vanishing theorem that 

(1.6.1) 

and from Theorem III . I 1.19 that 

g - 4 .::; dim E)sing .::; g - 3, 

with the upper bound attained if and only if the surface is hyperelliptic. 
Let us consider g = 4. In this case E)sing -# 0 (it is 0 or I dimensional). 

Note that Proposition 111.8.6 iQ1plies immediately (without Theorem 
III. I 1.19) that W~ -# 0. Further Theorem 111.8.7 can be reinterpreted as the 
following 

Theorem. Let M be a compact surface of genus 4. Then one and only one of 
the following holds: 

a. E) sing is I-dimensional, 
b. E)s ing consists of precisely one point (a point of order 2 in J(M», or 
c. E)sing consists of precisely two points (a -# 0, a E J(M), and -a), neither one 

of which is of order 2. 

Each case corresponds to the case indexed by the same letter in Theorem 
III.8.7. 

PROOF. If M is hyperelliptic then E)sing is one-dimensional (and conversely). 
In fact, in this case, E)sing is analytically equivalent to WI "" cp(M) and hence 
to M (EXERCISE). Thus case (a) is disjoint from the other two cases. 
Proposition III.8.6 showed that W~ is non-empty. Assume a E W~ + % . 
Assume also b E W~ + %. The proof of Theorem 111.8.7 showed that 
a + b = 0 unless M is hyperelliptic (recall that the image of the canonical 
class in J(M) is - 2% (Theorem VI.3.6». Hence the only possibilities are 
a = b (and hence 2a = 0) or W~ contains two points and b = - a -# O. In 
the latter case a cannot be of order 2. 0 

Corollary. A necessary and sufficient condition for a surface M of genus 4 to 
be hyperelliptic is that (} vanish at two distinct points of order 2 in J(M) to 
order 2. 

PROOF. If M is hyperelliptic, then the vector % with respect to each of the 
10 Weierstrass points is a point of order 2 at which e vanishes to order 
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(precisely) 2. (The reader should review the dependence of the vector of 
Riemann constants %Po on the base point Po, and become convinced that 
we obtain this way ten distinct points of order 2 in J(M).) On the other 
hand, the theorem implies that whenever {} vanishes at two distinct points 
of order 2 to order 2, then the surface is hyperelliptic (the points of 
vanishing to order precisely 2 are the points of W j + %). 0 

VII.1.7. To generalize the above corollary, we translate Corollary 2 to 
Proposition 111.8.8. 

Theorem. A necessary and sufficient condition for a surface M of even genus 
9 ~ 4 to be hyperelliptic is that {} vanish at two points of order 2 in J(M) to 
order tg. 

PROOF. Necessity is established as before. For sufficiency, note that our con· 
dition assures the existence of two distinct points of order 2 a, bE Wtl!., l + 
%. Write 

a = <ptA) + %, 

b = <p(B) + %, 

A E Mt1!.1 1, 
B E Mt~11 . 

Thus A and B are inequivalent divisors, and a computation yields that 
erA) = I = e(B). Hence, by the result we are translating, M is hyperelliptic 
unless A and B are complementary divisors. But in this case a + b = 

<p(AB) + 2% = O. Thus a = - b (here is the only place that we use the 
fact that a and b are of order 2), and hence a = b (which contradicts the 
hypothesis). 0 

Remark. By Theorem I1L8.11 , the vanishing of the (}·function at a single 
point in J(M) to order h implies hyperellipticity except if 9 is 4 or 6. 

VII.1.S. The situation for odd genus is even simpler. 

Theorem. A necessary and sufficient condition for a surface M of odd genus 
y ~ 3 to be hyperelliptic is for {} to vanish at a point of order 2 in J(M) to 
order t(g + I). 

PROOF. As before, necessity has been established and for sufficiency, we 
need even less. The vanishing property implies the existence of a divisor 
DE M g - 1 with r(D - 1) = t(g + I). Thus by Clifford's theorem (III.8.4), M is 
hyperelliptic. 0 

Remark. Again, for sufficiency, we did not need to know that the points at 
which the {}·function vanished were of order 2. Except for genus 4 or 6, 
vanishing of the {}·function at any point (to the right order) implies hyper· 
ellipticity. 

VIl.1.9. In this section we complete the proof of (1.2.1). Recall that in VII. 1.2 
we showed that it suffices to prove that {}(O,n) #- O. 
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We begin by considering the following set of divisors: P1 ~ I , the 2g + 1 
divisors Pl ~ 2Pk' k = 2, ... , 2g + 2; and the eg{l) divisors Pl ~ 3Pi,Pi2 such 
that il #- i2> i l #- I, and i2 #- 1. We continue in this fashion ending with the 
eqg~+/) divisors Pi, ... Pig _, with i, #- 1, and all indices distinct. Finally we 
add the eg: I) divisors Pi, ... Pig with the same assumptions on the indices. 

The first observation to be made is that our set consists of 229 linearly 
inequivalent divisors. The fact that the divisors are inequivalent follows 
immediately from Abel's theorem and the Riemann-Roch theorem. The 
point being, that we would be led to an equivalence of the form Ph ... Pj , ~ 

P7?i, ... PiI with r ~ g, which is impossible since i(Ph . .. Pj ) = 9 - r. 
Counting the number of divisors we have formed, we have Lk=oe9: 1) = 
1· 229 + I = 229. 

If we now consider D to be one of the divisors in our set, then <p(D) + :f( 
is a zero of the theta function of order i(D). Since we know <p(D) + :f( is a 
point of order two, and we have here constructed all the points of order 
two, we have catalogued the exact order of vanishing at each point of 
order 2. (For example, if 9 is odd, the arguments of VII. 1.4 yield i(P1.~I) = 
1(9 + 1), i(Pl~2Pk) = 1(9 -1), ... , i(P1Pi,···Pig _) = 1, i(Pi,···Pi. _ ) = 1, and 
i(P;, ... Pi) = 0.) 

The above argument has established that the O-function does not vanish 
at the (29; I) half-periods 

(1.9.1) 

where 1 < )1 < h < ... < )9 = 2g + 2. Each of these half-periods must be 
an even half-period (because 0 vanishes at all odd half-periods). The rest of 
the proof involves showing that if O(O,n) = 0, then we can construct an 
odd-half period of the form (1.9.1) and contradict the non-vanishing of the 
O-function of this point. (Recall e vanishes at 0 if and only if 0 -. <p vanishes 
identically on M.) 

Since :f( is a half-period, :f( can be written as 

:f( = <p(Pi, Pi2 ... Pi), 

with 0 ~ r ~ g, and 1 < i l < i2 < . . . < ir ~ 2g + 2. Assume first that 9 = r, 
then writing 

and recalling that 
i(?i,?i, ... Pi) = 0, 

we conclude from Theorem V1.3.3, that e c <p 1= 0 on M, and hence also 
that O(O,n) #- o. We finish by showing that if r < g, then it is impossible for 
(1.9.1) to be an even half-period for all choices of the indices. We show how 
to construct the set {j I,j 2, .. . ,j g} . First it should contain the set { i I ,i 2, ... ,ir } 

and we must add a set of y - r numbers in {2,3 . . .. , 2g + 2} that are not in 
{il .i2 ' ... ,ir } . Assume this set is {k" .. . ,kg,}. Then 

m(p. P ... p. ) + :£ = <p(Pk Pk . . . Pk ). 
'-Y Jt 12 J.q 1 2 g - r 

Recall that the set {<p(? 2), ... ,<pIP 2g+ 2)} contains exactly y odd half-periods 
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and 9 + 1 even half periods. Thus in the set 

{2,3, ... ,2g + 2}\ {i l ,i2 , .. . ,ir } 

there are at least 9 - r indices corresponding to odd half-periods, and at 
least 9 - r + 1 corresponding to even half-periods. We choose s odd points 
and t = 9 - r - s even points. What is the parity of this divisor? Using the 
remark at the end of VII. 1.2, we see that this divisor has the same parity as 

s + C ; t) = S + (g ~ ,) = s + !-(g - r)(g - r - 1). 

Thus if !-(g - r)(g - r - 1) is even, we choose s to be odd, and if !-(g - r)(g - r - I) 
is odd we choose s to be even. We have enough room in our set to accomplish 
this. 

VII.l.IO. We assume that M is a compact Riemann surface of genus 9 > O. 
Note that we are not requiring that the surface be hyperelliptic. In Chapter 
VI we have briefly discussed the multivalued function (on the Riemann 
surface M) t/J: P f--> e(rx<ppo(P) - e) (recall that rx is an arbitrary non-zero 
integer and e an arbitrary point in the Jacobian variety of M) and have 
observed that for rx 2 9 this function does not vanish identically for any 
choice of base point Po and that there are rx 2g zeros PI' . .. , Po2y of the 
function on the surface which satisfy the relation 

rxe = <PPo(PI ... P.2y) + rx 2 Xpo' 

In what follows we shall give some applications of this result to Weierstrass 
points on Riemann surfaces. 

Theorem. Every zero Q of the function 

P f--> e(g<ppo(P) + Xp), 

(we are taking rx = 9 and e = - Xp) Q # Po is a Weierstrass point on M and 
conversely every Weierstrass point on M is a zero of this function . 

PROOF. Assume Q # Po is a zero of the function . It then follows from the 
theory of Chapter VI that 

g<pPo(Q) + XPo = <ppo(RI ... Ry_l ) + XPo; 
so that 

qJPo(QY) = <PPo(R1" ' Ry- l ) = <ppo(POR1·· · Ry- d · 

By Abel's theorem we therefore have the existence of a non-constant mero­
morphic function on M in L(l /QY); which implies that Q is a Weierstrass 
point. 

Conversely, assume that Q # Po is a Weierstrass point on M. Then 
r(I /QY) 2 2 and therefore there exists an integral divisor RI .. . Rg which we 
may assume contains Po in its support which is equivalent to QY. It therefore 
follows that g<pPo(Q) + XPo = <ppo(RI ... Ry_ l ) + XPo and thus Q is a zero of 
t/J . We note that Po is always a zero of this function. 
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VII. 1.1 I. The number of zeros of the function 1/1 (of the previous paragraph) 
is g3 and these zeros PI, .. . , Pg3 satisfy 

<PPO(Pl· · · Pg3) = (g(g + 1)/2)( -2%pJ 

We have already mentioned in the proof of the previous theorem that Po is 
always a zero of the function in question. It is important for us to observe 
that the order of vanishing of 1/1 at Po is at least g. 

The simplest way of seeing this is to consider the following equalities 
(valid for arbitrary P E M ; of course, Po may also be viewed as an arbitrary 
point on our surface): 

8(g<ppo(P) + %p) = 8(<ppo(P) + %p) = 8( -<pp(Po) + %p) = 8(<pp(Po) - %p). 

In the above we now think of P as being fixed and Po as the variable point. 
Furthermore choose P as a non-Weierstrass point. Then Po t--+ 8(<pp(Po) - %p) 
has a zero of order 9 at Po = P. If P is a Weierstrass point then the func­
tion vanishes identically on the surface. It is thus clear that the order of 
vanishing of 1/1 at P = Po is always at least g. 

It thus makes sense to write our relation on the zeros of this function 1/1 
in the form 

<PPo(PbPI . . . Pg'-g) = (g(g + 1)/2)( - 2%po) 

or more suggestively 

Corollary. The points PI' .. . , P g'-g are zeros of a holomorphic g(g + 1 ) /2-
differential on M and Weierstrass points of M. 

If we now recall the definition of Weierstrass points given in Chapter III, 
we conclude that the holomorphic g(g + 1 )!2-differential referred to above 
is the Wronskian W of any basis for the holomorphic differentials on M. It 
is reasonable to suspect (and in fact is true) that the divisor of the 
Wronskian, (W), equals the divisor of 1/1. We have here only proved that the 
supports of the two divisors agree. We have not shown that the orders of 
vanishing of the two "functions" agree at all points on the surface. On the 
"generic" surface all the Weierstrass points are simple and hence the orders 
in question agree everywhere. The transition from this case to the general 
case should be possible using the theory of moduli of Riemann surfaces 
(variation of complex structure on a topological model of the surface). This 
theory is beyond the scope of this book and the problem under discussion, 
in a wider context, presents some interesting challenges. 

EXERCISE 

For hyperelliptic M 
(W) = (PI· · · P29+ 2 )g(g - I) /2, 

where PI ' .. . , P2g+ 2 are the Weierstrass points on the surface. Compute (IjJ). 
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VII.2. Relations Among Quadratic Differentials 

VII.2.t. We shall be working with a compact Riemann surface M of 
genus g 2 3, and using standard notation involving divisors, the Jacobian 
variety, the O-function, etc. 

We have seen, in III.3.7, that there is a connection between relations 
among quadratic differentials and integral divisors of degree g - 1 with 
index of specialty 22. These points in M~_I are related via the map cp to 
the points in W~ _ I c J(M). This last set is connected to e sing by (1.6.1). 
Our first result elaborates on this connection by strengthening a remark in 
VI.3.7. 

Proposition. Let e E J(M). Then 

P f-> 8(cp(P) ± e) (2.1.1 ) 

vanishes identically on M for every choice of base point Po for the map 
cp:M --> J(M) if and only if e E e sing ' 

PROOF. The fact is that e E e sing is equivalent by (1.6.1) to the existence of 
points PI"", P9 - 1 EM such that 

e = cp(P1 • .• Pg-tl +.% and i(Pi '" Pg-tl 2 2. 

Hence by Theorem VI.3.2, it is equivalent to O(WI - WI ± e) == O. This 
is precisely the statement of our proposition. 0 

VII.2.2. The above proposition has some interesting consequences. For 
any e E J(M), (2.1.1) defines (locally) a holomorphic function on M; in 
particular, it is a function defined in a neighborhood of the base point Po. 
Let z be a local coordinate on M vanishing at Po. The power series expan­
sion of(2.1.1) is then (we are using the function defined by + e, and evaluating 
o and its partials at e) 

(Note that in the above expression, we have identified the normalized 
differential (j with the holomorphic functions f of :: such that (j = f(::) d:: 
near Po .} 
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The above expression becomes interesting precisely when e E e sing or 
- e E e sing ' In this case, by Proposition VII.2.1 , the coefficient of zn must 
vanish for each n 2: 0, and each base point. It then follows that O( ± e) = ° = 
(cOjou)( ± e), j = 1, .. . , g. This information is not new. It is a consequence 
of the Riemann vanishing theorem (VI.3.5). A new result is contained in 

Proposition. For e E eSing ' we have 

9 c'1 2 0 L -~-, - (±eKj(k = 0, 
j.k= 1 UUjC'Uk 

(2.2.2) 

and 

(2.2.3) 

PROOF. Equation (2.2.2) follows from (2.2.1) and the previous observation 
that the first partials of {} vanish. The vanishing of the coefficient of z.l in 
(2.2.1)yields 

(2.2.4 ) 

(2.2.5) 

If we subtract (2.2.5) from (2.2.4) and use the fact that 0 is an even func-
tion, then we obtain (2 .2.3) D 

Remark. There are instances when the above proposition is of little value. 
For example, if e E e sing , and all the second partials of e at e vanish (e E W:-1 + f), then (2.2 .2)yields no information. It could also happen that all 
the second order partial derivatives do not vanish at e, but all the third 
order partial derivatives do vanish. This takes place when e E e Sing is an 
even point of order 2. Why? (EXERCISE.) 

VIl.2.3. We return now to case (c) of Theorem VII. 1.6, and consider a surface 
M of genus 4 where e Sing consists of precisely two points e and - e (with e 
not a point of order 2 in J(M)). The surface M is not hyperelliptic in this 
case. We have seen, in lILlO, that the abelian differentials of the first kind 
on M provide an embedding, M ~ [p3, of the surface into projective space. 
Proposition VII.2.2 tells us that the image of M in [p3 is contained in the 
intersection of the quadric and cubic defined by (2.2.2) and(2.2.3). Note that 
(2.2.2) is not the trivial relation because the highest order of vanishing the 
{}-function for a surface of genus 4 is 2. It should be observed that the 
coefficients of the curve (given in this way) in [p3 depend only on (9sing, 

which in turn depends only on the period matrix IT of M. Hence the curve 
in projective space or equivalently the Riemann surface M can be recovered 
from the period matrix IT, whenever (2.2.2) and (2.2.3) are independent 
equations. 
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Remark. (For those familiar with elementary properties of curves.) The 
intersection of the quadric (2.2.2) and the cubic (2.2.3) certainly contains a 
curve of degree 2 . 3 = 6. The degree of the curve M in [p3 is 2 . 4 - 2 = 6. 
It is important to observe that while, as stated, the quadric in the above case 
is non-trivial, we have not really shown that the cubic is non-trivial or that 
the quadric is not contained in the cubic. In these situations the curve is not 
recoverable by the above procedure. 

EXERCISE 

How much of the above carries over to cases (a) and (b) of Theorem VII.1.6? 

VII.2.4. It is not our intention to develop here the theory of moduli of 
compact Riemann surfaces of genus 9 > 2. However, there is one interesting 
observation that can be made now. We know that the dimension of yt'2(M), 
the space of holomorphic quadratic differentials on M, is 3g - 3. We also 
know that C(k E yt'2(M), j, k = 1, . .. , g. Hence, if the products of the 
holomorphic abelian differentials span yt'2(M) (if and only if M is not 
hyperelliptic, by Noether's theorem (111.11.20)), there must be exactly 
~(g - 3)(g - 2) relations among the products. When 9 = 4, this is precisely 
the relation(2.2.2). For hyperelliptic surfaces there are more relations. For 
hyperelliptic surfaces of genus 4, there are 10 - 7 = 3 linearly independent 
relations. 

We shall now exhibit two possible ways of obtaining these additional 
relations. 

One way is quite obvious. Since for hyperelliptic surfaces of genus 4, 
e sing is I-dimensional, it seems reasonable to expect that one can find three 
points ej E e Sing such that 

4 a2() 

L -a a (e)(k(l = 0, 
k.l = I Uk U1 

j = 1,2,3, 

are linearly independent. We however, do not know how to effectively prove 
such independence. 

Another possible way is to use more essentially the fact that e Sing is 
I-dimensional. Let Po be the base point of cp: M ..... J(M), and let J: M ..... M 
be the hyperelliptic involution (there should be no confusion with the same 
letter appearing with two meanings). For P EM, let P' = J(P). Choose 
PI E M and set 

eo = <(J(PI P; Po) + :I{" E esing ' 

(Note that since every WE yt'1(M) that vanishes at P EM also vanishes at 
P'; i(PP'Q) = i(PQ) 2 2.) The embedding of Minto eSing C J(M) is now 
given by 

(2.4.1 ) 
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Let z be a local coordinate vanishing at Po . Equation (2.4.1) defines 
e(z) as a holomorphic function of z. By Proposition VII.2.2, 

4 a2() 
L ~(e(z)Kik = 0, 

j.k=1 0 U j UUk 
(2.4.2) 

for all z in a neighborhood of O. We now expand (a2()/aujCud(e(z» as a 
power series in z, and obtain 

( 
a 3() a4() ) _2 

+ L a a a (;(Po) + L 8 a ~ 8 (eoK,(PoKm(PO) -2 
, UI Uj Uk I .m Urn u, OUj Uk 

+ . . . . (2.4.3) 

Inserting (2.4.3) into (2.4.2), we obtain 

4 a2() 
L -;;--8 (eoKik = 0, 

j .k = 1 OUj Uk 

and 

It seems reasonable to expect that one should be able to extract three 
linearly independent relations from the huge list obtained above (as one 
varies the base point Po). The problem of specifying three such relations is 
apparently still open. 

EXERCISE 

Is the map M -+ E),jng , that we have constructed, surjective? 

VII.2.5. We shall discuss briefly in this paragraph a question intimately 
related to the question of relations among the products of the normalized 
abelian differentials of the first kind. Let no E 6 4 be a period matrix of a 
compact Riemann surface of genus 4. (Recall that 6 4 is the Siegel upper 
half space of genus 4 introduced in Vl.l.1.) Theorem VII.l.6 guarantees 
that B sing is non-empty. Assume we are, again, in case (c). By the remark 
following IlL8.7, the rank of the associated relation(2 .2.2)among the abelian 
differentials must be 4. Choose a (small) neighborhood N of no E 6 4 , What 
is a necessary condition for n E N to be a period matrix of a compact 
surface of genus 4? Clearly, the ()-function for n must have the property 
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that E)'ing #- 0. We proceed to write down an equation in 6 4 that expresses 
this condition. Consider the system of equations on (:4 x 6 4 

ae 
-;- (z,r) = 0, n = 1, 2, 3, 4. (2.5.1) 
UZ n 

The hypothesis that IIo is a period matrix tells us that (zO,II o) solves (2.5.1), 
whenever ZO E E)sing for IIo. The condition that(2.2.2) have rank four, tells 
us that the Jacobian matrix of the system (2.5.1) with respect to the z-variables 
has rank 4, and thus the implicit function theorem asserts that we can solve 
for z = '(ZI,Z2,Z3,Z4) as holomorphic functions of r in a neighborhood of 
(zO,II 0) and that 

ao 
;:;:- (z(r),r) = 0 for n = 1,2,3,4, r EN. 
U"-n 

A necessary analytic condition for r to be a period matrix of a compact 
surface is now easily written down: 

F(r) = O(z(r),r) = 0, r EN. 

VII.3. Examples of Non-hyperelliptic Surfaces 

We shall study in this section three sheeted covers of the sphere. The cal­
culations will be considerably more involved than in the hyperelliptic case. 
Other special cases will also be described. 

VII.3.1. In Chapter V, we began the study of automorphisms of (compact) 
Riemann surfaces. At the end of V.1.6, we gave some examples to show that 
the results of V.1.5 were sharp. We now return to a variation of the second 
of those examples. 

Consider the Riemann surface M: 

k ~ 2. (3.1.1 ) 

Here ;'1"", 1.3k-3 are 3k - 3 distinct points in C\{0,1 ; . We view.: as a 
meromorphic function on M of degree 3 (IV is of degree 3k -- 1). I t is branched 
over 0, 1, XJ, ;'1, ... , ;'3k- 3 with branch number 2. For convenience we label: 

QI = Z-I(O), Q2 = Z- I(1), Q3 = z- \XJ), 

Pj = Z-I(J), .i = 1, ... , 3k - 3, 

and note that the divisor of the function z is 

Q? 
(z) = Qr 

The Riemann-Hurwitz formula yields that the genus g of M is 3k - 2 (~4). 
Our first task is to compute a basis for .)f'I(M)-compare 111.7.5. Observe 
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that 

and 

Q2Q2p2 ... p2 
(dz) = 1 2 1 4 3k - 3, 

Q3 

(w) = QIQ2 P I . . . P3k-3 
Qjk - I 

From the above two observations it is easy to conclude that 

. dz 
z} - j = 0, ... , k - 2, 

w' 
and 

/ = 0, .. . , 2k - 2, 

form a basis for £,I(M); as a matter of fact 

( zjdZ) = Q3 j+IQ Q3(k - jj - 5p .. . P 
1 2 3 1 3k - 3, 

W 

and 
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We shall consider the special case k = 2 (hence, 9 = 4). Thus the basis for 
£,I(M) is : 

dz dz dz 2 dz 
w' w2' Z w2' Z w2 ' (3.1.2) 

The above basis is adapted (recall 111.5.8) to the point Q I ' As a matter 
of fact, the Weierstrass "gap" sequence at QI is: 

1,2,4, 7. (3.1.3) 

Note that the above is also the "gap" sequence at Q2, Q3 and Pj,j = 1,2,3. 
Thus each of these 6 points is a Weierstrass point of weight 4. We have 
thus accounted for 24 of the 60 Weierstrass points (here we are counting 
each Weierstrass point according to its multiplicity). The remaining 36 
Weierstrass points will occur in groups of three. Each such group of three 
will project to the same point in IC u {oo} by the map z. This follows from 
the fact that M has an automorphism of period three that interchanges the 
sheets of the cover. 

VII.3.2. We continue with the case k = 2 in (3.1.1). Since M is of genus 4, 
by Theorem VII. 1.6, M is either hyperelliptic (impossible, because M 
carries a function of degree 3, by Proposition 111.7.10) or B sing consists 
of one point of order 2 or B sing consists of precisely two points (neither 
one of order 2). Since Q~ is the divisor of the abelian differential Z2 (dz/w2 ), 

the vector :ff of Riemann constants with respect to the base point Q I' is 
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a point of order 2 of J(M) by Theorem VI.3.6. Further, since 

% = <Jl(Qf) + %, 
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% is a zero of the theta function. Also, looking at the "gap" sequence (3.1.3), 
we see that 

i(Qi) = 2, 

which shows that % E f).ing' We have shown that f).ing consists of the single 
point % . It must be the case that there is a relation of rank 3 among the 
products of the abelian differentials of the first kind. The relation is easily 
exhibited: 

(3 .2.1) 

Of course, alternatively, (3.2.1) can be used to conclude that f). ing consists of 
precisely one point. However, the conclusion (we obtained) 

f).ing = {%}, 
required a little more analysis. 

VII.3.3. We return to the general case (3.1.1) with k;;::: 2. Using the basis 
we constructed for £I(M), we see that the Weierstrass "gap" sequence at 
QI (hence also at Q2 , Q3, Pj, j = 1, . . . , 3k - 3) is : 

{31 + 1; I = 0, ... , 2k - 2} u {3j + 2; j = 0, ... , k - 2}. 

In particular, every function J, holomorphic on M\ {Q I}, with deg J ::; 3k - 4 
must satisfy 

deg J == 0 (mod 3). 

An easy calculation shows that the weight of each of these 3k Weierstrass 
points is 

2k- 2 k - 2 3k - 2 

I (3/ + 1) + L (3j + 2) - I m = (3k - 2)(k - 1). 
I ~ O j ~ O m ~ O 

We have accounted for 3k(3k - 2)(k - 1) of the (3k - 3)(3k - 2)(3k - 1) 
Weierstrass points on M. The vector of Riemann constants % with respect 
to QI is again a point of order 2 in J(M), since Q1k- 6 is a canonical divisor. 
The point % E f). ing, because i(Qik - 3 ) = k = t(g + 2). 

Finally, we leave it to the reader to explore the question of (linearly inde­
pendent) relations among the abelian differentials of the first kind. For 
example, if k = 3, and if we label 

dz 
<Jlz = Z w 2 ' 

4 dz 
<Jls = Z W 2 ' 

2 dz 
<Jl 3 = Z w 2 ' 

dz 
<Jl 6 = - , 

W 

dz 
<Jl 7 = Z - , 

W 

then we can write down the following maximal set of linearly independent 
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relations 

</>~ = </>1</>3, </>~ = </>1</>5' </>2</>3 = </>1</>4' </>2</>4 = </>1</>5' 

</>~ = </>3</>5' </>2</>5 = </>3</>4' </>1</>7 = </>2</>6' </>2</>7 = </>3</>6' 

VII.3.4. The Riemann surface M of (3.1.1) is an example of a surface 
with an automorphism T (of period 3, in our case) such that M /( T) ;:;; 
C u { :x; }. We have seen that for these surfaces, e sing contains a point of 
order 2. It may seem at first glance that the existence of points of order 2 
in esing is caused by the presence of the automorphism. This conclusion is, 
in general, false. Consider, for example, the surface M defined by 

w3 = z(z - 1)(: - Ad2(z - A2)2(Z - A3)2, 

where )'j' j = 1, 2, 3, are three distinct points in Q {O,I}. The surface M 
has again an automorphism T of order 3 such that M/(T) is conformaly 
equivalent to C u { Cf) }. Note that M (again) has genus 4. Using notation 
as in VII.3.1, we conclude that 

and 

A basis for £I(M) is thus 

dz dz . . . dz dz 
- , Z - , (z - I.d(z - 1'2)(Z - 1.3)2' z(z - A1)(Z - )'2)(Z - ;'3) 2 ' 
w w w w 

From the above we see that the possible orders of zeros of abelian differentials 
of the first kind at Ql are: 

0,1,3,4, 

and thus the "gap" sequence at Q 1 is : 

1, 2, 4,5. 

In particular, there is no differential in ,ytl(M) all of whose zeros are at 
Ql' Now, the point % belongs to eSing (because i(Qi) = 2), and if f)sing 

contained a point of order 2, % would have to be that point. Hence 
2% = O. By Theorem VI.3.6, we would also have </>(Qn = 0 = -2$ or 
that Q~ is canonical. We have seen that this does not occur in our example. 

VII.3.S. There is, however, one case where the presence of an auto­
morphism T produces points of order 2 in e sin~: the case when T has period 2. 
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Suppose now that M is a surface of genus g ;:::: 2, and T E Aut M has period 2 
and v(T) fixed points. The genus g of M /<T) is computed (recall V.1.9) by 

v = v(T) = 2g + 2 - 4g 

(and M is called g-hyperelliptic). 
To show that B sing contains a point of order two, it suffices to find an 

WE y'f1(M) with even order zeros 

(w) = pi . . . P; - I , 

such that 
i(P1 ... Pg - d;:::: 2. 

For then e = qJ(P1 ... P9- I ) + :I{ E eSing ' and 2e = qJ«w)) + 2:1{ = O. 
If g = 0, then M is hyperelliptic. Then for g ;:::: 3, there is a point of order 2 

in B Sing and the order of vanishing of the {-I-function at this point is ~(g + 1). 
Hence we now assume g > O. 

VII.3.6. Let us generalize by considering an automorphism T of prime 
order N with M /< T) of positive genus. Consider the action of Ton y'f1(M). 
Since M/<T) has positive genus g, 1 is an eigenvalue. Since M has bigger 
genus than M = M/< T), there is another eigenvalue t: (t: N =, 1, t: -:f- 1). In other 
words, there are holomorphic differentials w, WI E .)f'I(M) such that 

Tw=w, w-:f-O. 

The differential W projects to M; while WI projects to a multivalued differ­
ential on M. The function f = wt/w on M projects to an N-valued function 
onM. 

To describe the structure of the divisors (w) and (WI), we let PI, ... , P v 

be the fixed points of T (v = v(T) could be zero). Calculations similar to 
the ones performed in V.2 show that 

Hence we can write 
(w) = p~-I ... p~ - l ,1,1(1) .. . ,1(N - l), (3.6.1) 

where ,1 is an integral divisor on M and ,1(k) = T k(,1). Note that ,1 could 
contain some of the points Pj' j = 1, ... , v. 

Similarly, 

ordpj WI = rjN + tj - 1, 

Thus, as before, we can write 

(wtl = p't'-l ... p~v - IXX(I) ... X(N - I). (3.6.2) 

From (3.6.1) and (3.6.2) we can compute the divisor of the meromorphic 
function f = wI /won M, and the projected function Jon M: 

(3.6.3) 
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In (3.6.3) we have made an obvious identification of points on M with their 
images in M. Note that (J) contains fractional powers because locally J is 
given by a Puiseaux (not Taylor) series. 

The fractional divisors on M can be mapped (locally) into J(M). Since IN 
is single valued on M, the image of the divisor of J in J(M) is a point of 
order N. 

In order to study the converse, we begin by remarking that 

R = I 1 ---.!.. 
v(T) ( t.) 
i ~ l N 

is an integer (EXERCISE) that satisfies 

v(T) < R < N - 1 v(T). 
N - - N (3.6.4) 

Every multivalued function on M whose divisor has the same fractional 
exponent at Pi as in (3.6.3) and that has the same image in J(M) as (J), 
lifts to a meromorphic function on M. 

Consider the divisor D on M 

We now pose the following problem : Does there exist an integral divisor 
X on M such that 

deg X = 9 - 1 + [~ .± (1 - ti)] 
2 J~l N 

(where, as usual, [a] denotes the greatest integer in a), 

<p(X 2N) = <p(D), 

and 

(3.6.5) 

(3.6.6) 

equals the point of order N in J(M) determined by the divisor of the 
function J? 

The theory of the Jacobi inversion problem asserts that we can always 
solve the above problem, and in fact do so with G Lj~ 1 (1 - l ) N)] - 1 
free points. The condition that we shall need is 

R = I 1 - --.!.. 22, v ( t") 
j ~ l N 

which occurs by (3.6.4) whenever 

v(T) 2 2N. 

Furthermore, there are (2N)2ii different solutions to (3.6.5) corresponding 
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to the (2N)29 points of order 2N in l(M). Only 229 of these solutions will 
satisfy (3.6.6). 

There are now two cases to consider: 

R is an even integer (~ 2), (3.6.7) 
and 

R is an odd integer (~3). (3.6.8) 

In case (3.6.7), 

p7 "'" P~ 'v,dN 

is the divisor of a meromorphic function on M whose Nth-root lifts to a 
meromorphic function on M with divisor 

Thus we conclude that (multiply the above function by w) 

ZI = P'I,-I ... p~v-IX2(X2)(1) . . . (X2)<N - I) 

is a canonical divisor on M. 

(3.6.9) 

In case (3.6.8) we choose PIE M as the base point of the map q>: M -+ l(M). 
We conclude that 

is the divisor of a meromorphic function on M whose N-th root lifts to a 
a meromorphic function on M with divisor 

p7 X2(X2)(I) ... (X2)(N-I) 

In this case we conclude that 

22 = p~+,, - Ip'rl ... P~v - I(X2)(X2)(I) ... (X 2 )(N-I) (3.6.10) 

is a canonical divisor on M. 
The sole purpose of the above series of exercises was to produce a 

holomorphic differential on M (with enough free points) all of whose zeros 
are of even order. We have succeeded in this whenever N = 2 (because 
tj = 1 for j = 1, ... , v(T)). In this case 

R = ± (1 _ t j ) = v(T), 
j = 1 N 2 

and thus X has precisely 

[v~)J - 1 
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free points. We conclude from (3.6.9) that 

i(Zd 2: [V~)J 
with a similar result for (3.6.10). 

We have established the following 

Theorem. Let M be a g-hyperelliptic surface of genus g 2: 2g + 3. Then e sing 

contains 229 points of order 2 with the order of vanishing of the 8-function 
at these points greater than or equal to [*(2g + 2 - 4iJ)]. 

Remark. The above analysis for N = 2 and v = 0 does not give points of 
order two in e sing . A slightly different and in some sense simpler analysis, 
however, does. 

VII.3.7. The Riemann surface M of 

w2g + 1 = z(z - 1) 

affords another interesting example of a surface of genus g. It is an immediate 
consequence of the fact that w is a function of degree 2, that M is hyperelliptic. 
There is an obvious involution on M: 

(z,w)f->(1 - z, w). 

This is the hyperelliptic involution since it fixes the 2g + 1 points lying 
over z = t and the point z -1( 00 ). 

VII.3.8. The Riemann surface M of 

is of genus 3 which obviously has two cyclic groups of order 4 operating 
on it; the groups generated by 

(z ,w) f-> (z,iw), (z ,w) f-> (iz,w). 

Using obvious notational conventions, we record the following facts: 

(_) = Q1Q2Q3Q4 
- QSQ6Q7QS' 

and 
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From the above we see that 

dz dz dz 

form a basis for yt'(M). Note that 

( dZ) _, 
Z w 3 = Q,Q2Q3Q4 = Z (0). 

More generally for any C E C U {'XJ}, z - '(c) is a canonical divisor. It follows 
from these observations that the "gap" sequence at any Pj (j = 1,2,3,4) is 

1, 2, 5. 

(Note that the Pj are defined by Z(P)4 = 1.) Thus each Pj is a Weierstrass 
point of weight 2. We have accounted for 8 of the 24 Weierstrass points. 
Similarly, the points Qj (j = 1,2,3,4) are Weierstrass points of weight 2, since 

dw dw dw 
2'3,W 3 z z z 

is also a basis of yt'(M). Finally, the points Qj (j = 5,6,7,8) are also 
Weierstrass points of weight 2, since 

(Z'W)~(~, ~) 
is an automorphism (of period 2) of the surface M that interchanges the 
zeros and poles of w. We have thus accounted for all the Weierstrass points 
on M. It is a surface of genus 3 with 12 distinct Weierstrass points each 
of weight 2. 

VII.3.9. The next to last example of this section is the most complicated 
one. It will be used to show that the upper bound on the number of (distinct) 
Weierstrass points g3 - g on a surface of genus g (Theorem III.5.11) is 
attained. Our example will be for g = 3. Consider the Riemann surface M 
of the algebraic curve 

(3.9.1) 

On the surface, the function: is of degree 7 (and w is of degree 3). The function 
z is ramified over 0, 1, CIJ (with ramification number 7). A calculation using 
Riemann-Hurwitz now shows that M has genus 3. In our usual short hand: 

p 7 

(:) = QJ' 
P~P~ 

(dz) = or' 
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and 

( ) = p.p~ 
W 3 . 

Q. 
From the above formulas we see that the differentials 

(3.9.2) 

have (respectively) divisors 

It is immediate from this calculation that we have again produced a basis 
for £1(M) and that P., P2, Q. are all simple (= weight one) Weierstrass 
points. 

We claim that all the Weierstrass points are simple (hence we must have 
24 distinct Weierstrass points). We will compute the Wronskian of our basis 
of £1(M). Since we are no longer interested in points lying over 0, I, 00 

(via z), the function z is a good local coordinate at such points. Using the 
notation of 111.5.8, we are computing 

[ 1 z - 1 z - IJ 1 
det 3 ' - 5- ' - 6- = 18 det[w3 , w(z - 1),z - 1] 

w w w w 

3! 1 3 2 
3" 5( 5 (z - 8z + 5z + 1). z z z - 1) 

(The computation is long and tedious, but routine.) Denoting the cubic 
polynomial by p(z) we see that 

p( -1) = -13, p(O) = + 1, p(l) = -1, p(8)=41, 

and hence p has three distinct real roots (in the open intervals ( - 1 ,0), (0,1) 
and (1,8». Each zero of the Wronskian corresponds to 7 distinct points on 
M. Thus we have produced a surface of genus 3 with 24 distinct (simple) 
Weierstrass points. 

VII.3.10. The Riemann surface of (3.9.1) actually has 168 = 84(3 - \) 
automorphisms, which shows that the maximum number (of Hurwitz's 
theorem, V.1.3) is achieved. It is easy to exhibit an automorphism of period 7: 

(z,W) f--+ (Z,BW), B = expC;} 

To exhibit other automorphisms of M we must use some algebraic geometry. 
The abelian differentials of the first kind provide an embedding of Minto 
[p>2 (III.10). Thus setting 
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we see from (3.9.1) or (3.9.2) that a projective equation for our curve is 

X 3 y + y 3Z + Z 3X = O. 

347 

Hence we see that we have another automorphism of M (of order 3) given 
by the permutation 

(X, Y,Z) f--+ (Y,Z,X). 

We will not proceed with the above line of thought. (The interested reader 
should consult the work of A. Kuribayashi and K. Komiya for the complete 
classification of automorphism groups and Weierstrass points for surfaces 
of genus 3.) 

If we are willing to use the fact that M has 168 automorphisms, we can 
conclude without calculation that each Weierstrass point is simple. We have 
seen in the proof of Hurwitz's theorem, that the maximum number of 
automorphisms occur only if M jAut M ;;;: IC U {oo} and the canonical 
projection 

n:M-+lCu{oo} 

is branched over three points with ramification numbers 2, 3, 7. Thus these 
are the only possible orders of the stability subgroups of points. We conclude 
that each orbit under Aut M must contain at least -4i~ = 24 points. In 
particular, the Weierstrass points must be the fixed points of the elements 
of order 7, and there must be 24 such points. Hence they must all be simple. 

VII.3.lt. For our last example we consider the Riemann surface of 

which is a hyperelliptic surface of genus 2. In addition to the hyperelliptic 
involution this surface permits an automorphism of period 5 

(z,w) f--+ (£Z,£3 W ) with £ = eXPC;i). 

Let us denote this automorphism by T and observe that the automorphism 
JT with J the hyperelliptic involution is of order 10. The automorphism 
J T is given by 

(z, w) f--+ (£Z, - £3 W ), 

so that the only possible fixed points of JT are PI = Z-I(O) or QI, Q2 the 
two points lying over Cf). Since T is of prime order 5, the Riemann-Hurwitz 
formula gives 2 = 5(2if - 2) + 4v(T), with v(T) as usual the number of fixed 
points of T. The only way this can be satisfied is with if = 0 and v(T) = 3. 
Hence T fixes PI, QI , and Q2 ' It is therefore obvious that JT fixes PI> but 
cannot fix either QI or Q2, because JTQI = JQl = Q2 and JTQ2 = 
JQ2 = QI' 

The reader should now recall Theorem V.2.11 . 
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VII.4. Branch Points of Hyperelliptic Surfaces 
as Holomorphic Functions of the Periods 

In IV.7, we solved two elementary moduli problems. In this section we will 
describe one way of obtaining moduli for hyperelliptic surfaces ; another 
elementary case. 

VII.4.1. We return once again to the concrete representation of a hyper­
elliptic surface M of genus g ~ 2. We will now assume that our function z 
of degree two is branched over 0, 1, and Xi , and hence represent M by 

2g - 1 

w 2 = z(: - 1) n (: - I,d , (4.1.1) 
k = 1 

where ;,[0, . . , ;' 2g - 1 are distinct points in 1C \ {0,l} . We are using a slight 
variation of(1.0.1). To fix notation, we set 

PI =: - 1(0), p 2 =:-I(l), 

Pj + 2 = .: - I()), j = 1, .. . , 2g - 1, P2g + 2 = : - l(Xi ). 

We have seen in VII. 1.2, that using PI as a base point for q>: M ---+ J(M), the 
vector X of Riemann constants is given by 

where n is the period matrix for the canonical homology basis constructed 
in VIL1.1. We shall show that the),j are holomorphic functions of the entries 
n k1 of n. We will accomplish this by expressing the function: in terms of 
e-functions. 

The function z E x(M) is characterized (up to a constant multiple) by 
the property that it has a double pole at P 29 + 2 , a double zero at PI' and is 
holomorphic and nonzero on M \ {P2g+2}. We will produce such a function 
in terms of e-functions. One main tool will be the Riemann vanishing 
theorem, and our explicit knowledge of the images in J(M) of the Weier­
strass points on M. 

VII.4.2. We shall see that there are many ways to proceed. We begin with 
the point of order 2 

cp(P1 PS P7' " P2g+d + X = CP(PI P3 ) = cp(P3 ), 

by virtue of (1.2.1) and the fact that cp(P2) = 0 for every Weierstrass point 
P on M. We have computed q>(P3 ) in VII. 1.1 : 

cp(P3 ) = t(nO) + eO) + e(2». 

Similarly, 
CP(P2g+2PSP7'" P2g+d + X = q>(P2g+2P3 ) = t (n(l) + e(2». 
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We also observe that 

i(P1PSP7 '" P2g +l ) = 0 = i(P2g+2PSP7'" P2g +l ) 

(compare with VII.1.4). We now consider the multiplicative function 

P'r-+ [ () 1 
o 

o 0 
1 0 
o 0 
1 0 

~}cp(p),n) 
(4.2.1) OJ . o (cp(p),n) 

According to Theorem VI.2.4, the numerator vanishes precisely (it does not 
vanish identically by Theorem VI.3.3) at P l , Ps, P7, . . . , P2g +l and the 
denominator at P2g +2, Ps, P7, . .. , P2g +l . In particular, the function (4.2.1) 
vanishes to first order at Pl and has a simple pole at P2g+2 and is 
holomorphic and nonzero elsewhere. Examining the multiplicative behavior 
of the above function, we see that 

()2[1 0 0 ~J(cp(p),n) 
f(P) = ~;-1_1_0 __ ~ __ _ 

()2[~ 0 ~ ~}cp(p),n) 

is a meromorphic function on M with divisor Pi P ;/+ 2' Hence 

f= cz, C E q{O}. 

The constant c is evaluated by f(P 2) = cz(P 2) = c. Thus we see that 

()2 [1 1 0 ~}cp(p2),n) 
c=f(P2) = 1 1 0 

()2G 0 0 OJ ' 0 o (cp(P 2),n) 

and 

()2[1 0 0 ~J Gn(1),n )()2[~ 0 0 ~J (cp(p),n) 
z(P) = 0 0 0 

()2G 0 0 ~J Gn(l),n )()2[~ 0 0 ~J (cp(p),n) 1 0 1 0 

(){~ 0 0 ~J(){! 0 0 ~}cp(p),n) 0 0 

()2[~ 0 0 ~J()2[~ 0 0 ~J (cp(P),n) 

(4.2.2) 

0 0 

(the last equality by VI(1.4.5)). 
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Setting P = Pj + 2 we get from (4.2.2) formulae for Aj . These formulae are 
useful only for 

j = 1, 2, 4, 6, . . . , 2g - 2. (4.2.3) 

For other values of j, both the numerator and denominator vanish. While 
the limit can be calculated to obtain Aj , the calculation involves the normal­
ized abelian differentials of the first kind. For the values of j given in (4.2.3), 
nice formulae for )' j can be obtained in terms of 8-constants only. For 
example, 

o 0 
1 0 

o 0 
o 

o 0 
o 0 ~J 
o 0 
o 0 

By replacing the point of order 2 that started this whole procedure (for 
example, use 

instead of 

we can get similar formulae for Aj for the other values of j. We have hence 
established the following 

Theorem. The branch points of the two sheeted representation of a hyper­
elliptic Riemann surface are holomorphic functions of the period matrix. 
Furthermore, the hyperelliptic surface is completely determilled by its period 
matrix. 

VII.4.3. The fact that there are many ways to express the function z in 
terms of 8-functions leads to useful and interesting relations among 8-
constants. We will, however, not pursue this fascinating subject. 

VII.S. Examples of Prym Differentials 

On the hyperelliptic surface M 

2g - 1 

w2 = z(z - 1) TI (z - Ak), 

the differentials 
dz 
w 

k; 1 

dz 
Z -, 

w 
g-1 dz 

.. " z -
w 

9 ?:. 2, 

form a basis for abelian differentials of the first kind. 
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On M we can construct (locally) the function y given by 
2g - 3 

y2 = z(z - 1) n (z - Ak ), 
k=l 

and (locally) the differentials 

dz dz g _ 2 dz z - .. . , z -
y y' y 

Continuation of these differentials along the curves ai' ... , ag , b l , . .. , bg _ I 

of Figure VII.l (interpreted correctly) leaves them invariant. However, con­
tinuation along bg leads to a change of sign. We have hence constructed a 
basis for the Prym differentials with characteristic [8 ::: 8 ?J as defined 
in III .9. 

The fascinating relation between the lifts of these differentials to a smooth 
two-sheeted cover and the theory of moduli will have to be pursued elsewhere. 

VII.6. The Trisecant Formula 

Although a purist might object that we are no longer considering examples, 
we will proceed nevertheless. The formula in the title of this section has 
turned out to have remarkable applications. 

VII.6.l. The notation is the same as in Section VII.2. Let rx be a non­
singular element of the theta divisor, e (thus 8(rx) = 0 and (o8j ozj )(rx) -# 0 for 
at least one integer j, 1 ~ j ~ g). For any such rx, and any four points PI' 
. . . , P4 on the Riemann surface consider the following expression: 

8(rx + f~~)8(rx + f~~) 
8(rx + J~:)8(rx + f~~) = A(PI'P2 ,P3 ,P4 ), 

In the above formula f~ is used as an abbreviation for cp(P) - cp(Q) to 
emphasize the independence of this difference on the base point for the map 
cp. In the above expression for A, we may think of the four points Pi as being 
fixed. It is more useful, however, to think of the last three points as fixed 
and the point PI as a variable point on the surface M. We hence view A as 
a multi valued meromorphic function of Pion the surface M. When the 
point PI is continued over cycles the expression picks up multiples by an 
exponential. We leave for the reader the task of computing the multipliers. 
The multi valued function A has a zero at PI = Pz and a pole at PI = P4 . If 
we restrict PI (and choose Pz, P3 , and P4 also) to lie in a fundamental 
polygon for the surface (or in a simply connected region whose closure is 
the surface), then the value of the function (now single-valued) at PI = P3 is 
one. 



352 VII Examples 

The above properties suggest calling A(PI,PZ'P3 ,P4 ) the generalized cross 
ratio oj the Jour points (taken in the specified order). We (should) quickly 
remark that it is possible for the expression not to be well defined (the cases 
resulting in either the numerator or denominator of the formula defining A 
vanishing) for a given rJ. and a given set of four points (without the use of 
some limiting procedure). However, if we are given rJ. and a set of three 
generic (we will not define this term here) points Pz, P3 , P4 , on the surface 
M, there are at most g - 1 points Pion the surface where A is not well 
defined. It is therefore not too hard to show that the generalized cross ratio 
of the four distinct points can always be defined. This expression would not 
be of much use if it were to depend on the point rJ.. Our next result shows 
that this is not the case. 

Theorem. The multivalued Junction A(PI 'P2 ,P3 ,P4 ) is independent oj the point 
rJ. used to define it. 

PROOF. Let rJ. and fl be two distinct elements in the nonsingular set of the 
theta divisor. Consider the quotient of the two expressions, one formed with 
rJ. and the other with fl. This quotient is easily seen to be a (single-valued) 
meromorphic function of Pion the surface. It however has no zeros or 
poles and is therefore a constant. The constant is one since at PI = P3 each 
of the two expressions has value one. 

Consider now the meromorphic function G on the Jacobian variety 
J(M) of the surface M given by (we are now fixing the four points PI, P2 , 

P3 , P4) 

The reader will easily confirm that G(z) is actually a meromorphic function 
on the torus J(M) and that therefore the function 

Z E C9 

is also such a function which however vanishes on the theta divisor (by the 
previous theorem). 

If we now multiply h by the denominator of G we find 

e(z + f:")e(z + f:")h(Z) 

= e(z + f:")e(z + f:") - A(PI,PZ ,P3 ,P4 )e(z + f:")e(z + f:")' 

In particular, we find that the right-hand side vanishes for z E e. It thus 
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follows that 

O(z + S~~)O(z + S~!) - A(P1 ,P2 ,P3 ,P4 )O(Z + S~!)O(z + S~~) 
O(z) 
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is a holomorphic function of z on ICg but not on the torus. If we check, its 
behavior on the torus though we find that it has the same multiplicative 
character as the function O(z + S~~ + S~!) and therefore must be a constant 
multiple of this function. This last point follows from the fact (which we 
have not proved here) that the dimension of the space of holomorphic 
functions on ICg with the given multiplicative behavior is one. It thus follows 
that 

= cO(Z)O(z + f:" + f:'J
). 

for some constant c. The preceding is an identity for all values of z. In 
particular, if we set z = ex - S~~ we find that 

_ O(a - S~~)O(a + S~!) 
- A(P1 ,P2 ,P3 ,P4 ) - c O(a - S~~ + S~!)O(a - S~~ + S~~)" 

The evenness of the theta function and the fact that the expression 
defining A is independent of the point ex in the theta divisor gives us 

-A(P1 ,P2 ,P3 ,P4 ) = d(P1 ,P2 ,P4 ,P3 )· 

We have therefore proved the following 

Theorem. Let Pj' i = 1, ... , 4 be four distinct points on a compact Riemann 
surface of positive genus. Then the following identity holds: 

= - A(P1,P2,P3,P4)O(Z)O(z + f P' + fPJ). 
A(P1 ,P2 ,P4 ,P3 ) P2 p. 

In order to make use of this result we need to undertake a careful study 
of the possible cross ratios of four points; in other words, how the order of 
the points affects the cross ratio. If we denote the expression A(Pj,P.i,PbP1) 

by Ajjk1 , it follows immediately from the definitions that 

In addition, we also see that if we denote A1234 by A and }' 1342 by 11 and 
finally A1423 by v, then A1432 = l /A, A1243 = 1111, and A1324 = Il v. 
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The reader can now easily check that 

A v = e(ex + H!)e(ex + J~~)e(ex + J~~) 
/1 e(ex + J~~)e((X + J~~)e(ex + J~;) 

and this is clearly equal to 

e(ex + J~!)e(ex + J~~)e(ex + J~~) 
e(ex - H!)e(ex - J~~)e(ex - J~~). 

VII Examples 

Let us now consider the case of ex, a nonsingular point of order two, in 
the theta divisor and write ex = 1(e'/2) + r(e/2). By the exercise preceding 
Section VI.2.6 and the fact that J~! + J~~ + J~; = 0 (when all integrations 
take place along paths lying inside the fundamental polygon) we get that 
the above expression is equal to - 1. The same argument, in fact, shows 
that for ex as above, 

We have therefore just proved the following: 

Lemma. With A, /1, and v defined as above, we have AflV = - 1. 

Let us now return to our theorem which gave us the fundamental 
identity. In view of the lemma we have just proved we can rewrite the 
theorem and replace the quotient -A1234/A I243 which appears there by 
- Afl. This by the lemma is simply I/ v, which is )01324. 

For the convenience of the reader we rewrite the theorem in this new 
notation as 

The above formula is known as the trisecant formula. It has been shown 
to be a very useful formula. Here we content ourselves with an application 
to the case of genus 1 with period r in the upper half-plane. 

We can clearly choose a torus and four points on it so that J~~ = ~, 
J~~ = r/2, and such that J~~ = (I + r)/2. This is the usual choice of the four 
points of order two in the period parallelogram. If we now substitute this 
into the above formula and use the identity in the exercise preceding 
Section VI.2.6 we find that it reduces to the well-known elliptic theta 
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identity 

e2[~}O)e2[~}z) = e2[~}O)e2[~}Z) + e2[~}0)82[~}Z). 
By setting z = 0 this now becomes a theta constant identity. We are now at 
the beginning of another story; material for another book. 
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