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Preface

Two of the most fundamental concepts in the theory of stochastic processes
are the Markov property and the martingale property.* This book is written
for readers who are acquainted with both of these ideas in the discrete-time
setting, and who now wish to explore stochastic processes in their continuous
time context. It has been our goal to write a systematic and thorough exposi
tion of this subject, leading in many instances to the frontiers of knowledge.
At the same time, we have endeavored to keep the mathematical prerequisites
as low as possible, namely, knowledge of measure-theoretic probability and
some familiarity with discrete-time processes. The vehicle we have chosen for
this task is Brownian motion, which we present as the canonical example of
both a Markov process and a martingale. We support this point of view by
showing how, by means of stochastic integration and random time change,
all continuous-path martingales and a multitude of continuous-path Markov
processes can be represented in terms of Brownian motion. This approach
forces us to leave aside those processes which do not have continuous paths.
Thus, the Poisson process is not a primary object of study, although it is
developed in Chapter 1 to be used as a tool when we later study passage times
and local time of Brownian motion.
The text is organized as follows: Chapter 1 presents the basic properties of
martingales, as they are used throughout the book. In particular, we generalize
from the discrete to the continuous-time context the martingale convergence
theorem, the optional sampling theorem, and the Doob-Meyer decomposi
tion. The latter gives conditions under which a submartingale can be written

* According to M. Loeve, "martingales, Markov dependence and stationarity are the only three
dependence concepts so far isolated which are sufficiently general and sufficiently amenable to
investigation, yet with a great number of deep properties" (Ann. Probab. I (1973), p. 6).
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as the sum of a martingale and an increasing process, and associates to every
martingale with continuous paths a "quadratic variation process." This pro
cess is instrumental in the construction of stochastic integrals with respect to
continuous martingales.
Chapter 2 contains three different constructions of Brownian motion,
as well as discussions of the Markov and strong Markov properties for
continuous-time processes. These properties are motivated by d-dimensional
Brownian motion, but are developed in complete generality. This chapter also
contains a careful discussion of the various filtrations commonly associated
with Brownian motion. In Section 2.8 the strong Markov property is applied
to a study of one-dimensional Brownian motion on a half-line, and on a
bounded interval with absorption and reflection at the endpoints. Many
densities involving first passage times, last exit times, absorbed Brownian
motion, and reflected Brownian motion are explicitly computed. Section 2.9
is devoted to a study of sample path properties of Brownian motion. Results
found in most texts on this subject are included, and in addition to these, a
complete proof of the Levy modulus of continuity is provided.
The theory of stochastic integration with respect to continuous martingales

is developed in Chapter 3. We follow a middle path between the original
constructions of stochastic integrals with respect to Brownian motion and the
more recent theory of stochastic integration with respect to right-continuous
martingales. By avoiding discontinuous martingales, we obviate the need to
introduce the concept of predictability and the associated, highly technical,
measure-theoretic machinery. On the other hand, it requires little extra effort
to consider integrals with respect to continuous martingales rather than
merely Brownian motion. The remainder of Chapter 3 is a testimony to the
power ofthis more general approach; in particular, it leads to strong theorems
concerning representations of continuous martingales in terms of Brownian
motion (Section 3.4). In Section 3.3 we develop the chain rule for stochastic
calculus, commonly known as Ito's formula. The Girsanov Theorem of Sec
tion 3.5 provides a method of changing probability measures so as to alter
the drift of a stochastic process. It has become an indispensable method for
constructing solutions of stochastic differential equations (Section 5.3) and is
also very important in stochastic control (e.g., Section 5.8) and filtering. Local
time is introduced in Sections 3.6 and 3.7, and it is shown how this concept
leads to a generalization of the Ito formula to convex but not necessarily
differentiable functions.
Chapter 4 is a digression on the connections between Brownian motion,
Laplace's equation, and the heat equation. Sharp existence and uniqueness
theorems for both these equations are provided by probabilistic methods;
applications to the computation of boundary crossing probabilities are dis
cussed, and the formulas of Feynman and Kac are established.
Chapter 5 returns to our main theme of stochastic integration and differ

ential equations. In this chapter, stochastic differential equations are driven
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by Brownian motion and the notions of strong and weak solutions are pre
sented. The basic Ito theory for strong solutions and some of its ramifications,
including comparison and approximation results, are offered in Section 5.2,
whereas Section 5.3 studies weak solutions in the spirit of Yamada &
Watanabe. Essentially equivalent to the search for a weak solution is the
search for a solution to the "Martingale Problem" of Stroock & Varadhan.
In the context of this martingale problem, a full discussion of existence,
uniqueness, and the strong Markov property for solutions of stochastic differ
ential equations is given in Section 5.4. For one-dimensional equations it is
possible to provide a complete characterization of solutions which exist only
up to an "explosion time," and this is set forth in Section 5.5. This section also
presents the recent and quite striking results of Engelbert & Schmidt con
cerning existence and uniqueness of solutions to one-dimensional equations.
This theory makes substantial use of the local time material of Sections 3.6,
3.7 and the martingale representation results of Subsections 3.4.A,B. By
analogy with Chapter 4, we discuss in Section 5.7 the connections between
solutions to stochastic differential equations and elliptic and parabolic partial
differential equations. Applications of many of the ideas in Chapters 3 and 5
are contained in Section 5.8, where we discuss questions of option pricing
and optimal portfolio/consumption management. In particular, the Girsanov
theorem is used to remove the difference between average rates of return
of different stocks, a martingale representation result provides the optimal
portfolio process, and stochastic representations of solutions to partial differ
ential equations allow us to recast the optimal portfolio and consumption
management problem in terms of two linear parabolic partial differential
equations, for which explicit solutions are provided.
Chapter 6 is for the most part derived from Paul Levy's profound study of
Brownian excursions. Levy's intuitive work has now been formalized by such
notions as filtrations, stopping times, and Poisson random measures, but the
remarkable fact remains that he was able, 40 years ago and working without
these tools, to penetrate into the fine structure of the Brownian path and to
inspire all the subsequent research on these matters until today. In the spirit
of Levy's work, we show in Section 6.2 that when one travels along the
Brownian path with a clock run by the local time, the number of excursions
away from the origin that one encounters, whose duration exceeds a specified
number, has a Poisson distribution. Levy's heuristic construction ofBrownian
motion from its excursions has been made rigorous by other authors. We do
not attempt such a construction here, nor do we give a complete specification
of the distribution of Brownian excursions; in the interest of intelligibility, we
content ourselves with the specification of the distribution for the durations
of the excursions. Sections 6.3 and 6.4 derive distributions for functionals
of Brownian motion involving its local time; we present, in particular, a
Feynman-Kac result for the so-called "elastic" Brownian motion, the for
mulas of D. Williams and H. Taylor, and the Ray-Knight description of
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Brownian local time. An application of this theory is given in Section 6.5,
where a one-dimensional stochastic control problem of the "bang-bang" type
is solved.
The writing of this book has become for us a monumental undertaking

involving several people, whose assistance we gratefully acknowledge. Fore
most among these are the members of our families, Eleni, Dot, Andrea, and
Matthew, whose support, encouragement, and patience made the whole en
deavor possible. Parts of the book grew out of notes on lectures given at
Columbia University over several years, and we owe much to the audiences
in those courses. The inclusion of several exercises, the approaches taken to
a number of theorems, and several citations of relevant literature resulted
from discussions and correspondence with F. Baldursson, A. Dvoretzky,
W. Fleming, O. Kallenberg, T. Kurtz, S. Lalley, J. Lehoczky, D. Stroock, and
M. Yor. We have also taken exercises from Mandl, Lanska & Vrkoc (1978),
and Ethier & Kurtz (1986). As the project proceeded, G.-L. Xu, Z.-L. Ying,
and Th. Zariphopoulou read large portions of the manuscript and suggested
numerous corrections and improvements. Careful reading by Daniel Ocone
and Manfred Schiil revealed minor errors in the first printing, and these have
been corrected. Others, including F. Akesson, S. Dayanik, B. Doytchinov,
H.J. Engelbert, R. H6hnle, C. Hou, A. Karolik, W. Nichols, L. Nielsen, D.
Ocone, N. Vaillant and H. Wang found errors and/or contributed ideas,
which have resulted in improvements in subsequent printings. However, our
greatest single debt of gratitude goes to Marc Yor, who read much of the
near-final draft and offered substantial mathematical and editorial comments
on it. The typing was done tirelessly, cheerfully, and efficiently by Stella
DeVito and Doodmatie Kalicharan; they have our most sincere appreciation.
We are grateful to Sanjoy Mitter and Dimitri Bertsekas for extending to us

the invitation to spend the critical initial year of this project at the Massachu
setts Institute of Technology. During that time the first four chapters were
essentially completed, and we were partially supported by the Army Research
Office under grant DAAG-299-84-K-0005. Additional financial support was
provided by the National Science Foundation under grants DMS-84-16736
and DMS-84-03166 and by the Air Force Office of Scientific Research under
grants AFOSR 82-0259, AFOSR 85-0360, and AFOSR 86-0203.

Ioannis Karatzas
Steven E. Shreve
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Suggestions for the Reader

We use a hierarchical numbering system for equations and statements. The
k-th equation in Section j of Chapter i is labeled (j.k) at the place where it
occurs and is cited as (j.k) within Chapter i, but as (i.j.k) outside Chapter i. A
definition, theorem, lemma, corollary, remark, problem, exercise, or solution
is a "statement," and the k-th statement in Sectionj of Chapter i is labeled j.k
Statement at the place where it occurs, and is cited as Statement j.k within
Chapter i but as Statement iJ.k outside Chapter i.
This book is intended as a text and can be used in either a one-semester or
a two-semester course, or as a text for a special topic seminar. The accompany
ing figure shows dependences among sections, and in some cases among
subsections. In a one-semester course, we recommend inclusion of Chapter I
and Sections 2.1, 2.2, 2.4, 2.5, 2.6, 2.7, §2.9.A, B, E, Sections 3.2, 3.3, 5.1, 5.2,
and §5.6.A, C. This material provides the basic theory of stochastic integration,
including the Ito calculus and the basic existence and uniqueness results for
strong solutions of stochastic differential equations. It also contains matters
of interest in engineering applications, namely, Fisk-Stratonovich integrals
and approximation of stochastic differential equations in §3.3.A and 5.2.D,
and Gauss-Markov processes in §5.6.A. Progress through this material can
be accelerated by omitting the proof of the Doob-Meyer Decomposition
Theorem 1.4.10 and the proofs in §2.4.D. The statements of Theorem 1.4.10,
Theorem 2.4.20, Definition 2.4.21, and Remark 2.4.22 should, however, be
retained. If possible in a one-semester course, and certainly in a two-semester
course, one should include the topic ofweak solutions of stochastic differential
equations. This is accomplished by covering §3.4.A, B, and Sections 3.5, 5.3,
and 5.4. Section 5.8 serves as an introduction to stochastic control, and so we
recommend adding §3.4.C, D, E, and Sections 5.7, and 5.8 if time permits. In
either a one- or two-semester course, Section 2.8 and part or all of Chapter 4



xviii Suggestions for the Reader

may be included according to time and interest. The material on local time
and its applications in Sections 3.6, 3.7, 5.5, and in Chapter 6 would normally
be the subject of a special topic course with advanced students.
The text contains about 175 "problems" and over 100 "exercises." The

former are assignments to the reader to fill in details or generalize a result,
and these are often quoted later in the text. We judge approximately two
thirds of these problems to be nontrivial or of fundamental importance, and
solutions for such problems are provided at the end of each chapter. The
exercises are also often significant extensions of results developed in the
text, but these will not be needed later, except perhaps in the solution of
other exercises. Solutions for the exercises are not provided. There are some
exercises for which the solution we know violates the dependencies among
sections shown in the figure, but such violations are pointed out in the
offending exercises, usually in the form of a hint citing an earlier result.
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Frequently Used Notation

I. General Notation

Let a and b be real numbers.
(1) ~ means "is defined to be."
(2) a /\ b ~ min{a,b}.
(3) a v b ~ max{a,b}.
(4) a+ ~ max{a,O}.
(5) a- ~ max{ -a,O}.

II. Sets and Spaces

(1) N0 ~ {O, 1,2, ... }.
(2) Q is the set of rational numbers.
(3) Q+ is the set of nonnegative rational numbers.
(4) JRd is the d-dimensional Euclidean space; JRI = JR.
(5) Br ~ {XEJR

d; Ilxll < r} (p. 240).
(6) (JRd)IO,COl is the set of functions from [0,(0) to JRd (pp. 49, 76).
(7) C[O, oo)d is the subspace of (JRd)[O,co l consisting of continuous functions;

C[O, (0)1 = C[O, (0) (pp. 60, 64).
(8) D [0,(0) is the subspace of JRIO,co) consisting of functions which are right
continuous and have left-limits (p. 409).

(9) Ck(E), q(E), CME): See Remark 4.1, p. 312.
(10) C 1,2([0, T) x E),C1,2((O, T) x E): See Remark 4.1, p. 312.
(11) 2, 2(M), 2*, 2*(M): See pp. 130-131.
(12) flJ, [J}'(M), [J}'*, [J}'*(M): See pp. 146-147.
(13) .,I{2 (.,I{2): The space of (continuous) square-integrable martingales (p. 30).
(14) .It1oc(.,I{c.lOC): The space of (continuous) local martingales (p. 36).
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III. Functions

Frequently Used Notation

(1) sgn(x) = { I: x> 0,
-I, x < o.

(2) IA(x) £ {I; x E A,
0; x¢A.

I
(3) p(t; x, y) £ ~e-(X-y)2/2'; t > 0, x, yE IR (p. 52).

'.1 2m
(4) P±(t; x, y) £ p(t; x,y) ± p(t; x, - y); t > 0, x, yE IR (p. 97).
(5) [t] is the largest integer less than or equal to the real number t.

IV. a-Fields

(1) .?4(V): The smallest a-field containing all open sets of the topological
space V (p. I).

(2) &Br(C[O, (0», .?4r(C[O, OO)d). See pp. 60, 307.
(3) a(~): The smallest a-field containing the collection of sets ~.
(4) a (X.): The smallest a-field with respect to which the random variable X s

is measurable.
(5) a(Xs;0 ::; s ::; t): The smallest a-field with respect to which the random
variable X. is measurable, VS E [0, t].

(6) ?,X £ a(Xs ; 0::; s::; t), ffoo £ a(U,,,,o?'): See p. 3.
(7) ?,+ £ nt>o ?,+p?,- £ a(Us<r ~): See p. 4.
(8) ffr : The a-field of events determined prior to the stopping time T; see
p.8.

(9) ffT+: The a-field of events determined immediately after the optional
time T; see p. 10.

(10) ff ® ~ £ a(A x B; A Eff, BE~}: The product a-field formed from the
a-fields ff and ~.

V. Operations on Functions

d 02
(I) A £ i~ ox;: The Laplacian (p. 240).
(2) d, dr: Second order differential operators; see pp. 281, 311.

VI. Operations on Processes

(1) 0" Os: Shift operator at the deterministic time s and the random time S;
see pp. 77, 83.
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(2) W(X) ~ Jh X s dMs : The stochastic integral of X with respect to M. See
p. 141 for M evll2, X e .!l'*(M); see p. 147 for Me vIIc.I0C, X e ?/*(M).

(3) MI· ~maxo~s~IIMsl:Seep.163forMevllc,loc.
(4) <X): The quadratic variation process of Xevll2 (p. 31) or Xevllc,loc
(p,36),

(5) <X, Y): The cross-variation process of X, Yin v112 (p. 31) or in vII
c.loc

(p,36).
(6) IIXII I, IIXII: See p. 37 for X evll2 ,

VII, Miscellaneous

(1) mT(X, <5) ~ sup{IXs - XII; 0 ~ s < t ~ T, t - S ~ <5}; See p. 33.
(2) m T (w, <5) ~ max{lw(s) - w(t)l; 0 ~ s < t ~ T, t - s ~ <5}: See p. 62.
(3) 15: The closure of the set D c IRd.

(4) DC: The complement of the set D,
(5) aD: The boundary of the set D c IRd .
(6) rD ~ inf{t ~ 0; Jt; e DC}: The first time the Brownian motion W exits from
the set D c IRd (p. 240).

(7) 1'" ~ inf{t ~ 0; Jt; = b}: The first time the one-dimensional Brownian
motion W reaches the level be IR (p. 79).

(8) r+(t) ~ Jh l(o,oo)(l¥.)ds: The occupation time by Brownian motion of the
positive half-line (p. 273).

(9) Pn ~ P: Weak convergence of the sequence of probability measures
{Pn}~=l to the probability measure P (p. 60).

(10) X n S X: Convergence in distribution ofthe sequence of random variables
{Xn}:'=l to the random variable X (p. 61).

(11) p x
: Probability measure corresponding to Brownian motion (p. 72) or a

Markov process (p. 74) with initial position x e IRd•
(12) pll: Probability measure corresponding to Brownian motion (p. 72) or a

Markov process (p. 74) with initial distribution fJ..
(13) .;v,1l, .;V1l: Collections of PIl-negligible sets (p. 89).
(14) 1((1), Z(o): See pp. 331, 332.
(15) I d : The (d x d) identity matrix.
(16) meas: Lebesgue measure on the real line (p. 105).



CHAPTER 1

Martingales, Stopping Times,
and Filtrations

1.1. Stochastic Processes and a-Fields

A stochastic process is a mathematical model for the occurrence, at each
moment after the initial time, of a random phenomenon. The randomness is
captured by the introduction of a measurable space (n, g-), called the sample
space, on which probability measures can be placed. Thus, a stochastic process
is a collection of random variables X = {XI; 0 :s; t < oo} on (n, g-), which
take values in a second measurable space (S,9'), called the state space. For
our purposes, the state space (S, 9') will be the d-dimensional Euclidean space
equipped with the a-field of Borel sets, i.e., S = !Rd, 9' = el(!Rd

), where el(U)
will always be used to denote the smallest a-field containing all open sets of
a topological space U. The index t E [0,00) of the random variables XI admits
a convenient interpretation as time.
For a fixed sample point WEn, the function t 1-+ XI(w); t ~ 0 is the sample

path (realization, trajectory) of the process X associated with w. It provides
the mathematical model for a random experiment whose outcome can be
observed continuously in time (e.g., the number of customers in a queue
observed and recorded over a period of time, the trajectory of a molecule
subjected to the random disturbances of its neighbors, the output of a com
munications channel operating in noise).
Let us consider two stochastic processes X and Y defined on the same

probability space (n, g-, P). When they are regarded as functions of t and w,
we would say X and Y were the same if and only if XI(w) = Y,(w) for all t ~ 0
and all WEn. However, in the presence of the probability measure P, we could
weaken this requirement in at least three different ways to obtain three related
concepts of "sameness" between two processes. We list them here.
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1.1 Definition. Y is a modification of X if, for every t ~ 0, we have
P[XI = Y,] = 1.

1.2 Definition. X and Y have the same finite-dimensional distributions if, for
any integer n ~ 1, real numbers 0 ~ t l < t 2 < ... < tn < 00, and Ae£i(!Rnd

),

we have:

1.3 Definition. X and Yare called indistinguishable if almost all their sample
paths agree:

P[XI = Y,; '10 ~ t < 00] = 1.

The third property is the strongest; it implies trivially the first one, which
in turn yields the second. On the other hand, two processes can be modifica
tions of one another and yet have completely different sample paths. Here is
a standard example:

1.4 Example. Consider a positive random variable T with a continuous dis

tribution, put XI = 0, and let Y, = {O; t -# T}. Yis a modification ofX, since
1; t = T

for every t ~ 0 we have P[Y, = XI] = P[T -# t] = 1, but on the other hand:
P[Y, = XI; V t ~ 0] = o.

A positive result in this direction is the following.

1.5 Problem. Let Y be a modification of X, and suppose that both processes
have a.s. right-continuous sample paths. Then X and Yare indistinguishable.

It does not make sense to ask whether Yis a modification ofX, or whether
Y and X are indistinguishable, unless X and Yare defined on the same
probability space and have the same state space. However, if X and Y have
the same state space but are defined on different probability spaces, we can
ask whether they have the same finite-dimensional distributions.

1.2' Definition. Let X and Y be stochastic processes defined on probability
spaces (n, IF, P) and (n, §, P), respectively, and having the same state space
(!Rd

, £i(lRd
)). X and Yhave the same finite-dimensional distributions if, for any

integer n ~ 1, real numbers 0 ~ t l < t 2 < ... < tn < <YJ, and Ae£i(!Rnd
), we

have

P[(XI , ••• ,X, )eA] = P[(Y, , ... , Y, )eA].
1" 1"

Many processes, including d-dimensional Brownian motion, are defined in
terms of their finite-dimensional distributions irrespective of their probability
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space. Indeed, in Chapter 2 we will construct a standard d-dimensional
Brownian motion B on a canonical probability space and then state that
any process, on any probability space, which has state space (!Rd, Pl(!Rd» and
the same finite-dimensional distributions as B, is a standard d-dimensional
Brownian motion.

For technical reasons in the theory of Lebesgue integration, probability
measures are defined on a-fields and random variables are assumed to be
measurable with respect to these a-fields. Thus, implicit in the statement that
a random process X = {X,; °:s; t < oo} is a collection of (!Rd

, Pl(!Rd
) )-valued

random variables on (n, $'), is the assumption that each X t is $'/Pl(!Rd )
measurable. However, X is really a function of the pair of variables (t, w), and
so, for technical reasons, it is often convenient to have some joint measurability
properties.

1.6 Definition. The stochastic process X is called measurable if, for every
A EPl(!Rd), the set {(t, w); Xt(w) EA} belongs to the product a-field Pl([O, 00» <?9
$'; in other words, if the mapping

(t,w)I---+X,(w): ([0, 00) x n,Pl([O, 00» <?9 $') -+ (!Rd, Pl(!Rd»

is measurable.

It is an immediate consequence of Fubini's theorem that the trajectories of
such a process are Borel-measurable functions of t E [0, 00), and provided that
the components of X have defined expectations, then the same is true for the
function met) = EXt; here, E denotes expectation with respect to a probability
measure P on (n, $'). Moreover, if X takes values in !R and I is a subinterval
of [0, 00) such that II EIX,I dt < 00, then

l,x,'dt < 00 a.s. P, and 1EX,dt = E1X,dt.

There is a very important, nontechnical reason to include a-fields in the
study of stochastic processes, and that is to keep track of information. The
temporal feature of a stochastic process suggests a flow of time, in which, at
every moment t ~ 0, we can talk about a past, present, and future and can ask
how much an observer of the process knows about it at present, as com
pared to how much he knew at some point in the past or will know at some
point in the future. We equip our sample space (n,$') with a filtration,
i.e., a nondecreasing family {3";; t ~ O} of sub-a-fields of $': ~ ,,; 3"; ,,; $' for°:s; s < t < 00. We set $'00 = a(U,~o 3";).
Given a stochastic process, the simplest choice of a filtration is that gen
erated by the process itself, i.e.,

3";x ~ a(Xs ;°:s; s :s; t),

the smallest a-field with respect to which X s is measurable for every s E [0, t].
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We interpret A ef7,x to mean that by time t, an observer of X knows whether
or not A has occurred. The next two exercises illustrate this point.

1.7 Exercise. Let X be a process, every sample path of which is RCLL (i.e.,
right-continuous on [0, 00) with finite left-hand limits on (0, 00». Let A be the
event that X is continuous on [0, to). Show that A e §;:.

1.8 Exercise. Let X be a process whose sample paths are RCLL almost surely,
and let A be the event that X is continuous on [0, to). Show that A can fail to
be in ~:' but if {.?;; t ~ O} is a filtration satisfying ~x ~ .?;, t ~ 0, and .?;o
contains all P-null sets of f7, then A e .?;o'

Let {§;; t ~ O} be a filtration. We define §;_ ~ a(US<I~) to be the a-field
of events strictly prior to t > 0 and §;+ ~ (1.>0 §;+. to be the a-field of events
immediately after t ~ O. We decree f70 - ~ f70 and say that the filtration {§;}
is right- (Ieft-)continuous if §; = §;+ (resp., §; = §;_) holds for every t ~ O.
The concept of measurability for a stochastic process, introduced in Defini
tion 1.6, is a rather weak one. The introduction of a filtration {§;} opens up
the possibility of more interesting and useful concepts.

1.9 Definition. The stochastic process X is adapted to the filtration {§;} if, for
each t ~ 0, Xl is an §;-measurable random variable.

Obviously, every process X is adapted to {§;X}. Moreover, if X is adapted
to {§;} and Y is a modification of X, then Y is also adapted to {§;} provided
that f70 contains all the P-negligible sets in f7. Note that this requirement is
not the same as saying that f70 is complete, since some of the P-negligible sets
in f7 may not be in the completion of f70 .

1.10 Exercise. Let X be a process with every sample path LCRL (i.e., left
continuous on (0, 00) with finite right-hand limits on [0,00», and let A be the
event that X is continuous on [0, to]. Let X be adapted to a right-continuous
filtration {§;}. Show that A e§;o'

1.11 Definition. The stochastic process X is called progressively measurable
with respect to the filtration {§;} if, for each t ~ 0 and A e 81(!Rd ), the set
{(s, w); 0 :s; s :s; t, wen, Xs(w)e A} belongs to the product a-field 81([0, tJ) ®
~; in other words, ifthe mapping (s,w)t-+ Xs(w): ([0, t] x n,.si([O, t]) ®~)-+
(!Rd

, .si(!Rd» is measurable, for each t ~ O.

The terminology here comes from Chung & Doob (1965), which is a basic
reference for this section and the next. Evidently, any progressively measurable
process is measurable and adapted; the following theorem of Chung & Doob
(1965) provides the extent to which the converse is true.
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1.12 Proposition. If the stochastic process X is measurable and adapted to the
filtration {~}, then it has a progressively measurable modification.

The reader is referred to the book of Meyer (1966), p. 68, for the (lengthy,
and rather demanding) proof of this result. It will be used in this text only in
a tangential fashion. Nearly all processes of interest are either right- or left
continuous, and for them the proof of a stronger result is easier and will now
be given.

1.13 Proposition. If the stochastic process X is adapted to the filtration {~}

and every sample path is right-continuous or else every sample path is left
continuous, then X is also progressively measurable with respect to {~}.

PROOF. We treat the case of right-continuity. With t > 0, n ~ 1, k = 0, 1,
... , 2" - 1, and 0 ~ s ~ t, we define:

kt k + 1
X1")(w) = X(k+l)f/2n(W) for 2" < s ~ -----y;-t,

as well as X&")(w) = Xo(w). The so-constructed map (s, w) t-> X1")(w) from
[0, t] x n into IRd is demonstrably gj([O, t]) ® ~-measurable. Besides, by
right-continuity we have: Iim"~OO X1")(w) = Xs(w), V(s,W)E [0, t] x n. There
fore, the (limit) map (s, w) t-> Xs(w) is also gj([O, t]) ® ~-measurable. 0

1.14 Remark. If the stochastic process X is right- or left-continuous, but
not necessarily adapted to {~}, then the same argument shows that X is
measurable.

A random time T is an fi' -measurable random variable, with values in
[0,00].

1.15 Definition. IfX is a stochastic process and T is a random time, we define
the function X T on the event {T < oo} by

X T(W) £ X T(Wj(W),

If Xoo(w) is defined for all WEn, then X T can also be defined on n, by setting
X T(W) £ Xoo(w) on {T = oo}.

1.16 Problem. If the process X is measurable and the random time T is finite,
then the function X T is a random variable.

1.17 Problem. Let X be a measurable process and T a random time. Show
that the collection of all sets of the form {XTEA} and {XTEA} u {T = oo};
A Egj(IR), forms a sub-a-field of fi'. We call this the a-field generated by X T .
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We shall devote our next section to a very special and extremely useful class
of random times, called stopping times. These are of fundamental importance
in the study of stochastic processes, since they constitute our most effective
tool in the effort to "tame the continuum of time," as Chung (1982) puts it.

1.2. Stopping Times

Let us keep in mind the interpretation of the parameter t as time, and of the
a-field g; as the accumulated information up to t. Let us also imagine that we
are interested in the occurrence of a certain phenomenon: an earthquake with
intensity above a certain level, a number of customers exceeding the safety
requirements of our facility, and so on. We are thus forced to pay particular
attention to the instant T(w) at which the phenomenon manifests itself for the
first time. It is quite intuitive then that the event {w; T(w):5: t}, which occurs
if and only if the phenomenon has appeared prior to (or at) time t, should be
part of the information accumulated by that time.
We can now formulate these heuristic considerations as follows:

2.1 Definition. Let us consider a measurable space (n, §") equipped with a
filtration {g;}. A random time T is a stopping time of the filtration, if the event
{T ~ t} belongs to the a-field g;, for every t 2: O. A random time T is an
optional time of the filtration, if {T < t} E g;, for every t 2: O.

2.2 Problem. Let X be a stochastic process and T a stopping time of {,~;X}.
Suppose that for some pair w, w' En, we have X,(w) = Xt(w') for all t E

[0, T(w)]!l [0, (0). Show that T(w) = T(w').

2.3 Proposition. Every random time equal to a nonnegative constant is
a stopping time. Every stopping time is optional, and the two concepts coincide
if the filtration is right-continuous.

PROOF. The first statement is trivial; the second is based on the observation
{T < t} = U::'=l {T ~ t - (l/n)}Eg;, because if T is a stopping time, then
{T ~ t - (lin)} E g;-o/n) ~ g; for n 2: 1. For the third claim, suppose that T
is an optional time of the right-continuous filtration {~}. Since for every
positive integer m, we have {T ~ t} = n:m{T < t+ (lin)}, we deduce
that {T ~ t} E ~+(I/m); whence {T ~ t} E ~+ = fft. 0

2.4 Corollary. T is an optional time of the filtration {g;} if and only if it is a
stopping time of the (right-continuous!) filtration {g;+}.

2.5 Example. Consider a stochastic process X with right-continuous paths,
which is adapted to a filtration {g;}. Consider a subset r E .si(lRd ) of the state
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space of the process, and define the hitting time

Hr(w) = inf{t ~ 0; X,(W)Er}.

We employ the standard convention that the infimum of the empty set is
infinity.

2.6 Problem. If the set r in Example 2.5 is open, show that Hr is an optional
time.

2.7 Problem. If the set r in Example 2.5 is closed and the sample paths of the
process X are continuous, then Hr is a stopping time.

Let us establish some simple properties of stopping times.

2.8 Lemma. If T is optional and (J is a positive constant, then T + (J is a stopping
time.

PROOF. If °~ t < (J, then {T + (J ~ t} = 0 E~. If t ~ (J, then

{T + (J ~ t} = {T ~ t - (J}E~I-6)+ ~~.

2.9 Lemma. If T, S are stopping times, then so are T /\ S, T v S, T + S.

D

PROOF. The first two assertions are trivial. For the third, start with the decom
position, valid for t > 0:

{T + S > t} = {T = 0, S > t} u {o < T < t, T + S > t}

u {T > t, S = o} u {T ~ t, S > O}.

The first, third, and fourth events in this decomposition are in ~, either
trivially or by virtue of Proposition 2.3. As for the second event, we rewrite
it as:

U {t>T>r,S>t-r},
reQ+
O<r<t

where Q+ is the set of rational numbers in [0,(0). Membership in ~ is now
obvious. D

2.10 Problem. Let T, S be optional times; then T + S is optional. It is a
stopping time, if one of the following conditions holds:

(i) T > 0, S > 0;
(ii) T > 0, T is a stopping time.

2.11 Lemma. Let {T,,}:'=1 be a sequence ofoptional times; then the random times

sup T", inf T", lim T", lim T"
n~ I n~ 1 n-oo n-co

are all optional. Furthermore, if the T,,'s are stopping times, then so is sUPn~ 1 T".
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PROOF. Obvious, from Corollary 2.4 and from the identities

Ls~~ 1'" :s; t} = "C\ {1',,:s; t} and Li~~ T" < t} = "0
1

{1'" < t}. 0

How can we measure the information accumulated up to a stopping time
T? In order to broach this question, let us suppose that an event A is part of
this information, i.e., that the occurrence or nonoccurrence of A has been
decided by time T. Now if by time t one observes the value of T, which can
happen only if T :s; t, then one must also be able to tell whether A has occurred.
In other words, A n {T :s; t} and AC n {T :s; t} must both be ~-measurable,
and this must be the case for any t ~ O. Since

ACn {T :s; t} = {T :s; t} n (A n {T :s; t })C,

it is enough to check only that A n {T :s; t} E~, t ~ O.

2.12 Definition. Let T be a stopping time of the filtration {~}. The (I-field ffT
of events determined prior to the stopping time T consists of those events A E ff
for which An {T :s; t} E~ for every t ~ O.

2.13 Problem. Verify that ffT is actually a (I-field and T is ffT-measurable.
Show that if T(w) = t for some constant t ~ 0 and every WEn, then ffT= ~.

2.14 Exercise. Let T be a stopping time and S a random time such that S ~ T
on n. If S is ffT-measurable, then it is also a stopping time.

2.15 Lemma. For any two stopping times T and S, and for any A E ffs, we have
An {S :s; T} EffT · In particular, if S :s; Ton n, we have ffs £; ffT .

PROOF. It is not hard to verify that, for every stopping time T and positive
constant t, T /\ t is an ~-measurablerandom variable. With this in mind, the
claim follows from the decomposition:

A n {S :s; T} n {T :s; t} = [A n {S :s; t}] n {T :s; t} n {S /\ t :s; T /\ t},

which shows readily that the left-hand side is an event in ~. o
2.16 Lemma. Let T and S be stopping times. Then ffTA s = ffTn ffs, and each
of the events

{T < S}, {S < T}, {T:s; S}, {S :s; T}, {T = S}

belongs to ffT n :?i's.

PROOF. For the first claim we notice from Lemma 2.15 that ffTAS£; ffTn ffs.
In order to establish the opposite inclusion, let us take A E ffs n ffT and
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observe that

An {S 1\ T ~ t} = An [{S ~ t} u {T ~ t}]

= [A n {S ~ t}] u [A n {T ~ t}]ES;;;,

9

and therefore A Effs 1\ T·

From Lemma 2.15 we have {S ~ T}Eg-T, and thus {S > T}Eg-T. On the
other hand, consider the stopping time R = S 1\ T, which, again by virtue
of Lemma 2.15, is measurable with respect to g-T. Therefore, {S < T} =
{R < T} Eg-T. Interchanging the roles of S, T we see that {T > S}, {T < S}
belong to ffs, and thus we have shown that both these events belong to
g-T n ffs. But then the same is true for their complements, and consequently
also for {S = T}. 0

2.17 Problem. Let T, S be stopping times and Z an integrable random variable.
We have

(i) E[ZIg-T] = E[Zlffs 1\ T], P-a.s. on {T~ S}
(ii) E[E(ZIg-T)lffs] = E[Zlffs 1\ T], P-a.s.

Now we can start to appreciate the usefulness of the concept of stopping
time in the study of stochastic processes.

2.18 Proposition. Let X = {Xl> S;;;; °~ t < oo} be a progressively measurable
process, and let T be a stopping time of the filtration {S;;;}. Then the
random variable XT of Definition 1.15, defined on the set {T < oo}Eg-T, is
g-T-measurable, and the "stopped process" {XT1\" S;;;;°~ t < oo} is progres
sively measurable.

PROOF. For the first claim, one has to show that for any BE9I(!Rd) and any
t ~ 0, the event {XT EB} n {T ~ t} is in S;;;; but this event can also be written
in the form {XT 1\' EB} n {T ~ t}, and so it is sufficient to prove the progressive
measurability of the stopped process.
To this end, one observes that the mapping (s, w) t-+ (T(w) 1\ s,w) of [0, t] x n

into itself is .?4([0, t]) ® S;;;-measurable. Besides, by the assumption of pro
gressive measurability, the mapping

(s, w) t-+ Xs(w): ([0, t] x n, 91([0, t]) ® S;;;) ~ (!Rd,91(!Rd
))

is measurable, and therefore the same is true for the composite mapping

(s,w)t-+XT(W)l\s(w):([O,t] x n,.?4([O,t])®S;;;)~(!Rd,.?4(!Rd)). 0

2.19 Problem. Under the same assumptions as in Proposition 2.18, and with
f(t, x): [0,(0) X IRd~ IR a bounded, .?4([0, (0)) ® .?4(!Rd)-measurable function,
show that the process Yr = J~f(s,Xs)ds;t ~ Oisprogressivelymeasurablewith
respect to {S;;;}, and YT is an g-T-measurable random variable.
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2.20 Definition. Let T be an optional time of the filtration {g;}. The (i-field
!!i'T+ of events determined immediately after the optional time T consists ofthose
events A E!!i' for which A n {T ::; t} Eg;+ for every t ~ 0.

2.21 Problem. Verify that the class!!i'T+ is indeed a (i-field with respect to which
T is measurable, that it coincides with {A E!!i'; A n {T < t} Eg;, Vt ~ O}, and
that if T is a stopping time (so that both !!i'y,!!i'T+ are defined), then !!i'T £; !!i'T+.

2.22 Problem. Verify that analogues of Lemmas 2.15 and 2.16 hold if T and
S are assumed to be optional and !!i'T' !!i's and !!i'T 1\ S are replaced by !!i'T+' !!i's+
and !!i'c.T 1\ S)+' respectively. Prove that if S is an optional time and T is a positive
stopping time with S ::; T, and S < Ton {S < oo}, then!!i's+ £; !!i'T.

2.23 Problem. Show that if {T,,}::'=l is a sequence of optional times and
T = infn~ 1T", then !!i'T+ = n::'=l !!i'T

n
+' Besides, if each T" is a positive stopping

time and T < T" on {T < oo}, then we have!!i'T+ = n::'=l !!i'T
n

'

2.24 Problem. Given an optional time T of the filtration {g;}, consider the
sequence {T,,}:'=l of random times given by

{

T(w); on {w; T(w) = +oo}

T,,(w) = k {k - 1 k}-' on W'-- < T(w) <-2n ' , 2n - 2n

for n ~ 1, k ~ 1. Obviously T" ~ T,,+1 ~ T, for every n ~ 1. Show that each T"
is a stopping time, that limn_oo T" = T, and that for every A E!!i'T+ we have
An {T" = (kI2n

)} E!!i',./2n; n, k ~ 1.

We close this section with a statement about the set ofjumps for a stochastic
process whose sample paths do not admit discontinuities of the second kind.

2.25 Definition. A filtration {g;} is said to satisfy the usual conditions if it is
right-continuous and !!i'o contains all the P-negligible events in !!i'.

2.26 Proposition. If the process X has RCLL paths and is adapted to the
filtration {g;} which satisfies the usual conditions, then there exists a sequence
{T,,}::'=l of stopping times of {g;} which exhausts the jumps of X, i.e.,

(2.1)
00

{(t, w) E (0,00) x Q; Xt(w) # Xr_(w)} £; U {(t, w) E [0,(0) x Q; T,,(w) = t}.
n=1

The proof of this result is based on the powerful "section theorems" of the
general theory of processes. It can be found in Dellacherie (1972), p. 84, or
Elliott (1982), p. 61. Note that our definition of the terminology "{T,,}::'=l
exhausts the jumps of X" as set forth in (2.1) is a bit different from that found
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on p. 60 of Elliott (1982). However, the proofs in the cited references justify
our version of Proposition 2.26.

1.3. Continuous-Time Martingales

We assume in this section that the reader is familiar with the concept and
basic properties of martingales in discrete time. An excellent presentation of
this material can be found in Chung (1974, §§9.3 and 9.4, pp. 319-341) and we
shall cite from this source frequently. Alternative references are Ash (1972) and
Billingsley (1979). The purpose of this section is to extend the discrete-time
results to continuous-time martingales.
The standard example of a continuous-time martingale is one-dimensional
Brownian motion. This process can be regarded as the continuous-time ver
sion of the one-dimensional symmetric random walk, as we shall see in
Chapter 2. Since we have not yet introduced Brownian motion, we shall take
instead the compensated Poisson process as a continuing example developed
in the problems throughout this section. The compensated Poisson process is
a martingale which will serve us later in the construction of Poisson random
measures, a tool necessary for the treatment of passage and local times of
Brownian motion.
In this section we shall consider exclusively real-valued processes X =

{Xt ; 0 ~ t < oo} on a probability space (o,:F, P), adapted to a given filtration
{g;} and such that EIXtl < 00 holds for every t ~ o.

3.1 Definition. The process {Xl> g;; 0 ~ t < oo} is said to be a submartingale
(respectively, a supermartingale) if, for every 0 ~ s < t < 00, we have, a.s. P:
E(Xtl~) ~ X s (respectively, E(Xtl~) ~ X s )·

We shall say that {Xl> g;; 0 ~ t < oo} is a martingale if it is both a sub
martingale and a supermartingale.

3.2 Problem. Let Tl , T2 , ••. be a sequence of independent, exponentially dis
tributed random variables with parameter A > 0:

P[1; Edt] = Ae-.lt dt, t ~ o.
Let So = 0 and Sn = If=l 1;; n ~ 1. (We may think of Sn as the time at which
the n-th customer arrives in a queue, and of the random variables 1;, i = 1, 2,
... as the interarrival times.) Define a continuous-time, integer-valued RCLL
process

(3.1) 1Y. = max {n ~ 0; Sn ~ t}; 0 ~ t < 00.

(We may regard Nt as the number of customers who arrive up to time t.)

(i) Show that for 0 ~ s < t we have
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P[SNs+! > tl.~/] = e-).('-S), a.s. P.

(Hint: Choose A Eg;/ and a nonnegative integer n. Show that there
exists an event A E a(T1 , ... , T,,) such that A !1 {Ns= n} = A!1 {Ns= n},
and use the independence between T,,+! and the pair (Sn, l A ) to establish

f- P[Sn+! > tlj-/] dP = e-).('-s)P[A!1 {Ns = n}].)
An{Ns=n}

(ii) Show that for 0 ~ s < t, N, - Ns is a Poisson random variable with
parameter l(t - s), independent of g;/. (Hint: With A E~N and n ~ 0 as
before, use the result in (i) to establish

f- PEN, - Ns ~ kl~N] dP
An{Ns=n}

k (l(t - slY'
= P[A!1 {Ns = n}]' ~ e-).(l-s) 'f

)=0 J.
for every integer k ~ 0.)

3.3 Definition A Poisson process with intensity A > 0 is an adapted, integer
valued RCLL process N = {N" ~; 0 ~ t < co} such that No = 0 a.s., and for
o~ s < t, NI - Ns is independent of~ and is Poisson distributed with mean
A(t - s).

We have demonstrated in Problem 3.2 that the process N = {N" ~N;

o~ t < co} of(3.1) is Poisson. Given a Poisson process N with intensity A, we
define the compensated Poisson process

MI ~ N, - At,~; 0 ~ t < co.

Note that the filtrations {~M} and {~N} agree.

3.4 Problem. Prove that a compensated Poisson process {M,,~; t ~ O} is a
martingale.

3.5 Remark. The reader should notice the decomposition NI = M, + AI of
the (submartingale) Poisson process as the sum of the martingale M and the
increasing function AI = At, t ~ O. A general result along these lines, due to
P. A. Meyer, will be the object of the next section (Theorem 4.10).

A. Fundamental Inequalities

Consider a submartingale {X,; 0 ~ t < co}, and an integrable, g;",-measurable
random variable X",; we recall here that g;", = a(U'2:0 ~). If we also have,
for every 0 ~ t < co,

E(X",I~) ~ X, a.s. P,
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then we say that"{X" ~; 0 ~ t ~ oo} is a submartingale with last element
X oo". We have a similar convention in the (super)martingale case.
A straightforward application of the conditional Jensen inequality (Chung

(1974), Thm. 9.1.4) yields the following result.

3.6 Proposition. Let {X,,~; 0 ~ t < oo} be a martingale (respectively, sub
martingale), and qJ: IR - IR a convex (respectively, convex nondecreasing) func
tion, such that EjqJ(X,)1 < <X) holds for every t ~ O. Then {qJ(XI), ~; 0 ~ t < oo}
is a submartingale.

The method used to prove Jensen's inequality and Proposition 3.6 extends
to the vector situation of the next problem.

3.7 Problem. Let {X, = (X?), ... ,X~d»,~;O~ t < oo} be a vector of mar
tingales, and qJ: IRd _ IR a convex function with ElqJ(X,)1 < <X) valid for every
t ~ O. Then {qJ(XI), ~; 0 ~ t < oo} is a submartingale; in particular {IIX,II, ~;
o~ t < oo} is a submartingale.

Let X = {XI; 0 ~ t < oo} be a real-valued stochastic process. Consider two
numbers (X < /3 and a finite subset F of [0, (0). We define the number of up
crossings UF('l, /3; X(w» of the interval ['l,/3] by the restricted sample path
{XI; t E F} as follows. Set

'l(W) = min{tEF; X,(w) ~ (X},

and define recursively for j = 1,2, ...

O'j(w) = min {t E F; t ~ 'j(w), X,(w) > /3}'

'j+l(W) = min{t E F; t ~ O'j(w), X,(w) < (X}.

The convention here is that the minimum of empty set is +00, and we denote
by UF('l, /3; X(w» the largest integer j for which O'j(w) < 00. If I c [0, (0) is not
necessarily finite, we define

U/('l, /3; X(w» = sup{UF('l, /3; X(w»; F ~ I, F is finite}.

The number of downcrossings D/('l, /3; X(w» is defined similarly.
The following theorem extends to the continuous-time case certain well
known results of discrete martingales.

3.8 Theorem. Let {X,,~; 0 ~ t < oo} be a submartingale whose every path is
right-continuous, let [0', ,] be a subinterval of [0, (0), and let (X < /3, A> 0 be
real numbers. We have the following results:

(i) First submartingale inequality:

A,pL~~~r XI ~ AJ ~ E(Xr+)·
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(ii) Second submartingale inequality:

;"p[ inf X,::; -i.J::; E(Xr+) - E(X,,).
a~t~t

(iii) Upcrossings and downcrossings inequalities:

E(Xr+) + IIXI E(Xr - IX)+
EU[",rJ(IX, /3; X(w))::; /3 _ IX ' ED[".rj(lX, /3; X(w)) ::; /3 _ IX

(iv) Doob's maximal inequality:

E (sup x,)P ::; (-p-)P E(X:'), P > 1,
"$;'$;r p - 1

provided X, ~ °a.s. P for every t ~ 0, and E(X:') < 00.
(v) Regularity of the paths: Almost every sample path {X,(w); 0::; t < oo} is

bounded on compact intervals; is free of discontinuities of the second kind,
i.e., admits left-hand limits everywhere on (0,00); and if the filtration
{ff'r} satisfies the usual conditions, then the jumps are exhausted by a
sequence of stopping times (Proposition 2.26).

PROOF. Let the finite set F consist of u, r, and a finite subset of [u, r] (\ Q.
We obtain from Theorem 9.4.1 ofChung (1974): JlP[max,eF X, > Jl] ::; E(Xr+)
as well as: JlP[min,eF X, < - Jl] ::; E(Xr+) - E(X,,). By considering an increas
ing sequence {Fn}~=l of finite sets whose union is the whole of ([u, r] (\ Q) u
{u, r}, we may replace F by this union in the preceding inequalities. The
right-continuity of sample paths implies then JlP[suP"$;,$;r X, > Jl] ::; E(X;)
and JlP[inf"$;'$;rX, < -Jl]::; E(Xr+) - E(X,,). Finally, we let Jli). to obtain
(i) and (ii).
Being the limit of random variables of the form UF(IX, /3; X(w)) with finite

F, U(",rJ(IX, /3; X(w)) is measurable. We obtain (iii), (iv) from Theorems 9.4.2,
9.5.4 in Chung (1974) (see also Meyer (1966), pp. 93-94). For (v), we note first
that the boundedness of (almost all) sample paths on the compact interval
[0, n], n ~ 1, follows directly from (i), (ii); second, we consider the events

A~~~ ~ {WEn; U[O,nj(lX, /3; X(W)) = oo}, n ~ 1, IX < /3.

By virtue of (iii), these have zero probability, and the same is true for the union

A(n) = U A(n)a,p,
a<p

a,peQ

which includes the set

{WEn; lim Xs(w) < lim Xs(w), for some tE[O,n]}.
sf' sf'

Consequently, for every wEn\A(n), the left limit X,_(w) = limsf'Xs(w) exists
for all 0 < t ::; n. This is true for every n ~ 1, so the preceding left limit exists
for every 0< t < 00, WE(U~=1 A(n))'. 0



1.3. Continuous-Time Martingales

3.9 Problem. Let N be a Poisson process with intensity A.

(a) For any c > 0,

lim p[ sup (Ns - AS) ~ cft] ~ ~
I-co 0S;0:9 cy 2n

(b) For any c > 0,

lim p[ inf (No - AS) ~ - cft] ~ ~.
I-co 0S;S:9 cy 2n
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(c) For°< U < r, we have

E[ sup (NI
_ A)2] ~ 4r;.

"S;IS;t t u

(Hint: Use Stirling's approximation to show that lim,_co(1/ft)E(N,-Att =
1/.Jh.)

3.10 Remark. From Problem 3.9 (a) and (b), we see that for each c > 0, there
exists 1; > °such that

p[INI_AI>c g]<_3 Vt>T
t - .yt - c.Jh' - co

From this we can conclude the weak law of large numbers for Poisson pro
cesses: (NI/t) -+ A, in probability as t -+ 00. In fact, by choosing u = 2n and
r = 2n+1 in Problem 3.9 (c) and using Cebysev's inequality, one can show

[ I
N, I ] 8AP sup - - A > 8 <--

2nS;IS;2n+1 t - - 822n

for every n ~ 1,8 > 0. Then by a Borel-Cantelli argument (see Chung (1974),
Theorems 4.2.1, 4.2.2), we obtain the strong law of large numbers for Poisson
processes: liml_co (NI/t) = A, a.s. P.

The following result from the discrete-parameter theory will be used re
peatedly in the sequel; it is contained in the proof of Theorem 9.4.7 in Chung
(1974), but it deserves to be singled out and reviewed.

3.11 Problem. Let {~}:'=1 be a decreasing sequence ofsub-u-fields of fi' (i.e.,
~+1 c:; ~ c:; fi', Vn ~ 1), and let {Xn,~; n ~ I} be a backward submartin
gale; i.e., EIXnl < 00, Xn is ~-measurable, and E(Xnl~+1)~ Xn+1a.s. P, for
every n ~ 1. Then I ~ limn_co E(Xn) > -00 implies that the sequence {Xn}:'=1
is uniformly integrable.

3.12 Remark. If {X,,~;°~ t < oo} is a submartingale and {tn }:'=1 is a non
increasing sequence of nonnegative numbers, then {Xln , ~n; n ~ I} is a back
ward submartingale.
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It was supposed in Theorem 3.8 that the submartingale X has right
continuous sample paths. It is of interest to investigate conditions under
which we may assume this to be the case.

3.13 Theorem. Let X = {X" ~; 0 :s; t < oo} be a submartingale, and assume
the filtration {~} satisfies the usual conditions. Then the process X has a right
continuous modification if and only if the function t f--+ EX, from [0,00) to IR is
right-continuous. If this right-continuous modification exists, it can be chosen so
as to be RCLL and adapted to {~}, hence a submartingale with respect to {~}.

The proof of Theorem 3.13 requires the following proposition, which we
establish first.

3.14 Proposition. Let X = {X" ~; 0 :s; t < oo} be a submartingale. We have
the following:

(i) There is an event n* E ji' with p(n*) = 1, such that for every WE n*:

the limits X,+(w) g lim Xs(w), X,_ g lim Xs(w)
s~, st'
SEQ SEQ

exist for all t ~ 0 (respectively, t > 0).

(ii) The limits in (i) satisfy

E(X,+I~) ~ X, a.s. P, Vt ~ o.
E(X,I~_) ~ X,_ a.s. P, Vt > O.

(iii) {X,+, ~+; 0 :s; t < oo} is a submartingale with P-almost every path
RCLL.

PROOF.

(i) We wish to imitate the proof of (v), Theorem 3.8, but because we have
not assumed right-continuity of sample paths, we may not use (iii) of
Theorem 3.8 to argue that the events A~~~ appearing in that proof have
probability zero. Thus, we alter the definition slightly by considering the
submartingale X evaluated only at rational times, and setting

A~~~ = {WEn; U[O,njnQ(1X, p; X(W» = oo}, n ~ 1, 1X < p,
A(n) = U A~~~.

a<{J
a,{JEQ

Then each A~~~ has probability zero, as does each A(nl. The conclusions
follow readily.

(ii) Let {tn }::'=! be a sequence of rational numbers in (t,oo), monotonically
decreasing to t ~ 0 as n -> 00. Then {X'n' ~n; n ~ I} is a backward sub
martingale, and the sequence {E(X,J }::'=! is decreasing and bounded
below by E(X,). Problem 3.11 tells us that {X,)::'=! is a uniformly integrable
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sequence. From the submartingale property we have SA Xl dP ~ SA Xl. dP,
for every n ~ 1 and A E~; uniform integrability renders almost sure into
U-convergence (Chung (1974), Theorem 4.5.4), and by letting n -+ 00 we
obtain SAXldP ~ SAXt+ dP, for every AE~. The first inequality in (ii)
follows.
Now take a sequence {tn}~=l in (0, t) n Q, monotonically increasing to

t > O. According to the submartingale property E[XII~J ~ Xl. a.s. We
may let n -+ 00 and use Levy's theorem (Chung (1974), Theorem 9.4.8) to
obtain the second inequality in (ii).

(iii) Take a monotone decreasing sequence {Sn}~=l of rational numbers, with
o~ s < Sn < t holding for every n ~ 1, and limn_ oo Sn = s. According to
the first part of (ii), E(XI+I~J ~ X

Sn
a.s. Letting n -+ 00 and using Levy's

theorem again, we obtain the submartingale property E(XI+I~+) ~ X S +
a.s. It is not difficult to show, using (i), that P-almost every path t f-+ Xt+
~~~ 0

PROOFOF THEOREM 3.13. Assume that the function t f-+ EXI is right-continuous;
we show that {Xl+'~; 0 ~ t < oo} as defined in Proposition 3.14 is a modifi
cation of X. The former process is adapted because of the right-continuity of
{~}. Given t ~ 0, let {qn}~=l be a sequence of rational numbers with qn! t.
Then limn_ oo X q• = Xt+, a.s., and uniform integrability implies that EXt+ =
limn_ oo EXq•. By assumption, Iimn_ oo EXq• = EXI> and Proposition 3.14 (ii)
gives Xl+ ~ XI> a.s. It follows that Xl+ = XI> a.s.
Conversely, suppose that {Xl; 0 ~ t < oo} is a right-continuous modifica

tion of X. Fix t ~ 0 and let {tn}~=1 be a sequence of numbers with tn! t. We
have P[Xt = XI> Xl = Xl ; n ~ 1] = 1 and limn _ oo Xt = XI> a.s. Therefore,
Iimn_ oo Xl. = Xl a.s.~ and the uniform integrability or" {XtJ~=l implies that
EXt = limn _ oo EXt•. The right-continuity of the function t f-+ EXt follows.

o

B. Convergence Results

For the remainder of this section, we deal only with right-continuous pro
cesses, usually imposing no condition on the filtrations {~}. Thus, the de
scription right-continuous in phrases such as "right-continuous martingale"
refers to the sample paths and not the filtration. It will be obvious that the
assumption of right-continuity can be replaced in these results by the assump
tion of right-continuity for P-almost every sample path.

3.15 Theorem (Submartingale Convergence). Let {Xl'~; 0 ~ t < oo} be a
right-continuous submartingale and assume C ~ SUPt~O E(X,+) < 00. Then
Xoo(w) ~ Iim l _ oo Xl(w) exists for a.e. WEn, and EIXool < 00.

PROOF. From Theorem 3.8 (iii) we have for any n ~ 1 and real numbers IX < {3:
EU(O,nl(IX, {3; X(w» ~ (E(X;) + IIXI)/({3 - IX), and by letting n -+ 00 we obtain,
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thanks to the monotone convergence theorem:

C+ IIXI
Eqo.oo)(IX, P; X(w»::; P_ IX .

The events Aa•p ~ {w; Uro.oo)(IX, P; X(w» = oo}, -00 < IX < P< 00, are thus
P-negligible, and the same is true for the event A = Ua<p Aa,p, which con-
tains the set {w; limt....oo Xt(w) > lli:!!,....oo Xt(w)}. a.peQ

Therefore, for every WE n\A, Xoo(W) = limt ....oo Xt(w) exists. Moreover,

EIXtl = 2E(Xn - E(Xt)::; 2C - EXo

shows that the assumption SUPt~0 E(Xn < 00 is equivalent to the apparently
stronger one SUPt~OEIXtl < 00, which in turn forces the integrability of Xoo ,
by Fatou's lemma. 0

3.16 Problem. Let {Xl' 3'";; 0 ::; t < oo} be a right-continuous, nonnegative
supermartingale; then Xoo(w) = lim t ....oo Xt(w) exists for P-a.e. WEn, and
{Xt , 3'";; 0 ::; t ::; oo} is a supermartingale.

3.17 Definition. A right-continuous, nonnegative supermartingale {Zt, 3'";;
o::; t < oo} with limt....oo E(Zt) = 0 is called a potential.

Problem 3.16 guarantees that a potential {Zt, 3'";; 0::; t < oo} has a last
element Zoo, and Zoo = 0 a.s. P.

3.18 Exercise. Suppose that the filtration {3'";} satisfies the usual conditions.
Then every right-continuous, uniformly integrable supermartingale {Xt , 3'";;
o::; t < oo} admits the Riesz decomposition Xt = Mt + Zt, a.s. P, as the sum
of a right-continuous, uniformly integrable martingale {Mt , 3'";; 0 ::; t < oo}
and a potential {Zt, 3'";; 0::; t < oo}.

3.19 Problem. The following three conditions are equivalent for a nonnegative,
right-continuous submartingale {Xl' 3'";; 0::; t < oo}:

(a) it is a uniformly integrable family of random variables;
(b) it converges in U, as t -+ 00;

(c) it converges P a.s. (as t -+ 00) to an integrable random variable Xoo' such
that {Xt , 3'";; 0 ::; t ::; oo} is a submartingale.

Observe that the implications (a) => (b) => (c) hold without the assumption of
nonnegativity.

3.20 Problem. The following four conditions are equivalent for a right
continuous martingale {Xl' 3'";; 0 ::; t < oo}:

(a), (b) as in Problem 3.19;
(c) it converges P a.s. (as t --+ 00) to an integrable random variable X oo' such
that {Xt , 3'";; 0 ::; t ::; oo} is a martingale;
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(d) there exists an integrable random variable Y, such that XI = E(YI~) a.s.
P, for every t ~ O.

Besides, if (d) holds and Xoo is the random variable in (c), then

E(YI§"oo) = X oo a.s. P.

3.21 Problem. Let {NI , ~; 0 :s; t < oo} be a Poisson process with parameter
A> O. For U E C and i = J=l, define the process

XI = exp[iuNI - At(eiu
- 1)]; O:s; t < 00.

(i) Show that {Re(XI ), ~; 0 :s; t < oo}, {Im(XI ), ~; 0 :s; t < oo} are martin
gales.

(ii) Consider X with u = - i. Does this martingale satisfy the equivalent con
ditions of Problem 3.20?

C. The Optional Sampling Theorem

What can happen if one samples a martingale at random, instead of fixed,
times? For instance, if XI represents the fortune, at time t, of an indefatigable
gambler (who plays continuously!) engaged in a "fair" game, can he hope to
improve his expected fortune by judicious choice of the time to quit? If no
clairvoyance into the future is allowed (in other words, if our gambler is re
stricted to quit at stopping times), and if there is any justice in the world, the
answer should be "no." Doob's optional sampling theorem tells us under what
conditions we can expect this to be true.

3.22 Theorem (Optional Sampling). Let {XI'~;0 :s; t :s; oo} be a right
continuous submartingale with a last element X oo' and let S :s; T be two optional
times of the filtration {~}. We have

E(XTI~+) ~ X s a.s. P.

If S is a stopping time, then ~ can replace ~+ above. In particular, EXT ~

EXo, and for a martingale with a last element we have EXT = EXo.

PROOF. Consider the sequence of random times

{

S(W) if S(w) = +00

Sn(w) = k k - 1 k
- if -- < S(w) < -
2n 2n - 2n '

and the similarly defined sequences {T,.}. These were shown in Problem 2.24
to be stopping times. For every fixed integer n ~ 1, both Sn and T" take
on a countable number of values and we also have Sn :s; T". Therefore, by
the "discrete" optional sampling Theorem 9.3.5 in Chung (1974) we have
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SAXsndP:S; SAXTndP for every A Eil"sn' and a fortiori for every AE~+ =
n::"=l ~n' by virtue of Problem 2.23. IfS is a stopping time, then S :s; Sn implies
~ S; il"sn as in Lemma 2.15, and the preceding inequality also holds for every
A Eil"s.

It is checked similarly that {XSn' il"sn; n ~ I} is a backward submartingale,
with {E(XS)}::"=l decreasing and bounded below by E(Xo). Therefore, the
sequence of random variables {XSJ::"=l is uniformly integrable (Problem 3.11),
and the same is of course true for {XTJ::"=l' The process is right-continuous,
so XT(w) = limn~oo XTJw) and Xs(w) = limn~oo Xdw) hold for a.e. WEn.
It follows from uniform integrability that X T' X s are integrable, and that
SA Xs dP :s; SA X T dP holds for every A E il"s+· 0

3.23 Problem. Establish the optional sampling theorem for a right-continuous
submartingale {Xl' 3";; 0 :s; t < oo} and optional times S :s; T under either of
the following two conditions:

(i) T is a bounded optional time (there exists a number a > 0, such that T :s; a);
(ii) there exists an integrable random variable Y, such that Xl :s; E(YI3";) a.s.

P, for every t ~ O.

3.24 Problem. Suppose that {Xl' 3";; 0 :s; t < oo} is a right-continuous sub
martingale and S :s; T are stopping times of {3";}. Then

(i) {XT 1\" 3";; 0 :s; t < oo} is a submartingale;
(ii) E[XTI\II~] ~ XSI\l a.s. P, for every t ~ O.

3.25 Problem. A submartingale of constant expectation, i.e., with E(XI ) =
E(Xo) for every t ~ 0, is a martingale.

3.26 Problem. A right-continuous process X = {X" 3";; 0 :s; t < oo} with
EIXII < 00; 0 :s; t < 00 is a submartingale if and only if for every pair S :s; T
of bounded stopping times of the filtration {3";} we have

(3.2)

3.27 Problem. Let T be a bounded stopping time of the filtration {3";}, which
satisfies the usual conditions, and define ff;; = il"T+I; t ~ O. Then {ff;;} also
satisfies the usual conditions.

(i) If X = {Xl' 3";; 0 :s; t < oo} is a right-continuous submartingale, then so
. - _ - A cZ.
IS X - {Xl - X T+1 - XT, Y'" 0 :s; t < oo}.

(ii) If X = {X" ff;;; 0 :s; t < oo} is a right-continuous submartingale with
Xo=O, a.s. P, then X={XI~X(t-T)VO,3";;O:S;t<oo}is also a
submartingale.

3.28 Problem. Let Z = {Z" 3";; 0 :s; t < oo} be a continuous, nonnegative
martingale with Zoo ~ liml~oo Zl = 0, a.s. P. Then for every s ~ 0, b > 0:
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(i) p[~~~ Z, ~ bl~J= ~Zs> a.s. on {Zs < b}.

(ii) p[suPZl ~ bJ = P[Zs ~ b] + ~E[Zsl{zs<b}].
I~S b
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3.29 Problem. Let {X" ~; 0 :5: t < oo} be a continuous, nonnegative super
martingale and T = inf{t ~ 0; Xl = OJ. Show that

X T +1 = 0; 0:5: t < 00 holds a.s. on {T < oo}.

3.30 Exercise. Suppose that the filtration {~} satisfies the usual conditions
and let Xln

) = {Xfn
), ~; 0 :5: t < oo}, n ~ 1 be an increasing sequence of right

continuous supermartingales, such that the random variable ~, ~ limn-+oo Xfn
)

is nonnegative and integrable for every 0 :5: t < 00. Then there exists an RCLL
supermartingale X = {X" ~; 0 :5: t < oo} which is a modification of the
process ~ = g" ~; 0:5: t < oo}.

1.4. The Doob-Meyer Decomposition

This section is devoted to the decomposition of certain submartingales as the
summation of a martingale and an increasing process (Theorem 4.10, already
presaged by Remark 3.5). We develop first the necessary discrete-time results.

4.1 Definition. Consider a probability space (n,!#', P) and a random sequence
{An}~=o adapted to the discrete filtration {~}~=o' The sequence is called in
creasing, iffor P-a.e. WEn we have 0 = Ao(w) :5: Al (w) :5: .. " and E(An) < 00
holds for every n ~ 1.

An increasing sequence is called integrable if E(A oo ) < 00, where Aoo =
limn-+oo An. An arbitrary random sequence {~n}~=O is called predictable for the
filtration {~}~=o, iffor every n ~ 1 the random variable ~n is ~_l-measurable.
Note that if A = {An,~; n = 0, 1, ... } is predictable with EIAnl < 00 for
every n, and if {Mn,~; n = 0,1, ... } is a bounded martingale, then the mar
tingale transform of A by M defined by

n

(4.1) Yo = 0 and y" = L Ak(Mk - Mk- 1 ); n ~ 1,
k=l

is itself a martingale. This martingale transform is the discrete-time version
of the stochastic integral with respect to a martingale, defined in Chapter 3.
A fundamental property of such integrals is that they are martingales when
parametrized by their upper limit of integration.
Let us recall from Chung (1974), Theorem 9.3.2 and Exercise 9.3.9, that any
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submartingale {Xn,~; n = 0,1, ... } admits the Doob decomposition Xn=
Mn+ An as the summation of a martingale {Mn,~} and an increasing
sequence {An, ~}. It suffices for this to take Ao =°and An+1 = An - Xn+
E(Xn+ll~) = L.i:=o [E(Xk+ll3\) - XkJ, for n ~ O. This increasing sequence
is actually predictable, and with this proviso the Doob decomposition of a
submartingale is unique.
We shall try in this section to extend the Doob decomposition to suitable

continuous-time submartingales. In order to motivate the developments, let
us discuss the concept ofpredictability for stochastic sequences in some further
detail.

4.2 Definition. An increasing sequence {An,~; n = 0,1, ... } is called natural
iffor every bounded martingale {Mn,~; n = 0, 1, ... } we have

(4.2)
n

E(MnAn) = E L. Mk- 1 (Ak - Ak-d, 'V n ~ 1.
k=l

A simple rewriting of (4.1) shows that an increasing sequence A is natural
if and only if the martingale transform Y = {y"}:'=o of A by every bounded
martingale M satisfies EY,. = 0, n ~ 0. It is clear then from our discussion of
martingale transforms that every predictable increasing sequence is natural.
We now prove the equivalence of these two concepts.

4.3 Proposition. An increasing random sequence A is predictable if and only if
it is natural.

PROOF. Suppose that A is natural and M is a bounded martingale. With
{y"}:'=o defined by (4.1), we have

E[An(Mn - Mn-dJ = EY,. - EY,.-l = 0, n ~ 1.

It follows that

(4.3) E[Mn{An - E(Anl~-l)}] = E[(Mn - Mn-dAnJ

+ E[Mn- 1 {An - E(Anl~-l)}]

- E[(Mn - Mn-dE(Anl~-t>J = °
for every n ~ 1. Let us take an arbitrary but fixed integer n ~ 1, and show
that the random variable An is ~_l-measurable. Consider (4.3) for this fixed
integer, with the martingale M given by

_ {Sgn[An - E(Anl~-t>J, k = n,
M k - M n , k> n,

E(Mnl3\), k = 0, 1, ... , n.

We obtain ElAn - E(Anl~-l)1 = 0, whence the desired conclusion. 0
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From now on we shall revert to our filtration {~} parametrized by tE

[0,00) on the probability space (O,!F, P). Let us consider a process A = {A,;
Os; t < oo} adapted to {~}. By analogy with Definitions 4.1 and 4.2, we have
the following:

4.4 Definition. An adapted process A is called increasing if for P-a.e. WE 0 we
have

(a) Ao(w) =0
(b) t 1-+ A,(w) is a nondecreasing, right-continuous function,

and E(A,) < 00 holds for every t E[0, 00). An increasing process is called
integrable if E(A oo ) < 00, where Aoo = lim,_oo A,.

4.5 Definition. An increasing process A is called natural if for every bounded,
right-continuous martingale {M" ~; 0 s; t < oo} we have

(4.4) E [ MsdAs= E [ Ms- dAs' for every 0 < t < 00.
)eo.,) leo.,)

4.6 Remarks.

(i) If A is an increasing and X a measurable process, then with WE0 fixed,
the sample path {X,(w); 0 s; t < oo} is a measurable function from [0, 00)
into IR. It follows that the Lebesgue-Stieltjes integrals

I,±(w) ~ [ Xs±(w) dAs(w)
)eo,,)

are well defined. If X is progressively measurable (e.g., right-continuous
and adapted), and if I, = 1,+ - 1,- is well defined and finite for all t ~ 0,
then I is right-continuous and progressively measurable.

(ii) Every continuous, increasing process is natural. Indeed then, for P-a.e.
WEO we have

r (Ms(w) - Ms_(w»dAs(w) =0 for every 0 < t < 00,
)eo.,)

because every path {Ms(w); 0 s; s < oo} has only countably many dis
continuities (Theorem 3.8(v».

(iii) It can be shown that every natural increasing process is adapted to the
filtration {~_} (see Liptser & Shiryaev (1977), Theorem 3.10), provided
that {~} satisfies the usual conditions.

4.7 Lemma. If A is an increasing process and {M,,~; 0 :s; t < oo} is a bounded,
right-continuous martingale. then

(4.5) E(M,A,) = EJ MsdAs·
(O,t]



24 1. Martingales, Stopping Times, and Filtrations

In particular, condition (4.4) in Definition 4.5 is equivalent to

(4.4)' E(MIA I) = E r M s- dAs.
J(O.I]

PROOF. Consider a partition 0 = {to,t1 , ... ,tn } of [O,t], with 0 = to.:s; t 1 .:s;
... .:s; tn = t, and define

The martingale property of M yields

E r M~dAs = E f. Mlk(Alk - Alk _.) =E[f. MlkAlk - nf Mlk+lAlkJJO.11 k;l k;l k;l

n-1

= E(MIAI) - E I Alk(Mlk+l - MIJ = E(MIAI)·
k;l

Now let 11011 ~ max 1 ~k~n(tk - tk-d -+ 0, so M~ -+ M s , and use the bounded
convergence theorem for Lebesgue-Stieltjes integration to obtain (4.5). 0
The following concept is a strengthening of the notion of uniform inte

grability for submartingales.

4.8 Definition. Let us consider the class 9'(9;,) of all stopping times T of the
filtration {~} which satisfy P(T < (0) = 1 (respectively, P(T .:s; a) = I for a
given finite number a > 0). The right-continuous process {XI' ~; 0 .:s; t < oo}
is said to be of class D, if the family {XThe S" is uniformly integrable; of class
DL, if the family {XThey. is uniformly integrable, for every 0 < a < 00.

4.9 Problem. Suppose X = {XI' ~; 0 .:s; t < oo} is a right-continuous sub
martingale. Show that under anyone of the following conditions, X is of class
DL.

(a) XI ~ 0 a.s. for every t ~ O.
(b) X has the special form

(4.6) XI = MI + AI, O.:s; t < 00

suggested by the Doob decomposition, where {MI , ~; 0 .:s; t < oo} is a mar
tingale and {AI' ~; 0 .:s; t < oo} is an increasing process.
Show also that ifX is a uniformly integrable martingale, then it is of class D.

The celebrated theorem which follows asserts that membership in DL is
also a sufficient condition for the decomposition of the semimartingale X in
the form (4.6).

4.10 Theorem (Doob-Meyer Decomposition). Let {~} satisfy the usual con
ditions (Definition 2.25). If the right-continuous submartingale X = {XI' ~;
O.:s; t < oo} is of class DL, then it admits the decomposition (4.6) as the summa-
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tion of a right-continuous martingale M = {M" g;;; 0 S t < oo} and an increas
ing process A = {A" g;;; 0 S t < oo}. The latter can be taken to be natural;
under this additional condition, the decomposition (4.6) is unique (up to indistin
guishability). Further, if X is of class D, then M is a uniformly integrable
martingale and A is integrable.

PROOF. For uniqueness, let us assume that X admits both decompositions
X, =M; + A; = M;' + A;', where M' and M" are martingales and A', A" are
natural increasing processes. Then {B, &, A; - A;' = M;' - M;, g;;; 0 S t < oo}
is a martingale (of bounded variation), and for every bounded and right
continuous martingale {~" g;;} we have

E[~,(A; - A;')] = E i es- dBs= lim E I e'j,,>, [B,}"' - B'j~.J,
(0. t] "-00 )= 1

where On = {t~n), ... , t}::!} , n ~ 1 is a sequence of partitions of [0, t] with
IIOnli = max!$j$mn(t;n) - tj~l) converging to zero as n --> co. But now

E[~,(n, (B,'n, - B,ln' )] = 0, and thus E[e,(A; - A;')] = O.
J-t J )-1

For an arbitrary bounded random variable ~, we can select {e" g;;} to be a
right-continuous modification of {EWg;;], g;;} (Theorem 3.13); we obtain
E[~(A; - A;')] = 0 and therefore P(A; = A;') = 1, for every t ~ O. The right
continuity of A' and A" now gives us their indistinguishability.
For the existence of the decomposition (4.6) on [0,(0), with X of class DL,

it suffices to establish it on every finite interval [0, a]; by uniqueness, we can
then extend the construction to the entire of [0,(0). Thus, for fixed 0 < a < 00,
let us select a right-continuous modification of the nonpositive submartingale

Y, &, X, - E[Xalg;;], 0 S t S a.

Consider the partitions n" = {t~l,t\"), ... ,t\f!} of the interval [O,a] of the
form ttl = (j/2")a, j = 0, 1, ... , 2". For every n ~ I, we have the Doob
decomposition

Y,ln' = M~':!. + A:~J" j = 0, I, ... ,2"
J J J

where the predictable increasing sequence A(n) is given by

A:~, = A:~, + E[Y"n, - Y,'n' Ig;;,n,]
} ;-1 J J-l J-J

j-l

= " E[Y"n, - Y,'n>lg;;,nl], j = 1, ... ,2".
Ic:~O k+l k k

Notice also that because M~n) = - A~n), we have

(4.7) Y. - A(n) E[A(")loz;] . - 0 I 2n
r(."l - ,t.nl - a :JI't(.n) , } - , , ••• , •
J J J

We now show that the sequence {A~n)}::'=l is uniformly integrable.With A. > 0,
we define the random times
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(4.10)

Tin) = a /\ min{tJ~I; A:~J, > ..1. for somej, 1 ~j ~ 2n}.
)

We have {T}") ~ tJ~d = {A:rJ) > ..1.}E.?;jn" for j = 1, ... , 2n, and {Tin) < a} =
{A(n) >..1.} Therefore T(n) EY. On each set {T(n) = t(n)} we have E[A(n)Iff.(nl] =
a' ,A. a' A J' a rj

E[A~n)I§'T,n)], SO (4.7) implies,
(4.8) Y71nl = A~ln) - E[A~n)I§'T(nl] ~ ..1. - E[A~n)I§'T,n)]

~ A A ..l

on {Tin) < a}. Thus

(4.9) r A~n) dP ~ ..1.p[Tin) < a] - f YT',nl dP.
J{A~nl>;'} {T\n)<a}

Replacing ..1. by ..1./2 in (4.8) and integrating the equality over the §'T,nl-
'/2

measurable set {Tilt < a}, we obtain

- r YT(n1dP = r (A~n) - A~ln»)dPJ{T\7~<a}),f2 J{Ti7~<a} }.(2

~ f (A~n) - A~ln»)dP ~ ~p[Tr < a],
{T\n)<a} >/2 2

and thus (4.9) leads to

r A~n) dP ~ - 2f YT,n, dP - r YT,nl dP.
J{A~n»;,} {Ti7i<a} Al2 J{T1")<a}).

The family {XThE Yo is uniformly integrable by assumption, and thus so is
{YT hE.9',;' But

E(A(n») E(Y. )
p[T(n) < a] = p[A(n) > ..1.] < __a_ = 0_

;. a-A. ..1. '

so

sup p[Tin) < a] -> 0 as..1. -> 00.
n~l

Since the sequence {YT,n)}:=l is uniformly integrable for every c > 0, it follows
from (4.10) that the sequence {A~n)}:=l is also uniformly integrable.
By the Dunford-Pettis compactness criterion (Meyer (1966), p. 20, or

Dunford & Schwartz (1963), p. 294), uniform integrability of the sequence
{A~n)}:=l guarantees the existence of an integrable random variable Aa, as well
as of a subsequence {A~nk)}r'=l which converges to Aaweakly in U:

lim E(~A~nk») = E(~Aa)
k-oo

for every bounded random variable~.To simplify typography we shall assume
henceforth that the preceding subsequence has been relabeled and shall denote
it simply as {A~n)}:=l' By analogy with (4.7), we define the process {Ao .?;} as
a right-continuous modification of

(4.11 )
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4.11 Problem. Show that if {A (n)} :'=1 is a sequence of integrable random
variables on a probability space (n, fi', P) which converges weakly in L 1 to an
integrable random variable A, then for each a-field '§ c fi', the sequence
E[A(n)I'§] converges to E[AI'§] weakly in U.

Let n = U:'=l nn' For tEn, we have from Problem 4.11 and a comparison
of (4.7) and (4.11) that limn_ oo E(~A~n» = E(~At) for every bounded random
variable ~. For s, tEn with 0 :::;; s < t :::;; a, and any bounded and nonnegative
random variable ~, we obtain E[~(At - A.)] = limn _ oo E[~(A~n) - A¥'»] ~ 0,
and by selecting ~ = I{A

s
>A,l we get As :::;; A" a.s. P. Because n is countable,

for a.e. WEn the function t 1--+ A,(w) is nondecreasing on n, and right-continuity
shows that it is nondecreasing on [0, a] as well. It is trivially seen that Ao = 0,
a.s. P. Further, for any bounded and right-continuous martingale {~" ~}, we
have from (4.2) and Proposition 4.3:

2"

E(~aA~n» = E ?: ~,j~JA~':.\ - A:r~,.J
)=1

2"

= E L ~,("' [A"."' - A,'."' ],
j=l J-t J J-l

where we are making use of the fact that both sequences {A, - y,,~} and
{A~n) - y" ~}, for t E nn, are martingales. Letting n ~ 00 one obtains by virtue
of (4.5):

E r ~sdAs = E r ~s- dA s,
J(O,al Jlo,al

as well as E SIO,tl ~s dAs= E SIO,,) ~s- dA., Vt E [0, a], if one remembers that
{eSI\"~;0 :::;; s :::;; a} is also a (bounded) martingale (cf. Problem 3.24). There
fore, the process A defined in (4.11) is natural increasing, and (4.6) follows with
M, = E[Xa - Aal~], 0 :::;; t :::;; a.
Finally, if the submartingale X is of class D it is uniformly integrable, hence

it possesses a last element Xoo to which it converges both in U and almost
surely as t ~ 00 (Problem 3.19). The reader will have no difficulty repeating
the preceding argument, with a = 00, and observing that E(A oo ) < 00. D

Much of this book is devoted to the presentation of Brownian motion as
the typical continuous martingale. To develop this theme, we must specialize
the Doob-Meyer result just proved to continuous submartingales, where we
discover that continuity and a bit more implies that both processes in the de
composition also turn out to be continuous. This fact will allow us to conclude
that the quadratic variation process for a continuous martingale (Section 5)
is itself continuous.
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4.12 Definition. A submartingale {X" ~; 0 S t < oo} is called regular if for
every a > 0 and every nondecreasing sequence of stopping times {1',.};:"=l £;;; Y:,
with T = limn_ oo 1',., we have limn_ oo E(XTJ = E(XT)'

4.13 Problem. Verify that a continuous, nonnegative submartingale is regular.

4.14 Theorem. Suppose that X = {X,; 0 S t < if)} is a right-continuous sub
martingale of class DL with respect to the filtration {~}, which satisfies the
usual conditions. and let A = {A,; 0 S t < oo} be the natural increasing process
in the Doob-Meyer decomposition (4.6). The process A is continuous if and only
if X is regular.

PROOF. Continuity of A yields the regularity of X quite easily, by appealing
to the optional sampling theorem for bounded stopping times (Problem
3.23(i».
Conversely, let us suppose that X is regular; then for any sequence

{1',.};:"=l as in Definition 4.12, we have by optional sampling: Iimn _ oo E(ArJ =
Iimn_ oo E(XTJ - E(MT ) = E(A T ), and therefore ATn(w)(W}j AT(w)(w) except for
w in a P-null set which may depend on T
To remove this dependence on T, let us consider the same sequence {On};:"=l
of partitions of the interval [0, a] as in the proof of Theorem 4.10, and select
a number A. > O. For each interval (ttl, t)~\), j = 0, I, ... , 2n

- I we consider
a right-continuous modification of the martingale

~~nJ = E[A /\ A,ln, I~], tj(n) < t S t)~\.
J"

This is possible by virtue of Theorem 3.13. The resulting process g:nl;

oS t sa} is right-continuous on (0, a) except possibly at the points of the
partition, and dominates the increasing process {A. /\ A,; 0 S t S a}; in par
ticular, the two processes agree a.s. at the points t\nl, ... , t~~. Because A is a
natural increasing process, we have from (4.4)

E [ ~~nl dAs = E [ ~~~ dA s ; j = 0, I, ... , 2n - I,
J(tj").fj'~\] J(t}").t}~\]

and by summing over j, we obtain

(4.12) E[ ~~n)dAs=E[ ~~~dAs'
J(o.,) JIO.,!

for any 0 S t S a. Now the process

(n) _ {~~~ - (A. /\ A,), 0 S t < a,rt, -
0, t = a,

is right-continuous and adapted to {~}; therefore, for any e > 0 the random
time

1',.(e) = a /\ inf{O S t sa; rt:n) > e} = a /\ inf{O S t S a; ~:n) - (), /\ A,) > e}
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is an optional time of the right-continuous filtration {~}, hence a stopping
time in Y:, (cf. Problem 2.6 and Proposition 2.3). Further, defining for each
n ~ I the function ({In : [0, aJ -> Iln by ((In(t) = tj+l for ttl S t < t;~l and
({In(a) = a, we have ((In(Tn(e)) E Y'a. Because ¢(n) is decreasing in n, the in
creasing limit Tt = limn~oc Tn(e) exists a.s., is a stopping time in Y'a, and we
also have

By optional sampling we obtain now

2n -2

E[¢~;(t)+J = L E[E(}J\ A~JFTn(e))I {ttl ~ Tn(e) <tj:\ }J
j=O

+ E[E(A /\ AalffTn(tl) I {tinL, ::> Tn(t) ::>01]

= E[A /\ A9'n(Tn(ej)],

where we set ¢~1 = ¢~n). Therefore

E[(A/\ A9'.(Tn(t))) - (A/\ ATn(t))] = E[¢~)(el+ - (A /\ ATn(el)]

= E[I{Tn(t)<al(¢Tn(t)(nl+ - (A/\ATn(t)))]

~ eP[Tn(e) < a].

We employ now the regularity of X to conclude that for every e > 0,

P[Qn> e] = P[T,.(e} < a] S ~E[(J- /\ A<p"(T"(t))} - (A. /\ AT"(t)}] -+ °
as n -+ 00, where Qn ~ SUPO~I~Q I¢:n) - (A. /\ A,}I. Therefore, this last sequence
of random variables converges to zero in probability, and hence also almost
surely along a (relabeled) subsequence. We apply this observation to (4. 12},
along with the monotone convergence theorem for Lebesgue-Stieltjes integra
tion, to obtain

E [ (A /\ As}dAs = E [ (A. /\ As_}dA., Os t < 00,
)(0.,) )(0.,]

which yields the continuity of the path t f-+ A /\ A,(w) for every A> 0, and
hence the continuity of I f-+ A,(w) for P-a.e. WEn. D

4.15 Problem. Let X = {X,,~; Os t < oo} be a continuous, nonnegative
process with Xo = °a.s., and A = {A" ~; Os t < oo} any continuous, in
creasing process for which

(4.13)

holds for every bounded stopping time T of {~}. Introduce the process
Vt ~ maXOss::>t Xs, consider a continuous, increasing function F on [0, (0)
with F(O) = 0, and define G(x) ~ 2F(x) + x Loc u- l dF(u); °< x < 00.
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Establish the inequalities

(4.14) P[V
T
~ t:] ::; E(A T ); "Ie> 0

e

(4.15)

(4.16)

E(i5 /\ AT)
P[VT ~ e, AT < i5] ::; ; "Ie> 0, i5 > 0

e

for any stopping time T of {§;}.

4.16 Remark. If the process X of Problem 4.15 is a submartingale, then A can
be taken as the continuous, increasing process in the Doob-Meyer decom
position (4.6) of Theorems 4.10 and 4.14.

4.17 Remark. The corollary

(4.15)' P[VT ~ e] ::; E(i5 /\ AT) + P[A T ~ i5]
e

of (4.15) is very useful in the limit theory of continuous-time martingales; it is
known as the Lenglart inequality. We shall use it to establish convergence
results for martingales (Problem 5.25) and stochastic integrals (Proposition
3.2.26). On the other hand, it follows easily from (4.16) that

2-p
(4.17) E(Vf)::; --E(AH 0 < p < 1

1 - P

holds for any stopping time T of {§;}.

1.5. Continuous, Square-Integrable Martingales

In order to appreciate Brownian motion properly, one must understand the
role it plays as the canonical example of various classes of processes. One such
class is that of continuous, square-integrable martingales. Throughout this
section, we have a fixed probability space (0, §', P) and a filtration {§;} which
satisfies the usual conditions (Definition 2.25).

5.1 Definition. Let X = {X" §;; 0 ::; t < oo} be a right-continuous martin
gale. We say that X is square-integrable if EX,2 < 00 for every t ~ O. If, in
addition, X o = 0 a.s., we write X EJt2 (or X EJt2, if X is also continuous).

5.2 Remark. Although we have defined Jt2so that its members have every
sample path continuous, the results which follow are also true if we assume
only that P-almost every sample path is continuous.

For any X E Jt2 , we observe that X 2 = {x,2, §;; 0::; t < oo} is a nonnega
tive submartingale (Proposition 3.6), hence ofclass DL, and so X 2 has a unique
Doob-Meyer decomposition (Theorem 4.10, Problem 4.9):
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X~ = M, + A,; O:s; t < 00

where M = {M" ~; 0 :s; t < oo} is a right-continuous martingale and A =
{A" ~; 0 :s; t < oo} is a natural increasing process. We normalize these pro
cesses so that Mo = A o = 0, a.s. P. If X E.A"2, then A and M are continuous
(Theorem 4.14 and Problem 4.13); recall Definitions 4.4 and 4.5 for the terms
increasing and natural.

5.3 Definition. For X E.A"2. we define the quadratic variation of X to be the
process (X), ~ A" where A is the natural increasing process in the Doob
Meyer decomposition of X 2

. In other words, (X) is that unique (up to
indistinguishability) adapted, natural increasing process, for which (X)o = 0
a.s. and X 2 - (X) is a martingale.

5.4 Example. Consider a Poisson process {N" ~; 0 :s; t < oo} as in Definition
3.3 and assume that the filtration {~} satisfies the usual conditions (this can
be accomplished. for instance, by "augmentation" of {~N}; cf. Remark 2.7.10).
It is easy to verify that the martingale M, = N, - A.t, ~ of Problem 3.4 is in
.A"2. and (M), = A.t.

If we take two elements X, Y of .A"2' then both processes (X + y)2 
(X + Y) and (X - y)2 - (X - Y) are martingales. and therefore so is their
difference 4XY - [(X + Y) - (X - Y)l

5.5 Definition. For any two martingales X, Yin .A"2. we define their cross
variation process (X, Y) by

(X. Y), ~ H(X + Y), - (X - Y),]; O:s; t < 00,

and observe that XY - (X, Y) is a martingale. Two elements X. Y of .A"2
are called orthogonal if (X. Y), = 0, a.s. P, holds for every 0 :s; t < 00.

The uniqueness argument in Theorem 4.10 also shows that (X, Y) is, up
to indistinguishability, the only process of the form A = A(l) - A(2) with Ali)

adapted and natural increasing (j = 1,2), such that X Y - A is a martingale.
In particular, (X, X) = (X). For continuous X and Y, we give a different
uniqueness argument in Theorem 5.13.

5.6 Remark. In view of the identities

E[(X, - X.Hl'; - Y.)I~] = E[X, l'; - x. Y.I~]
= E[(X, Y), - (X, Y).I~],

valid P a.s. for every 0 :s; s < t < 00, the orthogonality of X, Y in .A"2 is
equivalent to the statements "XY is a martingale" or "the increments of X
and Y over [s, t] are conditionally uncorrelated, given ~".

5.7 Problem. Show that (., .) is a bilinear form on .A"2' i.e., for any members
X, Y, Z of .A"2 and real numbers iX, P. we have
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(i) <aX + PY,Z) = a<X,Z) + P<Y,Z),
(ii) <X, Y) = <Y, X),
(iii) I<X, Y) 12 ~ <X)<Y).
(iv) For P-a.e. WEn,

~,(w) - ~s(w) ~ H<X),(w) - <X)s(w) + <Y),(w) - <Y)s(w)];

0:::;; s < t < 00,

where ~, denotes the total variation of ~ ~ <X, Y) on [0, t].

The use of the term quadratic variation in Definition 5.3 may appear to be
unfounded. Indeed, a more conventional use of this term is the following. Let
X = {X,; 0:::;; t < oo} be a process, fix t > 0, and let 0 = {to,t1, ... ,tm }, with
o= to :::;; t 1 :::;; t 2 :::;; ••• :::;; tm = t, be a partition of [0, t]. Define the p-th variation
(p > 0) of X over the partition 0 to be

Now define the mesh of the partition 0 as 11011 = max1SkSm Itk - tk-11. If
Jt;(2)(0) converges in some sense as 11011 ~ 0, the limit is entitled to be called
the quadratic variation of X on [0, t]. Our justification of Definition 5.3 for
continuous martingales (on which we shall concentrate from now on) is the
following result:

5.8 Theorem. Let X be in At~. For partitions 0 of [0, t], we have
limllllll_o Jt;(2)(ll) = <X), (in probability); i.e., for every e > 0, '1 > 0 there exists
J > 0 such that II 0 II < J implies

P[I Jt;(2)(0) - <X),I > e] < '1.

The proof of Theorem 5.8 proceeds through two lemmas. The key fact
employed here is that, when squaring sums of martingale increments and taking
the expectation, one can neglect the cross-product terms. More precisely, if
X E At2 and 0 :::;; s < t :::;; u < v, then

E[(Xv - Xu)(X, - X s)] = E{E[Xv - Xul'?;'] (X, - X s)} = o.
We shall apply this fact to both martingales X EAt2 and X 2

- <X). In the
latter case, we note that because

E[(Xv - Xufl~] = E[X,; - 2XuE[Xvl'?;'] + X';I~]

= E[X,; - X';I~] = E[<X)v - <X)ul~],

the terms X'; - <X)v - (X'; - <X)u> and (Xv - XY - «X)v - <X)u> have
the same conditional expectation given~,namely zero, and thus the expecta
tion of products of such terms over nonoverlapping intervals is still zero.
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(5.1)

5.9 Lemma. Let X E vlt2 satisfy IXsl s K < (jJ for all SE [0, t], a.s. P. Let
n = {to,tl, ... ,tm }, with 0 = to S t l S ... S tm = t, be a partition of [O,t].
Then E[~(2)(n)J2 s 6K4 .

PROOF. Using the martingale property, we have for 0 s k s m - 1,

E[. f (Xlj - xlj_ylfJ',k] =E[. f (XI;-2Xlj_tE(Xlj/fJ',j_.)+XI;_,)IfJ',k]
J=k+1 J=k+1

= E[ ~ (X 2
- X 2

) I!F ]L. Ij I j _, Ik

j=k+1

so

[

m-I m ]

E k~1 j=f+l (Xlj - Xlj_Y(Xlk - Xlk_Y

[

m-I m ]

= E k~l (Xlk - Xlk_Y jJ+l E[(X'j - Xlj_Y IfJ',J

S K 2E[11 (Xlk - Xlk_.)2] S K 4
.

k=1

We also have

(5.2) E[~I (Xlk - Xlk_,)4] S 4K 2E [~I (Xlk - Xlk_Y] S 4K
4.

Inequalities (5.1) and (5.2) imply

E[~(2)(n)J2 = E[~I (X'k - Xlk _.)4]

+ 2E[11 f (Xlj - X'j_Y(X'k - Xlk_Y]
k=1 j=k+1

S 6K4
. D

5.10 Lemma. Let X E vIt~ satisfy IXsl s K < (jJ for all s E [0, t], a.s. P. For
partitions n of [0, t], we have

lim E~(4)(n) = o.
11°11-0

PROOF. For any partition n, we may write
~(4)(n) S ~(2)(n). m;(X; II ml),

where

(5.3) ml(X; (j) ~ sup{I(X, - XJI; 0 s r < sst, S - r S (j}

is measurable because the supremum can be restricted to rational sand r. The



34 1. Martingales, Stopping Times, and Filtrations

Holder inequality implies

EJ..;(4)(II)::; (E[J..;(2l(II)]2)1/2(Em~(X; II II 11))1/2.

As IIIIII approaches zero, the first factor on the right-hand side remains
bounded and the second term tends to zero, by the uniform continuity on
[0, t] of the sample paths of X and by the bounded convergence theorem.

o

PROOF OF THEOREM 5.8. We consider first the bounded case: IXsl ::; K < 00 and
<Xs ) ::; K hold for all S E [0, t], a.s. P. For any partition II = {to, t l , .. ·, tm }

as earlier we may write (see the discussion preceding Lemma 5.9 and relation
(5.3)):

E(J..;(2l(II) - <X)t)2 = E L~I {(Xtk - Xtk_Y - «X)tk - <X)tk_l)}J

m

::; 2 L E[(Xtk - Xtk_f + «X)tk - <X\k_Y]
k=1

::; 2EJ..;(4l(II) + 2E[<X)t· mt«X); II II II)].

As the mesh of II approaches zero, the first term on the right-hand side of this
inequality converges to zero because of Lemma 5.10; the second term does as
well, by the bounded convergence theorem and the sample path uniform con
tinuity of <X). Convergence in L 2 implies convergence in probability, so this
proves the theorem for martingales which are uniformly bounded.
Now suppose X E vii]. is not necessarily bounded. We use the technique of

localization to reduce this case to the one already studied. Let us define a
sequence of stopping times (Problem 2.7) for n = 1,2, ... by

T" = inf{t ~ 0; IXtl ~ nor <X)t ~ n}.

Now Xln
) £ Xl/' Tn is a bounded martingale relative to the filtration {~}

(Problem 3.24), and likewise {X?A Tn - <X)tATn' ~; 0 ::; t < oo} is a bounded
martingale. From the uniqueness of the Doob-Meyer decomposition, we see
that

(5.4) <x(nl\ = <X)tA Tn.

Therefore, for partitions II of [0, t], we have

lim E[f (XtkATn - Xtk_1AT)2 - <X)tATnJ
2

= o.
IInll-o k=1

Since T" i 00 a.s., we have for any fixed t that limn_ oo P[T" < t] = O. These
facts can be used to prove the desired convergence of J..;(2)(II) to <X)t in
probability. 0
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5.11 Problem. Let {Xt,~; 0 ~ t < oo} be a continuous process with the
property that for each fixed t > 0 and for some p > 0,

lim J.-;(P)(ll) = L t (in probability),
11°11-0

where L t is a random variable taking values in [0, 00) a.s. Show that for q > p,
limllUll_o J.-;(q)(ll) = 0 (in probability), and for 0 < q < p, limllUll-o J.-;(q)(ll) = 00
(in probability) on the event {Lt > O}.

5.12 Problem. Let X be in vlt2,and Tbe a stopping time of {~}. If<X)T = 0,
a.s. P, then we have P[XTAt = 0; '10 ~ t < 00] = 1.

The conclusion to be drawn from Theorem 5.8 and Problems 5.11 and 5.12
is that for continuous, square-integrable martingales, quadratic variation is
the "right" variation to study. All variations of higher order are zero, and,
except in trivial cases where the martingale is a.s. constant on an initial
interval, all variations of lower order are infinite with positive probability.
Thus, the sample paths of continuous, square-integrable martingales are quite
different from "ordinary" continuous functions. Being of unbounded first
variation, they cannot be differentiable, nor is it possible to define integrals of
the form J~y'(w)dXs(w) with respect to XEvlt2in a pathwise (i.e., for every
or P-almost every WEn), Lebesgue-Stieltjes sense. We shall return to this
problem of the definition of stochastic integrals in Chapter 3, where we shall
give Ito's construction and change-of-variable formula; the latter is the coun
terpart of the chain rule from classical calculus, adapted to account for the
unbounded first, but bounded seconQ., variation of such processes.
It is also worth noting that for X Evlt2, the process <X), being monotone,

is its own first variation process and has quadratic variation zero. Thus, an
integral ofthe form JY,d<X)t is defined in a pathwise, Lebesgue-Stieltjes sense
(Remark 4.6 (i».
We discuss now the cross-variation between two continuous, square

integrable martingales.

5.13 Theorem. Let X = {Xt, ~; 0 ~ t < CJJ} and Y = {Y" ~; 0 ~ t < oo} be
members of vlt2. There is a unique (up to indistinguishability) {~}-adapted,

continuous process of bounded variation {At, ~; 0 ~ t < oo} satisfying Ao = 0
a.s. P, such that {Xt Y, - At, ~; 0 ~ t < oo} is a martingale. This process is
given by the cross-variation <X, Y) of Definition 5.5.

PROOF. Clearly, A = <X, Y) enjoys the stated properties (continuity is a con
sequence of Theorem 4.14 and Problem 4.13). This shows existence of A. To
prove uniqueness, suppose there exists another process B satisfying the condi
tions on A. Then

M ~ (XY - A) - (XY - B) = B - A

is a continuous martingale with finite first variation. Ifwe define
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T" = inf{t 2 0: IMtl = n},

then {Mfn) ~ Mt /\ Tn' ~; 0 ~ t < oo} is a continuous, bounded (hence square
integrable) martingale, with finite first variation on every interval [0, t]. It
follows from (5.4) and Problem 5.11 that

<M)t/\ Tn = <M(n)\ = 0 a.s., t 2 O.

Problem 5.12 shows that M(n) == 0 a.s., and since T" i ct:.! as n --+ 00, we conclude
that M == 0, a.s. P. 0

5.14 Problem. Show that for X, Y E vIt~ and n = {to, tl' ... , tm } a partition of
[0, t],

m

lim I. (Xtk - Xtk_YYrk - Yr
k
-) = <X, Y)t (in probability).

IIllll-O k=l

Twice in this section we have used the technique oflocalization, once in the
proof ofTheorem 5.8 to extend a result about bounded martingales to square
integrable ones, and again in the proofof Theorem 5.13 to apply a result about
square-integrable martingales to a continuous martingale which was not
necessarily square-integrable. The next definitions and problems develop this
idea formally.

5.15 Definition. Let X = {Xl'~; 0 ~ t < oo} be a (continuous) process. If
there exists a nondecreasing sequence {T,,}~=1 of stopping times of {~},
such that {X:") ~ Xt " Tn'~; 0 ~ t < oo} is a martingale for each n 2 1 and
P[limn_ oo T" = 00] = 1, then we say that X is a (continuous) local martingale;
if, in addition, X o = 0 a.s., we write X E vlt10c (respectively, X E vltc

•
loc if X is

continuous).

5.16 Remark. Every martingale is a local martingale (cf. Problem 3.24(i)), but
the converse is not true. We shall encounter continuous, local martingales
which are integrable, or even uniformly integrable, but fail to be martingales
(cf. Exercises 3.3.36, 3.3.37, 3.5.18 (iii)).

5.17 Problem. Let X, Y be in vltc
•
loc

. Then there is a unique (up to indis
tinguishability) adapted, continuous process of bounded variation <X, Y)
satisfying <X, Y)o = 0 a.s. P, such that XY - <X, Y)Evltc,IOC. If X = Y, we
write <X) = <X, X), and this process is nondecreasing.

5.18 Definition. We call the process <X, Y) of Problem 5.17 the cross-variation
of X and Y, in accordance with Definition 5.5. We call <X) the quadratic
variation of X.

5.19 Problem.

(i) A local martingale of class DL is a martingale.
(ii) A nonnegative local martingale is a supermartingale.
(iii) If M E vltc. 1oc and S is a stopping time of {~}, then E(Mf) ~ E<M)s,
where M~ ~ limt _ oo Mt

2 .
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We shall show in Theorem 3.3.16 that one-dimensional Brownian motion
{Bn~; 0 ~ t < oo} is the unique member ofAtc. loc whose quadratic variation
at time t is t; i.e., B/ - t is a martingale. We shall also show that d-dimen
sional Brownian motion {(Bt(l), ... , B!d»), ~; 0 ~ t < oo} is characterized by
the condition

<B(i), BUl)t = bijt, t ~ 0,

where bij is the Kronecker delta.

5.20 Exercise. Suppose X E At2 has stationary, independent increments, and
{~} is the filtration generated by X. Then <X)t = t(EXl), t ~ O.

5.21 Exercise. Employ the localization technique used in the solution of
Problem 5.17 to show that the conclusions of Theorem 5.8 and of Problem
5.12 hold for every X E Atc. loc . In particular, every X E Atc•loc of bounded first
variation is identically equal to zero.

We close this section by imposing a metric structure on vlI2 and discussing
the nature of both At2 and its subspace At~ under this metric.

5.22 Definition. For any X E vii2 and 0 ~ t < 00, we define

IIXlit ~ JE(Xn

We also set

II X II ~ f II X II n 1\ I.
n=1 2n

Let us observe that the function t ....... II X II, on [0, 00) is nondecreasing,
because X 2 is a submartingale. Further, IIX - YII is a pseudo-metric on At2 ,

which becomes a metric if we identify indistinguishable processes. Indeed,
suppose that for X, Y EAt2we have II X - YII = 0; this implies Xn= Y" a.s. P,
for every n ~ 1, and thus X, = E(Xnl~) = E(y"I~) = 1'; a.s. P, for every
o:::;; t ~ n. Since X and Yare right-continuous, they are indistinguishable
(Problem 1.5).

5.23 Proposition. Under the preceding metric, Atz is a complete metric space,
and At~ a closed subspace of At2'

PROOF. Let us consider a Cauchy sequence {x(n)}~=l S; At2 : limn,m_co Ilx(n)
X(mlll = O. For each fixed t, {x!n)}~=l is Cauchy in L2(n,~,p), and so has
an L2-limit X,. For 0 ~ s < t < 00 and A E y;" we have from L2-convergence
and the Cauchy-Schwarz inequality that limn_coE[IA(X~n)- X s )] = 0,
limn_ oo E[lA(x!n) - X,)] = O. Therefore, E[IAX,(nlJ = E[lAx~n)J implies
E[IAX,J = E[IAX s J, and X is seen to be a martingale; we can
choose a right-continuous modification so that X E vl12 • We have
limn_co IIx(n) - XII = o.
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To show that .4{~ is closed, let {x(n)}:'=l be a sequence in.4{~ with limit X
in .4{2' We have by the first submartingale inequality of Theorem 3.8:

p[ sup Ix:n) - X,I ~ eJ :::;; ~EIX~) - XT I2 = ~ Ilx<n) - XII} --+ 0
O,;:;',;:;T e e

as n --+ 00. Along an appropriate subsequence {nd;;'=l we must have

P [ sup Ix<nk) - X I > !J < ~. k > 1
0,;:;,,;:;T' , - k - 2k ' -

and the Borel-Cantelli lemma implies that X:nk) converges to X" uniformly on
[0, T], almost surely. The continuity of X follows. 0

5.24 Problem. Let M = {M" ~; 0 :::;; t < oo} be a process in .4{2U .4{c.loc and
assume that its quadratic variation process <M) is integrable: E<M)oo < 00.
Then:

(i) M is a martingale, and M and the submartingale M 2 are both uni
formly integrable; in particular, Moo = lim,_oo M, exists a.s. P, and
EM~ = E<M)oo;

(ii) we may take a right-continuous modification of Z, = E(M~I~) - M,2;
t ~ 0, which is a potential.

5.25 Problem. Let M E.4{c,loc and show that for any stopping time T of {~},

(5.5) p[ max IMII ~ eJ:::;; E(e5 /\ ;M)T) + P[<M)T ~ e5],
O';:;I,;:;T e

Ve > 0, e5 > O. In particular, for a sequence {M(n)};:'=l ~ .4{c,loc we have

(5.6) max IM<n)1 ~O.r n-oo
O,;:;r,;:;T

5.26 Problem. Let {MI , ~; 0 :::;; t < oo} and {N" <;§,; 0 :::;; t < oo} on (0, g;, P)
be continuous local martingales relative to their respective filtrations, and
assume that g;"" and <;§oo are independent. With YC; ~ O'(~ U <;§,), show that
{M" YC;; 0:::;; t < oo}, {N"YC;; 0:::;; t < oo} and {MIN" YC;; 0:::;; t < oo} are
local martingales. Ifwe define it; = ns>, O'(~ U fl), where fl is the collec
tion of P-negligible events in g;, then the filtration {it;} satisfies the usual
conditions, and relative to it the processes M, Nand MN are still local
martingales. In particular, <M, N) == O.

1.6. Solutions to Selected Problems

1.8. We first construct an example with A ¢ ff';;. The collection of sets of the form
{(X",X'2, ... )EB}, where BE.si(lRd)@.si(lRd)@ ... and 0 ~ t 1 < t 2 < ... ~ to,
forms a a-field, and each such set is in ff';;. Indeed, every set in ff';; has such a
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representation; cf. Doob (1953), p. 604. Choose n = [0, 2), ~ = ~([O, 2)), and
P(F) = meas(F II [0, I]); F E~, where meas stands for "Lebesgue measure."
For W E [0, I], define X,(w) = 0, Vt ~ 0; for w E (1,2), define X,(w) =°if t # w,
X.,(w) = 1. Choose to = 2. If A E jO,:, then for some B E ~(/R) ® ~(/R) ~ ... and
some sequence {tdk';1 £: [0,2], we have A = {(X", X'2' ... )E B}. Choose t E (1,2),
t ~ {t l , t2 , ••• }. Since w = t is not in A and X,.(T) = 0, k = 1,2, ... , we see that
(0,0, ... ) ~ B. But X,.(w) = 0, k = I, 2, ... , for all WE [0, 1]; we conclude that
[0, 1] II A = 0, which contradicts the definition of A and the construction of X.
We next show that if g;; £: :Ft. and :Fto contains all P-null sets of ~, then

A E .?to' Let N en be the set on which X is not RCLL. Then

A= (91 A.)' II NC,

where

2.6. Try to argue the validity of the identity {Hr < t} = USEQ {XsEf}, for any
O~5<t

t > 0. The inclusion ;2 is obvious, even for sets which are not open. Use right
continuity, and the fact that r is open, to go the other way.

2.7. (Wentzell (1981)): For XE /Rd, let p(x, r) = inf{ IIx - YII; yE f}, and consider the
nested sequence of open neighborhoods of r given by r. = {XE /Rd; p(x, r) <
(lin)}. By virtue of Problem 2.6, the times T" ~ He: ; n ~ 1, are optional. They
form a nondecreasing sequence, dominated by H = H~, with limit T~ Iim._oo T" ~
H, and we have the following dichotomy:

On {H = O}: T" = 0, Vn ~ 1.
On {H > O}: there exists an integer k = k(w) ~ 1 such that

T" = 0; VI:s; n < k, and °< T" < T,,+1 < H; Vn ~ k.

We shall show that T = H, and for this it suffices to establish T ~ H on
{H > 0, T < oo}.
On the indicated event we have, by continuity of the sample paths of X: X T =

Iim._oo XT. and XTmEar.. £: r.; Vm > n ~ k. Now we can let m~ 00, to obtain
XTE r.; Vn ~ k, and thus XTE n:';1 r. = r. We conclude with the desired result
H ~ T. The conclusion follows now from {H ~ t} = n:';1 {T" < t}, valid for
t> 0, and {H = O} = {XoEf}.

2.17. For every AE~T we know that A II {T ~ S} belongs to both ~T (Lemma
2.16) and §S (Lemma 2.15), and therefore also to ~T"S = ~TII§S. Con
sequently, SA I{T,,;s}E(ZI~T "s)dP = J.M{T,,;Sl Z dP = SA,-,{T,,;Sl E(ZI~T)dP =
SA l{TSS} E(ZI~T)dP,so (i) follows.
For claim (ii) we conclude from (i) that

I{TSs}E[E(ZI~T)I~s]= E[l{TsslE(ZI~T)I§S] = E[I(TsslE(ZI§S" T)I§S]

= I{Tss}E[ZI§S" T]'

which proves the desired result on the set {T ~ S}. Interchanging the roles of S
and T and replacing Z by E(ZI~T)' we can also conclude from (i) that
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l{s<T}E[E(ZlffT)I§"s] = l{s< Tl E[E(ZI§"T)IS"SAT]

= l{s< Tl E[ZI§"sATJ.

2.22. We discuss only the second claim, following Chung (1982). For any A e S"S+, we
have

A = (~Q [An {S < r < T})U[An{S = oo}].

Now An {S < r < T} = An {S < r} n {T > r} is an event in §"T' as is easily
verified, because A n {S < r} e§",.. On the other hand, A n {S = oo} =
[A n {S = 00}J n {T = oo} is easily seen to be in §"T.1t follows that Ae§"T'

2.23. T is an optional time, by Lemma 2.11, and so §"T+ is defined and contained in
§"T

n
+ for every n ~ 1. Therefore, §"T+ £; n~=1 §"T

n
+' To go the other way, con

sider an event A such that A n {T" < t} e~, for every n ~ 1and t ~ O. Obviously
then, An {T < t} = A n(U~=1 {T" < t}) = U~=dA n {T" < t})e~, and thus
A e §"T+' The second claim is justified similarly, using Problem 2.22.

3.2. (i) Fix S ~ 0 and a nonnegative integer n. Consider the "trace" u-field ~ of all
sets obtained by intersecting the members of §".N with the set {Ns = n}.
Consider also the similar trace u-field ,J'f of u(T1, ... , T,,) on {Ns = n}. A
generating family for ~ is the collection of sets of the form {Nt! ~ n l , • .. ,

Nt, ~nk' Ns = n}, where 0 ~ t l ~ ... ~ tk ~ s, and each such set is a member
of ,J'f. A generating family for ,J'f is the collection of all sets of the form
{SI ~ tl,,,,,Sn ~ tn,Ns = n}, where 0 ~ t l ~ ... ~ tn-I ~ s, and each such
set is a member of~. It follows that ~ = ,J'f.

Therefore, for every A E§".N there exists A e u(T1 , ••• , T,,) such that An
{Ns = n} = A n {Ns = n}. Using the independence of T,,+1 and (Sn,IA ) we
obtain

f P[Sn+1 > tl§".N] dP
AI>{Ns=nl

= P[{Sn+1 > t} nAn {Sn ~ s < Sn+l}J

= P[{Sn + T,,+I > t} nA n {Sn ~ s}]

= 1:s P[{Sn > t - u} nAn {So ~ s}J2e- Au du

= e-A(t-s) Lao P[{Sn + u > s} nAn {Sn ~ s}J2e- Au du

= e-A(l-S)P[{Sn + T,,+I > s} nAn {Sn ~ s}]

= e-A('-S)P[A n {Ns = n}].

Summation over n ~ 0 yields SA P[SNs+I > tl§".N] dP = e-A(t-S) P(A') for every
Ae§".N.

(ii) For an arbitrary but fixed k ~ 1, the random variable Y,. ~ Sn+k+1 - Sn+1 =
L.j~::~ ~ is independent of u(T1 , ... , T,,+tl; it has the gamma density
P[y"edu] = [(2u)k-1j(k - 1)!]2e- AU du;u > O,for which one checks easily the
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identity:

P[Y. > 0] = ~I (A.We-)JJ· 0
k .L...,' k ~ 1, > O.

J=O J.

We have, as in (i),

f peN, - Ns~ kl~N] dP
AI"\(Ns=n)

= P[ {N, ~ n + k} 1\ A 1\ {Ns = n}J

= P[{Sn+k+1 > t} 1\ A 1\ {Ns = n}J

= P[{Sn+1 + ~ > t} 1\ A 1\ {Ns = n}]

= f' P[{Sn+1 +u>t}I\AI\{Ns=n}J·P(~Edu)

= peA1\ {Ns = n}J· P(~ > t - s)

+ I-s P[{Sn+1 > t - u} 1\ A 1\ {Ns = n}]P(~Edu)

C
-I (A.(t - s»j

= peA 1\ {Ns = n}J .~O e-l('-sl j!

+ I-s e-l(t-S-UlP(~EdU»)

k (A.(t - s»j
= peA 1\ {Ns = n}J· L e-l('-s) ., .

j=O J.

Adding up over n ~ 0 we obtain

41

f k (A.(t - s»j
_ peN, - Ns ~ kl~N] dP = P(A) .L e-l('-S) .,
A J=O J.

for every AE ~N and k ~ 1, and both assertions follow.

3.7. Let {ha; IXEA} be a collection of linear functions from IRd
--+ IR for which <p =

sUPaeA ha · Then for 0 ~ s < t we have

E[<p(X,)I~] ~ E[ha(X,)I~] = ha(Xs), VIX E A.

Taking the supremum over IX, we obtain the submartingale inequality for <p(X).
Now 11·11 is convex and EIIX,II ~ E(lXP'1 + ... + IX!d)1) < 00, so IIXII is a sub
martingale.

3.11. Thanks to the Jensen inequality (as in Proposition 3.6) we have that
{Xn+, ~; n ~ I} is also a backward submartingale, and so with A. > 0:
A.·P[IXnl > A.] ~ EIXnl = -E(Xn) + 2E(X;n ~ -I + 2E(Xn < 00. It follows
that sUPn;;, 1 P[IXnl > A.] converges to zero as A. --+ 00, and by the submartingale
property:
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Therefore, {Xn+}~=1 is a uniformly integrable sequence. On the other hand,

o~ r XndP = E(Xn) - r XndP ~ E(Xn) - r XmdP
J(Xn <-),} J(Xn ? -),) J{Xn ? -A)

= E(Xn) - E(Xm) + r XmdP, for n > m.J(Xn <-),}

Given I' > 0, we can certainly choose m so large that 0 ::::;; E(Xm) - E(Xn) ::::;; 1'/2
holds for every n > m, and for that m we select A> 0 in such a way that

sup r IXml dP < ~.
n>m J(Xn <-),) 2

Consequently, for these choices of m and Awe have:

sup r X;: dP < 1', and thus {X;:}~=I is also uniformly integrable.
n>m J{X~>)')

3.19. (a) ~ (b): Uniform integrability allows us to invoke the submartingale con
vergence Theorem 3.15, to establish the existence of an almost sure limit Xoo
for {X,; 0 ::::;; t < oo} as t -> 00, and to convert almost sure convergence into
L I-convergence.
(b) ~(c): Let Xoo be the U-limit of {X,; 0::::;; t < oo}. ForO::::;; s < t and AE~

we have fAXsdP ::::;; fA X,dP, and letting t -> 00 we obtain the submartingale
property fAXsdP ::::;; fA Xoo dP; 0 ::::;; s < 00, A E~.
(c) ~ (a): For 0 ::::;; t < 00 and A> 0, we have f{x,>),) X, dP ::::;; Lx,>),) Xoo dP,
which converges to zero, uniformly in t, as A100, because P[X, > A] ::::;;
(I/A)EX, ::::;; (I/A)EXw

3.20. Apply Problem 3.19 to the submartingales {X,±, §;; 0 ::::;; t < oo} to obtain the
equivalence of (a), (b), and (c). The latter obviously implies (d), which in turn
gives (a). H(d) holds, then fA YdP = fAX,dP, '</ A E§;. Letting t -> 00, we obtain
fA YdP = fAXoo dP. The collection of sets A EIFoo for which this equality holds
is a monotone class containing the field U,?o §;. Consequently, the equality
holds for every A EIFoo ' which gives E(YIIFoo) = Xoo, a.s.

3.26. The necessity of (3.2) follows from the version of the optional sampling theorem
for bounded stopping times (Problem 3.23 (i)). For sufficiency, consider 0 ::::;; s <
t < oo,AE~anddefinethestoppingtimeS(w) ~ SIA(W) + tIA,(w). The condition
E(X,) ~ E(Xs) is tantamount to the submartingale property E[X,IA] f; E[XsIAl

3.27. By assumption, each ~ contains the P-negligible events of IF. For the right
continuity of {~}, select a sequence {tn}~=1 strictly decreasing to t; according to
Problem 2.23,

00 00&~n&-naJ; _aJ;
..:T""t+ - t7-," - t7-T+'rr - t7-(T+t)+'

11=1 11=1

and the latter agrees with IFn , = ~ under the assumption of right-continuity
of {§;} (Definition 2.20).

(i) With 0 ::::;; s < t < 00, Problem 3.23 implies

E[X,I~] = E[XT+ t - XTIIFns] ~ Xns - X T = X.. a.s. P.
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(ii) Let SI :$ S2 be bounded stopping times of {~}, and set 'j = (Sj - T) v O. By
Lemma 2.16, {'j:$ t} = {Sj:$ T + t} E!J;, for all t ~ 0, so 'I :$ '2 are bounded
st<:pping times o! {!J;,}. Furthermore, 0:$ EX,} = EX,~ - EX,~ and EX,~ :$
EX~ < 00, so EIX,~ I < 00. According to Problem 3.26,

EXs, = EX" ~ EX" = EXs ,.

Another application of Problem 3.26 shows that X is a submartingale.

3.28. (Robbins and Siegmund (1970»: With the stopping time

T = inf{tE [s, (0); Z, = b},

the process {ZT I'd' ~; 0 :$ t < oo} is a martingale (Problem 3.24 (i». It follows
that for every A E:F., t ~ s:

f ZsdP = f ZTA,dP
An{Zs<b) An{Zs<b}

= b· PEA n {Zs < b, T:$ t}] +f Z,I{T>'} dP.
An{Zs<b}

The integrand Z,I{T>'} is dominated by b, and converges to zero as t -. 00 by
assumption; it develops then from the dominated convergence theorem that

f ZsdP=b'P[An{Zs<b,T<oo}]
An{Zs<b}

= bf PET < ool:F.J dP,
An{Zs<b}

establishing the first conclusion. The second follows readily.

4.9. (a) According to Problem 3.23 (i) we have

r XTdP:$ r X.dP and
J{X

T
>).} J{X

T
>).}

for every a > 0, A> 0, TE 9;" and therefore

lim sup r XTdP = O.
).-00 Te 2;, J(X

T
>).}

(b) It suffices to show the uniform integrability of {MTheSl;;' Once again,
Problem 3.23 (i) yields MT = E(M.lffT ) a.s. P, for every TE9;" and the claim
then follows easily, just as in the implication (d) => (a) of Problem 3.20.

This latter problem, coupled with Theorem 3.22, yields the representation
X T = E(XoolffT ) a.s. P, VTEf/' for every uniformly integrable martingale X,
which is thus shown to be of class D.

4.11. For an arbitrary bounded random variable eon (0, ff, P),

E[eE(A(n)I~)] = E[E(el~)' E(A(n)I~)] = E[A(n)E(el~)]'

which converges to E[A' E(el~)J = E[eE(AI~)]'
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4.15. Define the stopping times Ht = inf {I 2: 0; X, 2: e}, S = inf {I 2: 0; A, 2: b} (Prob
lem 2.7) and 1;, = T 1\ n 1\ Ht • We have

eP[Vr" 2: e] :$ E[Xr"I{VT""tl] :$ E(XrJ:$ E(ArJ:$ E(A r )

and (4.14) follows because 1;,1T 1\ H t , a.s. as n --+ 00. On the other hand, we have

E(AsAr ) E(b 1\ A r )
P[Vr 2: e,A T < b] :$ P[VTAS 2: e] :$ = --'------''--

e e

thanks to (4.14), and (4.15) follows (adapted from Lenglart (1977)). From the
identity F(x) = So I(x"u} dF(u), the Fubini theorem, and (4.15)' we have

fa:; fa:; {E(U 1\ A ) }
EF(VT) = 0 P(Vr 2: u)dF(u):$ 0 u T + P(A T 2: u) dF(u)

= fO [2P(A T 2: u) + ~E(ATI{AT<u))}F(U)

= E[2F(A r ) + AT L: ~dF(U)J = EG(AT)

(taken from Revuz & Yor (1987); see also Burkholder (1973), p. 26).

5.11. Let n = {to, ... ,I,.}, with 0 = 10 :$ I) :$ "':$ I,. = I, be a partition of [0, I]. For
q > p, we have

v,lq)(n):$ V,IPl(n). max IX,. - X,.)q-p.
ls;ksm

As IIml --+ 0, the first term on the right-hand side has a finite limit in probability,
and the second term converges to zero in probability. Therefore, the product con
verges to zero in probability. For the second assertion, suppose that 0 < q < p,
P(L, > 0) > 0 and assume that v,lq)(n) does not tend to 00 (in probability) as
IInll --+ O. Then we can find b > 0, 0 < K < 00, and a sequence of partitions
{n,}~;, such that P(A.) 2: bP(L, > 0), where

A. = {L, > 0, v,lq)(n.):$ K}; n 2: I.

Consequently, with TI. = {tb·), ... ,I~~}, we have

v,(Pl(n.) :$ Kmf-q(X; un.lI) on A.; n 2: I.

This contradicts the fact that v,IPl(n.) converges (in probability) to the positive
random variable L, on {L, > OJ.

5.12. Because (X) is continuous and nondecreasing, we have P[(X)TA' = 0;
o :$ I < 00] = 1. An application of the optional sampling theorem to the con
tinuous martingale M ~ X 2

- (X) yields (Problem 3.23 (i)): 0 = EMTAI =

E[X:' A, - (X)rA'] = EX:'"" which implies P[XTA , = 0] = I, for every
o:$ t < 00. The conclusion follows now by continuity.

5.17. There are sequences {S.}, {1;,} of stopping times such that S.l 00,1;, i 00, and
X:'l ~ X, AS"' 1';(') ~ 1'; A r" are {~}-martingales. Define

R. ~ S. 1\ 1;, 1\ inf{1 2: 0: IX,I = n or 11';1 = n},
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and set x~n) = X, A R , Y,Cn)= 1'; A R . Note that Rni 00 a.s. Since xt) = X~,:! R ,
and likewise for ycn)~ these proces~es are also {~}-martingales (Problem 3.24),
and are in.All because they are bounded. For m > n, X,Cn) = X~'::)Rn and so

(x~n»)2 - <Xcm»'1'Rn= (X~'::)RY - <Xcm»'1'Rn

is a martingale. This implies <Xcn», = <Xcm»'1'R . We can thus decree <X), ~
<Xcn», whenever t ::; Rn and be assured that <X) is well defined. The process
<X) is adapted, continuous, and nondecreasing and satisfies <X)o = 0 a.s.
Furthermore,

X~1'Rn - <X)'1'Rn = (x~n»)2 - <XCn»,

is a martingale for each n, so X 2 - <X)E.Alc,loc. As in Theorem 5.13, we may
now take <X, Y) = H<X + Y) - <X - Y)].
As for the question of uniqueness, suppose both A and B satisfy the conditions
required of <X, Y). Then M ~ XY - A and N g, XY - B are in .Alc.loc, so just
as before we can construct a sequence {R n } of stopping times with Rn i 00 such
that M,Cn)g, M'1'Rn and N/n) g N'1'Rn are in .All' Consequently M~n) - N/n) =

B'1'Rn - A,1'RnE.All , and being of bounded variation this process must be
identically zero (see the proof of Theorem 5.13). It follows that A = B.

5.24. If ME.Al2 , then E(M,2) = E<M),::; E<M)oo; 1I0::;t<00. If ME.Alc.loc,
Problem 5.19 (iii) gives E(Mf) ::; E<M)s::; E<M)oo < 00 for every stopping time
S; it follows that the family {Ms }s. y' is uniformly integrable, i.e., that M is of
class D and therefore a martingale (Problem 5.19 (i)).
In either case, therefore, M is a uniformly integrable martingale; Problem 3.20
now shows that Moo = lim,_oo M, exists, and that E(Mool~)= M, holds a.s. P,
for every t ~ O. Fatou's lemma now yields

(6.1) E(M;,) = E(lim M,2) ::; lim E(M/) = lim E<M), = E<M)oo'
r-oo r-oo r-oo

and Jensen's inequality: M,2 ::; E(M;,I~), a.s. P, for every t ~ O. It follows that
the nonnegative submartingale M2 has a last element, i.e., that {M?,~;

o::; t ::; oo} is a submartingale. Problem 3.19 shows that this submartingale is
uniformly' integrable, and (6.1) holds with equality. Finally, Z, = E(M~I~) 
M,2 is now seen to be a (right-continuous, by appropriate choice ofmodification)
nonnegative supermartingale, with E(Z,) = E(M;,) - E(M/) converging to zero
as t -> 00.

5.25. Problem 5.19 (iii) allows us to apply Remarks 4.16, 4.17 with X = M 2, A = <M).

1.7. Notes

Sections 1.1, 1.2: These two sections could have been lumped together
under the rubric "Fields, Optionality, and Measurability" after the manner of
Chung & Doob (1965). Although slightly dated, this article still makes
excellent reading. Good accounts of this material in book form have been
written by Meyer [(1966); Chapter IV], Dellacherie [(1972); Chapter III and
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to a lesser extent Chapter IV], Dellacherie & Meyer [(1975/1980); Chapter
IV], and Chung [(1982); Chapter 1]. These sources provide material on the
classification of stopping times as "predictable," "accessible," and "totally
inaccessible," as well as corresponding notions of measurability for stochastic
processes, which we need not broach here.
A new notion of "sameness" between two stochastic processes, called syn

onimity has been introduced by Aldous. It was expounded by Hoover (1984)
and was found to be useful in the study of martingales.
A deep result of Dellacherie [(1972), p. 51] is the following: for every
progressively measurable process X and r E 81(IR), the hitting time Hr of
Example 2.5 is a stopping time of {~}, provided that this filtration is right
continuous and that each <i-field ~ is complete.

Section 1.3: The term martingale was introduced in probability theory by
J. Ville (1939). The concept had been created by P. Levy back in 1934, in an
attempt to extend the Kolmogorov inequality and the law of large numbers
beyond the case of independence. Levy's zero-one law (Theorem 9.4.8 and
Corollary in Chung (1974» is the first martingale convergence theorem. The
classic text, Doob (1953), introduced, for the first time, an impressively com
plete theory of the subject as we know it today. For the foundations of the
discrete-parameter case there is perhaps no better source than the relevant
sections in Chapter 9 of Chung (1974) that we have already mentioned; fuller
accounts are Neveu (1975), Chow & Teicher (1978), Chapter 11, and Hall
& Heyde (1980). Other books which contain material on the continuous
parameter case include Meyer [(1966); Chapters V, VI], Dellacherie & Meyer
[(1975/1980); Chapters V-VIII], Liptser & Shiryaev [(1977), Chapters 2, 3]
and Elliott [(1982), Chapters 3, 4].

Section 1.4: Theorem 4.10 is due to P. A. Meyer (1962, 1963); its proof was
later simplified by K. M. Rao (1969). Our account of this theorem, as well as
that of Theorem 4.14, follows closely Ikeda & Watanabe (1981).
For any nonnegative submartingale X satisfying the conditions of Theorem

3.13, Krylov (1990) shows the existence of an increasing process D such that

Xl = Xo + E(DII~), a.s.,

holds for every fixed t E[0, 00), and uses this representation to obtain a simple
derivation of the Doob-Meyer decomposition (4.6) for such X.
The Doob-Meyer decomposition X = M + A of Theorem 4.10 remains
valid for a general right-continuous submartingale X (not necessarily of class
DL), but now with M a local martingale; see, for example, Protter (1990),
Theorem 7, p. 94.

Section 1.5: The study of square-integrable martingales began with Fisk
(1966) and continued with the seminal article by Kunita & Watanabe (1967).
Theorem 5.8 is due to Fisk (1966). In (5.6), the opposite implication is also
true; see Lemma A.l in Pitman & Yor (1986).



CHAPTER 2

Brownian Motion

2.1. Introduction

Brownian movement is the name given to the irregular movement of pollen,
suspended in water, observed by the botanist Robert Brown in 1828. This
random movement, now attributed to the buffeting of the pollen by water
molecules, results in a dispersal or diffusion of the pollen in the water. The
range of application of Brownian motion as defined here goes far beyond
a study ofmicroscopic particles in suspension and includes modeling of stock
prices, of thermal noise in electrical circuits, of certain limiting behavior in
queueing and inventory systems, and of random perturbations in a variety of
other physical, biological, economic, and management systems. Furthermore,
integration with respect to Brownian motion, developed in Chapter 3, gives
us a unifying representation for a large class of martingales and diffusion
processes. Diffusion processes represented this way exhibit a rich connection
with the theory of partial differential equations (Chapter 4 and Section 5.7).
In particular, to each such process there corresponds a second-order parabolic
equation which governs the transition probabilities of the process.
The history of Brownian motion is discussed more extensively in Section 11;
see also Chapters 2-4 in Nelson (1967).

1.1 Definition. A (standard, one-dimensional) Brownian motion is a continuous,
adapted process B = {B" ~; 0 ~ t < oo}, defined on some probability space
(n, fF, P), with the properties that Bo = 0 a.s. and for 0 ~ s < t, the increment
B, - Bs is independent of !Ii'. and is normally distributed with mean zero
and variance t - s. We shall speak sometimes of a Brownian motion B =
{B" ~; 0 ~ t ~ T} on [0, T], for some T > 0, and the meaning of this
terminology is apparent.
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If B is a Brownian motion and°= to < t l < .. , < tn < 00, then the incre
ments {Br. - Br_ }In=l are independent and the distribution of Br - BrJ )-1 J J-l

depends on tj and tj - l only through the difference tj - tj - 1 ; to wit, it is
normal with mean zero and variance tj - tj - l . We say that the process B has
stationary, independent increments. It is easily verified that B is a square
integrable martingale and <B\ = t, t ~ 0.
The filtration {~} is a part of the definition of Brownian motion. However,
if we are given {Br;°~ t < oo} but no filtration, and if we know that B has
stationary, independent increments and that Br = Br - Bo is normal with
mean zero and variance t, then {Bo :!i'rB;°~ t < oo} is a Brownian motion
(Problem 1.4). Moreover, if {~} is a "larger" filtration in the sense that
:!i'IB 5; ~ for t ~ 0, and if BI - Bs is independent of :Ii'. whenever 0 ~ s < t,
then {Bo ~; °~ t < oo} is also a Brownian motion.

It is often interesting, and sometimes necessary, to work with a filtration
{.?;} which is larger than {~B}. For instance, we shall see in Example 5.3.5
that the stochastic differential equation (5.3.1) does not have a solution,
unless we take the driving process W to be a Brownian motion with respect
to a filtration which is strictly larger than {~W}. The desire to have exis
tence of solutions to stochastic differential equations is a major motivation
for allowing {.?;} in Definition 1.1 to be strictly larger than {~B}.

The first problem one encounters with Brownian motion is its existence.

One approach to this question is to write down what the finite-dimensional
distributions of this process (based on the stationarity, independence, and
normality of its increments) must be, and then construct a probability measure
and a process on an appropriate measurable space in such a way that we
obtain the prescribed finite-dimensional distributions. This direct approach
is the one most often used to construct a Markov process, but is rather lengthy
and technical; we spell it out in Section 2. A more elegant approach for
Brownian motion, which exploits the Gaussian property of this process, is
based on Hilbert space theory and appears in Section 3; it is close in spirit
to Wiener's (1923) original construction, which was modified by Levy (1948)
and later further simplified by Ciesielski (1961). Nothing in the remainder of
the book depends on Section 3; however, Theorems 2.2 and 2.8 as well as
Problem 2.9 will be useful in later developments.
Section 4 provides yet another proof for the existence of Brownian motion,

this time based on the idea of the weak limit of a sequence of random walks.
The properties of the space C[0, (0) developed in this section will be used
extensively throughout the book.
Section 5 defines the Markov property,. which is enjoyed by Brownian

motion. Section 6 presents the strong Markov property, and, using a proof
based on the optional sampling theorem for martingales, shows that Brownian
motion is a strong Markov process. In Section 7 we discuss various choices
of the filtration for Brownian motion. The central idea here is augmentation
ofthe filtration generated by the process, in order to obtain a right-continuous
filtration. Developing this material in the context of strong Markov processes
requires no additional effort, and we adopt this level of generality.
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Sections 8 and 9 are devoted to properties of Brownian motion. In Section 8
we compute distributions of a number of elementary Brownian functionals;
among these are first passage times, last exit times, and time and level of
the maximum over a fixed time-interval. Section 9 deals with almost sure
properties of the Brownian sample path. Here we discuss its growth as t -+ 00,

its oscillations near t = °(law of the iterated logarithm), its nowhere differ
entiability and nowhere monotonicity, and the topological perfectness of the
set of times when the sample path is at the origin.

We conclude this introductory section with the Dynkin system theorem
(Ash (1972), p. 169). This result will be used frequently in the sequel whenever
we need to establish that a certain property, known to hold for a collection
of sets closed under intersection, also holds for the u-field generated by this
collection. Our first application of this result occurs in Problem 1.4.

1.2 Definition. A collection E0 of subsets of a set n is called a Dynkin system if

(i) nEE0,
(ii) A, BEE0 and B c::; A imply A\BEE0,
(iii) {An}~=l c::; E0 and Al c::; A 2 c::; ... imply U~=I AnEE0.

1.3 Dynkin System Theorem. Let C(j be a collection of subsets of n which is
closed under pairwise intersection. If E0 is a Dynkin system containing C(j, then
E0 also contains the u-field u(C(j) generated by C(j.

1.4 Problem. Let X = {Xl;°~ t < oo} be a stochastic process for which
X o, Xl, - X lo' ... , X'n - X'n_l are independent random variables, for every
integer n ~ 1 and indices 0= to < t l < ... < tn < 00. Then for any fixed°~ s < t < 00, the increment Xl - Xs is independent of :Fs

x.

2.2. First Construction of Brownian Motion

A. The Consistency Theorem

Let IR[O, 00) denote the set of all real-valued functions on [0, 00). An n-dimensional
cylinder set in IR[O,oo) is a set of the form

(2.1) C ~ {w E IR[O,oo); (w(t d, ... ,w(tn)) E A},

where tiE [0, 00), i = 1, ... , n, and AE81(lRn
). Let C(j denote the field of all

cylinder sets (of all finite dimensions) in IR[O,oo), and let ~(IR[O,OO») denote the
smallest u-field containing C(j.

2.1 Definition. Let T be the set of finite sequences f = (t I'" ., tn ) of distinct,
nonnegative numbers, where the length n ofthese sequences ranges over the set
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of positive integers. Suppose that for each f of length n, we have a probability
measure Q, on (IRn,~(lRn». Then the collection {QI}.ET is called a family of
finite-dime~sionaldistributions. This family is said -to be consistent provided
that the following two conditions are satisfied:

(a) if ~ = (til' t i2 ,··., ti) is a permutation of f = (t 1, t 2 , •.. , tn), then for any
Ai E~(IR), i = 1, ... , n, we have

Q!(A 1 x A 2 X •.• x An) = Q~(Ail X A i2 X ••• X Ai);

(b) iff = (t1,t 2 , ... ,tn) with n ~ 1, ~ = (t1,t 2 , ... ,tn-d, and AE~(lRn-1), then

Q!(A x IR) = QiA).

Ifwe have a probability measure P on (IR[O, 00), ~(IR[O,OO»), then we can define
a family of finite-dimensional distributions by

(2.2)

where A E~(lRn) and f = (t1"", tn) E T. This family is easily seen to be con
sistent. We are interested in the converse of this fact, because it will enable us
to construct a probability measure P from the finite-dimensional distributions
of Brownian motion.

2.2 Theorem (Daniell (1918), Kolmogorov (1933». Let {QI} be a consistent
family of finite-dimensional distributions. Then there is a probability measure
P on (IR[O, 00), f4(IR[O, 00»), such that (2.2) holds for every f E T.

PROOF. We begin by defining a set function Q on the field of cylinders C(f, If C
is given by (2.1) and f = (t1' t 2 ,· .. , tn)E T, we set

(2.3)

2.3 Problem. The set function Q is well defined and finitely additive on C(f, with
Q(IR[O,OO» = 1.

We now prove the countable additivity of Q on C(f, and we can then draw
on the Caratheodory extension theorem to assert the existence of the desired
extension P of Q to ~(IR[O,oo».Thus, suppose {Bdk'=l is a sequence of disjoint
sets in C(f with B £ Uk'=l Bk also in C(f. Let Cm = B\U::'=l Bb so

m

Q(B) = Q(Cm) + I Q(Bk )·

k=l

Countable additivity will follow from

(2.4)

Now Q(Cm) = Q(Cm+1 ) + Q(Bm+1 ) ~ Q(Cm+d, so the limit in (2.4) exists.
Assume that this limit is equal to t; > 0, and note that n:;;'=l Cm = 0.
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From {C",}:=I we may construct another sequence {D",}:=I which has
the properties DI ;;2 D2 ;;2 "', n:=l D", = 0, and lim",_oo Q(D",) = e > O.
Furthermore. each D", has the form

D", = {WE lR[o.OO);(w(td•.. .• w(t",))EA",}

for some A", E~(IR"'), and the finite sequence £", ~ (t I' ... , tIll) ET is an exten
sion of the finite sequence !",_I ~ (t l , ... , tIll-dE T, m ~ 2. This may be accom
plished as follows. Each Ck has a form

Ck = {WE IR[O,OO);(w(t l )... .• w(t",.))EA",.}; A"" E~(IR"").

where £"" = (t1"'" t",.) E T. Since Ck+1 £; Ck> we can choose these representa
tions so that !""+' is an extension of !"", and A",,+, £; A"" X 1R"'k+'-"". Define

DI = {w;w(tl)EIR} ..... D"',_1 = {w;(w(tl).... ,w(t"',_I))EIR"',-I}

and D"" = CI , as well as

D",,+I = {w;(w(tl), ...• w(t"',).w(t"',+d)EA"', x IR}, ... ,

D"'2-1 = {w;(w(td•...• w(t",,).w(t,,,,+d, ... •w(t"'2_1 ))EA"" x 1R"'2-",,-I}

and D"'2 = C2 · Continue this process. and note that by construction n:=1 D", =

n:=1 C", = 0·

2.4 Problem.We say that A E~(IR") is regular iffor every probability measure
Qon (IR". ~(IR")) and for every e > 0, there is a closed set F and an open set
G such that F £; A £; G and Q(G\F) < e. Show that every set in .?4(IR") is
regular. (Hint: Show that the collection of regular sets is a IT-field containing
all closed sets.)

According to Problem 2.4. there exists for each m a closed set F", £; A", such
that Q, (A",\F",) < eI2"'. By intersecting F", with a sufficiently large closed
sphere~ntered at the origin, we obtain a compact set K", such that. with

E", ~ {wEIR[o.OO);(w(td, .... w(t"'))EK"'},

we have E", £; D", and

The sequence {E",} may fail to be nonincreasing, so we define

and we have

where
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(2.6)

which is compact. We can bound Q!,,,(Km ) away from zero, since

Q!JKm ) = Q(Em) = Q(Dm) - Q(Dm\Em)

= Q(Dm ) - QCQ (Dm\Ek ) )

~ Q(Dm ) - QCV
I

(Dk\Ed)

m /;

~/;- L k>O.
k=1 2

Therefore, Kmis nonempty for each m, and we can choose (x\m), . .. ,x~»)E Km.
Being contained in the compact set KI , the sequence {x\m)}::.'=1 must have
a convergent subsequence {x\mk)}f=1 with limit XI' But {(x\mk),x~mk»)}f=2 is
contained in K2 , so it has a convergent subsequence with limit (X I ,X2)'

Continuing this process, we can construct (x I' X2,"') E IR x IR x "', such that
(XI, ... , xm)EKmfor each m. Consequently, the set

S = {WEIR[o.OO): wet;) = Xi' i = 1,2, ... }

is contained in each Em' and hence in each Dm.This contradicts the fact that
n::.'=1 Dm = 0· We conclude that (2.4) holds. D

Our aim is to construct a probability measure P on (n, jil) ~ (IR[O,OO),
gj(lR[o.OO»)) so that the process B = {BI' jilrB ; °:::;; t < oo} defined by Br(w) ~
wet), the coordinate mapping process, is almost a standard, one-dimensional
Brownian motion under P. We say "almost" because we leave aside the
requirement of sample path continuity for the moment and concentrate
on the finite-dimensional distributions. Recalling the discussion following
Definition 1.1, we see that whenever °= So < SI < S2 < ... < Sn' the cumu
lative distribution function for (Bs" ... , BsJ must be

(2.5) l'(s, .....sjx I , ... , xn )

= f:~ f:: ..·f:~ P(SI;0'YI)P(S2 - SI;Yl,Y2)'"

... p(sn - Sn-l;Yn-l,Yn)dYn, .. dYldYI

for (x1, ... , X n ) E IRn
, where p is the Gaussian kernel

1
pet; X, y) ~ M::;e-(X- y )2/2" t > 0, X, YE IR.

y2nt

The reader can verify (and should, if he has never done so!) that (2.5) is
equivalent to the statement that the increments {Bsj - BSj_J;=1 are inde
pendent, and BSj - BSj _1

is normally distributed with mean zero and variance
Sj - Sj_I'

Now let! = (tl' t 2, ... , tn ), where the tj are not necessarily ordered but
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are distinct. Let the random vector (Btl' BI2 , ... ,BIJ have the distribution
determined by (2.5) (where the tj must be ordered from smallest to largest to
obtain (Sl"'" sn) appearing in (2.5)). For A E8#(lRn

), letQI(A) be the probability
under this distribution that (BI ,BI , ... ,BI ) is in A. This defines a family of

I 2 "

finite-dimensional distributions {Q!he T'

2.5 Problem. Show that the just defined family {Q!he T is consistent.

2.6 Corollary to Theorem 2.2. There is a probability measure P on (IR[O,OO),
8#(IR[O,OO»), under which the coordinate mapping process

BI(w) = w(t); WE IR[O,OO), t ~ 0,

has stationary, independent increments. An increment BI - Bs' where°:s; s < t,
is normally distributed with mean zero and variance t - s.

B. The Kolmogorov-Centsov Theorem

Our construction of Brownian motion would now be complete, were it not
for the fact that we have built the process on the sample space IR[O,OO) of all
real-valued functions on [0, 00) rather than on the space C[0, 00) ofcontinuous
functions on this half-line. One might hope to overcome this difficulty by
showing that the probability measure P in Corollary 2.6 assigns measure one
to C[0, 00). However, as the next problem shows, C [0, (0) is not in the cr-field
8#(IR[O, 00», so P(C[O, 00» is not defined. This failure is a manifestation of
the fact that the cr-field 8#(IR[O,OO» is, quite uncomfortably, "too small" for a
space as big as IR[O,oo); no set in 8#(IR[o.OO) can have restrictions on uncountably
many coordinates. In contrast to the space C[O, (0), it is not possible to
determine a function in IR[O ,(0) by specifying its values at only countably
many coordinates. Consequently, the next theorem takes a different approach,
which is to construct a continuous modification of the coordinate mapping
process in Corollary 2.6.

2.7 Exercise. Show that the only 8#(IR[O,OO»-measurable set contained in C[O, 00)
is the empty set. (Hint: A typical set in 8#(IR[O,OO) has the form

E = {wEIR[O'OO);(w(td,w(t 2 ),oo.)EA},

where A E8iS'(1R x IR x '00».

2.8 Theorem (Kolmogorov, Centsov (1956a)). Suppose that a process X =
{XI; °:s; t :s; T} on a probability space (Q, $', P) satisfies the condition

(2.7) EIXI - Xsl a :s; Cit - Sll+ P, O:s; s, t :s; T,

for some positive constants a, fJ, and C. Then there exists a continuous modification
X = {XI; °:s; t :s; T} of X, which is locally Holder-continuous with exponent y
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(2.8)

for every y E (0, /3/a.), i.e.,

p[w; sup /Xt(w) - Xs(w) I < b] = 1,
O<t-s<h(w) It - slY -
s,'EIO, T]

where h(w) is an a.s. positive random variable and b > °is an appropriate
constant.

PROOF. For notational simplicity, we take T = 1. Much of what follows is
a consequence of the Cebysev inequality. First, for any e > 0, we have

and so Xs -+ X t in probability as s -+ t. Second, setting t = k/2", s = (k - 1)/2",
and e = 2-Y" (where °< y < /3/rx) in the preceding inequality, we obtain

P[IXk/2" - X(k-l)/2" I ~ 2- Y"] ~ Cr"(1+P-a
y

),

and consequently,

(2.9) p[ max IXk/2" - X(k-l)/2"1 ~ r y
"]

1 ';;k';; 2"

= P [U IXk/2" - X(k-l)/2"1 ~ r y
"]

k=1

~ C2-"(p-ay).

The last expression is the general term of a convergent series; by the Borel
Cantelli lemma, there is a set n* Ef/' with p(n*) = 1such that for each w En*,

(2.10) max IXk/2"(W) - X(k-l)/2"(w)1 < r y
", Vn ~ n*(w),

1 ';;k,;; 2"

where n*(w) is a positive, integer-valued random variable.
For each integer n ~ 1, let us consider the partition D" = {(k/2"); k = 0,

1, ... , 2"} of [0, 1], and let D = U::'=1 D" be the set of dyadic rationals in [0, 1].
We shall fix WEn*, n ~ n*(w), and show that for every m > n, we have

m

(2.11) IX,(w) - Xs(w) I ~ 2 L 2- yj
; Vt, s E Dm , 0< t - s < r".

j="+1

For m = n + 1, we can only have t = (k/2m
), s = «k - 1)/2m

), and (2.11)
follows from (2.10). Suppose (2.11) is valid for m = n + 1, ... , M - 1. Take
s < t, S, tEDM , consider the numbers t l = max{uEDM _ 1 ; U ~ t} and SI =
min{uEDM _ 1 ; U ~ s}, and notice the relationships s ~ Sl ~ t l ~ t, SI - S ~
2-M

, t - t 1 ~ 2- M
. From (2.10) we have IXs'(w) - X.(w) I ~ r YM

, IX,(w)
X,,(w)1 ~ 2- yM

, and from (2.11) with m = M - 1,

M-I

IX,l(W) - Xsl(w)1 ~ 2 L r yj
•

j="+1

We obtain (2.11) for m = M.
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We can show now that {X,(w); tED} is uniformly continuous in t for every
WEn*. For any numbers s, tED with 0< t - s < h(w) ~ TO'(W), we select
n ~ n*(w) such that 2-(0+1) ~ t - s < 2-0. We have from (2.11)

00

(2.12) IX,(w) - Xs(w) I ~ 2 L Tyj ~ bit - slY, 0< t - s < h(w),
j=o+l

where b = 2/(1 - TY). This proves the desired uniform continuity.
We define X as follows. For w¢n*, set X,(w) = 0, °~ t ~ 1. For WEn*

and tED, set X,(w) = X,(w). For WEn* and tE[O, 1] n DC, choose a sequence
{So}:'=l S D with So --+ t; uniform continuity and the Cauchy criterion imply
that {XS.(W}}:'=l has a limit which depends on t but not on the particular se
quence {So}:'=l S D chosen to converge to t, and we set X,(w) = limsn_, Xs.(w).
The resulting process X is thereby continuous; indeed, X satisfies (2.12), so
(2.8) is established.
To see that X is a modification of X, observe that X, = X, a.s. for tED;
for tE [0,1] n DC and {So}:'=l S D with So --+ t, we have XSn --+ XI in probability
and X

Sn
--+ X, a.s., so X, = X, a.s. 0

2.9 Problem. A random field is a collection of random variables {XI; tEd},
where d is a partially ordered set. Suppose {XI; t E [0, T]d}, d ~ 2, is a random
field satisfying

(2.13)

(2.14)

for some positive constants iX, /3, and C. Show that the conclusion ofTheorem
2.8 holds, with (2.8) replaced by

p[ IX,(w) - XS(w) I ~J 1w· sup < u = .
, O<II'-slI<h(w) lit - sllY -

s,'E[O,T]d

2.10 Problem. Show that if B, - Bs , °~ s < t, is normally distributed with
mean zero and variance t - s, then for each positive integer n, there is a
positive constant Co for which

EIB, - Bsl
2

0 = Colt - slo.

2.11 Corollary to Theorem 2.8. There is a probability measure P on (lR[o.oo),
81(IR[o.oo»), and a stochastic process W = {l-Yr, ~w; t ~ O} on the same space,
such that under P, W is a Brownian motion.

PROOF. According to Theorem 2.8 and Problem 2.10, there is for each T > °a
modification W T of the process B in Corollary 2.6 such that W T is continuous
on [0, T]. Let

nT = {w; l-YrT(w) = B,(w) for every rational t E [0, T]},

so p(nT ) = 1. On n ~ nJ?=l nT' we have for positive integers Tl and T2 ,

l-YrTI (w) = l-Yr T2 (W), for every rational t E [0, Tl 1\ T2].
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(3.1)

Since both processes are continuous on [0, TI A T2], we must have H--;T,(W) =
H--;T2 (W) for every t E [0, TI A T2], WErt Define H--;(w) to be this common
value. For w¢Q, set H--;(w) =°for all t :2: 0. D

2.12 Remark. Actually, for P-a.e. WE IR[O, 00), the Brownian sample path
{H--;(w); °~ t < oo} is locally Holder-continuous with exponent y, for every
yE(O, 1/2). This is a consequence of Theorem 2.8 and Problem 2.10.

2.3. Second Construction of Brownian Motion

This section provides a succinct, self-contained construction of Brownian
motion. It may be omitted without loss of continuity.
Let us suppose that {Bo g;; t :2: O} is a Brownian motion, fix°~ s < t < 00,

and set () ~ (t + s)/2; then, conditioned on Bs = x and Bt = z, the random
variable Be is normal with mean J.l ~ (x + z)/2 and variance (J2 ~ (t - s)/4.
To verify this, observe that the known distribution and independence of the
increments B" Be - Bs' and Bt - Be lead to the joint density

(
t - S ) (t - s )P[BsEdx, BeEdy, BtEdz] = p(s; O, x)p -2-; x, y p -2-; y, z dxdydz

1 {(y - J.l)2}= p(s; O, x)p(t - s;x,z)' ~exp 2 dxdydz
(J V 2n 2(J

in the notation of (2.6), after a bit of algebra. Dividing by

P[BsEdx, BtEdz] = p(s; O, x)p(t - s;x,z)dxdz,

we obtain

_ _ _ 1 -(Y-/1)2/2,,2P[B(t+S)/2 EdylBs - x, Bt - z] - ~e dy.
(Jv 2n

The simple form of this conditional distribution for B(t+S)/2 suggests that we
can construct Brownian motion on some finite time-interval, say [0,1], by
interpolation. Once we have completed the construction on [0,1], a simple
"patching together" of a sequence of such Brownian motions will result in
a Brownian motion defined for all t :2: 0.
To carry out this program, we begin with a countable collection {~~n);

k E len), n = 0,1, ... } of independent, standard (zero mean and unit variance)
normal random variables on a probability space (n,§",p). Here len) is the set
of odd integers between°and 2"; i.e., 1(0) = {I}, 1(I) = {1}, 1(2) = {I, 3}, etc.
For each n :2: 0, we define a process B(n) = {B1n); °~ t ~ I} by recursion and
I· . I' " II F 1 B(") '11 . h B(n-l)mear mterpo atlOn, as 10 ows. or n:2: , k/2n-1 WI agree Wit kI2n-l,

k = 0, 1, ... , 2"-1. Thus, for each value of n, we need only specify Bi/1n for
kEl(n). We set
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B&O) = 0, BiO)= ~\O).

If the values of Bk'h--..I)" k = 0, 1, ... , 2n- 1 have been specified (so BIn-I) is
defined for 0 :::;; t :::;; 1 by piecewise-linear interpolation) and ke len), we de
note s = (k - 1)/2n, t = (k + 1)/2n, J1. = t(B~n-l) + BIn-I»), and (J2 = (t - s)/4 =
1/2n

+1 and set, in accordance with (3.1),

Bk'i~n == Bl~~s)/2 ~ J1. + (J~ln).

We shall show that, almost surely, Bt) converges uniformly in t to a continuous
function B" and {B" Y'tB

; 0 :::;; t :::;; I} is a Brownian motion.
Our first step is to give a more convenient representation for the processes

B<n), n = 0, 1, .... We define the Haar functions by HiO)(t) = 1,0 :::;; t :::;; 1, and
for n;;::: 1, keI(n),

2(n-I)/2,
k - 1 k
--<t<-

2n - 2n '

k k + 1
-<t<--
2n - 2n '

0, otherwise.

We define the Schauder functions by

Skn)(t) =Lmn)(u)du, 0:::;; t :::;; 1, n ;;::: 0, keI(n).

Note that SiO)(t) = t, and for n ;;::: 1 the graphs of Skn)are little tents of height
r<n+I)/2 centered at k/2n and nonoverlapping for different values of k e len).
It is clear that mO) = ~\O)SiO)(t), and by induction on n, it is easily verified that

n

(3.2) BIn)(w) = L L ~lm)(W)Skm)(t), 0:::;; t :::;; 1, n ;;::: O.
m;O kEI(m)

3.1 Lemma. As n - 00, the sequence of functions {BIn)(w); 0:::;; t:::;; I}, n;;::: 0,
given by (3.2) converges uniformly in t to a continuous function {BrCw); 0 :::;; t :::;; I},
for a.e. wen.

PROOF. Define bn = maxkE1(n) 1~l:')I. For x> 0

(3.3) p[l~ln)1 > x] = l IX) e-u2/2 du

< gIoo ~e-u2/2du = g!!--X2
/2

- './;. x x './;. x '

which gives

[ ] l 2n -n2/2
P[bn > n] = P U {1~kn)1 > n} :::;; 2np[I~\")1 -> n]:::;; - e ,n ;;::: 1.

kEln n n
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Now L::"=I 2ne-n2
/
2/n < 00, so the Bore1-Cantelli lemma implies that there

is a set Q with P(Q) = 1 such that for each WEQ there is an integer n(w)
satisfying bn(w) ~ n for all n ~ n(w). But then

00 00L L l~in)Skn)(t)1 ~ L n2-(n+l)/2 < 00;
n=n(w) ke I(n) n=n(w)

so for WEQ, B:n)(w) converges uniformly in t to a limit BI(w). Continuity of
{BI(w); 0 ~ t ~ I} follows from the uniformity of the convergence. 0

Under the inner product <f,g) = Sbf(t)g(t)dt, U[O, 1] is a Hilbert space,
and the Haar functions {Hkn

); kEI(n), n ~ O} form a complete, orthonormal
system (see, e.g., Kaczmarz & Steinhaus (1951), but also Exercise 3.3 later).
The Parseval equality

00

<f,g) = L L <f,mn»<g,mn»,
n=O k e I(n)

applied to f = 1[0.1] and g = 1[0,5] yields

(3.4)
00

L L Skn)(t)Skn)(s) = s /\ t; 0 ~ s, t ~ 1.
n=O k e I(n)

(3.5)

3.2 Theorem. With {B~n)}::"=1 defined by (3.2) and BI = limn_oo B:n), the process
{BI, .?/; 0 ~ t ~ I} is a Brownian motion on [0,1].

PROOF. It suffices to prove that, for 0 = to < t 1 < ... < tn ~ 1, the increments
{Blj - Blj_.}j'=1 are independent, normally distributed, with mean zero and
variance tj - tj_l • For this, we show that for AjE lR,j = 1, ... , nand i = J=1,

E[exP{i f AiBlj - Blj_'>}] = fI eXP{-~AJ(tj - tj- d }.
J=1 J=1 2

Set An+1 = O. Using the independence and standard normality of the random
variables gin)}, we have from (3.2)

E [exp { - i j~ (Aj+1 - A)B0M
)} ]

= E [exp {- i t L ~im) f (Aj+1 - Aj)Skm)(t)}]
m=Oke/(m) j=1

= fl n E [exp {- i~im) f (Aj+l - Aj)Skm)(tj)}]
m=Oke/(m) j=1

fl n exp [--21{f. (Aj+l - A)Skm)(t)}2]
m=O ke /(m) j=1

= exp [--21 f f (Aj+1 - ..1)(..1(+1 - A;) f L Skm)(tJSkm)(tj)].
j=li=1 m=Oke/(m)

Letting M -+ 00 and using (3.4), we obtain
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E [exp {i j~ Aj(Btj - Btj_1 )} ] = E [exp { - ijtl (Aj +1 - )'j)B'j} ]

= exp{-'f .±(Aj +1 - A)(A i+1 - A;)tj - ! ±(Aj +1 - Aytj}
j;1 ';j+1 2 j;1

= exp{-'f (Aj +1 - Aj)( -Aj+l)tj - -2
1 t (Aj +1 - Aytj}

j;1 j;1

= exp {-21 ~I.I (A}+I - Antj - ! A; t,}
j;1 2

= JJ exp { -~A}(tj - tj_I )}. D

3.3 Exercise. Prove Theorem 3.2 without resort to the Parseval identity (3.4),
by completing the following steps.

(a) The increments {Bti~n - Btr!.-I)/2n}f:1 are independent, normal random
variables with mean zero and variance 1/2'.

(b) If 0 = to < t l < ... < t, ~ 1 and each tj is a dyadic rational, then the
increments {B'j - B'j_l }j;1 are independent, normal random variables with
mean zero and variance (tj - tj _ I ).

(c) The assertion in (b) holds even if {tj }j;1 is not contained in the set of
dyadic rationals.

3.4 Corollary. There is a probability space (0, ff, P) and a stochastic process
B = {B" fft

B
; 0 ~ t < oo} on it, such that B is a standard, one-dimensional

Brownian motion.

PROOF. According to Theorem 3.2, there is a sequence (0" f7", P,), n = 1,2, ...
of probability spaces together with a Brownian motion {X:'); 0 ~ t ~ I}
on each space. Let 0 = 0 1 X O2 X ... , ff = ffl ® ff2 ® ... , and P = PI X
P2 X .... Define B on 0 recursively by

B, = X?l, 0 ~ t ~ I,

B, = B, + Xi~~1), n ~ t ~ n + 1.

This process is clearly continuous, and the increments are easily seen to be
independent and normal with zero mean and the proper variances. D

2.4. The Space C[O, (0), Weak Convergence,
and the Wiener Measure

The sample spaces for the Brownian motions we built in Sections 2 and 3
were, respectively, the space !RIO, 00) of all real-valued functions on [0,(0)
and a space 0 rich enough to carry a countable collection of independent,
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standard normal random variables. The "canonical" space for Brownian
motion, the one most convenient for many future developments, is cEo, (0),
the space of all continuous, real-valued functions on [0, (0) with metric

00 I
p(Wl> ( 2 ) ,@ J1 2n or::~:n (lw1(t) - w2(t)1 /\ 1).

In this section, we show how to construct a measure, called Wiener measure,
on this space so that the coordinate mapping process is Brownian motion.
This construction is given as the proof ofTheorem 4.20 (Donsker's invariance
principle) and involves the notion of weak convergence of random walks to
Brownian motion.

4.1 Problem. Show that p defined by (4.1) is a metric on CEO, (0) and, under
p, C[0, 00 ) is a complete, separable metric space.

4.2 Problem. Let ~(l6;) be the collection of finite-dimensional cylinder sets of
the form (2.1); i.e.,

(2.1)' C = {w E CEO, (0); (w(t1), ... ,w(tn )) E A}; n? 1, A E 8I(lRn
),

where, for all i = 1, ... , n, t i E [0, (0) (respectively, t i E [0, t]). Denote by '§('§,)
the smallest a-field containing ~(l6;).

Show that '§ = 8I(C[O, (0)), the Borel a-field generated by the open sets in
CEO, (0), and that '§, = <p,-1(8I(C[0, oo)))'@ 8I,(C[O, (0)), where <PI: CEO, (0)--+
CEO, (0) is the mapping (<p,w)(s) = w(t /\ s); O:s;; s < 00.

Whenever X is a random variable on a probability space (0, ff, P) with
values in a measurable space (S,8I(S)), i.e., the function X: °--+ S is ff /8I(S)
measurable, then X induces a probability measure PX-1on (S,8I(S)) by

(4.2) PX-1(B) = P{WEO; X(w)EB}, BE8I(S).

An important special case of (4.2) occurs when X = {XI; °:s;; t < oo} is a
continuous stochastic process on (0, ff, P). Such an X can be regarded as
a random variable on (0, ff, P) with values in (C[O, (0), 8I(CEO, (0))), and
PX-1 is called the law of X. The reader should verify that the law of a
continuous process is determined by its finite-dimensional distributions.

A. Weak Convergence

The following concept is of fundamental importance in probability theory.

4.3 Definition. Let (S, p) be a metric space with Borel a-field 8I(S). Let {Pn } ::"=1
be a sequence of probability measures on (S, gj(S)), and let P be another
measure on this space. We say that {Pn }::"=1 converges weakly to P and write
Pn ~ P, if and only if
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lim f f(s)dPn(s) = f f(s)dP(s)
n-oo s s

61

for every bounded, continuous real-valued function f on 5.
It follows, in particular, that the weak limit P is a probability measure, and
that it is unique. '

4.4 Definition. Let {(On, ff'", Pn ) }:'~1 be a sequence of probability spaces, and
on each ofthem consider a random variable X n with values in the metric space
(5, p). Let (0, fF, P) be another probability space, on which a random variable
X with values in (5,p) is given. We say that {Xn}:'~1 converges to X in distri
bution, and write Xn.@. X, if the sequence of measures {PnXn-

1}:'~1 converges
weakly to the measure PX- 1

•

Equivalently, X n .@. X if and only if

lim Enf(Xn) = Ef(X)

for every bounded, continuous real-valued function f on 5, where En and E
denote expectations with respect to Pn and P, respectively.

Recall that if 5 in Definition 4.4 is [Rd, then Xn ~ X if and only if the
sequence of characteristic functions CPn(u) ~ Enexp{i(u,Xn)} converges to
cp(u) ~ Eexp{i(u,X)}, for every uE[Rd. This is the so-called Cramer-Wold
device (Theorem 7.7 in Billingsley (1968)).
The most important example ofconvergence in distribution is that provided
by the central limit theorem. In the Lindeberg-Levy form used here, the
theorem asserts that if {~n}:'~1 is a sequence of independent, identically distri
buted random variables with mean zero and variance (12, then {5n } defined by

1 n

5n = r.:. L ~k
(1v n k~1

converges in distribution to a standard normal random variable. It is this fact
which dictates that a properly normalized sequence of random walks will
converge in distribution to Brownian motion (the invariance principle of Sub
section D).

4.5 Problem. Suppose {Xn } :'~1 is a sequence of random variables taking values
in a metric space (51' P1) and converging in distribution to X. Suppose (52' P2)
is another metric space, and cp: 51 --+ 52 is continuous. Show that y" ~ cp(Xn)
converges in distribution to Y ~ cp(X).

B. Tightness

The following theorem is stated without proof; its special case 5 = [R is used
to prove the central limit theorem. In the form provided here, a proof can
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be found in several sources, for instance Billingsley (1968), pp. 35-40, or
Parthasarathy (1967), pp. 47-49.

4.6 Definition. Let (S, p) be a metric space and let n be a family of probability
measures on (S, gj(S». We say that n is relatively compact if every sequence
of elements of n contains a weakly convergent subsequence. We say that
n is tight if for every e > 0, there exists a compact set K ~ S such that
P(K) ~ 1 - e, for every PEn.

If {X~}~EA is a family of random variables, each one defined on a prob
ability space (Q~,~, P~) and taking values in S, we say that this family is
relatively compact or tight if the family of induced measures {P~X;l }~EA has
the appropriate property.

4.7 Theorem (Prohorov (1956)). Let n be a family of probability measures on
a complete, separable metric space S. This family is relatively compact if and
only if it is tight.

We are interested in the case S = CEO, co). For this case, we shall provide
a characterization of tightness (Theorem 4.10). To do so, we define for each
WE CEO, co), T> 0, and fJ > °the modulus of continuity on [0, T]:

(4.3) mT(w,fJ) ~ max Iw(s) - w(t)l.
Is-'Is~

OSs,IST

4.8 Problem. Show that mT(w,fJ) is continuous in WEC[O, co) under the
metric p of (4.1), is nondecreasing in fJ, and lim~~omT(W, fJ) = °for each
WE C[0, co).

We shall need the following version of the Arzebi-Ascoli theorem.

4.9 Theorem. A set A ~ CEO, co) has compact closure if and only if the follow
ing two conditions hold:

(4.4) sup Iw(O)1 < co,
WEA

(4.5) lim sup mT(w,fJ) = °
~~o WEA

for every T > 0.

PROOF. Assume that the closure of A, denoted by ,4, is compact. Since A is
contained in the union of the open sets

Gn = {w E C[0, co); Iw(O) I < n}, n = 1,2, ...

it must be contained in some particular Gn , and (4.4) follows. For e > 0, let
K~ = {w E.4; mT(W, fJ) ~ e}. Each K~ is closed (Problem 4.8) and is contained
in ,4, so each K~ is compact. Problem 4.8 implies n~>o K~ = 0, so for some
fJ(e) > 0, we must have K~(t) = 0. This proves (4.5).
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We now assume (4.4), (4.5) and prove the compactness of A: Since CEO, 00)
is a metric space, it suffices to prove that every sequence {Wn}::'=1 £; A has
a convergent subsequence. We fix T > °and note that for some (\ > 0, we
have mT(w,bd ~ 1 for each wEA; so for fixed integer m ~ 1 and tE(O, T]
with (m - 1)151 < t ~ mb, /\ T, we have from (4.5):

m-I

Iw(t)1 ~ Iw(O)1 + L Iw(kbd - w«k - 1)151 )1 + Iw(t) - w«m - 1)151 )1
k=l

~ Iw(O)1 + m.

It follows that for each r EQ+, the set of nonnegative rationals, {wn(r) }::'=1 is
bounded. Let {rO,rl,r2, ... } be an enumeration ofQ+. Then choose {w~O)}::'=I'

a subsequence of {Wn}::'=1 with w~O)(ro) converging to a limit denoted w(ro).
From {w~O)}::'=l'choose a further subsequence {W~I)}::'=l such that w~l)(rl)con
verges to a limit w(rd. Continue this process, and then let {Wn}::'=1 = {w~n)}::'=l

be the "diagonal sequence." We have wn(r) -+ w(r) for each r E Q+.
Let us note from (4.5) that for each f: > 0, there exists b(f:) > °such that

Iwn(s) - wn(t)1 ~ f: whenever °~ s, t ~ T and Is - tl ~ 15 (f:). The same in
equality, therefore, holds for w when we impose the additional condition
s, t E Q+. It follows that w is uniformly continuous on [0, T] n Q+ and so has
an extension to a continuous function, also called w, on [0, T]; furthermore,
Iw(s) - w(t)1 ~ f: whenever°~ s, t ~ T and Is - tl ~ b(f:). For n sufficiently
large, we have that whenever t E [0, T], there is some rk E Q+ with k ~ nand
It - rkl ~ 15(f:). For sufficiently large M ~ n, we have Iwm(r) - w(r)1 ~ f: for
allj = 0,1, ... , nand m ~ M. Consequently,

Iwm(t) - w(t)1 ~ Iwm(t) - wm(rdl + Iwm(rd - w(rk)1 + Iw(rk) - w(t)1

~ 3f:, "1m ~ M, °~ t ~ T

We can make this argument for any T> 0, so {Wn }::'=l converges uniformly
on bounded intervals to the function WE C[0, 00). 0

4.10 Theorem. A sequence {Pn }::'=l of probability measures on (C[O,oo),
.?J(C[O, 00))) is tight if and only if

(4.6) lim sup Pn[w; Iw(O)1 > A] = 0,
;.too n~ 1

(4.7) lim sup Pn[w; mT(W, b) > f:] = 0; "IT> 0, f: > 0.
bJ.O n~ 1

PROOF. Suppose first that {Pn }::'=l is tight. Given '1 > 0, there is a compact
set K with Pn(K) ~ 1 - '1, for every n ~ 1. According to Theorem 4.9, for
sufficiently large A> 0, we have Iw(O)1 ~ A for all WE K; this proves (4.6).
According to the same theorem, if T and f: are also given, then there exists 150
such that mT(w,b) ~ f: for 0< 15 < 150 and WEK. This gives us (4.7).
Let us now assume (4.6) and (4.7). Given a positive integer T and '1 > 0,

we choose A> °so that
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sup Pn[w; Iw(O)1 > 2] ~ '1/2T+1.
n~l

We choose Jk > 0, k = 1,2, ... such that

~~~ Pn[ w; mT(W, Jk ) >n~ '1/2T+k+1.

Define the closed sets

2. Brownian Motion

(4.8)

AT = {w; Iw(O)1 ~ 2, mT(w,Jk ) ~ -k
1

, k = 1,2, ... }, A = nAT'
T=l

so Pn(A T) ~ 1 - If=o '1/2T+k+1 = 1 - '1/2T and Pn(A) ~ 1 - '1, for every n ~ 1.
By Theorem 4.9, A is compact, so {Pn}~=l is tight. D

4.11 Problem. Let {x(m)} :;;=1 be a sequence of continuous stochastic processes
x(m) = {x~m); °~ t < oo} on (n, ff, P), satisfying the following conditions:

(i) sUPm> 1EIXbm)IV ~ M < 00,
(ii) SUPm:1 EIX:m)- x~m)la ~ CT!t - Sll+ fJ ; VT > °and °~ S, t ~ T

for some positive constants IX, {3, v (universal) and CT (depending on T> 0).
Show that the probability measures Pm ~ p(x(m»)-l; m ~ 1induced by these

processes on (C[O, oo),81(C[O, (0))) form a tight sequence.
(Hint: Follow the technique of proof in the Kolmogorov-Centsov Theorem
2.8, to verify the conditions (4.6), (4.7) of Theorem 4.10).

4.12 Problem. Suppose {Pn}~=l is a sequence of probability measures on
(C[O, oo),81(C[O, (0))) which converges weakly to a probability measure P.
Suppose, in addition, that {fn}~=l is a uniformly bounded sequence of real
valued, continuous functions on C [0, (0) converging to a continuous function
f, the convergence being uniform on compact subsets of C[0, (0). Then

lim f fn(w) dPn(w) = f f(w) dP(w).
n-oo JClO.OO) JClO.OO)

4.13 Remark. Theorems 4.9, 4.10 and Problems 4.11, 4.12 have natural exten
sions to C[O, 00 )d, the space of continuous, [Rd-valued functions on [0, (0). The
proofs of these extensions are the same as for the one-dimensional case.

C. Convergence of Finite-Dimensional Distributions

Suppose that X is a continuous process on some (n,ff,p). For each w,
the function t 1-+ Xt(w) is a member of C[O, (0), which we denote by X(w).
Since 8l(C[0, (0)) is generated by the one-dimensional cylinder sets and X,( .)
is ff -measurable for each fixed t, the random function X: n --+ C[0, (0) is
ff/81(C[O, oo))-measurable. Thus, if {x(n)}~=l is a sequence of continuous
processes (with each x(n) defined on a perhaps distinct probability space
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(!In,.?;,, Pn», we can ask whether x(n) ~ X in the sense of Definition 4.4. We
can also ask whether the finite-dimensional distributions of {x<n)} ~=1 converge
to those of X, i.e., whether

(xt), X:;), ... , X:;» ~ (X", X ,2' ... ' X,).

The latter question is considerably easier to answer than the former, since
the convergence in distribution of finite-dimensional random vectors can be
resolved by studying characteristic functions.
For any finite subset {t 1'" ., td } of [0,(0), let us define the projection mapping

n" ..... t.: CEO, 00) --+ IRd as

n,,, .... I.(W) = (w(t 1)'" ., w(td ))·

If the functionf: IRd --+ IR is bounded and continuous, then the composite map
ping f 0 n" ..... t.: CEO, 00) --+ IR enjoys the same properties; thus, x<n) n~<x} X
implies

lim En/(X::l, ... , X:;» = lim En(f 0 n", .... ,)(X(n»
n-oo n-oo

= E(fon" ..... I)(X) = Ef(X'I'·"'X,).

In other words, ifthe sequence of processes {x(n)}~=1 converges in distribution
to the process X, then all finite-dimensional distributions converge as well.
The converse holds in the presence of tightness (Theorem 4.15), but not in
general; this failure is illustrated by the following exercise.

4.14 Exercise. Consider the sequence of (nonrandom) processes

X:n)= nt· l[o.1/2nj(t) + (1 - nt)· 1(l/2n.1/nj(t);

°::s; t < 00, n ~ 1 and let X, = 0, t ~ 0. Show that all finite-dimensional distri
butions ofx(n) converge weakly to the corresponding finite-dimensional distri
butions of X, but the sequence of processes {x(n)}~=1 does not converge in
distribution to the process X.

4.15 Theorem. Let {x<n)}~=1 be a tight sequence of continuous processes with
the property that, whenever°::s; t 1 < ... < td < 00, then the sequence of random
vectors {(X::), ... , X:;»} ~=1 converges in distribution. Let Pn be the measure
induced on (C[O, 00), Jl(C[O, 00))) by x(n). Then {Pn}~=1 converges weakly to
a measure P, under which the coordinate mapping process »-;(w) ~ w(t) on
C [0, 00) satisfies

(X::), ... , X:;» ~ (»-;" ... , »-;), o::s; t1 < .. , < td < 00, d ~ 1.

PROOF. Every subsequence {x<n)} of {x<n)} is tight, and so has a further
subsequence {x<n)} such that the measures induced on C[O, 00) by {x(n)}
converge weakly to a probability measure P, by the Prohorov theorem 4.7. If
a different subsequence {x<n)} induces measures on C[O, 00) converging to
a probability measure Q, then P and Q must have the same finite-dimensional
distributions, i.e.,
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PEw E CEO, (0); (W(tl)"'" W(td))E A] = Q[WE CEO, (0); (w(td, ... , w(td)) E A],

0~tl<t2< .. ·<td<00, AE8I(~d), d;;:::1.

This means P = Q.
Suppose the sequence of measures {Pn}~=l induced by {x(n)}~=l did not

converge weakly to P. Then there must be a bounded, continuous function
f: CEO, (0) -+ ~ such that limn_ oo Jf(w)Pn(dw) does not exist, or else this limit
exists but is different from Jf(w)P(dw). In either case, we can choose a
subsequence {Pn}~=l for which limn_oo Jf(w)Pn(dw) exists but is different from
Jf(w)P(dw). This subsequence can have no further subsequence {Pn}~=l with
Pn ~ P, and this violates the conclusion of the previous paragraph. 0

We shall need the following result.

4.16 Problem. Let {x(n)}~=l' {y(n)}~=l' and X be random variables with
values in a separable metric space (S, p); we assume that for each n;;::: 1,
x(n) and y(n) are defined on the same probability space. If x(n) ~ X and
p(x(n), yIn») -+ 0 in probability, as n -+ 00, then y(n) ~ X as n -+ 00.

D. The Invariance Principle and the Wiener Measure

Let us consider now a sequence {~j }~l of independent, identically distributed
random variables with mean zero and variance (J2, 0 < (J2 < 00, as well as
the sequence of partial sums So = 0, Sk = L~=l ~j' k;;::: 1. A continuous-time
process y = {Y,; t ;;::: O} can be obtained from the sequence {Sd1:'=0 by linear
interpolation; i.e.,

t ;;::: O.(4.10)

(4.9) Y, = S[/] + (t - [t])~[/]+1' t;;::: 0,

where [t] denotes the greatest integer less than or equal to t. Scaling appro
priately both time and space, we obtain from Ya sequence of processes {x(n)}:

(n) _ 1
X, - ;: Y../,

(Jy n

y

t
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Note that with s = kin and t = (k + I)/n, the increment X:n) - x~n) =
(I/a J~)¢k+1 is independent of ff'/'"' = a(¢ I"'" ¢k)' Furthermore, X:n) - x~n)
has zero mean and variance t - s. This suggests that {X?); t ~ O} is approxi
mately a Brownian motion. We now show that, even though the random
variables ¢j are not necessarily normal, the central limit theorem dictates that
the limiting distributions of the increments of x(n) are normal.

4.17 Theorem. With {x(n)} defined by (4.10) and O:s; t l < ... < td < 00, we
have

(x:~), ... ,xt» ~ (B
"

, ... , B,o> as n -+ 00,
where {B

"
ff~; t ~ O} is a standard, one-dimensional Brownian motion.

PROOF. We take the case d = 2; the other cases differ from this one only by
being notationally more cumbersome. Set s = t l , t = t 2 . We wish to show

(x~n), X:n» ~ (Bs' B,).

Since

Ix:n) - a~S[ln]l:s; a~I¢[ln]+II,

we have by the Cebysev inequality,

p[lx:n
) - a~S[,n]1 > e]:s; e~n-+O

as n -+ 00. It is clear then that

II (x~n),x:n» - a~(S[Sn],S[ln]) 11-+ 0 in probability,

so, by Problem 4.16, it suffices to show

I ~
r:. (S[sn] , S[ln]) -+ (Bs' B,).

av' n

From Problem 4.5 we see that this is equivalent to proving

1 ([sn] [In] ) ~
r:. L ¢j' L ¢j -+ (Bs' B, - Bs)'

av' n j=1 j=[sn]+l

The independence of the random variables {O~I implies

lim E [exp{~ [f] ¢j +~ [f ¢j}]
n-oo afi j=l afi j=[sn]+l

(4.11) = lim E[exp { iUr:. [f] ¢j}].lim E[exp { iVr:.. ~ ¢j}],
n-oo av'nJ=1 n-oo av'nJ=[sn]+l
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provided both limits on the right-hand side exist. We deal with limn_oo '
E[exp{ (iu/a -fit) I~:} 0]; the other limit can be treated similarly. Since

I
1 [sn] Js [sn] I
;: I ~j - ~ I ~j -+ 0 in probability,

av'nj=l a [sn]j=l

and, by the central limit theorem, (Js/aJ[sn])I~~n}~jconverges in distri
bution to a normal random variable with mean zero and variance s, we have

Similarly,

lim E[exp{~ [f] ~j}J = e- v2
(I-S)/2.

n-oo a~ j= [sn] +1

Substitution of these last two equations into (4.11) completes the proof. 0

Actually, the sequence {x(n)} oflinearly interpolated and normalized random
walks in (4.10) converges to Brownian motion in distribution. For the tightness
required to carry out such an extension (recall Theorem 4.15), we shall need
two auxiliary results.

4.18 Lemma. Set Sk = IJ=l ~j' where gj}~l is a sequence of independent,
identically distributed random variables, with mean zero and finite variance
a2 > O. Then, for any e > 0,

lim lim ~ p[ max ISjl > ea-fitJ = O.
<l.j.o n-oo U 1 :<;;j:<;;[n<l]+l

PROOF. By the central limit theorem, we have for each b > 0 that
(1/aJ[nb] + 1)S[n<l]+l converges in distribution to a standard normal ran

dom variable Z, whence (l/a ~)S[n<l]+1~ Z. Fix A. > 0 and let {CfJdk'=l be a
sequence of bounded, continuous functions on IR with CfJk! 1(-00. -.llu[.l,oo)' We
have for each i,

lim P[IS[n<l]+11 ;::: ..1.a~] :::;; lim ECfJk( IGS[n<l]+l) = ECfJk(Z),
n-oo n--+oo (J v nc5

Let k -+ OCJ to conclude

- G 1
(4.12) ~~~ P[IS[n<l]+ll ;;::: ..1.av' nb] :::;; P[IZI ;;::: A.] :::;; ..1. 3 EIZI3, A. > O.

We now define r = min{j;::: 1; ISjl > ea-fit}. With 0 < b < e2/2, we have
(imitating the proof of the Kolmogorov inequality; e.g., Chung (1974), p. 116):
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(4.13) p[ max ISjl > e(Jfi]
OSjs[nb]+l

~ P[IS[nb]+ll ;;::: (Jfi(e - J2b)]
[nb]

+ L P[IS[nb]+ll < (Jfi(e - J2b)IT =j]P[T =j].
j;l

But if T =j, then IS[nb]+ll < (Jfi(e - J2b) implies ISj - S[nb]+ll > (Jj2nc5.
By the Cebysev inequality, the probability of this event is bounded above by

1 I ([nb]+1) 1
-2~ 2 E [(Sj - S[nb]+1fIT =j] = -2~ 2 E . ~ a ~ -2' 1 ~j ~ [nJ].nU(J nu(J l;j+1

Returning to (4.13), we may now write

p[ max ISjl > e(Jfi]
OSjs[nb]+l

1
~ P[IS[nb]+ll ;;::: (Jfi(e - J2b)] + :2P[T ~ [nJ]]

~ P[IS[nbJ+11 ;;::: (Jfi(e - J2b)] + ~p[ max ISjl > e(Jfi],
2 0 SjS[nb]+l

from which follows

p[ max ISjl > e(Jfi] ~ 2P[IS[nb]+11 ;;::: (Jfi(e - J2b)].
oSjS [nb] +1

Setting A. = (e - J2b)/.j"J in (4.12), we see that

lim ~ p[ max ISjl > e(Jfi] ~ 2~ E121 3,
n-oo U OSjs[nb]+1 (e - 2J)3

and letting J ! 0 we obtain the desired result. o

4.19 Lemma. Under the assumptions of Lemma 4.18, we have for any T> 0,

lim limp[ max ISj+k - Ski> ea fi ] = O.
bJ.O n-oo 1Sjs[nb]+1

OSks[nT]+l

PROOF. For 0 < J ~ T, let m = m(J) ;;::: 2 be the unique integer satisfying
T/m < J ~ T/(m - 1). Since

. [nT] + 1 T
lIm [~] ="T<m,
n-oo nu + 1 u

we have [nT] + 1 < ([nJ] + 1)m for sufficiently large n. For such a large
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n, suppose ISj+k - Ski> 8(J~ for some k, 0 ::; k ::; [nT] + 1, and some j,
1 ::; j ::; [nb] + 1. There exists then a unique integer p, 0 ::; p ::; m - 1, such
that

([nb] + l)p::; k < ([nb] + l)(p + 1).

There are two possibilities for k + j. One possibility is that

([nb] + l)p::; k + j::; ([nb] + l)(p + 1),

in which case either ISk - S([nb]+l)pl > tea~, or else ISk+j - S([nb]+l)pl >
tea~. The second possibility is that

([nb] + l)(p + 1) < k + j < ([nb] + l)(p + 2),

in which case either \Sk - S([nb]+l)pl > tea~, IS([nb]+l)p - S([nb]+l)(p+l)1 >
tea~, or else IS([nb]+l)(p+l) - Sk+jl > tea~. In conclusion, we see that

{ max ISj+k - Ski > ea~}
1 ::;j::;[nb]+l
O::;k::;[nT]+1

~ U{ max ISj +p([nb]+l) - Sp([nb]+lll > -3
1
ea~}.

p=O 1 ::;j::;[nb]+l

But

p[ max ISj+p([nb]+l) - Sp([nb]+l)1 > -3
1
ea~J

1 ::;j::;[nb]+l

= p[ max ISjl > !ea~J,
1 ::;j::;[nb]+l 3

and thus:

p[ max ISj+k - Ski > ea~J ::; (m + 1)p[ max ISjl > -3
1ea~J.

1 ::;j::;[nb]+l 1 ::;j::;[nb]+1
O::;k::;[nT]+l

Since m ::; (Tjb) + 1, we obtain the desired conclusion from Lemma 4.18.
o

We are now in a position to establish the main result ofthis section, namely
the convergence in distribution of the sequence of normalized random walks
in (4.10) to Brownian motion. This result is also known as the invariance
principle.

4.20 Theorem (The Invariance Principle of Donsker (1951)). Let (0, ff', P) be
a probability space on which is given a sequence gj}j;l of independent, identi
cally distributed random variables with mean zero and finite variance a2 > O.
Define x(n) = {X,(n); t ~ O} by (4.10), and let Pn be the measure induced by x(n)

on (C[O, (0), 88(C[O, (0))). Then {Pn}::"=l converges weakly to a measure P*,
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under which the coordinate mapping process Jt;(w) £ w(t) on CEo, 00) is a
standard, one-dimensional Brownian motion.

PROOF. In light of Theorems 4.15 and 4.17, it remains to show that {X1n)};:O=1
is tight. For this we use Theorem 4.10, and since x&n) = °a.s. for every n, we
need only establish, for arbitrary e > °and T > 0, the convergence

(4.14) lim sup p[ max Ix~n) - x:n
)I > eJ = 0.

<l-l-o n;;>'l Is-rlS;<l
OS;s.rs; T

We may replace sUPn;;>'l in this expression by limn_em since for a finite number
of integers n we can make the probability appearing in (4.14) as small as we
choose, by reducing J. But

p[ max Ix~n) - x:n
)I> eJ = p[ max IY, - Y,I > e(J~J,

~-~S;<l ~-~S;d
OS;s,rs;T O:o;;s,r:o;;nT

and

max IY, - Y;I ~ max IY, - Y,I ~ max ISj+k - Ski,
Is-rls;n<l Is-II:o;;[n<l]+1 1 S;j:O;;[n<l]+l

O:O;;s,ls;nT O:o;;s,I:O;;[nT]+l O:O;;k:o;;[nT]+l

where the last inequality follows from the fact that Y is piecewise linear and
changes slope only at integer values of t, Now (4,14) follows from Lemma 4,19,

o

4.21 Definition. The probability measure P* on (C[O, 00), 81(CEO, 00))), under
which the coordinate mapping process Jt;(w) £ w(t),°~ t < 00, is a standard,
one-dimensional Brownian motion, is called Wiener measure,

4.22 Remark. A standard, one-dimensional Brownian motion defined on any
probability space can be thought of as a random variable with values in
C[O, 00); regarded this way, Brownian motion induces the Wiener measure
on (C[O, 00), 81(C[O, 00))), For this reason, we call (C[O, 00), 81(C[O, 00», P*),
where P* is Wiener measure, the canonical probability space for Brownian
motion,

2.5. The Markov Property

In this section we define the notion of a d-dimensional Markov process
and cite d-dimensional Brownian motion as an example, There are several
equivalent statements of the Markov property, and we spend some time
developing them.
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A. Brownian Motion in Several Dimensions

2. Brownian Motion

5.1 Definition. Let d be a positive integer and J.l a probability measure on
(lRd,81(lRd)). Let B = {Bt,!Fr; t ~ o} be a continuous, adapted process with
values in IRd, defined on some probability space (n, ff, Pl. This process is called
a d-dimensional Brownian motion with initial distribution J.l, if

(i) P[Bo E r] = J.l(r), Vr E 9l(lRd);
(ii) for °~ s < t, the increment Bt - Bs is independent of ff. and is normally
distributed with mean zero and covariance matrix equal to (t - slId, where
Id is the (d x d) identity matrix.

If J.l assigns measure one to some singleton {x}, we say that B is a d
dimensional Brownian motion starting at x.

Here is one way to construct a d-dimensional Brownian motion with
initial distribution J.l. Let X(wo) = W o be the identity random variable on
(lRd, 9l(lRd), J.l), and for each i = I, ... , d, let Bli

) = {B1i), ~tii(i); t ~ o} be a
standard, one-dimensional Brownian motion on some (n(i), ff(i), p(i». On the
product space

(lRd x nil) x ... x n ld), 9l(lRd)® ffO )® ... ® ffld), J.l x pOl X ... x Pld»,

define

Bt(w) ~ X(wo) + (B?)(w 1 ), .•• ,B1d
)(Wd»,

and set!Fr = ff,B. Then B = {B,,!Fr; t ~ o} is the desired object.
There is a second construction of d-dimensional Brownian motion with
initial distribution J.l, a construction which motivates the concept of Markov
family, to be introduced in this section. Let p(i), i = 1, ... , d be d copies of
Wiener measure on (C[O, oo),81(C[O, (0»). Then po ~ pO) X ... x pld) is a
measure, called d-dimensional Wiener measure, on (C[O, oo)d,81(C[O, oo)d».
Under po, the coordinate mapping process B,(w) ~ w(t) together with the
filtration {fft

B} is a d-dimensional Brownian motion starting at the origin. For
x E IRd, we define the probability measure px on (C[O, 00 )d, 8l(C[0, 00 )d» by

(5.1)

(5.2)

where F - x = {WEC[O, oo)d; w(-) + xEF}. Under px, B ~ {B" fft
B; t ~ O}

is a d-dimensional Brownian motion starting at x. Finally, for a probability
measure J.l on (lRd,81(lRd», we define P/l on 8l(C[0, oo)d) by

P/l(F) = r PX(F)J.l(dx).
J~d

Problem 5.2 shows that such a definition is possible.

5.2 Problem. Show that for each FE 8l(C[0, 00 )d), the mapping x f-+ PX(F) is
8l(lRd)/81([0, 1])-measurable. (Hint: Use the Dynkin System Theorem 1.3.)
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5.3 Proposition. The coordinate mapping process B = {B" $',B; t ~ O} on
(C[O, oo)d,81(C[O, OO)d),p") is a d-dimensional Brownian motion with initial
distribution J1..

5.4 Problem. Give a careful proof of Proposition 5.3 and the assertions
preceding Problem 5.2.

5.5 Problem. Let {B, = (B?), . .. ,B:d»), .?;; 0 ::; t < oo} be ad-dimensional
Brownian motion. Show that the processes

M:i
) ~ B:i

) - Bgl,.?;; 0::; t < 00, 1 ::; i ::; d

are continuous, square-integrable martingales, with <M(i),M(j», = tbij; 1 ::; i,
j::; d. Furthermore, the vector of martingales M = (M(l), ... , M(d») is inde
pendent of $'0'

5.6 Definition. Given a metric space (S, p), we denote by 81(S)" the completion
of the Borel a-field 81(S) (generated by the open sets) with respect to the
finite measure J1. on (S,81(S)). The universal a-field is O/I(S) ~ n,,81(S)", where
the intersection is over all finite measures (or, equivalently, all probability
measures) J1.. A O/I(S)/81(~)-measurable, real-valued function is said to be
universally measurable.

5.7 Problem. Let (S,p) be a metric space and let f be a real-valued function
defined on S. Show that f is universally measurable if and only if for every
finite measure J1. on (S,81(S)), there is a Borel-measurable function gil: S~ ~

such that J1.{xES;f(x) #- g,,(x)} = O.

5.8 Definition. A d-dimensional Brownian family is an adapted, d-dimensional
process B = {B".?;; t ~ O} on a measurable space (0,$'), and a family of
probability measures {PX}XE~d, such that

(i) for each FE$', the mapping x 1--+ PX(F) is universally measurable;
(ii) for each x E ~d, PX[Bo = x] = 1;
(iii) under each px

, the process B is a d-dimensional Brownian motion
starting at x.

We have already seen how to construct a family of probability measures
{PX

} on the canonical space (C[O, oo)d,81(C[O, OO)d)) so that the coordinate
mapping process, relative to the filtration it generates, is a Brownian motion
starting at x under any PX

• With $' = 81(C[O, OO)d), Problem 5.2 shows
that the universal measurability requirement (i) of Definition 5.8 is satisfied.
Indeed, for this canonical example of a d-dimensional Brownian family, the
mapping x 1--+ PX(F) is actually Borel-measurable for each FE$'. The reason
we formulate Definition 5.8 with the weaker measurability condition is to
allow expansion of$' to a larger a-field (see Remark 7.16).
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B. Markov Processes and Markov Families

2. Brownian Motion

Let us suppose now that we observe a Brownian motion with initial distribution
J1. up to time s, 0 ~ s < t. In particular, we see the value of Bs , which we call y.
Conditioned on these observations, what is the probability that Bt is in
some set rE.?4(lRd)? Now Bt = (Bt - Bs) + Bs, and the increment Bt - Bs is
independent of the observations up to time s and is distributed just as Bt - s

is under pO. On the other hand, Bs does depend on the observations; indeed,
we are conditioning on Bs = y. It follows that the sum (Bt - Bs) + Bs is
distributed as Bt - s is under pY. Two points then become clear. First, knowledge
of the whole past up to time s provides no more useful information about Bt

than knowing the value of Bs; in other words,

(5.3) p"[BtEn~] = p"[BtErIBs], 0 ~ s < t, rE.?4(lRd
).

Second, conditioned on Bs = y, Bt is distributed as Bt- s is under pY; i.e.,

5.9 Problem. Make the preceding discussion rigorous by proving the following.
If X and Yare d-dimensional random vectors on (0, /7, P), ~ is a sub-a-field
of /7, X is independent of ~ and Y is ~-measurable, then for every r E.?4(lRd

):

(5.5) P[X + YEn~] = P[X + YEnYJ, a.s. P;

(5.6) P[X + YEn Y = y] = P[X + yE r], for py-1-a.e. yE IRd

in the notation of (4.2).

5.10 Definition. Let d be a positive integer and J1. a probability measure on
(lRd ,.?4(lRd

)). An adapted, d-dimensional process X = {Xt, g;;; t ;::: O} on some
probability space (0, /7, P") is said to be a Markov process with initial
distribution J1. if

(i) P"[XoEr] = J1.(r), 'vTE.?4(lRd );
(ii) for s, t ;::: 0 and r E .?4(lRd

),

P"[Xt+sErl~]= P"[Xt+sEnXs], P"-a.s.

Our experience with Brownian motion indicates that it is notationally and
conceptually helpful to have a whole family of probability measures, rather
than just one. Toward this end, we define the concept of a Markov family.

5.11 Definition. Let d be a positive integer. A d-dimensional Markov family
is an adapted process X = {Xt , g;;; t ;::: O} on some (0, /7), together with a
family of probability measures {PX} X E ~d on (0, /7), such that

(a) for each FE f7, the mapping x t-+ PX(F) is universally measurable;
(b) PX[Xo = x] = 1, 'v' x E IRd

;
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(d) for x E !Rd, S, t ~ 0 and r E 8i(!Rd
),

PX[Xt+sErIXs = y] = PY[XtEr], PXX;l_a.e. y

in the notation of (4.2).
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The following statement is a consequence of Problem 5.9 and the discussion
preceding it.

5.12 Theorem. A d-dimensional Brownian motion is a Markov process. A
d-dimensional Brownian family is a Markov family.

C. Equivalent Formulations of the Markov Property

The Markov property, encapsulated by conditions (c) and (d) ofDefinition 5.11,
can be reformulated in several equivalent ways. Some of these formulations
amount to incorporating (c) and (d) into a single condition; others replace
the evaluation of X at the single time s + t by its evaluation at multiple times
after s. The bulk of this subsection presents those formulations of the Markov
property which we shall find most convenient in the sequel.
Given an adapted process X = {Xt , ~; t ~ O} and a family of probability
measures {r}xelRd on (n,ff), such that condition (a) of Definition 5.11 is
satisfied, we can define a collection of operators {Ut}t~Owhich map bounded,
Borel-measurable, real-valued functions on !Rd into bounded, universally
measurable, real-valued functions on the same space. These are given by

(5.7)

In the case where f is the indicator of r E 8i(!Rd
), we have EXf(Xt) = p x [Xt E r],

and the universal measurability ofUri follows directly from Definition 5.11 (a);
for an arbitrary, Borel-measurable function f, the universal measurability of
Uri is then a consequence of the bounded convergence theorem.

5.13 Proposition. Conditions (c) and (d) of Definition 5.11 can be replaced by:

(e) For x E !Rd, S, t ~ 0 and r E 8i(!Rd
),

r[Xs+tEn~]= (Utlr)(Xs), PX-a.s.

PROOF. First, let us assume that (c), (d) hold. We have from the latter:

PX[Xt+sEnXs = y] = (Utld(y) for PXXs-1-a.e. yE!Rd
•

Ifthe function oc(y) ~ (Ut 1r )(y): !Rd -+ [0, 1] were 8i(!Rd)-measurable, as is the
case for Brownian motion, we would then be able to conclude that, for all
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XE~d, S~O: PX[X,+sErjXs] = (X(X.), a.s. px, and from condition (c):
PX[X,+sErl~] = (X(Xs)' a.s. PX, which would then establish (e).
However, we only know that VI lr(') is universally measurable. This means

(from Problem 5.7) that, for given s, t ~ 0, X E ~d, there exists a Borel-measurable
function g: ~d --+ [0, 1] such that

(5.8)

whence

(5.9)

One can then repeat the preceding argument with g replacing the function (x.
Second, let us assume that (e) holds; then for any given s, t ~ 0 and x E ~d,

(5.9) gives

(5.10)

It follows that PX[XI+sErl~] has a a(Xs)-measurable version, and this
establishes (c). From the latter and (5.1 0) we conclude

PX[Xt+sErIXs = y] = g(y) for p X X s-
1-a.e. yE ~d,

and this in turn yields (d), thanks to (5.8). 0

5.14 Remark on Notation. For given WEn, we denote by xs+ .(w) the function
t 1-+ Xs+,(w). Thus, X s+. is a measurable mapping from (n,.?') into ((~d)[O.oo),

.?l((~d)[O.oo»)), the space of all ~d-valued functions on [0,(0) equipped with
the smallest a-field containing all finite-dimensional cylinder sets.

5.15 Proposition. For a Markov family X, (n,.?'), {PX}XElRd, we have:

(c') For x E ~d, S ~ 0 and F E.?l((~d)[O.oo»),

(d') For x E ~d, S ~ 0 and F E.?l((~d)[O,oo»),

PX[Xs+.EFIXs = y] = PY[X.EF], PXX s-
1-a.e. y.

(Note: If rE.?l(~d) and F = {WE(~d)[O,oo); W(t)Er}, for fixed t ~ 0, then (c')
and (d') reduce to (c) and (d), respectively, of Definition 5.11.)

PROOF. The collection of all sets FE.?l((~d)[O.oo») for which (c') and (d') hold
forms a Dynkin system; so by Theorem 1.3, it suffices to prove (c') and (d')
for finite-dimensional cylinder sets of the form

F = {WE(~d)[O.oo); W(to)Ero, ... , W(tn-dErn- 1 , W(tn)Ern},

where 0 = to < t 1 < ... < tn, r i E.?l(~d), i = 0, 1, ... , n, and n ~ O. For such
an F, condition (c') becomes
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(5.11) PX[XsE r o, .. ·, XS+t
n

_
1
E r n- 1 , XS+ln E rnl~]

= PX[XsE r o,···, XS+ln _' E r n- 1, XS+ln E rnIXs], PX-a.s.
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We prove this statement by induction on n. For n = 0, it is obvious. Assume
it true for n - 1. A consequence of this assumption is that for any bounded,
Borel-measurable ({J: IRdn --+ IR,

(5.12) EX[({J(Xs"'" XS+ln_.)I~]= P[({J(X., ... , Xs+ln_)IXs], PX-a.s.

Now (c) implies that

(5.13) PX[XsE r o, ... , XS+ln_, E r n- 1, XS+ln E rnl~]

- EX[l PX[X E r.1~ ] Ig;"]- {XsErO xS+tn_1 ern-d s+tn n 8+tn -1 s

= EX[l{xsero xs+t ern_dPX[XS+ln E rnIXs+tn_.JI~]'n-'

Any a(XS+1n _ 1)-measurable random variable can be written as a Borel
measurable function of Xs+tn_l (Chung (1974), p. 299), and so there exists a
Borel-measurable function 9 : IRd

--+ [0, I], such that PX[XS+!n E rn/xS+!n_l] =
g(XS+!n_')' a.s. PX. Setting tp(xo, ... ,Xn-l) ~ Iro(xo) ... lrn _ 1 (xn-dg(xn-J), we
can use (5.12) to replace ff', by a(Xs) in (5.13) and then, reversing the pre
vious steps, to obtain (5.11). The proof of (d') is similar, although notation
ally more complex. D

It happens sometimes, for a given process X = {Xl' ~; t ~ o} on a measur
able space (n, ff), that one can construct a family of so-called shift operators
Os: n --+ n, s ~ 0, such that each Os is ff/ff-measurable and

(5.14) XS+I(W) = XI(Osw); IfWEn, s, t ~ 0.

The most obvious examples occur when n is either (lRd)lo.OO) of Remark 5.14
or CEO, oo)d of Remark 4.13, ff is the smallest a-field containing all finite
dimensional cylinder sets, and X is the coordinate mapping process Xl(w) =
w(t). We can then define 0sw = w(s + '), i.e.,

(5.15) (OsW)(t) = w(s + t), t ~ 0.



78 2. Brownian Motion

When the shift operators exist, then the function Xs+.(w) of Remark 5.14
is none other than X.(Osw), so {Xs+.EF} = 0s-1{X EF}. As F ranges over
~«lRd)[O."'»), {X. E F} ranges over ff~. Thus, (c') and (d') can be reformulated
as follows: for every FEff~ and s ~ 0,

(e")

(d")

PX[OS-1FI~] = PX[Os-1 FIXs], r-a.s.

PX[Os-1FIXs = y] = PY[F], rXs-
1-a.e. y.

In a manner analogous to what was achieved in Proposition 5.13, we can
capture both (e") and (d") in the requirement that for every F E ff~ and s ~ 0,

(e") PX[OS-1FI~] = pXs(F), r-a.s.

Since (e") is often given as the primary defining property for a Markov
family, we state a result about its equivalence to our definition.

5.16 Theorem. Let X = {X,,~; t ~ o} be an adapted process on a measurable
space (O,ff), let {PX}XEl!d be a family of probability measures on (O,ff), and
let {Os}s~o be a family of ff/ff-measurable shift-operators satisfying (5.14).
Then X, (0, ff), {PX}XEl!d is a Markov family if and only if (a), (b), and (e") hold.

5.17 Exercise. Suppose that X, (O,ff), {PX}xERd is a Markov family with
shift-operators {Os}s~o' Use (e") to show that for every xElRd, s ~ 0, GE~
and FEff~,

We may interpret this equation as saying the "past" G and the "future" 0s-1 F
are conditionally independent, given the "present" X s ' Conversely, show that
(c"') implies (c").

We close this section with additional examples of Markov families.

5.18 Problem. Suppose X = {X" ~; t ~ o} is a Markov process on (0, ff, P)
and cp: [0, (0) -+ IRdand '1': [0, (0) -+ L(lRd, IRd), the space oflinear transforma
tions from IRd to IRd, are given (nonrandom) functions with cp(o) =°and 'I'(t)
nonsingular for every t ~ 0. Set Yr = cp(t) + 'I'(t)Xr. Then Y = {Yr, ~; t ~ o}
is also a Markov process.

5.19 Definition. Let B = {Br'~; t ~ O}, (O,ff), {r}XEl!d be ad-dimensional
Brownian family. If J1. E IRdand U E L(lRd, IRd)are constant and u is nonsingular,
then with Yr ~ J1.t + uBr, we say Y = {Yr,~; t ~ O}, (O,ff), {pa-1x}XEl!d is a
d-dimensional Brownian family with drift J1. and dispersion coefficient u.

This family is Markov. We may weaken the assumptions on the drift and
diffusion coefficients considerably, allowing them both to depend on the
location of the transformed process, and still obtain a Markov family. This is
the subject ofChapter 5 on stochastic differential equations; see, in particular,
Theorem 5.4.20 and Remark 5.4.21.
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5.20 Definition. APoisson family with intensity A > 0 is a process N = {Nt, g;;;
t ~ O} on a measurable space (n,~) and a family of probability measures
{P"L:EIR' such that

(i) for each E E ~, the mapping x 1-+ P"(E) is universally measurable;
(ii) for each x E IR, P"[No = x] = 1;
(iii) under each P", the process {N; = Nt - No, g;;: t ~ O} is a Poisson process
with intensity A.

5.21 Exercise. Show that a Poisson family with intensity A> 0 is a Markov
family. Show furthermore that, in the notation of Definition 5.20 and under
any P", the a-fields ~~ and ~o are independent.

Standard, one-dimensional Brownian motion is both a martingale and a
Markov process. There are many Markov processes, such as Brownian motion
with nonzero drift and the Poisson process, which are not martingales. There
are also martingales which do not enjoy the Markov property.

5.22 Exercise. Construct a martingale which is not a Markov process.

2.6. The Strong Markov Property and the
Reflection Principle

Part of the appeal of Brownian motion lies in the fact that the distribution of
certain of its functionals can be obtained in closed form. Perhaps the most
fundamental of these functionals is the passage time 1'" to a level bE IR, defined
by

(6.1) 1',,(w) = inf{t ~ 0; Bt(w) = b}.

We recall that a passage time for a continuous process is a stopping time
(Problem 1.2.7).
We shall first obtain the probability density function of 1'" by a heuristic
argument, based on the so-called reflection principle of Desire Andre (Levy
(1948), p. 293). A rigorous presentation of this argument requires use of
the strong Markov property for Brownian motion. Accordingly, after some
motivational discussion, we define the concept of a strong Markov family and
prove that any Brownian family is strongly Markovian. This will allow us
to place the heuristic argument on firm mathematical ground.

A. The Reflection Principle

Here is the argument of Desire Andre. Let {B" g;;; 0 ::;; t < oo} be a standard,
one-dimensional Brownian motion on (n,~, po). For b > 0, we have
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pO[T" < t] = pO[T" < t, B, > b] + pO[T" < t, B, < b].

Now pO[T" < t, B, > b] = pO[B, > b]. On the other hand, if T" < t and
B, < b, then sometime before time t the Brownian path reached level b, and
then in the remaining time it traveled from b to a point c less than b. Because
of the symmetry with respect to b of a Brownian motion starting at b, the
"probability" of doing this is the same as the "probability" of traveling from
b to the point 2b - c. The heuristic rationale here is that, for every path
which crosses level b and is found at time t at a point below b, there is a
"shadow path" (see figure) obtained from reflection about the level b which
exceeds this level at time t, and these two paths have the same "probability."
Of course, the actual probability for the occurrence of any particular path is
zero, so this argument is only heuristic; even ifthe probability in question were
positive, it would not be entirely obvious how to derive the type of"symmetry"
claimed here from the definition of Brownian motion. Nevertheless, this
argument leads us to the correct equation

pO[T" < t, B, < b] = PO[T" < t, B, > b] = pO[B, > b],

t

Shadow path
,.,.,

,l'.",,",
,.'
I
I

bf--------.k-~---l-+'---

2b - c

c

which then yields

(6.2) pO[T" < t] = 2pO[B, > b] = g roo e-x2 /2dx.v;- Jb,-1/2

(6.3)

Differentiating with respect to t, we obtain the density of the passage time

pO[T"Edt] = _lb_l_e-b2/2'dt; t > O.
J2nt3

The preceding reasoning is based on the assumption that Brownian motion
"starts afresh" (in the terminology of Ito & McKean (1974» at the stopping
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time 71" i.e., that the process {Bt+T. - BT.; 0 ~ t < oo} is Brownian motion,
independent of the a-field ~T.' If 71, were replaced by a nonnegative constant,
it would not be hard to show this; if 71, were replaced by an arbitrary random
time, the statement would be false (cf. Exercise 6.1). The fact that this "starting
afresh" actually takes place at stopping times such as 71, is a consequence of
the strong Markov property for Brownian motion.

6.1 Exercise. Let {Bt,~; t ~ O} be a standard, one-dimensional Brownian
motion. Give an example of a random time S with prO ~ S < 00] = 1, such
that with ~ ~ BS +t - Bs, the process W = {~, ~tW; t ~ O} is not a Brownian
motion.

B. Strong Markov Processes and Families

6.2 Definition. Let d be a positive integer and Jl a probability measure on
(!Rd, .9I(!Rd

)). A progressively measurable, d-dimensional process X = {X" ~;

t ~ O} on some (o.,~, pl.t) is said to be a strong Markov process with initial
distribution Jl if

(i) pl.t[XoEr] = Jl(r), 'vT E.9I(!Rd );
(ii) for any optional time S of {~}, t ~ °and r E.9I(!Rd

),

PI.t[Xs+tEn~+]= PI.t[Xs+tEnXs], Pl.t-a.s. on {S < oo}.

6.3 Definition. Let d be a positive integer. A d-dimensional strong Markov
family is a progressively measurable process X = {X,,~; t ~ o} on some
(0., ~), together with a family of probability measures {px},'E Rd on (0., ~),
such that:

(a) for each F E~, the mapping x f-+ PX(F) is universally measurable;
(b) PX[Xo = x] = 1, 'v' x E !Rd;

(c) for x E!Rd, t ~ 0, r E .9I(!Rd
), and any optional time S of {~},

PX[Xs+tEn~+]= PX[Xs+tErIXs], PX-a.s. on {S < oo};

(d) for x E !Rd, t ~ 0, r E .9I(!Rd
), and any optional time S of {~},

PX[Xs+tEnXs = y] = r[XtEr], p XX;l_a.e. y.

6.4 Remark. In Definitions 6.2, 6.3, {Xs+tEr} ~ {S < 00, Xs+tEr} and
PXXS-

1 (!Rd
) = PX(S < (0). The probability appearing on the right-hand side

of Definition 6.2(ii) and Definition 6.3(c) is conditioned on the a-field gener
ated by X s as defined in Problem 1.1.17. The reader may wish to verify in this
connection that for any progressively measurable process X,

PI.t[Xs+tEn~+]= PI.t[Xs+tErIXs] = 0, Pl.t-a.s. on {S = oo},

and so the restriction S < 00 in these conditions is unnecessary.
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6.5 Remark. An optional time of {.?;} is a stopping time of {.?;+} (Corollary
1.2.4). Because of the assumption of progressive measurability, the random
variable X s appearing in Definitions 6.2 and 6.3 is ~+-measurable (Pro
position 1.2.18). Moreover, if S is a stopping time of {.?;}, then X s is ~
measurable. In this case, we can take conditional expectations with respect to
~ on both sides of (c) in Definition 6.3, to obtain

PX[Xs+rErj$'s] = PX[Xs+/EIIXs], PX-a.s. on {S < oo}.

Setting S equal to a constant s ~ 0, we obtain condition (c) of Definition 5.11.
Thus, every strong Markov family is a Markov family. Likewise, every strong
Markov process is a Markov process. However, not every Markov family
enjoys the strong Markov property; a counterexample to this effect, involving
a progressively measurable process X, appears in Wentzell (1981), p. 161.

Whenever S is an optional time of {.?;} and u > 0, then S + u is a stopping
time of {.?;} (Problem 1.2.10). This fact can be used to replace the constant s
in the proof of Proposition 5.15 by the optional time S, thereby obtaining
the following result.

6.6 Proposition. For a strong Markov family X = {X" .?;; t ~ O}, (0, $'),
{PX}XEnd, we have

(c') for XE !Rd, FE8I«!Rd)[O,OO)), and any optional time S of {.?;},

PX[Xs+.EFI~+] = PX[Xs+.EFIXs], PX-a.s. on {S < oo};

(d') for x E!Rd, FE 8l«!Rd)[o.OO»), and any optional time S of {.?;},

PX[Xs+. EFIXs = y] = pY[X. E F], pXX;I_a.e. y.

Using the operators {U/}/~o in (5.7), conditions (c) and (d) of Definition 6.3
can be combined.

6.7 Proposition. Let X = {X" .?;; t ~ O} be a progressively measurable process
on (0,$'), and let {PX}XEnd be a family of probability measures satisfying (a)
and (b) of Definition 6.3. Then X, (0,$'), {PX}XEnd is strong Markov if and
only if for any {'?;}-optional time S, t ~ 0, and x E !Rd, one of the following
equivalent conditions holds:

(e) for any 1 E 81(!Rd),

PX[Xs+/Erj$'s+] = (U,l r )(Xs), PX-a.s. on {S < oo};

(e') for any bounded, continuous f: !Rd ---> !R,

P[f(Xs+/)I$'s+] = (U,f)(Xs), PX-a.s. on {S < oo}.

PROOF. The proof that (e) is equivalent to (c) and (d) is the same as the proof
of the analogous equivalence for Markov families given in Proposition 5.13.
Since any bounded, continuous real-valued function on !Rd is the pointwise
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limit of a bounded sequence of linear combinations of indicators of Borel sets,
(e/) follows from (e) and the bounded convergence theorem. On the other hand,
if (e/) holds and r ~ /Rd is closed, then l r is the pointwise limit of {In}:'=1'
where fn(x) = [1 - np(x, r)] v 0 and p(x, r) = inf{ IIx - YII; YEq. Each f" is
bounded and continuous, so (e) holds for closed sets r. The collection of sets
rE~(/Rd) for which (e) holds forms a Dynkin system, so, by Theorem 1.3, (e)
holds for all r E~(/Rd). D

6.8 Remark. If X = {XI'~; t ~ O}, (n,~), {PXLeRd is a strong Markov
family and jJ. is a probability measure on (/Rd, ~(/Rd)), we can define a proba
bility measure pil by (5.2) for every F E~, and then X on (n,~,PIl) is a strong
Markov process with initial distribution jJ.. Condition (ii) of Definition 6.2 can
be verified upon writing condition (e) in integrated form:

L(Ul ld(Xs)dpX= PX[Xs+r Er, F]; FE~+,

and then integrating both sides with respect to jJ.. Similarly, if X, (n, ~),
{PX}xeRd is a Markov family, then X on (n,~,pll) is a Markov process with
initial distribution jJ..

It is often convenient to work with bounded optional times only. The
following problem shows that stating the strong Markov property in terms
of such optional times entails no loss of generality. We shall use this fact in
our proof that Brownian families are strongly Markovian.

6.9 Problem. Let S be an optional time ofthe filtration {~} on some (n,~, Pl.

(i) Show that if Z1 and Z2 are integrable random variables and Z1 = Z2
on some ~s+ -measurable set A, then

E[Z11~+] = E[Z21~+], a.s. on A.

(ii) Show under the conditions of (i) that if s is a positive constant, then

E[Z11~+] = E[Z21g;SAS)+]' a.s. on {S:$ s} n A.

(Hint: Use Problem 1.2.17(i)).
(iii) Show that if (e) (or (e/)) in Proposition 6.7 holds for every bounded
optional time S of {~}, then it holds for every optional time.

Conditions (e) and (e/) are statements about the conditional distribution of
X at a single time S + t after the optional time S. If there are shift operators
{Os}.~o satisfying (5.14), then for any random time S we can define the random
shift Os: {S < oo} --+n by

Os = Os on {S = s}.

In other words, Os is defined so that whenever Sew) < 00, then
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XS(W)+/(w) = Xt(Os(w)).

In particular, we have {Xs+. EE} = Os 1 {X. EE}, and (c') and (d') are, respec
tively, equivalent to the statements: for every x E IRd, FEfF~, and any optional
time S of {~},

(e") PX[OslFI.?S+] = PX[OslFIXs], PX-a.s. on {S < oo};

(d") PX[OSl FIXs = y] = PY(F), pXXs1-a.e. y.

Both (c") and (d") can be captured by the single condition:

(e") for XE IRd , F EfF~, and any optional time S of {~},

r[OslFI.?S+] = pXS(F), PX-a.s. on {S < oo}.

Since (e") is often given as the primary defining property for a strong
Markov family, we summarize this discussion with a theorem.

6.10 Theorem. Let X = {X,,~; t ~ O} be a progressively measurable process
on (0. fF), let {r}XE ~d be a family of probability measures on (0, fF), and let
{Os}s~o be a family of fFIff-measurable shift operators satisfying (5.14). Then
X, (0, fF), {PX}XE~d is a strong Markov family if and only if (a), (b), and (e") hold.

6.11 Problem. Show that (e") is equivalent to the following condition:

(e"') For all x E IRd, any bounded, fF~-measurable random variable Y, and
any optional time S of {~}, we have

P[Y 0 Osl.?S+] = EXS(y), PX-a.s. on {S < oo}.

(Note: Ifwe write this equation with the arguments filled in, it becomes

P[YoOslfFs+](w) = In Y(w')pxs<w,(W)(dw'), PX-a.e. WE{S < oo},

where (Y 0 OsHw") ~ Y(OS(w")(w")).)

C. The Strong Markov Property for Brownian Motion

The discussion on the strong Markov property for Brownian motion will
require some background material on regular conditional probabilities.

6.12 Definition. Let X be a random variable on a probability space (0, fF, P)
taking values in a complete, separable metric space (S, .?l(S)). Let '§ be a
sub-a-field of fF. A regular conditional probability of X given '§ is a function
Q: ° x .?l(S) -> [0, I] such that

(i) for each WEO, Q(w; .) is a probability measure on (S,.?l(S)),
(ii) for each EE.?l(S), the mapping w 1-+ Q(w; E) is '§-measurable, and
(iii) for each EE.?l(S), P[X EEI'§] (w) = Q(w; E), P-a.e. w.
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Under the conditions of Definition 6.12 on X, (n, §", P), (S, .?l(S», and '§, a
regular conditional probability for X given '§ exists (Ash (1972), pp. 264-265,
or Parthasarathy (1967), pp. 146-150). One consequence of this fact is that
the conditional characteristic function of a random vector can be used to
determine its conditional distribution, in the manner outlined by the next
lemma.

6.13 Lemma. Let X be a d-dimensional random vector on (n, §", Pl. Suppose
'§ is a sub-a-field of §" and suppose that for each WEn, there is a function
cp(w; .): [Rd -+ C such that for each u E [Rd,

cp(w;u) = E[ei(U,X)I'§] (w), P-a.e. w.

If, for each w, cp(w; .) is the characteristic function of some probability measure
pro on ([Rd, .?l([Rd», i.e.,

cp(W; u) = r ei(u,x)Pro(dx),
JRd

where i = J=!, then for each r E .14([Rd), we have

P[X E rl'§](w) = pro(r), P-a.e. w.

PROOF. Let Qbe a regular conditional probability for X given '§, so for each
fixed u E [Rd we can build up from indicators to show that

(6.4) cp(w; u) = E[ei(U,X)I'§] (w) =f ei(u,X)Q(w; dx), P-a.e. w.
Rd

The set of w for which (6.4) fails may depend on u, but we can choose a
countable, dense subset D of [Rd and an event QE §" with P(Q) = 1, so that
(6.4) holds for every WEQ and u E D. Continuity in u of both sides of (6.4)
allows us to conclude its validity for every WEQ and u E [Rd. Since a measure
is uniquely determined by its characteristic function, we must have pro =
Q(w; .) for P-a.e. w, and the result follows. D

Recall that a d-dimensional random vector N has a d-variate normal
distribution with mean J-l E [Rd and (d x d) covariance matrix L if and only if
it has characteristic function

(6.5)

Suppose B = {Bo~; t ~ O}, (n,§"), {PX}xeRd is a d-dimensional Brownian
family. Choose u E [Rd and define the complex-valued process

M, g exp [i(U, B,) + ~ lIull2} t ~ O.

We denote the real and imaginary parts of this process by R, and I" respectively.
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6.14 Lemma. For each XE /Rd, the processes {R,,~; t ~ O} and g,~; t ~ O}
are martingales on (0, fF, PX

).

PROOF. For 0::;; s < t, we have

P[M,I~] = EX
[ MsexP(i(U, B, - Bs) + t; s IIUII2)1~]

= MsEx[exP(i(U' B, - B.) + t; s IIUII 2) ] = M..

where we have used the independence ofB, - Bs and~, as well as (6.5). Taking
real and imaginary parts, we obtain the martingale property for {R" ~; t ~ O}
and g, ~; t ~ O}. D

6.15 Theorem. A d-dimensional Brownian family is a strong Markov family.
A d-dimensional Brownian motion is a strong Markov process.

PROOF. We verify that a Brownian family B = {B,,~; t ~ O}, (0, fF), {PX}xeRd
satisfies condition (e) of Proposition 6.7. Thus, let S be an optional time of
{~}. In light of Problem 6.9, we may assume that S is bounded. Fix x E /Rd.
The optional sampling theorem (Theorem 1.3.22 and Problem 1.3.23 (i))
applied to the martingales of Lemma 6.14 yields, for p x-a.e. WE 0:

EX [exp(i(u,BS+r))lfFs+] (w) = exp [i(U, Bs(w)(w)) - ~ IIUII2}

Comparing this to (6.5), we see that the conditional distribution of Bs+" given
~+, is normal with mean Bs(w)(w) and covariance matrix tId' This proves (e).

o
We can carry this line of argument a bit further to obtain a related result.

6.16 Theorem. Let S be an a.s. finite optional time of the filtration {~} for the
d-dimensional Brownian motion B = {B" ~; t ~ O}. Then with J¥r ~ BS +t - Bs,
the process W = {J¥r, fFt

W
; t ~ O} is a d-dimensional Brownian motion, indepen

dent of ~+.

PROOF. We show that for every n ~ 1, 0::;; to ::;; ... ::;; tn < 00, and U 1, ... ,

Un E /Rd, we have a.s. P:

(6.6) E[exP(i kt
1

(Uk> J¥rk - J¥r._,))I~+ ] = J] exp [ -~(tk - tk-l)llUkIl
2

}

thus, according to Lemma 6.13 and (6.5), not only are the increments
{J¥r

k
- J¥r._J~=l independent normal random vectors with mean zero and

covariance matrices (tk - tk - 1 )Id , but they are also independent of the a-field
~+. This substantiates the claim of the theorem.
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We prove (6.6) for bounded, optional times S of {~}; the argument given
in Solution 6.9 can be used to extend this result to a.s. finite S. Assume (6.6)
holds for some n, and choose 0 :s; to :s; ... :s; tn :s; tn+l . Applying the equality
in the proof of Theorem 6.15 to the optional time S + tn' we have

(6.7) E{exp[i(un+1' W;n+l - W;JJIg;;s+'n)+}

= E{exp[i(un+l , BS +ln+
1
)]Ig;;S+'n)+} .exp[ - i(un+l , Bs+,JJ

= exp[ -1(tn+1 - tn)llun+11I
2 J, P-a.s.

Therefore,

E [exp (i :~ (Uk' W;k - W;k-)) Iffs+]

= E [exp (i kt
l

(Uk> W;k - W;k-))

'E{exp(i(un+l , W;n+1 - W;J)Ig;;S+ln)+}I~+]

= exp [ -~(tn+1 - tn)llUn+11I
2

] E[exP(i kt
l

(Uk' W;k - W;k-))I~+]

=Dexp [ -~(tk - tk_I )IIUkI1 2
} P-a.s.,

which completes the induction step. The proof that (6.6) holds for n = 1 is
obtained by setting tn = 0 in (6.7). 0

In order to present a rigorous derivation of the density (6.3) for the passage
time T" in (6.1), a slight extension of the strong Markov property for right
continuous processes will be needed.

6.17 Proposition. Let X = {X,,~; t ~ O}, (n,ff), {PX}XE~dbe a strong Markov
family, and the process X be right-continuous. Let S be an optional time of {~}
and Tan ffs+-measurable random time satisfying T(w) ~ Sew) for all WEn.
Then, for any x E [Rd and any bounded, continuous f: [Rd --+ [R,

(6.8) EX[f(XT)I~+J (w) = (UT(W)-s(w)f)(Xs(w)(w)), PX-a.e. WE {T < oo}.

PROOF. For n ~ 1, let

1;. = {s + ;.([2'(T - S)I + I),

00, If T = 00,

if T < 00,
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so that T" = S + k2- n when (k - 1)2-n ::;; T - S < kr n
• We have T,,! T on

{T < oo}. From (e') we have for k 2 0,

EX[f(XS+k2-n)lffs+] = (Uk/2nf)(Xs), PX_a.s. on {S < oo},

and Problem 6.9 (i) then implies

EX[f(XT)I§S+](w) = (UTn(W)-s(w)f)(Xs(w)(w», PX-a.e. wE{T < oo}.

The bounded convergence theorem for conditional expectations and the right
continuity of X imply that the left-hand side converges to P[f(XT)I§S+](w)
as n -+ 00. Since (Ur!)(y) = EYf(X,) is right-continuous in t for every y E!Rd,
the right-hand side converges to (UT(W)-S(w>!)(XS(W)(w». D

6.18 Corollary. Under the conditions of Proposition 6.17, (6.8) holds for every
bounded, &I(!Rd)/&I(!R)-measurable function f In particular, for any rE&I(!Rd)
we have for PX-a.e. WE {T < oo}:

PX[XTErj§S+](W) = (UT(W)-S(W) 1r)(Xs(w)(w».

PROOF. Approximate the indicator of a closed set r by bounded, continuous
functions as in the proof of Proposition 6.7. Then prove the result for any
r E&I(!Rd), and extend to bounded, Borel-measurable functions. 0

6.19 Proposition. Let {B,,~; t 2 O} be a standard, one-dimensional Brownian
motion, and for b # 0, let I;, be the first passage time to b as in (6.1). Then I;,
has the density given by (6.3).

PROOF. Because {- B,,~; t 2 O} is also a standard, one-dimensional Brownian
motion, it suffices to consider the case b > 0. In Corollary 6.18 set S = I;, ,

{
t if S < t,

T=
00 if S 2 t,

and r = (-00, b). On the set {T < oo} = {S < t}, we have Bs(w)(w) = band
(UT(W)-s(w)lr)(Bs(w)(w» = 1- Therefore,

porI;, < t, B, < b] = f pO[BTE rj§s+] dpo = ~PO[I;, < t].
{Tb <,}

It follows that

porI;, < t] = porI;, < t, B, > b] + porI;, < t, B, < b]

= pO[B, > b] + !pO[I;, < t],

and (6.2) is proved. D

6.20 Remark. It follows from (6.2), by letting t -+ 00, that the passage times
are almost surely finite: porI;, < 00] = 1.
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6.21 Problem. Recall the notions of Poisson family and Poisson process from
Definitions 5.20 and 1.3.3, respectively. Show that the former is a strong
Markov family, and the latter is a strong Markov process.

2.7. Brownian Filtrations

In Section 1we made a point ofdefining Brownian motion B = {B" ~; t ~ O}
with a filtration {~} which is possibly larger than {ffn and anticipated
some of the reasons that mandate this generality. One reason is related to
the fact that, although the filtration {ff,B} is left-continuous, it fails to be
right-continuous (Problem 7.1). Some of the developments in later chapters
require either right or two-sided continuity of the filtration {~}, and so in
this section we construct filtrations with these properties.
Let us recall the basic definitions from Section 1.1. For a filtration {~; t ~ O}

on the measurable space (0, ff), we set ~+ = n.>o ~+. for t ~ 0, ~_ =
a(Us<,~) for t > 0, ffo- = ffo, and ffoo = a(U,;::o~)' We say that {~} is
right- (respectively, left-) continuous if~+ = ~ (respectively, ~_ = ~) holds
for every 0 ~ t < 00. When X = {X" ff,x; t ~ O} is a process on (O,ff), then
left-continuity of {ffn at some fixed t > 0 can be interpreted to mean that
X, can be discovered by observing X., 0 ~ s < t. Right-continuity means
intuitively that if Xs has been observed for 0 ~ s ~ t, then nothing more can
be learned by peeking infinitesimally far into the future. We recall here that
ff,x = a(Xs ; 0 ~ s ~ t).

7.1 Problem. Let {X" ff,x; 0 ~ t < oo} be a d-dimensional process.

(i) Show that the filtration {ff,~ } is right-continuous.
(ii) Show that if X is left-continuous, then the filtration {ffn is left
continuous.

(iii) Show by example that, even if X is continuous, {ffn can fail to be
right-continuous and {~n can fail to be left-continuous.

We shall need to develop the important notions of completion and augmen
tation of a-fields, in the context of a process X = {X" ff,x; 0 ~ t < oo} with
initial distribution J1 on the space (O,ff;"PI'), where PI'[XoEr] = J1(r);
rEe4(lRd ). We start by setting, for 0 ~ t ~ 00,

JIlt g, {F ~ 0; 3GEff,x with F ~ G, PI'(G) = O}.

JII~ will be called "the collection of pl'-nuli sets" and denoted simply by JIll'.

7.2 Definition. For any 0 ~ t < 00, we define

(i) the completion: #t g, a(ff,X u JIIf), and
(ii) the augmentation: fft g, a(ff,X u JIll')
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of the a-field ~/ under pl'. For t = 00 the two concepts agree, and we set
simply ~I' ~ a(~~ u JVI').

The augmented filtration {~!} possesses certain desirable properties, which
will be used frequently in the sequel and are developed in the ensuing problems
and propositions.

7.3 Problem. For any sub-a-field ':# of ~~, define ,:#1' = a(':# u JVI') and

£' = {F ~ Q; 3GE':# such that F.6 GEJVI'}.

Show that ,:#1' = £'. We now extend pI' by defining PI'(F) ~ PI'(G) whenever
FE ,:#1', and GE':# is chosen to satisfy F.6 GEJVI'. Show that the probability
space (Q, ,:#1', pI') is complete:

FE,:#I',PI'(F)=O,D~F = DE':#I'.

7.4 Problem. From Definition 7.2 we have #! ~ ~!, for every 0:::;; t < 00.
Show by example that the inclusion can be strict.

7.5 Problem. Show that the a-field ~I' of Definition 7.2 agrees with

~::, ~ a( U ~!).
,~o

7.6 Problem. If the process X has left-continuous paths, then the filtration
{~!} is left-continuous.

A. Right-Continuity of the Augmented Filtration
for a Strong Markov Process

We are ready now for the key result of this section.

7.7 Proposition. For a d-dimensional strong Markov process X = {X" ~,x;

t ~ O} with initial distribution f,l, the augmented filtration {~f} is right
continuous.

PROOF. Let (Q,~~,PI') be the probability space on which X is defined.
Fix s ~ 0 and consider the degenerate, {~,X}-optional time S = s. With
0:::;; to < t 1 < ... < tn :::;; s < tn+ 1 < ... < tm and ro, ... , rm in .?4(lR

d
), the

strong Markov property gives

pl'[X'o E ro, , X'm E rml~s\]

= l{x'oEro x,n Ern} pl'[X'n+1 E r n+1, ... , X'm E rmIXs ],

Pl'-a.s. It is now evident that pl'[X'o E ro, .. " X'm E rml~s\] has an ~sx-
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measurable version. The collection of all sets FE.?~ for which PI'[FI.?s~]

has an .?sx-measurable version is a Dynkin system. We conclude from the
Dynkin System Theorem 1.3 that, for every F E .?~, the conditional prob
ability PI'[FI.?s~] has an .?sx-measurable version.
Let us take now FE.?s~ S .?~; we have PI'[FI.?s~] = IF' a.s. pI', so IF

has an .?sx-measurable version which we denote by Y. Because G ~ {Y = I} E

.?sx and F 6. G s {IF i= Y} E .All', we have FE.?: and consequently .?s~ s

.?:; s ~ O.
Now let us suppose that FE .?:+; for every integer n ~ 1 we have

FE'?:+(l/n), as well as a set GnE.?s~(l/n) such that F6.GnE.AlI'. We define
G ~ n~=1 U;;"=m Gn,and since G = n~=M U;::'=m Gnfor any positive integerM,
we have G E .?s~ s .?1'- To prove that FE'?:, it suffices to show F 6. G E .AII'.
Now

G\F s CQ Gn>F = nQ (Gn\F) E .AII'.

On the other hand,

F\G = F n (151 Dm Gn)' = F n (D1 fl G~)
mVI [F n CQ G~)]S mVI(F n G~) = mVI (F\Gm ) E .AII'.

It follows that FE'?:, so .?:+ s .?: and right-continuity is proved. 0

7.8 Corollary. For a d-dimensional, left-continuous strong Markov process
X = {Xt, .?tX ; t ~ O} with initial distribution 1-1, the augmented filtration {.?i}
is continuous.

7.9 Theorem. Let B = {Bt> .?tB ; t ~ O} be a d-dimensional Brownian motion
with initial distribution 1-1 on (fl, .?~, PI'). Relative to the filtration {g/},
{Bt> t ~ O} is still a d-dimensional Brownian motion.

PROOF. Augmentation ofO"-fields does not disturb the assumptions ofDefinition
5.1.

7.10 Remark. Consider a Poisson process {Nt> .?tN ; 0 :s; t < oo} as in De
finition 1.3.3 and denote by {g;;} the augmentation of {.?n. In conjunction
with Problems 6.21 and 7.3, Proposition 7.7 shows that {g;;} satisfies the usual
conditions; furthermore, {Nt> g;;; 0 :s; t < oo} is a Poisson process.

Since any d-dimensional Brownian motion is strongly Markov (Theorem
6.15), the augmentation of the filtration in Theorem 7.9 does not affect the
strong Markov property. This raises the following general question. Suppose
{XI' .?tX ; t ~ O} is a d-dimensional, strong Markov process with initial distri-
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bution J1. on (0, fi'~, Pll). Is the process {X" fi'/'; t ?: O} also strongly Markov?
In other words, is it true, for every optional time S of {fi't'}, t?: 0 and
r E .1I(lRd

), that

(7.1) pll[Xs+,Erlfi's+J = PIl[Xs+tErjXsJ, Pll-a.s. on {S < oo}?

Although the answer to this question is affirmative, phrased in this generality
the question is not as important as it might appear. In each particular case,
some technique must be used to prove that {X" fi',x; t ?: O} is strongly Markov
in the first place, and this technique can usually be employed to establish the
strong Markov property for {X" fi'/'; t ?: O} as well. Theorems 7.9 and 6.15
exemplify this kind of argument for d-dimensional Brownian motion. None
theless, the interested reader can work through the following series ofexercises
to verify that (7.1) is valid in the generality claimed.
In Exercises 7.11-7.13, X={X"fi'/x;O~t<oo} is a strong Markov

process with initial distribution J1. on (0, fi'~, Pll).

7.11 Exercise. Show that any optional time S of {fi't'} is also a stopping time
of this filtration, and for each such S there exists an optional time T of {fi'/X}
with {S # T} E %Il. Conclude that fi's+ = fi's = fi'!j., where fi'!j. is defined to
be the collection of sets A E fi'll satisfying A n {T ~ t} E fi'/" V0 ~ t < 00.

7.12 Exercise. Suppose that T is an optional time of {fi'n. For fixed positive
integer n, define

on {T = oo}

{k- 1 k}on --< T<- .
2" - 2"

Show that T" is a stopping time of {fi'n, and fi'!j. ~ a(fi';. u %Il). Conclude
that fi'!j. ~ a(fi';+ u %Il). (Hint: Use Problems 1.2.23 and 1.2.24.)

7.13 Exercise. Establish the following proposition: if for each t ?: 0, r E .1I(lRd
),

and optional time T of {fi'n, we have the strong Markov property

(7.2) pll[XT+,Erjfi';+J = pll[XT+,ErjXTJ, Pll-a.s. on {T < oo},

then (7.1) holds for every optional time S of {fi't'}.

This completes our discussion of the augmentation of the filtration generated
by a strong Markov process. At first glance, augmentation appears to be a
rather artificial device, but in retrospect it can be seen to be more useful and
natural than merely completing each a-field fi',x with respect to Pll. It is more
natural because it involves only one collection of pll-null sets, the collection
we called%Il, rather than a separate collection for each t ?: O. It is more useful
because completing each a-field fi',x need not result in a right-continuous
filtration, as the next problem demonstrates.
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7.14 Problem. Let {Bt ; t ~ O} be the coordinate mapping process on (C[O, 00),
81(C[O,oo))), pO be Wiener measure, and ~ denote the completion of ~tB
under pO. Consider the set

F = {WEC[O, 00); W is constant on [O,G] for some G> O}.

Show that: (i) pO(F) = 0, (ii) F E ~C+, and (iii) F ¢ #0.

B. A "Universal" Filtration

The difficulty with the filtration {~n, obtained for a strong Markov process
with initial distribution Jl, is its dependence on Jl. In particular, such a filtration
is inappropriate for a strong Markov family, where there is a continuum of
initial conditions. We now construct a filtration which is well suited for this
case.
Let {Xt, ~tX; t ~ O}, (n,~~), {r}xeRd be a d-dimensional, strong Markov

family. For each probability measure Jl on (!Rd
, 81(!Rd», we define pI' as in (5.2):

PI'(F) = r r(F)Jl(dx), VF E ~~,
J~d

and we construct the augmented filtration {~n as before. We define

(7.3) ~ ~ n~/, 0 s t S 00,
I'

where the intersection is over all probability measures Jl on (!Rd, 81(!Rd». Note
that:Frx £: ~ £: :Frl', 0 S t S 00 for any probability measure Jl on (!Rd, 81(!Rd));
therefore, if {Xt, ~tX; t ~ O} and {Xo ~i; t ~ O} are both strongly Markovian
under pI', then so is {Xo ff;;; t ~ O}. Because the order of intersection is
interchangeable and {~n is right-continuous, we have

ff;;+ = n n~: = n n~: = n~i = ff;;.
s>r ~ ~ s>t ~

Thus {ff;;} is also right-continuous.

7.15 Theorem. Let B = {Bt , ~tB; t ~ O} (n,~~), {r}xeRd be ad-dimensional
Brownian family. Then {Bo ff;;; t ~ O}, (n,#"oo)' {r}xe~d is also a Brownian
family.

PROOF. It is easily verifed that, under each px, {Bt , ff;;; t ~ O} is ad-dimensional
Brownian motion starting at x. It remains only to establish the universal
measurability condition (i) of Definition 5.8. Fix FE #"00' For each probability
measure Jl on (!Rd,81(!Rd», we have F E ~I', so there is some GE ~~ with
F b. GE .;VI'. Let N E ~~ satisfy F b. G £: Nand PI'(N) = O. The functions
g(x) ~ PX(G) and n(x) ~ PX(N) are universally measurable by assumption.
Furthermore,
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r n(x)j.1(dx) = P/J(N) = 0,
J~d

so n = 0, j.1-a.e. The nonnegative functions hl(x) £ PX(F\G) and h2 (x) £
PX(G\F) are dominated by n, so hl and h2 are zero j.1-a.e., and hence hl and
h2 are measurable with respect to 2i(!R

d )/J, ~he completion of 2i(!Rd ) under j.1.
Set f(x) £ PX(F). We have f(x) = g(x) + hl(x) - h2 (x), so f is also 2i(!Rd)/J_
measurable. This is true for every j.1; thus, f is universally measurable. 0

7.16 Remark. In Theorem 7.15, even if the mapping xl-+PX(F) is Borel
measurable for each F E ff~ (d. Problem 5.2), we can conclude only its
universal measurability for each FE ffOCJ' This explains why Definition 5.8 was
designed with a condition of universal rather than Borel-measurability.

C. The Blumenthal Zero-One Law

We close this section with a useful consequence of the results concerning
augmentation.

7.17 Theorem (Blumenthal (1957) Zero-One Law). Let {B,,!J;; t ~ a}, (n,ff),
{PXLE~d be a d-dimensional Brownian family, where!J; is given by (7.3). If
FE ffo, then for each x E !Rd we have either PX(F) =°or PX(F) = 1.

PROOF. For FEffo and each XE !R
d
, there exists GEfft such that pX(F f:::,. G) = 0.

But G must have the form G = {BoE q for some r E 2i(!Rd), so

o
7.18 Problem. Show that, with probability one, a standard, one-dimensional
Brownian motion changes sign infinitely many times in any time-interval
[0,8],8> 0.

7.19 Problem. Let {Jt;,~;°:s;; t < oo} be a standard, one-dimensional
Brownian motion on (n, ff, P), and define

Sb=inf{t~O;Jt;>b}; b~O.

(i) Show that for each b ~ 0, P[T" #- Sb] = 0.
(ii) Show that if L is a finite, nonnegative random variable on (n, ff, P)
which is independent of ff::, then {TL #- Sd Eff and P[TL #- SL] = 0.

2.8. Computations Based on Passage Times

In order to motivate the strong Markov property in Section 2.6, we derived
the density for the first passage time of a one-dimensional Brownian motion
from the origin to b #- 0. In this section we obtain a number of distributions
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related to this one, including the distribution of reflected Brownian motion,
Brownian motion on [0, a] absorbed at the endpoints, the time and value of
the maximum of Brownian motion on a fixed time interval, and the time of the
last exit of Brownian motion from the origin before a fixed time. Although
derivations of all of these distributions can be based on the strong Markov
property and the reflection principle, we shall occasionally provide arguments
based on the optional sampling theorem for martingales. The former method
yields densities, whereas the latter yields Laplace transforms of densities
(moment generating functions). The reader should be acquainted with both
methods.

A. Brownian Motion and Its Running Maximum

Throughout this section, {Ht;, §;; Os t < oo}, (Q,ff), {PX}xelR will be a one
dimensional Brownian family. We recall from (6.1) the passage times

1;, = inf{t ~ 0; Ht; = b}; belR,

and define the running maximum (or maximum-to-date)

(8.1) M t = max Jv..
O~s:S;t

(8.2)

8.1 Proposition. We have for t > °and a s b, b ~ 0:

2(2b - a) {(2b - a)2}
pO[Ht;eda, Mtedb] = .j2m3 exp - dadb.

2m 3 2t

PROOF. For a s b, b ~ 0, the symmetry of Brownian motion implies that

(Ut- sl(-oo,a)(b) ~ pb[Ht;_s S a] = pb[Ht;_s ~ 2b - a]

~ (Ut-slI2b-a.00»(b); Os sst.

Corollary 6.18 then yields

pO[Ht; s alffTb+J.= (Ut-Tbl(-oo,aj)(b) = (Ut- T)12b-a,oo»(b)

= pO[Ht; ~ 2b - alffTb +], a.s. pO on PI, s t}.

Integrating both sides of this equation over {1;, s t} and noting that
{1;, s t} = {Mt ~ b}, we obtain

pO[Ht; s a, Mt ~ b] = pO[Ht; ~ 2b - a, Mt ~ b]

1 foo= pO[Ht; ~ 2b - a] = h"::: e- x2
/
2t dx.

V 2nt 2b-a

Differentiation leads to (8.2). 0
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(8.3)

(8.3)1

8.2 Problem. Show that for 1 > 0, b > 0,

pO[MI E db] = pO[1 J¥rl E db] = pO[MI - J¥r E db] = (2 e-h2 /2Idb,Vm
po[max !J¥,,! ~ b) s 4pO[J¥r ~ b] S °2

1 ~be-h2/2/.
O$U$I V2;

8.3 Remark. From (8.3) we see that

(8.4)

By differentiation, we recover the passage time density (6.3):

(8.5) pOET. Edt] = _b_e-b
2

/21 dt· b > °t > °
b ~ , , .

For future reference, we note that this density has Laplace transform

(8.6)

By letting t i CIJ in (8.4) or ex lOin (8.6), we see that pop;, < 00] = 1. It is clear
from (8.5), however, that EOTb = 00.

8.4 Exercise. Derive (8.6) (and consequently (8.5) by applying the optional
sampling theorem to the {~}-martingale

(8.7) X, = expp'~ - t)h}; 0 s t < oc,

with;. = Jb> 0.

The following simple proposition will be extremely helpful in our study of
local time in Section 6.2.

8.5 Proposition. The process of passage times T = P;" §T.+; 0 S a < oo} has
the property that, under po and for °S a < b, the increment J;, - 1;, is inde
pendent of §T.+ and has the density

In particular,

(8.8)

PROOF. This is a direct consequence of Theorem 6.16 and the fact that
J;, - 1;, = inf{t ~ 0; WT.+1 - WT• = b - a}. 0
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B. Brownian Motion on a Half-Line
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When Brownian motion is constrained to have state space [0, (0), one must
specify what happens when the origin is reached. The following problems
explore the simplest cases of absorption and (instantaneous) reflection.

8.6 Problem. Derive the transition density for Brownian motion absorbed at
the origin {It;" To' ~; °~ t < oo}, by verifying that

(8.9) rUt; E dy, To > t] = p_(t; x, y) dy

g [p(t;x,y) - p(t;x, - y)]dy; t > 0, x, y > 0.

8.7 Problem. Show that under po, reflected Brownian motion IWI ~ {I 1t;1,~;°~ t < OCJ} is a Markov process with transition density

(8.10) pO[IJ.t;+sIEdyllJ.t;1 = x] = p+(s;x,y)dy

~ [p(s;x,y) + p(s;x, -y)]dy; s > 0, t ~ °and x, y ~ 0.

8.8 Problem. Define Y, g M, - J.t;; °~ t < 00. Show that under po, the process
y = {Y" ~; °~ t < oo} is Markov and has transition density

(8.11) pO[Y,+sEdyl Y, = x] = p+(s;x,y)dy; s > 0, t ~ °and x, y ~ 0.

Conclude that under po the processes IWI and Y have the same finite
dimensional distributions.

The surprising equivalence in law of the processes Y and IWI was observed
by P. Levy (1948), who employed it in his deep study of Brownian local time
(cf. Chapter 6). The third process M appearing in (8.3) cannot be equivalent
in law to Yand IWI, since the paths of Mare nondecreasing, whereas those
of Y and IWI are not. Nonetheless, M will turn out to be of considerable
interest in Section 6.2, where we develop a number of deep properties of
Brownian local time, using M as the object of study.

C. Brownian Motion on a Finite Interval

In this subsection we consider Brownian motion with state space [0, a], where
a is positive and finite. In order to study the case of reflection at both
endpoints, consider the function cp: IR -+ [0, a] which satisfies cp(2na) = 0,
cp«2n + l)a) = a; n = 0, ± 1, ± 2, ... , and is linear between these points.

8.9 Exercise. Show that the doubly reflected Brownian motion {cp(J.t;), §;;°~ t < oo} satisfies
00

PX[cp(lt;) E dy] = L p+(t; x, y + 2na) dy; °< y < a, 0< x < a, t > O.
n=-C(J

The derivation of the transition density for Brownian motion absorbed at 0
and a i.e., {J.t;" To" T

a
' §;; 0 ~ t < oo}, is the subject of the next proposition.
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8.10 Proposition. Choose 0 < x < a. Then for t > 0,0 < y < a:

00

(8.12) PX[J¥, E dy, To 1\ 1;, > t] = L p-(t; x, y + 2na) dy.
n=-oo

PROOF. We follow Dynkin & Yushkevich (1969). Set ao ~ 0, '0 ~ To, and
define recursively an £ inf{t ;::: 'n-1; J¥, = a}, 'n = inf{t ;::: an; J¥, = O}; n = I,
2, .... We know that PX['o < 00] = I, and using Theorem 6.16 we can show
by induction on n that an - 'n-1 is the passage time of the standard Brownian
motion ~+tn-I - J¥,n-I to a, 'n - an is the passage time of the standard
Brownian moton ~+an - J¥"n to - a, and the sequence of differences a1 - '0'
'1 - ai' a2 - 'I' '2 - a2, ... consists of independent and identically distri
buted random variables with moment generating function e-a.j2;. (d. (8.8».
It follows that 'n - '0' being the sum of 2n such differences, has moment
generating function e- 2na,j2;, and so

PX['n - '0 :::;; t] = pO[T2na :::;; t].

We have then

(8.13) lim PX[Tn :::;; t] = 0; 0:::;; t < 00.

For any YE(O,oo), we have from Corollary 6.18 and the symmetry of
Brownian motion that

PX[J¥, ;::: YI~n+] = PX[J¥, :::;; - YI~n+] on {'n :::;; t},

and so for any integer n ;::: 0,

(8.14) PX[J¥,;::: y, 'n:::;; t] = PX[J¥, :::;; - Y, 'n :::;; t] = PX[J¥,:::;; - y, an:::;; t].

Similarly, for yE( -00, a), we have

PX[J¥, :::;; YI§"an+] = PX[J¥, ;::: 2a - YI§"an+] on {an:::;; t},

whence

(8.15) PX[J¥,:::;; Y, an:::;; t] = PX[J¥,;::: 2a - Y, an:::;; t]

= PX[J¥, ;::: 2a - Y, 'n-1 :::;; t]; n;::: 1.

We may apply (8.14) and (8.15) alternately and repeatedly to conclude, for
0< Y < a, n;::: 0:

PX[J¥, ;::: Y, 'n :::;; t] = PX[J¥, :::;; - Y - 2na],

PX[J¥, :::;; Y, an :::;; t] = PX[J¥, :::;; Y - 2na],

and by differentiating with respect to Y, we see that

(8.16)

(8.17)

PX[J¥,Edy, '. :::;; t] = p(t; x, - y - 2na)dy,

PX[J¥,Edy, a. :::;; t] = p(t; x, y - 2na)dy.

Now set no = 0, Po = 1;" and define recursively
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1tn = inf{t ~ Pn-I; Jv, = O}, Pn = inf{t ~ 1tn; Jv, = a}; n = 1,2, ....

We may proceed as previously to obtain the formulas

(8.18) lim PX[Pn ::;; t] = 0; 0::;; t < 00,

(8.19) P-'[Wt E dy, Pn ::;; t] = p(t;x, -y + 2(n + I)a) dy; 0 < y < a,n ~ 0,

(8.20) PX[Jt; E dy, 1tn ::;; t] = p(t; x, y + 2na) dy; 0 < y < a, n ~ O.

It is easily verified by considering the cases To < 1;, and To > 1;, that
'n-I V P._I = <T. 1\ 1t. and <T. v 1t. = 'n 1\ P.; n ~ 1. Consequently,

PX[Jv,Edy, '.-1 1\ P._I ::;; t] = PX[Jv,Edy, 'n-I ::;; t] + PX[Jv,Edy, P._I ::;; t]

(8.21)

and

(8.22) PX[Jt;Edy, <Tn 1\ 1t. ::;; t] = PX[Jv,Edy, <T. ::;; t] + PX[Jv,Edy, nn ::;; t]

- PX[Jt;Edy, ,.1\ Pn::;; t].

Successive application of(8.21) and (8.22) yields for every integer k ~ 1:

(8.23)
k

PX[Jt;Edy, '01\ Po::;; t] = L {PX[Jv,Edy, 'n-I ::;; t] + PX[Jv,Edy, Pn-I ::;; t]
.=1

- PX[Jt;Edy, <Tn::;; t] - PX[Jv,Edy, 1t. ::;; t]}

+ PX[Jt; E dy, 'k 1\ Pk ::;; t].

Now we let k tend to infinity in (8.23); because of (8.13), (8.18) the last term
converges to zero, whereas using (8.16), (8.17) and (8.19), (8.20), we obtain from
the remaining terms:

PX[Jt;Edy, To 1\ 1;, > t] = PX[Jt;Edy] - PX[Jt;Edy, '01\ Po::;; t]

00

= L p_(t;x,y+2na)dy; O<y<a,t>O.
• =-00 0

8.11 Exercise. Show that for t > 0,0::;; x ::;; a:

(8.24) 1 00 [ { (2na+xf }PX[To 1\ 1;,Edt] = ~ L (2na + x)exp - 2
V 2m3

.=-00 t

{
(2na + a - X)2}]

+ (2na + a - x)exp - 2t . dt.

It is now tempting to guess the decomposition of (8.24):

(8.25)

1 00 { (2na + X)2}
PX[ToEdt, To < 1;,] = ~ L (2na + x)exp - dt,

,/2m3 .= -00 2t
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(8.28)

(8.26)

1 00 { (2na + a - X)2}
p X [1;.Edt, I;. < To] = ~ L (2na + a - x)exp - 2 dt.

y 2m3 n= -00 t

Indeed, one can use the identity (8.6) to compute the Laplace transforms of
the right-hand sides; then (8.25), (8.26) are seen to be equivalent to

(8.27) P[ -aTo1 ] _ sinh((a - x)fi)
e {To<T.} - sinh(afi) ,

EX [e- aT• 1 ] _ sinh(xfi)
{T.<To} - sinh(afi)'

We leave the verification of these identities as a problem. Note that by adding
(8.27) and (8.28) we obtain the transform of (8.24):

(8.29)

This provides an independent verification of (8.24).

8.12 Problem. Derive the formulas (8.27), (8.28) by applying the optional
sampling theorem to the martingale of (8.7).

8.13 Exercise. Show that for a > 0, a ;5; x ;5; a:

a-x x
r[To < I;.] =--, r[I;. < To] =-.

a a

8.14 Problem. Show that P(To /\ I;.) = x(a - x); 0;5; x ;5; a.

D. Distributions Involving Last Exit Times

Proposition 8.1 coupled with the Markov property enables one to compute
distributions for a wide variety of Brownian functionals. We illustrate the
method by computing some joint distributions involving the last time before
t that the reflected Brownian motion Y of Problem 8.8 is at the origin. Note
that such last exit times are not stopping times.

8.15 Proposition. Define

(8.30) 0, ~ sup{O;5; s ;5; t; W, = M,}.

Then for a E IR, b ~ a+, 0 < s < t, we have:

(8.31 )

b(b - a) [b2 (b - a)2J
pO[W;Eda, M,Edb, O,Eds] = exp --2 - 2( ) dadbds.nJs3(t - S)3 S t - s
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PROOF. For b ~ 0, t > 8 > 0, x ~ 0, as band 0< s < t, we have
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(8.32) PO[b < Ms s b + 8, ~Eb - dx, s~::r I¥.. s b, It;EdaJ

S pO[b < M r S b + 8, Or S s, ~Eb - dx, It;Eda]

S PO[b < M s s b + 8, ~Eb - dx, max I¥.. s b + t, It;EdaJ.
S:5;u,SI

Divide by 8 and let 8l 0, t l°(in that order). The upper and lower bounds in
the preceding inequalities converge to the same limit, which is

(8.33) pO [Mr E db, Or S s, ~ E b - dx, It; E da]

= pO [MsEdb, ~ Eb - dx, max JoY,. s b, It; EdaJ
s:s:u~t

= pO[MsEdb, ~Eb - dX]·pb-X[Mr_ s S b, It;_sEda]

= b+x [exp {_(x+)1+)2 _(2b-a)2}
nJS3(t - s) 2(12 2t

{
(x + )1_)2 a

2 }J
- exp - 20'2 - 2t dx da db,

where we have used (8.2) and

.c.. b(t - s) ± (a - b)s
)1+ - ,- t

2 A s(t - s)
0' - .

t

In terms of <1>(z) ~ (l/~) J:."" e- x2
/
2dx we may now evaluate the integrals

f"" {(X+)1+)2} 2 22 2
o (b + x)exp - 20'2 dx = 0' e-"'±/ U

+~(b±(b-a»O'~'<1>( _)1:).

and so integrating out x in (8.33) and using the equality

(8.34)
)1~ (b ± (b - a»2 b2 (b - a)2
-=-+ --+---
20'2 2t - 2s 2(t - s) ,

we arrive at the formula

o 2 [ ( )1+) { (2b - a)2}p [MrEdb, Or S s, It;Eda] = M:::3 <1> -- (2b - a)exp -
y 2m3 0' 2t
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Note that a/as( - Jl ±/(J) = 1/2(J«b/s) ± (b - a)/(t - s», and so

a °asP [M,Edb, (J, ~ s, ~Eda]

= b(b - a) exp{- b
2
_ (b - a)2}dadbds.

nJs3(t - S)3 2s 2(t - s)
o

8.16 Remark. Ifwe define 0, ~ inf{O ~ s ~ t; J¥. = M,} to be the first time W
attains its maximum over [0, t], then (8.32) is still valid when (J, is replaced by
0,. Thus, (J, and 0, have the same distribution, and since 0, :5: (J" we see that
pO [0, = (J,] = 1. In other words, the time at which the maximum over [0, t]
is attained is almost surely unique.

8.17 Problem. Show that for b ~ 0,°< s < t:

pO[MrEdb, (J,Eds] = b e-b2/2Sdbds,
nJs3(t - s)

whence

ds b
PO[(J,Eds] = , pO[MrEdbl (Jr = s] = _e-b2/2s db.

nJs(1 - s) s

In particular, the conditional density of M, given (J, does not depend on t.
We say that (J, obeys the arc-sine law, since

2 . JpO[(J,:5: s] = -arcslO -; 0 ~ s ~ t, t > O.
n I

8.18 Problem. Define the time of last exit from the origin before I by

(8.35) y, ~ sup{O:5: s ~ t; J¥. = O}.

Show that y, obeys the arc-sine law; i.e.,

ds
PO[y,Eds] = 0 < s < t.

nJs(t - s)

(Hint: Use Problem 8.8.)

8.19 Exercise. With y, defined as in (8.35), derive the quadrivariate density

pO[~Eda, M,Edb, y,Eds, (JrEdu]

-2ab
2

{Sb
2

a
2

}= exp - - dadbdsdu;
(2nu(s - U)(l - S»3/2 2u(s - u) 2(t - s)

o< u < s < t, a < 0 < b.
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8.20 Exercise (Seshadri, 1988): Deduce from (8.2) that, for fixed t > 0,
the random variables M,(M, - w,) and W, are independent, and that
(2/t)M,(M, - w,) has a standard exponential distribution: PO[M,(M, - w,)
~ tx/2] = e-x , x ~ 0.

2.9. The Brownian Sample Paths

We present in this section a detailed discussion of the basic absolute properties
of Brownian motion, i.e., those properties which hold with probability one
(also called sample path properties). These include characterizations of "bad"
behavior (nondifferentiability and lack of points of increase) as well as "good"
behavior (law of the iterated logarithm and Levy modulus of continuity) of the
Brownian paths. We also study the local maxima and the zero sets of these
paths. We shall see in Section 3.4 that the sample paths of any continuous
martingale can be obtained by running those ofa Brownian motion according
to a different, path-dependent clock. Thus, this study of Brownian motion has
much to say about the sample path properties of much more general classes
of processes, including continuous martingales and diffusions.

A. Elementary Properties

We start by collecting together, in Lemma 9.4, the fundamental equivalence
transformations of Brownian motion. These will prove handy, both in this
section and throughout the book; indeed, we made frequent use of symmetry
in the previous section.

9.1 Definition. An IRd-valued stochastic process X = {X,; °~ t < oo} is called
Gaussian if, for any integer k ~ I and real numbers°~ t 1 < t2 < ... < tk < 00,
the random vector (XI" X I2 , ... , XI.) has a joint normal distribution. If the
distribution of (X,+", Xt+'2"'" X'+I.) does not depend on t, we say that the
process is stationary.

The finite-dimensional distributions of a Gaussian process X are determined
by its expectation vector m(t) ~ EX,; t ~ 0, and its covariance matrix

p(s, t) ~ E[(Xs - m(s»(X, - m(tW]; s, t ~ 0,

where the superscript T indicates transposition. Ifm(t) == 0; t ~ 0, we say that
X is a zero-mean Gaussian process.

9.2 Remark. One-dimensional Brownian motion is a zero-mean Gaussian
process with covariance function

(9.1) p(s, t) = S /\ t; s, t ~ 0.
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Conversely, any zero-mean Gaussian process X = {X" ff',X; 0 ::; t < oo} with
a.s. continuous paths and covariance function given by (9.1) is a one
dimensional Brownian motion. See Definition 1.1.
Throughout this section, W = {l¥r,~; 0::; t < oo} is a standard, one

dimensional Brownian motion on (n,ff',p). In particular Wo = 0, a.s. P For
fixed WEn, we denote by W(w) the sample path tf-+ l¥r(w).

9.3 Problem (Strong Law of Large Numbers). Show that

(9.2) .l¥r
hm- = 0, a.s.
t-oo t

(9.3)

(Hint: Recall the analogous property for the Poisson process, Remark 1.3.10.)

9.4 Lemma. When W = {l¥r, ~; 0 ::; t < oo} is a standard Brownian motion,
so are the processes obtained from the following "equivalence transformations":

(i) Scaling: X = {X" ~,; 0 ::; t < oo} defined for c > 0 by

1
X, =~ l¥", ; 0::; t < 00.

(ii) Time-inversion: Y = {Y" ~Y; 0 ::; t < oo} defined by

(9.4) Y, = {tWi/, ; 0 < t < 00,
o ; t = O.

(iii) Time-reversal: Z = {Z" ~z; 0::; t < oo} defined for T> 0 by

(9.5)

(iv) Symmetry: - W = {-l¥r, ~; 0::; t < oo}.

PROOF. We shall discuss only part (ii), the others being either similar or
completely evident. The process Y of (9.4) is easily seen to have a.s. continuous
paths; continuity at the origin is a corollary of Problem 9.3. On the other hand,
Y is a zero-mean Gaussian process with covariance function

E(Y,Y,)=stG/\D=s/\t; s,t>O

and the conclusion follows from Remark 9.2. 0

9.5 Problem. Show that the probability that Brownian motion returns to the
origin infinitely often is one.

B. The Zero Set and the Quadratic Variation

We take up now the study of the zero set of the Brownian path. Define

(9.6) :?Z & {(t,W)E[O, (0) x n; l¥r(w) = O},
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and for fixed WEn, define the zero set of W(w):
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(9.7) !Zw ~ {o ::; t < 00; a;(w) = O}.

9.6 Theorem. For P-a.e. WEn, the zero set!Zw

(i) has Lebesgue measure zero,
(ii) is closed and unbounded,
(iii) has an accumulation point at t = 0,
(iv) has no isolated point in (0, (0), and therefore
(v) is dense in itself.

PROOF. We start by observing that the set !Z of (9.6) is in gj([O, (0)) ® ff,
because W is a (progressively) measurable process. By Fubini's theorem,

E[meas(!Zw)] = (meas x P)(!Z) = fooo PEa; = 0] dt = 0,

and therefore meas(!Zw) = °for P-a.e. WEn, proving (i); here and in the
sequel, meas means "Lebesgue measure." On the other hand, for P-a.e. WEn
the mapping t H a;(w) is continuous, and !Zw is the inverse image under
this mapping of the closed set {O}. Thus, for every such w, the set !Zw is
closed, is unbounded (Problem 9.5), and has an accumulation point at t = °
(Problem 7.18).
For (iv), let us observe that {WEn;!Zw has an isolated point in (0, oon can

be written as

(9.8) U {WEn; there is exactly one sE(a,b) with l¥,(w) = O}
a,beQ

o s,a<b<oo

where Q is the set of rationals. Let us consider the family of almost surely
finite optional times

P, ~ inf{s > t; l¥, = O}; t ~ 0.

According to (iii) we have Po = 0, a.s. P; moreover,

PP,(W)(w) = inf{s > p/(w); l¥,(w) = O}

= P,(w) + inf{s > 0; l¥,+p,(W)(w) - Wp,(W)(w) = O} = p/(w)

for P-a.e. WEn, because {l¥,+p, - l'Vp,; °::; s < oo} is a standard Brownian
motion (Theorem 6.16). Therefore, for °::; a < b < 00,

{WEn; there is exactly one sE(a,b) with l¥,(w) = O}

£: {WEn; Pa(W) < band PPa(W)(w) > b}

has probability zero, and the same is then true for the union (9.8). 0

9.7 Remark. From Theorem 9.6 and the strong Markov property in the form
ofTheorem 6.16, we see that for every fixed bE IR and P-a.e. WE n, the level set
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,q'",(b) ~ {o ::;; t < 00; J.t;(w) = b}

is closed, unbounded, of Lebesgue measure zero, and dense in itself.

The following problem strengthens the result ofTheorem 1.5.8 in the special
case of Brownian motion.

9.8 Problem. Let {On};:';1 be a sequence of partitions of the interval [0, t] with
limn~<Xl II0nil = 0. Then the quadratic variations

Y;<2l(On) ~ I IJ.t;~) - J.t;~~,12
k;1

of the Brownian motion W over these partitions converge to t in L 2
, as n -+ 00.

If, furthermore, the partitions become so fine that I;:';I II0nii < 00 holds, the
preceding convergence takes place also with probability one.

C. Local Maxima and Points of Increase

As discussed in Section 1.5, one can easily show by using Problem 9.8 that for
almost every WEn, the sample path W(w) is of unbounded variation on every
finite interval [0, t]. In the remainder of this section we describe just how
oscillatory the Brownian path is.

9.9 Theorem. For almost every WEn, the sample path W(w) is monotone in no
interval.

PROOF. If we denote by F the set of W dl with the property that W(w) is
monotone in some interval, we have

F= U {WEn; W(W) is monotone on [s,tJ},
s.teQ
o$s<t<oo

since every nonempty interval includes one with rational endpoints. There
fore, it suffices to show that on any such interval, say on [0, 1], the path W(w)
is monotone for almost no w. By virtue of the symmetry property (iv) of
Lemma 9.4, it suffices then to show that the event

A ~ {WEn; W(W) is nondecreasing on [0, I]}

is in !iF and has probability zero. But A = n;:';1 An, where

n-I

An ~ n {WEn; "'(i+ll/n(W) - J.t;/n(W) ~ O}E!iF
i;O

has probability P(An) = TI7.:-J P["'(i+I)/n - Wi/n ~ 0] = r n. Thus, P(A)::;;
limn~<Xl P(An) = O. 0
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In order to proceed with our study of the Brownian sample paths, we need
a few elementary notions and results concerning real-valued functions of one
variable.

9.10 Definition. Let f: [0, (0) --+ IR be a given function. A number t ~ 0 is
called

(i) a point of increase of size <5, if for given <5 > 0 we have f(s) ::;; f(t) ::;; f(u)
for every s e [(t - (5)+, t) and u e (t, t + <5]; a point of strict increase of size
<5, if the preceding inequalities are strict;

(ii) a point of increase, if it is a point of increase of size <5 for some <5 > 0; a
point of strict increase, if it is a point of strict increase of size <5 for some
<5 > 0;

(iii) a point of local maximum, if there exists a number <5 > 0 with f(s) ::;; f(t)
valid for every s e [(t - (5)+, t + <5]; and a point of strict local maxi
mum, if there exists a number <5 > 0 with f(s) < f(t) valid for every
se[(t - <5t, t + <5]\{t}.

9.11 Problem. Let f: [0, (0) -+ IR be continuous.

(i) Show that the set of points of strict local maximum for f is countable.
(ii) Iff is monotone on no interval, then the set of points of local maximum
for f is dense in [0, 00 ).

9.12 Theorem. For almost every wen, the set of points of local maximum for
the Brownian path W(w) is countable and dense in [0, (0), and all local maxima
are strict.

PROOF. Thanks to Theorem 9.9 and Problem 9.11, it suffices to show that the
set

A = {wen; every local maximum of W(w) is strict}

includes an event of probability one. Indeed, A includes the (countable) inter
section of events of the type

(9.9) A., ..... ,4 ~ {wen; max »-;(w) - max »-;(w)"# o},
'3S t S t 4 '1 ::;t::S;12

taken over all quadruples (t 1 , t 2 , t 3 , t4 ) of rational numbers satisfying 0 ::;; t 1 <
t 2 < t 3 < t4 < 00. Therefore, it remains to prove that for every such quadruple,
the event in (9.9) has probability one. But the difference of the two random
variables in (9.9) can be written as

(»-;3 - »-;,) + min [»-;2(W) - »-;(w)] + max [»-;(w) - »-;3(W)],
'tS I ::S;l2 '3S r S l 4

and the three terms appearing in this sum are independent. Consequently,
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P[At, ..... t.] = foo fO P[J.t;2 - J.t;3 # x + y]
o -00

.P [max (J.t; - J.t;) EdyJ = 1
t3~t:S;t4

because P[J.t;2 - J.t;3 # x + y] = 1.

2. Brownian Motion

D

Let us now discuss the question of occurrence of points of increase on the
Brownian path. We start by observing that the set

A = {(t,W)E [0, (0) x Q; t is a point of increase of W(w)}

is product-measurable: AEgj([O, (0» ®~. Indeed, A can be written as the
countable union A = U:=l A(m), with

A(m) ~ {(t, w) E[0, (0) x Q; max J¥.(w) = J.t;(w) = min J¥.(W)},
(t-(ljmn+:O;s:o;t t:o;s:o;t+(ljm)

and each A(m) is in gj([O, (0» ®~.We denote the sections of A by

At ~ {WEQ; (t,W)E A}, Aw~ {tE [0, (0); (t,w)EA},

and At(m), Aw(m) have a similar meaning. For 0 ~ t < 00,

P[At(m)] ~ P[J¥.+t - J.t; ~ 0; VS E [0, 11m]] = 0

because {J¥.+t - J.t;; s ~ O} is a standard Brownian motion (Problem 7.18);
now At = U:=l At(m) gives also

(9.10)

as well as

In meas(Aw)dP = (meas x PHA) = Loo P(At)dt = 0

from Fubini's theorem. It follows that P[WEQ; meas(Aw) = 0] = 1. The ques
tion is whether this assertion can be strengthened to P[WEQ; Aw= 0] = 1,
or equivalently

(9.11) P[WEQ; the path W(w) has no point of increase] = 1.

That the answer to this question turns out to be affirmative is perhaps one of
the most surprising aspects of Brownian sample path behavior. We state this
result here but defer the proof to Chapter 6.

9.13 Theorem (Dvoretzky, Erdos, & Kakutani (1961». Almost every
Brownian sample path has no point of increase (or decrease); that is, (9.11)
holds.

9.14 Remark. We have already seen that almost every Brownian path has a
dense set of local maxima. If T(w) is a local maximum for W(w), then one
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(9.12)

(9.13)

might imagine that by reflection (replacing If";(w) - WT(wiw) by -(If";(w) 
WT(W)(w» for t ~ T(w», one could turn the point T(w) into a point of increase
for a new Brownian motion. Such an approach was used successfully at the
beginning of Section 6 to derive the passage time distribution. Here, however,
it fails completely. Of course, the results of Section 6 are inappropriate in this
context because T(w) is not a stopping time. Even if the filtration {~} is right
continuous, so that {WEn; W,(w) has a local maximum at t} is in ~ for each
t ~ 0, it is not possible to define a stopping time T for {~} such that W,(w)
has a local maximum at T(w) for all w in some event of positive probability.
In other words, one cannot specify in a "proper way" which of the numerous
times of local maximum is to be selected. Indeed, if it were possible to do this,
Theorem 9.13 would be violated.

9.15 Remark. It is quite possible that, for each fixed t ~ 0, a certain property
holds almost surely, but then it fails to hold for all t ~ 0 simultaneously
on an event whose probability is one (or even positive!). As an extreme and
rather trivial example, consider that p[WEn; If";(w):f 1] = 1 holds for every
o ~ t < 00, but p[WEn; If";(w):f 1, for every tE[O,oo)] = O. The point here
is that in order to pass from the consideration of fixed but arbitrary t to the
consideration ofall t simultaneously, it is usually necessary to reduce the latter
consideration to that of a countable number of coordinates. This is precisely
the problem which must be overcome in the passage from (9.10) to (9.11),
and the proof of Theorem 9.13 in Dvoretzky, Erdos & Kakutani (1961) is
demandingt because ofthe difficulty of reducing the property of"being a point
of increase" for all t ~ 0 to a description involving only countably many co
ordinates. We choose to give a completely different proof of Theorem 9.13 in
Subsection 6.4.B, based on the concept oflocal time. We do, however, illustrate
the technique mentioned previously by taking up a less demanding question,
the nondifferentiability of the Brownian path.

D. Nowhere Differentiability

9.16 Definition. For a continuous function f: [0,(0) --+ IR, we denote by

D±f(t) = lim f(t + h) - f(t)
h~O± h

the upper (right and left) Dini derivates at t, and by

D+f(t) = lim f(t + h) - f(t)
- h~O± h

the lower (right and left) Dini derivates at t. The function f is said to be

t See, however, Adelman (1985) for a simpler argument.
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differentiable at t from the right (respectively, the left), if D+f(t) and D + f(t)
(respectively, D- f(t) and D-f(t» are finite numbers and equal. The function
f is said to be differentiable at t > 0 if it is differentiable from both the right
and the left and the four Dini derivates agree. At t = 0, differentiability is
defined as differentiability from the right.

9.17 Exercise. Show that for fixed t E [0, (0),

(9.14) p[WEn; D+lv,(w) = 00 and D+ lv,(w) = -00] = 1.

9.18 Theorem (Paley, Wiener & Zygmund (1933». For almost every WEn,
the Brownian sample path W(w) is nowhere differentiable. More precisely, the
set

(9.15) {w En; for each t E [0, (0), either D+ lv,(w) = 00 or D+ lv,(w) = -oo}

contains an event FE ff with P(F) = 1.

9.19 Remark. At every point t of local maximum for W(w) we have
D+ lv,(w) :::; 0, and at every point s oflocal minimum, D+ ~(w) ~ O. Thus, the
"or" in (9.15) cannot be replaced by "and." We do not know whether the set
of (9.15) belongs to ffoo

w.

PROOF. It is enough to consider the interval [0,1]. For fixed integers j ~ 1,
k ~ 1, we define the set

(9.16) Ajk = U n {WEn; Ilv,+h(W) - lv,(W) I :::;jh}.
IE [0. I) hE [0. Ilk)

Certainly we have

00 00

{WEn; -00 < D+ lv,(w) :::; D+ lv,(w) < 00, for some tE [0, I]} = UU Ajb
j=1 k=1

and the proof of the theorem will be complete if we find, for each fixed j, k, an
event CEff with P(C) = 0 and Ajk £ C.
Let us fix a sample path WE Ajk , i.e., suppose there exists a number

t E [0,1] with Ilv,+h(W) - lv,(W) I :::; jh for every 0 :::; h :::; 11k. Take an integer
n ~ 4k. Then there exists an integer i, 1 :::; i :::; n, such that (i - 1)/n :::; t :::;
iln, and it is easily verified that we also have «i + v)/n» - t :::; (v + 1)/n :::;
11k, for v = 1, 2, 3. It follows that

1~i+I)/n(w) - W;/n(W) I :::; I ~i+I)/n(w) - »,;(W) 1 + IW;/n(w) - »,;(W) 1

2' . 3'
:::;2+L=~.

n n n

The crucial observation here is that the assumption WE Ajk provides infor
mation about the size of the Brownian increment, not only over the interval
[i/n,(i + 1)/n],butalsoovertheneighboringintervals[(i + 1)/n,(i + 2)/n] and
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[(i + 2)ln, (i + 3)ln]. Indeed,

111

3j 2j 5j
IJt(i+2)/n(W) - Jt(i+l)/n(W)I S IJt(i+2)/n - Jv,1 + IJt(i+l)/n - Jv,1 s - + - = -,

n n n

4j 3j 7j
IJt(i+3)/n(W) - Jt(i+2)/n(W)! S IJt(i+3)/n - Jv,1 + IJt(i+2)/n - Jv,1 s - + - = -.

n n n

Therefore, with

(n) A n3 { . 2v + 1 .}Ci - WEn, IJt(i+v)/n(w) - Jt(i+v-l)/n(w)1 S ---) ,
v~l n

we have observed that Ajk ~ Ui~l qn) holds for every n ~ 4k. But now

~(Jt(i+v)/n - Jt(i+v-l)/n) ~ Zv; v = 1,2,3
are independent, standard normal random variables, and one can easily verify
the bound P[IZvl s e] s e. It develops that

)
(n) 105j3.

(9.17 P(Ci ) s~, i = 1,2, ... , n.
n

We have Ajk ~ C upon taking

(9.18)
00 n

C ~ n U qn)E§",
n~4k i~l

and (9.17) shows us that P(C) s infn2:4kP(Ui~1 qn») = 0. D

9.20 Remark. An alternative approach to Theorem 9.18, based on local time,
is indicated in Exercise 3.6.6.

9.21 Exercise. By modifying the preceding proof, establish the following
stronger result: for almost every WEn, the Brownian path W(w) is nowhere
Holder-continuous with exponent y > 1. (Hint: By analogy with (9.16), consider
the sets

(9.19)
Ajk ~ {WE n; IJv,+h(W) - Jv,(W) I s jh Y for some t E [0,1] and all hE [0, 11k]}

and show that each A jk is included in a P-null event.)

E. Law of the Iterated Logarithm

Our next result is the celebrated law of the iterated logarithm, which describes
the oscillations of Brownian motion near t = °and as t -+ 00. In preparation
for the theorem, we recall the following upper and lower bounds on the tail
of the normal distribution.
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9.22 Problem. For every x> 0, we have

2. Brownian Motion

(9.20)

9.23 Theorem. (Law of the Iterated Logarithm (A. Hincin (1933))). For almost
every WEO, we have

(i) lim »;(w) = 1,
I.J.O J2t log 10g(l/t)

(...) -I' »;(w) 1
III 1m = ,

1--+00 J 2t log log t

('0) I' »;(w) 1
II 1m = - ,
tJO J2tloglog(l/t)

(

0 ) 1° »;(w) 1
IV 1m = - .

1--+00 J2t log log t

9.24 Remark. By symmetry, property (ii) follows from (i), and by time-inversion,
properties (iii) and (iv) follow from (i) and (ii), respectively (cf. Lemma 9.4).
Thus it suffices to establish (i).

PROOF. The submartingale inequality (Theorem 1.3.8 (i)) applied to the ex
ponential martingale {XI' ~;°::;; t < oo} of (8.7) gives for A> 0, f3 > 0:

(9.21) p[ max (~- ~s) ? f3] = p[ max X 5 ? e;.P] ::;; e-;'p.
0";5";1 2 0";5";1

With the notation h(t) ~ J2tloglog(l/t) and fixed numbers e, (j in (0, 1), we
choose A= (1 + (j)e-nh(e n), f3 = -th(en), and t = en in (9.21), which becomes

P[0~5~X8" (~- ~s)? f3]::;; (nlog(:/e))lH; n? 1.

The last expression is the general term of a convergent series; by the Borel
Cantelli lemma, there exists an event 0 8.5 E~ of probability one and an
integer-valued random variable N8.5' so that for every WE 0 8.5 we have

max [~(W) - 1 +2 (j Se-nh(en)] < -2
1

h(en); n? N8.5(W)'
0";5,,;8"

Thus, for every t E (e n+1, en]:

»;(w) ::;; 0~5~X8" ~(w) ::;; (1 +Dh(e
n
) ::;; (1 + ~) e-1/2 h(t).

Therefore,

holds for every WE 08.5' and letting n i 00 we obtain

lim »;(w) < (1 + ~) e-1/2 , a.s. P.
I.J.O h(t) - 2
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By letting f> ! 0, () i 1 through the rationals, we deduce

a.s. P.(9.22)
-.- J¥,
lIm - < 1;
,.1.0 h(t) -

In order to obtain an inequality in the opposite direction, we have to employ
the second half of the Borel-Cantelli lemma, which relies on independence.
We introduce the independent events

An = {"Yen - "Yen+1 ~ fi=8 h(()n)}; n = 1,2, ... ,
,.---------

again for fixed°< () < 1. Inequality (9.20) with x = J210g n + 210g 10g(I/()
provides lower bounds on the probabilities of these events:

[
"Yen-"Yen+1 ] e-

x
'/2 const. 11 IP(An ) = P > x > >; n > -- .

J()n - ()n+! - - Jh(x + l/x) - nJlogn log()

Now the last expression is the general term ofa divergent series, and the second
half of the Borel-Cantelli lemma (Chung (1974), p. 76, or Ash (1972), p. 272)
guarantees the existence ofan event no E ff' with p(no) = 1 such that, for every
WEnoand k ~ 1, there exists an integer m = m(k,w) ~ k with

(9.23)

On the other hand, (9.22) applied to the Brownian motion - W shows that
there exist an event n* E ff' of probability one and an integer-valued random
variable N*, so that for every WEn*

(9.24) - "Yen+1(w) ~ 2h(()n+!) ~ 4()!/2 h(()n); n ~ N*(w).

From (9.23) and (9.24) we conclude that, for every WE no n n* and every
integer k ~ 1, there exists an integer m = m(k, w) ~ k v N*(w) such that

o

"Ye",(w) Il""£J /Q
h«()m) ~ y 1 - () - 4y ().

By letting m -+ 00, we conclude that lim,.j.o(J¥,/h(t» ~ fi=8 - J48 holds
a.s. P, and letting () !°through the rationals we obtain

-w
lim _I > 1; a.s. P.
,.1.0 h(t) -

We observed in Remark 2.12 that almost every Brownian sample path is
locally Holder-continuous with exponent y for every yE (0, t), and we also saw
in Exercise 9.21 that Brownian paths are nowhere locally Holder-continuous
for any exponent y > t. The law of the iterated logarithm applied to
{J¥,+h - ~;°~ h < oo} for fixed t ~ °gives
(9.25)

-.-I J¥,+h - J¥,I
lIm !l. = 00, P-a.s.
h.j.O yh

Thus a typical Brownian path cannot be "locally Holder-continuous with
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exponent y = t" everywhere on [0, (0); however, one may not conclude from
(9.25) that such a path has this property nowhere on [0, (0); see Remark 9.15
and the Notes, Section 11.

F. Modulus of Continuityt

Another way to measure the oscillations of the Brownian path is to seek a
modulus of continuity. A function g(.) is called a modulus of continuity for the
function f: [0, T] -+ IR if°~ s< t ~ T and It - sl ~ 0 imply If(t) - f(s)1 ~

g(o), for all sufficiently small positive o. Because of the law of the iterated
logarithm, any modulus of continuity for Brownian motion on a bounded
interval, say [0, 1], should be at least as large as J20 log log(l/o), but because
of the established local Holder-continuity it need not be any larger than a
constant multiple of oY, for any yE(O, 1/2). A remarkable result by P. Levy
(1937) asserts that with

(9.26) g(o) ~ J2olog(l/o); 0 > 0,

cg(o) is a modulus of continuity for almost every Brownian path on [0,1] if
c > 1, but is a modulus for almost no Brownian path on [0, 1] if°< c < 1.
We say that g in (9.26) is the exact modulus of continuity of almost every
Brownian path. The assertion just made is a straightforward consequence of
the following theorem.

9.25 Theorem (Levy modulus (1937)). With g: (0,1] -+ (0, (0) given by (9.26),
we have

(9.27) P [lim (1~ max Iu-; - J¥.I = IJ = 1.
6+0 g u) O:S:s</:S:l

/-s:S:6

PROOF. With n ~ 1, 0< (J < 1, we have by the independence of increments
and (9.20):

p[ max I":i/2" -"'(j-o/2"1 ~ (1 - (J)l/2g(rn)J = (1- ~)2" ~ exp(-~2n),
1 :S:j:S: 2"

where ~ ~ 2P[2n/2Wl /2" > (1 - (J)l/22n/2g(2-n)] ~ 2e-x2/2/~(x+ l/x) and

x = J(l - (J)2n log 2. It develops easily that for n ~ 1, we have ~ ~ oa-n(l-6)
where IX > 0, and thus

p[ max I":i/2" - WU- l )/2"1 ~ (l - (J)l/2g(2-n)J ~ exp( _1X2n6).
1 :S:j:S: 2"

By the Borel-Cantelli lemma, there exists an event 0 6E fi' with P(06) = 1and

t This subsection may be omitted on first reading; its results will not be used in the sequel.
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(9.29)

an integer-valued random variable No such that, for every WE no, we have
1

(2
- n max 1JtJ/2"(W) - WU- 1l/2"(w)1 > j1"="7j; n ~ No(w).

9 ) 1:sJS;2"

Consequently, we obtain

- 1 r;--n
lim (~) max I~ - ~I ~ v 1 - e,
6'/'Ogu OS;s<lS;l

r-ss;6

and by letting e! 0 along the rationals, we have

- 1
lim (~) max I~ - ~I ~ 1, a.s. P.
6'/'0 9 u Os;s<rS;l

l-sS;6

For the proof of the opposite inequality, which is much more demanding,
we select eE(O, 1) and e > «1 + e)/(1 - e)) - 1, and observe the inequalities

(9.28) P [max (k~ n) IJtJ/2" - ~/2"1 ~ 1 + e]
0S;i<js;2" 9
k=j-i~2n9

[2"'] [ (k)J
:0:; L P max IJ¥ck+i)/2" - ~/2"1 ~ (1 + e) 9 2n

k=l 0S;i<i+ks;2"

[2"'] [I»': I RnJ
:0:; 2n L P J k/2~ ~ (1 + e) logk2 •

k=1 k2 n

The probability in the last summand of (9.28) is bounded above, thanks to
(9.20), by a constant multiple of n-1/2(kr n p+t)2, and

[2"'] 12"'+1 (2 nO + I)VL k I1 +t )2:o:; x I1 +t )2 dx = ,
k=1 0 V

where v = 1 + (l + e)2. Therefore,

P [ max IJtJ/2" - ~/2"1 > 1 + e] < const. 2- pn

0S;i<jS;2" g(k/2n
) - - r,; ,

k=j-i-:;'2 n8 V fl

with p = (l - e) (1 + e)2 - (1 + e), a positive constant by choice of e. Again
by the Borel-Cantelli lemma, we have the existence of an event no E ff with
p(no) = 1, and of an integer-valued random variable No such that

1
2-(l-0)N,lro) :0:; -; VW E no

e

and

(9.30)
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9.26 Problem. Consider the set D = U~=I Dn ofdyadic rationals in [0, 1], with
Dn = {k2- n

; k = 0,1, ... ,2n
}. For every WEno and every n ~ No(w), the

inequality

(9.31) IW;(w) - Jv.(w) I ~ (1 + e{2 j=~1 g(2- j
) + g(t - s)]

is valid for every pair (s, t) of dyadic rationals satisfying 0< t - S < rn(I-O).
(Hint: Proceed as in the proof of Theorem 2.8 and use the fact that g(.) is
strictly increasing on (0, lie].)

Returning to the proof of Theorem 9.25, let us suppose that the dyadic
rationals s, t in (9.31) are chosen to satisfy the stronger condition

(9.32)

But then (9.29) implies rn(I-O) ~ lie; n ~ No(w), and because 9 is increas
ing on (0, lie] we have

00 cL g(2- j ) ~ cg(rn - I ) ~ r O(n+Il/2g (<5)
j=n+1 J1=e

holds for an appropriate constant c > 0. We may conclude from (9.31), (9.32),
and the continuity of W(w) that for every WE no and n ~ No(w),

1 [2C]- max 1W;(w) - Jv.(w) I ~ (1 + e) 1 + __2-0(n+1)/2

g(<5)09<1~1 1-()
l-s=6

holds for all <5 E [r(n+1)(I-O), 2-n(I-0)). Letting n --+ 00, we obtain

- 1
lim ------;-) max IW;(w) - Jv.(w) I ~ 1 + e,
6.l.0 g(u 0 ~S<I~ 1

l-s=6

and because 9 is strictly increasing on (0, lie] we may replace the condition
t - s = <5 by t - s ~ <5 in the preceding expression. It remains only to let () !°
(and hence simultaneously e! 0) along the rationals, to conclude that

- 1
lim (t) max 1W;(w) - Jv.(w) I ~ 1; a.s. P.
6.l.0g u O~s<I~1

l-s~6

The proof is complete.

2.10. Solutions to Selected Problems

o

1.4. For fixed 0 S 5 < t < 00, and arbitrary integer n ~ 1 and indices 0 = 50 < 51 <
... < 5. = 5, the a-field a(Xo, Xs" ... , XsJ = a(Xo, Xs, - X so' ... ' XSn - X Sn _,) is
independent of XI - Xs . The union of all a-fields of this form (over n ~ 1,
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(S I" .. , sn-d as described) constitutes a collection ((j of sets independent of
X, - X., which is closed under finite intersections. Now ~, the collection of all
sets in fF,x which are independent of X, - X s , is a Dynkin system containing ((j.
From Theorem 1.3 we conclude that fF,x = a«((j) is contained in ~. In fact,
fF,x = ~.

2.3. Suppose that there exist integers n ~ I, m ~ I, index sequences t = (t I" .• , tn),
S = (SI"",Sm), and Borel sets AE.?J(lRn), BE.?J(lRm) so that CEc; admits both
~epresentationsC = {wEIR[O,OO);(w(td, ... , w(tn))EA} = {wEIR[O,OO);(w(sd, ... ,
w(sm))EB}. It has to be shown that

(2.3)' Q,(A) = Qs(B).. .

Case 1: m = n, and there is a permutation (il"'" in) of (I, ... , n) so that Sj = t/J'
I ~j ~ n.
In this case, A = {(x I' ... , x n ) E IRn; (Xi l' ... , Xi) EB}. Both sides of (2.3)' are measures

on .?J(lRn), and to prove their identity it suffices to verify that they agree on sets of the
form A = A 1 X ... x An' AjE.?J(IR) (hence B = Ail X ... x Ai). But then (2.3)' is just
the first consistency condition (a) in Definition 2.1.

Case 2: m > nand {tl, ... ,tn} £; {SI"",Sm}'
Without loss of generality (thanks to Case I) we may assume that tj = Sj, I ~ j ~ n.

Then we have B = A X IRk with k = m - n ~ I, and (2.3)' follows from the second con
sistency condition (b) of Definition 2.1.

Case 3: None of the above holds.
We enlarge the index set, to wit: {ql, ... ,q,} = {tl, ... ,tn}V{SI,,,,,Sm}, with

m v n ~ I ~ m + n, and obtain a third representation

C = {WE IR[O,OO); (w(qd, ... ,W(q,))E E}, E E.?J(IR').

By the same reasoning as before, we may assume that qj = tj, I ~ j ~ n. Then E = A X

IR'-n and, by Case 2, Q,(A) = QiE) with q = (ql' ... , q,). A dual argument shows
Q~(B) = Qq(E). . . -
The preceding method (adapted from Wentzell (1981)) shows that Q is well defined

by (2.3). To prove finite additivity, let us notice that a finite collection {Cj}j=1 £; ((j may
be represented, by enlargement of the index sequence if necessary, as

Cj = {w E lR[o.OO); (w(t d, ... , w(tn)) EAj}, AjE .?J(lRn)

for every I ~ j ~ m. The A/s are pairwise disjoint if the C/s are, and finite additivity
follows easily from (2.3), since

jQ Cj= {WE IR[O'OO); (w(t l ), ... , W(tn))E jQ Aj}.

Finally, lR[o.oo) = {WE IRIO.oo ); W(t)E IR} for every t ~ 0, and so Q(IR[o.OO)) = Q,(IR) = 1.

2.4. Let:F' be the collection of all regular sets. We have 0 E:F'. To show :F' is closed
under complementation, suppose A E:F', so for each e > 0, we have a closed set F
and an open set G such that F £; A £; G and Q(G\F) < e. But then F" is open,
GCis closed, GC £; AC£; FC, and Q(FC\GC) = Q(G\F) < e; therefore, ACE:F'. To
show :F' is closed under countable unions, let A = Ur'=1 Ak , where Ak E:F' for
each k. For each e > 0, there is a sequence of closed sets {Fd and a sequence of
open sets {Gd such that Fk £; Ak £; Gk and Q(Gk\Fk ) < e/2k+', k = I, 2, .... Let
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G= Uf=1 Gkand F = UZ'=I Fk,where m is chosen so that Q(Uf=1 Fk\ UZ'=I Fk) <
6/2. Then G is open, F is closed, F '= A '= G, and

Q(G\F) S; Q(G\Q Fk) + Q(V1Fk\F) < JI 2k6+1 +i= 6.
Therefore, §' is a a-field.
Now choose a closed set F. Let Gk = {XE IRn

; Ilx - yll < l/k, some yE F}. Then
each Gk is open, G1 2 G2 2 "', and nf=. Gk = F. Thus, for each 6> 0, there
exists an m such that Q(G.,\F) < 6. It follows that FE§'.
Since the smallest a-field containing all closed sets is &I(lRn

), we have
§' = &I(lRn

).

2.5. Fix t = (t I' t 2 , ••. , tn), and let S = (t i , t i , ... , t; ) be a permutation of t. We have
con;tructed a distribution for~the r~nd~m vec"tor (B", B'2"'" B,J under which

Qt(A. x A2 x ... x An) = P[(B", ,B,JEA 1 X X An]

= P[(B, , ,B,. )EA i x X Ai]
'I I" 1 PI

= QiAi, X ... X Ai).

Furthermore, for AE&I(lRn
-
l ) and~' = (t.,t 2 , ••. ,tn-d,

Qt(A X IR) = P[(B", ... ,B,"_)EA] = Qf(A).

2.9. Again we take T = 1. It isa biteasierto visualize the proofifwe use the maximum
norm lII(t l ,t2 , ... ,td )1II ~ maxl5i5dlt;l in IRd rather than the Euclidean norm.
Since all norms are equivalent in IRd

, it suffices to prove (2.14) with lit - sil
replaced by lilt - sill. Introduce the partial ordering -< in IRd by (SI,S2, ... ,Sd)-<
(t I' t2 ,· •. , td ) if and only if Si S; t i , i = 1, ... ,d. Define the lattices

{
k }d 00

Ln= ---;;; k = 0, 1, ... , 2n
- 1 ; n;::: 1, L = U Ln,

2 n=1

and for sELn, define Nn(s) = {tELn;s-<t, IIt-sll =2-n}. Note that Ln has
2nd elements, and for each SELn, Nn(s) has d elements. For s ELn and t ENn(s),
Cebysev's inequality applied to (2.13) gives (with 0 < Y < a/p),

P[IX, - Xsi ;::: 2- yn] S; C2-n(d+/i-.)'l,

and consequently,

P [max IX, - Xsi ;::: 2- yn] S; dC2-n(/i-.y).
seLn

teNn(s)

The Borel-Cantelli lemma gives an event n* E§' with p(n*) = 1, and a positive,
integer-valued random variable n*, such that

max IX,(w) - Xs(w) I < 2- yn, n;::: n*(w), WEn*.
seLn

teNn(s)

Now let Rn(s) = {tELn;S -< t, lilt - sill = r n}. For sELn and tERn(s), there is
a sequence s = so, SI' ... , s., = t with m S; d and SiENn(Si-I)' i = 1, ... , m.
Consequently,



2.10. Solutions to Selected Problems

(10.1) max IX,(w) - X.(w) I ::;; d2- Y', n ~ n*(w), WEn*.
seLn

teRn(s)

We now fix WEn*, n ~ n*(w), and show that for every m > n, we have

..
(10.2) IX,(w) - Xs(w) I ::;; 2d L 2- yj ; \j t, SE L.., s-< t, lilt - sill < 2-'.

j=n+l

119

For m = n + 1,we can only have t E R..(s), and (10.2) follows from (10.1). Suppose
(10.2) is valid for m = n + 1, ... , M - 1. Take t, s ELM'S -< t. There is a vector
Sl ELM- 1 II RM(s) and a vector t l ELM- 1 with t ERM(t l ) such that s -< Sl -< t l -< t.
From (10.1) we have,

IXs'(w) - Xs(w) I ::;; dr yM, IX,(w) - Xtl(w)1 ::;; d2- yM,

and from (10.2) with m = M - 1, we have
M-I

IX,.(w) - Xsl(w)1 ::;; 2d L 2- yj.
j=n+l

We obtain (10.2) for m = M.
For any vectors s, tE L with s-< t and 0 < lilt - sill < h(w) ~ 2-"(<0), we select

n ~ n*(w) such that 2-('+1) ::;; lilt - sill < r'. We have from (10.2)

00

IX,(w) - Xs(w)1 ::;; 2d L 2- yj ::;; bilit - sillY,
j=n+l

where 15 = 2dj(1 - 2- Y ). We may now conclude as in the proof of Theorem 2.8.

4.2. The n-dimensional cylinder sets are generated by those among them which are
n-fold intersections of one-dimensional cylinder sets; the latter are generated by
sets of the form H = {w EC[O, 00); w(tdE G}, where G is open in R But H is
open in C[O, 00), because for each W oE H, this set contains a ball B(wo, e) ~
{WEC[O,oo); p(w,wo) <e}, for suitably small e>O. It follows that "§s;

&iJ(C[O,oo)). Because C[O, 00) is separable, the open sets are countable unions of
open balls of the form B(wo,e) as previously. Let Q be the set of rationals in
[0,00). We have

B(wo,e) = {w: f ~ sup (Iw(t) - wo(t)1 /\ 1) < e}.
'=1 2 O<t<'

reQ

The set on the right is ,,§-measurable, so &iJ(C[O, 00)) s; "§.

For the second claim, notice that with any cylinder set C of the form (2.1)' we
have

(j),-I(C) = {WE C[O, 00); (((j)tw)(td, , ((j),w)(t,)) EA}

= {WEC[O, 00); (w(t /\ tl), ,w(t /\ t,))EA}E%,

so (j),-I (~) s; %. On the other hand, for any CE%we have t I' ... , t, in [0, t] and
A E&iJ(IR') so that

C = {WEC[O, 00); (w(td, ... , w(t,))EA}

= {WEC[O, 00); (w(t /\ td, ... w(t /\ t,))EA} = (j),-I(C),

and thus ~t s; (j)t-I(~). It follows that %= (j),-I(~), which establishes the claim.
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4.11. We have to show

(4.6)' lim sup P[IX&mll > A.] = 0, and
A-co m2::l

2. Brownian Motion

(4.7)' lim sup P [max Ix/<ml - x~m)1 > eJ = 0
p.J.O m~ 1 1/-sl,:;p

OS;f,sST

for all positive numbers e, T Relation (4.6)' is an immediate consequence of (i)
and of the Cebysev inequality. It suffices to prove (4.7)' for T = 1. Let I] > 0 and
e > 0 be given. We denote x<ml simply by X, and employ the notation of the
proof of Theorem 2.8. With

n, ~ n{max /Xk/2 n - X(k-l)/2 n l < 2- yn
},

,,=1 1 :s;ks 2"

we have from (2.9): p(nD ~ C1 I::,:,2-
n(P-a y

) S 1], provided 1 is a large enough
integer. Now for every WEn, and n ~ I, we have from (2.12):

max IX,(w) - Xs(w)! ~ bryn,
1'-sl<2-n

r,seD

where b ~ 2/(1 - r Y). It follows that, given e > 0, I] > 0, there exists an integer
n = n(e, 1]) such that for every WE nn:

max Ix!m)(w) - x~m)(w)1 S e, "tim ~ 1
1/-sl<rn

0:::;;,,551

(we have used the continuity of the sample path t f-> x!m)(w)), and consequently

P ~ max Ix!ml - x~mll > eJ s P(!Y.) S 1].
It-sl<rn

Osr.s$ 1

4.16. Let (nn, ff", Pn) denote the space on which Xnand y" are defined, and let En denote
expectation with respect to Pn. Let X be defined on (n,.fJ', Pl. We are given that
limn_oo E.!(x<nl ) = Ef(X) for every bounded, continuous f: S ---+ IR and that
p(x<nl, yen)) ---+ 0 in probability. To prove y<nl ~ X, it suffices to show

whenever f is bounded and continuous. Let such an f be given, and set
M = sUPxeS If(x)1 < 00. Since {x(n)}::':1 is relatively compact, it is tight; so for
each e > 0 there exists a compact set K c S, such that Pn[x<n) E K] ~ 1 - e16M,
"tI n ~ 1. Choose 0 < b < I so If(x) - f(y)1 < el3 whenever x E K and p(x, y) < b.
Finally, choose a positive integer N such that Pn[p(x(n), yIn)) ~ b] S e16M,
"tin ~ N. We have

lIon (f(x<nl) - f(y<n))]dPnl s ipn[x(n) E K, p(x<nl, yen)) < b]

+ 2M·Pn [X<nl iK]

+ 2M· Pn(p(x<n l , y(nl ) ~ b] s e.

5.2. The collection of sets FE~(C[O,OO)d) for which xf->PX(F) is ~(lRd)/~([O,I])

measurable forms a Dynkin system, so it suffices to prove this measurability for
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all finite-dimensional cylinder sets F of the form

F = {WE qo, 00 )d; W(to)E r o, , w(t.) E r.},

where 0 = to < t l < < t., r;E81(lRd ), i = 0,1, , n. But

PX(F) = lro(x) r r pAt I; x, yd ... Pd(t. - t.- 1 ; Y._I' Y.) dy. '" dYI'
JrJ Jr"

where Pd(t; x, y) a (2nt)-d/2 exp{-(llx - YI1 2/2t)}. This is a Borel-measurable
function of x.

5.7. If for each finite measure Jl on (S, 8l(S)), there exists g~ as described, then for each
IX E IR, {x ES;f(x) ~ IX}.6. {x ES; g~(x) ~ IX} has Jl-measure zero. But {g~ ~ IX} E
8l(S), so {f ~ IX} E8l(S)~. Since this is true for every Jl, we have {f ~ IX} E 'f/(S).
For the converse, suppose f is universally measurable and let a finite measure

Jl be given. For rEQ, the set of rationals, let U(r) = {xES;f(x) ~ r}. Then
f(x) = inf{rEQ;xEU(r)}. Since U(r)E81(S)~, there exists B(r)E81(S) with
Jl [B(r).6. U(r)] = 0, rEQ. Define

g~(x) g inf{r EQ; X EB(r)} = inf CPr(x),
reQ

where CPr(x) = r if XE B(r) and CPr(x) = 00 otherwise. Then g~: S --> IR is Borel
measurable, and {x ES; f(x) -=I- g~(x)} £ UreQ [B(r).6. U(r)], which has Jl
measure zero.

5.9. We prove (5.5). Let us first show that for DE 8l(lRd X IRd
), we have

(10.3) P[(X, Y)EDI~] = P[(X, Y)EDIY].

If D = B x C, where B, C E8l(lRd
), then

E[l{xeB) l{YeC)I~] = l{YeC)E[l{xeB)I~] = l{YeC)P[X EB].

For the same reasons, E[l{xeB} l{YeC)1 y] = l{YeC)P[X EB], so (10.3) holds for
this special case. The sets D for which (10.3) holds form a Dynkin system
containing all measurable rectangles, so (10.3) holds for every DE 8l(lRd X IRd

).

To prove (5.5), set D = {(x, Y); x + YEn.
A similar proof for (5.6) is possible.

6.9. (ii) By Corollary 1.2.4, S is a stopping time of {?;+}. Problem 1.2.17 (i) implies

E[Z21~+] = E[Z21~sl's)+]' a.s. on {S ~ s}.

This equation combined with (i) gives us the desired result.
(iii) Suppose that S is an optional time of {?;}, and that (e) holds for every
bounded optional time of {?;}. Then for each s > 0,

PX[X(Sl's)+,En~Sl's)+] = (U,lr)(XsAS ), p x a.s.

But on {S ~ s}, we have X(SAS)+I = XS+1, so (ii) implies

PX[XS+1E n~+] = PX[X(S I'S)+1 E n~s I'S)+]

= (U,lr)(Xsl's) = (U,lr)(Xs), p x a.s. on {S ~ s}.

Now let s i 00 to obtain (e) for the (possibly unbounded) optional time S.
The argument for (e') is the same.
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7.1. (i) ns>, ~~ = ns>, n<>o~~< = ns>,~x = .?;~.
(ii) The O"-field.?;x is generated by sets of the form F = {(X", ... ,X,JE r}, where
o= t 1 < ... < t. = t and r E~(lR1d.). Since X, = limm_oo X

Sm
for any sequence

{Sm};:;'=l S;; [O,t) satisfying Sm 1t, we have FE.?;~.
(iii) Let X be the coordinate mapping process on C[O, (0). Fix t > O. The
nonempty set F ~ {w EC[0, (0); w has a local maximum at t} is in .?;~, since
for each n ~ 0,

00

F = U n {w; w(t) ~ w(r)} E.?;~l/.·
m=n reQ

1'-rl<l/m

On the other hand, a typical set in.?; has the form G = {WE C[O, (0); (w(t 1 ),

w(t2 ), ... )Er}, for {ti}~1 S;; [O,t] and rE~(1R1 x IR1 x "'). We claim that
F = G cannot hold for any GE.?;x. Indeed, suppose we have F (\ G ¥- 0
for some GE.?;x. Then given any WE F (\ G, the function

_ ,,{W(S); 0 :s; S :s; t,
w(s) =

w(t) + s - t; s ~ t,

is in G but not in F, so F cannot agree with any GE.?;x. This shows that
the filtration {.?;X} is not right-continuous. With <;9', = .?;~, we have

<;9',- = O"(U n ~~<) S;; O"(U ~:+')/2) =.?;~ s;;.?;x c <;9'"
s<t £>0 s<r

so the failure of {.?;X} to be right-continuous implies the failure of {.?;n to
be left-continuous.

7.3. Clearly, .Ye is a O"-field: 0 E.Ye, FE.Ye implies that there exists an event GE<;9'
with Fe £::,. Ge = F £::,. GEJII", and finally for any sequence {F.}~=1 s;; .Ye we have
a companion sequence {G.}~=1 s;; <;9' such that

which yields U~=1 F. E.Ye.
Further, the observation F £::,. G = N ¢> F = G £::,. N yields the characterization

£ = {F s;; Q; 3 GE<;9', N EJII" such that F = G £::,. N}. It follows that .Ye S;; <;9'''.
On the other hand, .Ye contains both <;9' and JII", and since it is a O"-field:
<;9''' = 0"(<;9' v JII") S;; .Ye.
For completeness, let us observe that the requirements FE <;9''', P"(F) = 0 imply
the existence of GE<;9' such that N = F £::,. GEJII" and P"(G) = O. Now F is
contained in N v G and hence F is in JII", as is any subset of F.

7.4. Let {B,; t ~ O} be the coordinate mapping process on C[O, (0). Let P" on
(C[O, (0), ~(C[O, (0))) be the probability measure under which B = {Br, .?;B;
t ~ O} is a one-dimensional Brownian motion with initial distribution J.l. The set
F = {w; w(l) = O} has P"-measure zero, so FEJII" S;; §{ If F is also in the
completion iirf of ffOB under P", then there must be some GEfft with F S;; G
and P"(G) = O. Such a Gmust be of the form G = {w: w(O)Er} for some r E~(IR1),

and the only way2 can contain F is to have r = R But then P"(G) ¥- O. It follows
that F is not in ffrf.
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7.5. Clearly, ff,P S fl'P holds for every 0 ~ t < 00, so fl'~ s fl'p. For the opposite
inclusion, let us take any FE fl'P; Problem 7.3 guarantees the existence of an
event G Efl'~ such that N = F.0. GEAlP. But now fl'~ S fl'~ (we have ff,x S
ff,P S fl'~ for every 0 ~ t < (0), and thus GEfl'~, N EAlP S fl'~ imply
F = G.0.NEfl'~.

7.6. Repeat the argument employed in Solution 7.5, replacing fl'P by ff,P and fl'~ by
ff,~ and using the left-continuity of the filtration {ff,X} (Problem 7.1).

7.18. Let {B,,!J;;; t ;::: O}, (n,.?), {PX}xeR be a one-dimensional Brownian family. For
lEgH(IR), define the hitting time Hr(w) = inf{t;::: 0; B,(W)El}. According to
Problem 1.2.6, H(o,oo) is optional, so {H(o.oo) = O} is in .?o+ = '?o. Likewise,
H(-oo.O)E.?o' Because of the symmetry of Brownian motion starting at the
origin, PO[H(o.oo) = OJ = PO[H(_oo.o) = 0]. According to the Blumenthal zero
one law (Theorem 7,17), this common value is either zero or one. If it were
zero, then PO[B, = 0, VO ~ t ~ e for some e > OJ = 1, but this contradicts
Problem 7.14 (i). Therefore, PO[H(o.oo) = OJ = PO[H(_oo,o) = OJ = 1, and for
each WE {H(o.oo) = O} (1 {H(-oo,o) = O}, there are sequences sn!O, tn!O with
BsJw) > 0, B,Jw) < 0 for every n ;::: I.

7.19. For fixed 01 En, 1/,(01) is a left-continuous function of band Sb(W) is a right
continuous function of b. For fixed bE IR, 1/, is a stopping time and Sb is an
optional time (Problem 1.2.6), so both are fl'oow-measurable. According to Re
mark 1.1.14, the set A = {(b,W)E[O,OO) x n; 1/,(01) #- Sb(W)} is in gH([O,oo))®
fl':. Furthermore, A b ~ {WEn; (b,W)EA} is included in the set

{w En; B,(w) ~ WTb(w)+,(W) - WTb(w)(W) ~ 0 for some e > 0 and all t E[0, eJ},

which has probability zero because {B
"

ff,B; 0 ~ t < oo} is a standard Brownian
motion (Remark 6.20 and Theorem 6.16), and Problem 7.18 implies that B takes
positive values in every interval of the form [0, eJ with probability one. This
establishes (i). For (ii), it suffices to show

p[WEn; (L(W),W)EAJ = Ioo P(Ab)P[LEdb].

If A were a product set A = C x D; CEgH([O, (0)), DEfl':, this would follow
from the independence of Land fl':. The collection of sets A EgH([O, (0)) ® fl':
for which this identity holds forms a Dynkin system, so by the Dynkin system
Theorem 1.3, this identity holds for every set in gH([O, (0)) ® fl':.

8.8. We have for S > 0, t ;::: 0, b ;::: a, b ;::: 0;

pO[H--;+s ~ a,M,+s~ blff,J = pO [H--;+s ~ a,M, ~ b, max H--;+u ~ bl~J
o~u~s

The last expression is measurable with respect to the u-field generated by the
pair of random variables (H--;, M,), and so the process {(H--;, M,); ff,; 0 ~ t < oo}
is Markov. Because Y, is a function of (H--;, M,), we have
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In order to prove the Markov property for Y and (8.11), it suffices then to show
that

pO[Y,+sE dyl W, = w, M, = m] = p+(s; m - w, y)dy.

Indeed, for b > m ~ w, b ~ a, m ~ 0 we have

PO[W,+s E da, M,+s E dbl W, = w,M, = m]

= PO[w,+sEda, max W,+uEdblW, = w,M, = mJ
OSU$S

= r[J.¥.Eda,MsEdb] = pO[J.¥.Eda - W,MsEdb - w]

2(2b - a - w) {(2b - a - W)2}
= exp - dadb

J2rrs 3 2s '

thanks to (8.2), which also gives

pO[W,+sEda,M,+s = mlW, = w,M, = m]

= pO [w,+sEda, max w,+u::; mlW, = w,M, = mJ
O;5;U :5;5

= _1[exp { (a - W)2} _ exp{- (2m - a - W)2}J.
~ 2s 2s

Therefore, pO[Y,+sEdyl W, = w,M, = m] is equal to

[ pO[W,+sEb - dy,M,+sEdblW, = w,M, = m]dbJm.oo)
+ pO[W,+sEm - dy,M,+s = mlW, = w,M, = m] = p+(s; m - w,y)dy.

Since the finite-dimensional distributions of a Markov process are determined
by the initial distribution and the transition density, those of the processes IWI
and Y coincide.

8.12. The optional sampling theorem gives

eA::c = EXXo = PX'AToATa= P[exppW,AToATa - tA.2(t /\ To /\ 'I;,)}].

Since W, ATOA T
a
is bounded, we may let t -+ 00 to obtain

eA::c = P[exp{A.WToA Ta - tA.2(To /\ 'I;,)}]

= EX[1{To<Tale-J.2To/2] + eJ.aEx[I{Ta<Tole-J.2Ta/2].

By choosing A. = ±fi., we obtain two equations which can be solved simulta
neously and yield (8.27) and (8.28).

9.3. For every 0 < a < r, Doob's maximal inequality (Theorem 1.3.8 (iv» gives

E [sup (W,)2J::; --; E (sup W,2)::; 42 Elv,2 = 4~,
as'St t (J asts! (J (J

and with r = 2"+1 = 2a,
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is seen to hold for every e > 0, n ~ 1. The result (9.2) follows now from the Borel
Cantelli lemma.

9.5. Use Problem 7.18 and Lemma 9.4 (ii).

9.8. If IT = {to, t I" .. , tm } is a partition of [0, t], we write V,(2)(IT) - t = Lk=1 {(U--;. 
u--;._y - (tk - tk-d} as a sum of independent, zero-mean random variables.
Therefore,

where Z is a standard normal random variable. The first assertion follows readily.
For the second, we observe that

00 const 00L P[IV,(2)(IT.) - tl > e] ~ -2-' L IIIT.II < 00
11=1 e 11=1

holds for every e > 0, and by the Borel-Cantelli lemma, P[j V,(2)(IT.) - tl > e,
infinitely often] = O. The conclusion follows.

9.11. (D. Freedman (1971))
(i) Each point of the set

M. = {tE [0, oo);j(s) < f(t), If SE [(t - ~r, t + ~}{t}}

is isolated, so M. is countable. But U::'=I M. is the set of points of strict local
maximum for f

(ii) It suffices to show that f has a local maximum in an arbitrary, nonempty
interval (a, b) ~ [0, (0). Let us begin by assumingf(a) < f(b), and let t be the
largest number in [a, b) with f(t) = f(a). Because f is not monotone such a t
exists, and in (t, b) there are two numbers rand Swith r < sand f(r) > f(t) v
f(s). Being continuous, f must have a maximum over [t, s], which is a local
maximum in the sense of Definition 9.10 (iii).

If f(a) > f(b), we apply the preceding argument in reverse, defining t to be
the smallest number in (a, b] with f(t) = f(b). If f(a) = f(b), then f must have
a maximum over [a,b] at some rE(a,b) and this r is also a point of local
maximum.

9.22. Use integration by parts (Chung (1974), p. 231; McKean (1969), p. 4).

9.26. It suffices to show that for every m ~ n ~ N9(w), we have

(10.4) IU--;(w) - w,.(w) I :s; (1 + e{2ill g(ri)+ g(t - S)]

valid for every s, t EDm satisfying 0 < t - s < r·(1-9). For m = n, (10.4) follows
from (9.30). Let us assume that (10.4) holds for m = n, ... , M - 1. With s, t EDM

and 0 < t - S < r·(1-9J, we consider, as in the proof of Theorem 2.8, the num
bers t l = max{uEDM_ I ; U :s; t} and Sl = min{uEDM _ I ; U ~ s} and observe the



126 2. Brownian Motion

relations t - t l ~ r M , Sl - S~ 2- M , and 0 ~ t l - SI ~ t - S< 2-·(1-8) ~ lie,
thanks to (9.29). We have

1H!;.(w) - J.V,.(w)1 ~ (I + e{2 i:~:1 g(r i ) + g(t l
- SI)J

by the induction assumption, and IH!;(w) - H!;.(w)1 ~ (1 + e)g(2- M
) as well as

IJ.V,(w) - J.V,,(w)1 ~ (l + e)g(r M
) because of (9.30). Since g(t l

- SI) ~ get - s),
we conclude that (10.4) holds with m = M.

2.11. Notes

Section 2.1: The first quantitative work on Brownian motion is due to
Bachelier (1900), who was interested in stock price fluctuations. Einstein (1905)
derived the transition density for Brownian motion from the molecular-kinetic
theory of heat. A rigorous mathematical treatment of Brownian motion began
with N. Wiener (1923, 1924a), who provided the first existence proof.
The most profound work in this early period is that of P. Levy (1939, 1948);
he introduced the construction by interpolation expounded in Section 2.3,
studied in detail the passage times and other related functionals (Section 2.8),
described in detail the so-called fine structure of the typical sample path
(Section 2.9), and discovered the notion and properties of the mesure du
voisinage or "local time" (Section 3.6 and Chapter 6). Most amazingly, he
carried out this program without the formal concepts and tools of filtrations,
stopping times, or the strong Markov property.

Section 2.2: The construction of a probability measure from a consistent
family of finite-dimensional distributions is clearly explained in Kolmogorov
(1933); Daniell (1918/1919) had constructed earlier an integral on a space of
sequences. The existence of a continuous modification under the conditions
ofTheorem 2.8 was established by Kolmogorov (published in Slutsky (1937));
Loeve (( 1978), p. 247) noticed that the same argument also provides local
Holder-continuity with exponent}' for any 0 < }' < /3/rx. For related results,
see also Centsov (1956a). The extension to random fields as in Problem 2.9
was carried out by Centsov (1956b).

Section 2.3: The Haar function construction of Brownian motion was
originally carried out by P. Levy (1948) and later simplified by Ciesielski
(1961). For a similar construction of Brownian motion indexed by directed
sets, see Pyke (1983). Yor (1982) shows that the choice of the complete, ortho
normal basis in L 2 [0, I] is not important for the construction of Brownian
motion.

Section 2.4 is adapted from Billingsley (1968). The original proofofTheorem
4.20 is in Donsker (1951), but the one offered here is essentially due to
Prohorov (1956). It is also possible to construct a probability space on which
all the random walks are defined and converge to Brownian motion almost
surely, rather than merely in distribution (Knight (1961)).



2.10. Solutions to Selected Problems 127

Sections 2.5, 2.6: The Markov property derives its name from A. A. Markov,
whose own work (1906) was in discrete time and state space; in that context,
of course, the usual and the strong Markov properties coincide. It was not
immediately realized that the latter is actually stronger than the former; Ray
((1956), pp. 463-464) provides an example of a continuous Markov process
which is not strongly Markov. It seems rather amazing today that a complete
and rigorous statement about the strongly Markovian character of Brownian
motion (Theorem 6.16) was proved only in 1956; see Hunt (1956).
A Markov family for which the function x H EXf(X,) is continuous for any
bounded, continuous f: IRd -+ IR and t E [0, (0) is said to have the Feller prop
erty, and a right-continuous Markov family with the Feller property is strongly
Markovian. Very readable introductions to Markov process theory can be
found in Dynkin & Yushkevich (1969), Wentzell ((1981), Chapters 8-13), and
Chung (1982); more comprehensive treatments are those by Dynkin (1965),
Blumenthal & Getoor (1968), and Ethier & Kurtz (1986). Markov processes
with continuous sample paths receive very detailed treatments in the mono
graphs by Ito & McKean (1974), Stroock & Varadhan (1979), and Knight
(1981).

Section 2.7: The concept of enlargement of a filtration has become very
important in Markov process theory and in stochastic integration. There is a
substantial body of theory on this topic, which we do not take up here; we
instead send the interested reader to the articles in the volume edited by Jeulin
& Yor (1985).

Sections 2.8, 2.9: The material here comes mostly from P. Levy (1939,1948).
Section 1.4 in D. Freedman (1971) was our source for Theorems 9.6, 9.9 and
9.12, and can be consulted for further information on this subject matter. Our
discussion ofthe law of the iterated logarithm and of the Levy modulus follows
McKean (1969) and Williams (1979). Theorem 9.18 was strengthened by
Dvoretzky (1963), who showed that there exists a universal constant c > 0
such that

[
-. IJt;+h(W) - Jt;(W) I JP WEn; 11m /I. ~ c, Vt E [0, (0) = 1.
h./.O yh

For every WEn, 6(0 ~ {tE[O, (0); limh./.o(IJt;+h(w) - Jt;(w)l/yIh) < oo} has
been called by Kahane (1976) the set of slow points from the right for the path
W(w). Fubini's theorem applied to (9.25) shows that meas(6(O) = 0 for P a.e.
WEn, but, for a typical path, 6(0 is far from being empty; in fact, we have

p[WEn; inf lim IJt;+h(W) - Jt;(W) I = IJ = 1.
0$;1<00 h./.O yIh

This is proved in B. Davis (1983), where we send the interested reader for more
information and references on this subject.
Chung (1976) and Imhof (1984) offer excellent follow-up reading on the
subject matter of Section 2.8.



CHAPTER 3

Stochastic Integration

3.1. Introduction

A tremendous range of problems in the natural, social, and biological sciences
came under the dominion of the theory of functions of a real variable when
Newton and Leibniz invented the calculus. The primary components of this
invention were the use of differentiation to describe rates of change, the use
of integration to pass to the limit in approximating sums, and the fundamental
theorem of calculus, which relates the two concepts and thereby makes the
latter amenable to computation. All of this gave rise to the concept of ordinary
differential equations, and it is the application of these equations to the
modeling of real-world phenomena which reveals much of the power of
calculus.
Stochastic calculus grew out of the need to assign meaning to ordinary

differential equations involving continuous stochastic processes. Since the
most important such process, Brownian motion, cannot be differentiated,
stochastic calculus takes the tack opposite to that of classical calculus: the
stochastic integral is defined first, in Section 2, and then the stochastic differ
ential is given meaning through the fundamental "theorem" of calculus. This
"theorem" is really a definition in stochastic calculus, because the differential
has no meaning apart from that assigned to it when it enters an integral.
For this theory to achieve its full potential, it must have some simple rules
for computation. These are contained in the change of variable formula
(Ito's rule), which is the counterpart of the chain rule from classical calculus.
We present it, together with some important applications, in Section 3.
Section 4 advances our recurrent theme that "Brownian motion is the

fundamental martingale with continuous paths" by showing how to represent
continuous, local martingales in terms of it, either via stochastic integration
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or via time-change. We also establish the representation of functionals of
the Brownian path as stochastic integrals. The important Theorem 4.13 of
F. B. Knight is established as an application of these ideas.
Stochastic calculus has a fundamental additional feature not found in its
classical counterpart, a feature based on the Girsanov change of measure
(Theorem 5.1). This result provides a device for solving stochastic differential
equations driven by Brownian motion by changing the underlying probability
measure, so that the process which was the driving Brownian motion becomes,
under the new probability measure, the solution to the differential equation.
This profound idea is first presented in Section 5, but does not reach its
culmination until the discussion of weak solutions of stochastic differential
equations in Chapter 5. In some cases, this device is merely a convenient way
of finding the distribution of a functional of an already existent stochastic
process; such an example is provided by the computations related to Brownian
motion with drift in subsection 5.C. In other cases, the change of measure
provides us with a proof of the existence of a solution to a stochastic differ
ential equation, when the more standard methods fail. This is discussed in
subsection 5.3.B. A particularly nice application of the Girsanov theorem
appears in Section 5.8, where it is used in a model of security markets to
remove the differences among the mean rates of return of the securities. This
reduction of the model permits a complete analysis by martingale methods.
Although "optional" in the sense that stochastic calculus can (and did for 20
years) exist and be useful without it, the Girsanov theorem today plays such
a central role in further developments of the subject that the reader would be
remiss not to come to grips with this admittedly difficult concept.
In Section 6 we employ the stochastic calculus in the study of P. Levy's

mesure du voisinage or local time, a device for measuring the "amount of time
spent by the Brownian path in the vicinity ofa certain point." This concept has
become exceedingly important in both theory and applications; we examine
its connections with reflected Brownian motion, extend with its help the Ito
rule to functions which are not necessarily twice continuously differentiable,
and use it as a tool in the study ofcertain additive functionals ofthe Brownian
path. Finally, Section 7 extends the notion of local time to general, continuous
semimartingales.

3.2. Construction of the Stochastic Integral

Let us consider a continuous, square-integrable martingale M = {M
"

?;;
o~ t < oo} on a probability space (O,.?, P) equipped with the filtration
{?;}, which will be assumed throughout this chapter to satisfy the usual
conditions of Definition 1.2.25. We have shown in Section 2.7 how to obtain
such a filtration for standard Brownian motion. We assume Mo = 0 a.s. P.
Such a processME A 2is of unbounded variation on any finite interval [0, T]
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(2.2)

(cf. Problems 1.5.11, 1.5.12, and the discussion following them), and conse
quently integrals of the form

(2.1) IT(X) = LT X,(w)dM,(w)

cannot be defined "pathwise" (i.e., for each WEn separately) as ordinary
Lebesgue-Stieltjes integrals. Nevertheless, the martingale M has a finite second
(or quadratic) variation, given by the continuous, increasing process (M);
cf. Theorem 1.5.8. It is precisely this fact that allows one to proceed, in a highly
nontrivial yet straightforward manner, with the construction of the stochastic
integral (2.1) with respect to the continuous, square-integrable martingale M,
for an appropriate class ofintegrands X. The construction is due to Ito (1942a),
(1944) for the special case that M is a Brownian motion and to Kunita &
Watanabe (1967) for general ME vii2' We shall first confine ourselves to
ME vII'2, and denote by (M) the unique (up to indistinguishability) adapted,
continuous, and increasing process, such that {M,2 - (M)" ~; 0 ~ t < oo}
is a martingale (cf. Definition 1.5.3 and Theorem 1.5.13). The construction
will then be extended to general continuous, local martingales M.
We now consider what kinds of integrands are appropriate for (2.1). We

first define a measure JlM on ([0, (0) x n, ~([O, (0» ® ff) by setting

JlM(A) = E IX> lA (t, w) d (M),(w).

We shall say that two measurable, adapted processes X = {X,,~; 0 ~ t < oo}
and Y = {1';, ~; 0 ~ t < oo} are equivalent if

X,(w) = 1';(w); JlM-a.e. (t, w).

This introduces an equivalence relation. For a measurable, {~}-adapted
process X, we define

(2.3) [Xn ~ E LT Xt
2 d(M)"

provided that the right-hand side is finite. Then [XJr is the L 2-norm for X,
regarded as a function of (t, w) restricted to the space [0, T] x n, under the
measure JlM' We have [X - Y]T = 0 for all T> 0 if and only if X and Yare
equivalent. The stochastic integral will be defined in such a manner that
whenever X and Yare equivalent, then I(X) and I(Y) will be indistinguishable:

P[IT(X) = IT(y)' VO ~ T < 00] = 1.

2.1 Definition. Let .!i' denote the set of equivalence classes of all measurable,
{~}-adapted processes X, for which [XJr < 00 for all T> O. We define a
metric on .!i' by [X - Y], where

co

[X] g L Tn(l /\ [X]n)'
n:1
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Let 2* denote the set of equivalence classes of progressively measurable
processes satisfying [XJr < 00 for all T > 0, and define a metric on 2* in the
same way.
We shall follow the usual custom of not being very careful about the dis
tinction between equivalence classes and the processes which are members of
those equivalence classes. For example, we will have no qualms about saying,
"2* consists of those processes in 2 which are progressively measurable."
Note that 2 (respectively, 2*) contains all bounded, measurable, {~}

adapted (respectively, bounded, progressively measurable) processes. Both
2 and 2* depend on the martingale M = {MI'~; t ~ O}. When we wish to
indicate this dependence explicitly, we write 2(M) and 2*(M).

If the function t~ (M>I(w) is absolutely continuous for P-a.e. w, we shall
be able to construct g XI dMI for all X E 2 and all T ~ 0. In the absence of
this condition on (M>, we shall construct the stochastic integral for X in the
slightly smaller class 2*. In order to define the stochastic integral with respect
to general martingales in Jt2 (possibly discontinuous, such as the compensated
Poisson process), one has to select an even narrower class ofintegrands among
the so-called predictable processes. This notion is a slight extension of left
continuity of the sample paths of the process; since we do not develop stochastic
integration with respect to discontinuous martingales, we shall forego further
discussion and send the interested reader to the literature: Kunita & Watanabe
(1967), Meyer (1976), Liptser & Shiryaev (1977), Ikeda & Watanabe (1981),
Elliott (1982), Chung & Williams (1983).
Later in this section, we weaken the conditions that ME Jt2and [X]} < 00,

\f T ~ 0, replacing them by M EJtc,loc and

This is accomplished by localization.
We pause in our development of the stochastic integral to prove a lemma

we will need in Section 4. For°< T < 00, let2t denote the class of processes
X in 2* for which Xt(w) = 0; \f t > T, wE!l For T = 00,2t is defined as the
class of processes X E 2* for which Eg X I

2 d(M\ < 00 (a condition we
already have for T < 00, by virtue of membership in 2*). A process X E2t
can be identified with one defined only for (t, w) E [0, T] x n, and so we can
regard 2t as a subspace of the Hilbert space

(2.4)

More precisely, we regard an equivalence class in .l't'T as a member of2t if
it contains a progressively measurable representative. Here and later we
replace [0, T] by [0,(0) when T = 00.

2.2 Lemma. For°< T S 00,2t is a closed subspace of.l't'T.ln particular, 2t
is complete under the norm [XJr of (2.3).
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PROOF. Let {x(n)}:::'=1 be a convergent sequence in fill with limit X e Yl'T' We
may extract a subsequence, also denoted by {x(n)}:::'=I' for which

J.lM {(t, w) e [0, T] x n; lim x}n)(w) #- Xt(w)} = O.

By virtue of its membership in Yl'T' X is .?J([O, T]) ® $i"-measurable, but may
not be progressively measurable. However, with

A ~ {(t,w)e [0, T] x n; lim x}n)(w) exists in IR},

the process

t:. {lim x}n)(w); (t,w)eA
t;(w) = n-oo

0; (t,w)¢A

inherits progressive measurability from {x(n)}:::'=1 and is equivalent to X. 0

A. Simple Processes and Approximations

2.3 Definition. A process X is called simple if there exists a strictly increasing
sequence of real numbers {tn}:::'=o with to = 0 and limn_oo tn = 00, as well as a
sequence of random variables {~n}:::'=O and a nonrandom constant C < 00 with
sUPn;;,O l~n(w)1 ::;; C, for every wen, such that ~n is 3O;"-measurable for every
n ~ 0 and

00

Xt(w) = ~o(w)l{o}(t) + L ~;(w)l(t;.t;+d(t); 0::;; t < 00, wen.
i=O

The class of all simple processes will be denoted by filo. Note that, because
members of filo are progressively measurable and bounded, we have filo £;
fil*(M) £; fil(M).

Our program for the construction of the stochastic integral (2.1) can now
be outlined as follows: the integral is defined in the obvious way for X e filo
as a martingale transform:

(2.5)
n-I

It(X) ~ L UMti+, - Mt) + ~n(Mt - MtJ
i=O
00

= L ~i(Mt Mi+1 - Mt/d)' 0::;; t < 00,
;=0

where n ~ 0 is the unique integer for which tn ::;; t < tn+ l . The definition is
then extended to integrands X e fil* and X e fil, thanks to the crucial results
which show that elements of fil* and fil can be approximated, in a suitable
sense, by simple processes (Propositions 2.6 and 2.8).

2.4 Lemma. Let X be a bounded, measurable, {3O;}-adapted process. Then there
exists a sequence {x(m)} :::=1 of simple processes such that
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(2.6)

PROOF. We shall show how to construct, for each fixed T> 0, a sequence
{x(n,T)}~=1 of simple processes so that

lim EfT IX:n,T) - X,1 2 dt = 0.
n ...... oo 0

Thus, for each positive integer m, there is another integer nm such that

fm 1
E IX:nm,m) - X,1 2 dt :s; -,
o m

and the sequence {X(nm,m)}~=1 has the desired properties. Henceforth, T is a
fixed, positive number.
We proceed in three steps.

(a) Suppose that X is continuous; then the sequence of simple processes

2"-1

X,(n)(w) ~ X o(w)1{O}(t) + L X kT/2"(w)l(kT/2",(k+l)T/2"1(t); n ~ 1,
k=O

satisfies limn~oo Eg IX:n)- X,1 2 dt =° by the bounded convergence
theorem.

(b) Now suppose that X is progressively measurable; we consider the con
tinuous, progressively measurable processes

f
'AT

(2.7) F,(w) ~ 0 Xs(w) ds; X:m)(w) ~ m[F;(w) - F(,-1/m)vO(w)]; m ~ 1,

for t ~ 0, WEn (cf. Problem 1.2.19). By virtue of step (a), there exists, for
each m ~ 1, a sequence of simple processes {X(m.n)}:':1 such that
limn~oo Eg Ix:m,n) - X:m)1 2 dt = 0. Let us consider the .?l([0, T]) ® ffr
measurable product set

A ~ {(t, w) E [0, T] x n; lim X,(m)(w) = X,(w)y.

For each WEn, the cross section Aw ~ {t E [0, T]; (t, w) E A} is in
.?l([0, T]) and, according to the fundamental theorem of calculus, has
Lebesgue measure zero. The bounded convergence theorem now gives
limm~oo Eg IX:m) - X,1 2 dt = 0, and so a sequence {X(m,nm)}~=1 of
bounded, simple processes can be chosen, for which

lim EfT IX:m,nm) - X,1 2 dt = 0.
m-oo 0

(c) Finally, let X be measurable and adapted. We cannot guarantee immedi
ately that the continuous process F = {F;; °:s; t < oo} in (2.7) is progres
sively measurable, because we do not know whether it is adapted. We do
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know, however, that the process X has a progressively measurable modi
fication Y (Proposition 1.1.12), and we now show that the progressively
measurable process {G, ~ J~1\ T Y. ds, g;;; 0 :::;; t :::;; T} is a modification of F.
For the measurable process '1,(w) = l{x,(w)#Y,(W)}; 0:::;; t :::;; T, WEn, we
have from Fubini: E J"{; '1,(w) dt = J"{; P[X,(w) #- Yr(w)] dt = O. Therefore,
J"{; '1,(w)dt = 0 for P-a.e. WEn. Now {F, #- GI } is contained in the event
{w; J"{; '1,(w) dt > O}, G, is g;;-measurable, and, by assumption, g;; contains
all subsets of P-null events. Therefore, F, is also g;;-measurable. Adaptivity
and continuity imply progressive measurability, and we may now repeat
verbatim the argument in (b). 0

2.5 Problem. This problem outlines a method by which the use of Proposition
1.1.12, a result not proved in this text, can be avoided in part (c) of the proof
of Lemma 2.4. Let X be a bounded, measurable, {g;;}-adapted process. Let
0< T < 00 be fixed. We wish to construct a sequence {X(k)H"=1 of simple
processes so that

(2.8) lim EfT IX!k) - X,j2 dt = o.
k-oo 0

To simplify notation, we set X, = 0 for t:::;; O. Let fPn: IR --+ urn; j =
0, ±1, ±2, ... } be given by

j-l j-l j
rn (t) = -- for -- < t < -.'f"n 2n 2n - 2n

(a) Fix s ~ O. Show that t - (1/2n) :::;; fPn(t - s) + s < t, and that

is a simple, adapted process.
(b) Show that limh,i.o E J"{; IXI - XI _ h I

2 dt = O.
(c) Use (a) and (b) to show that

lim EfT fl Ix!n.•) - X,1 2 dsdt = o.
n-co 0 0

(d) Show that for some choice of s ~ 0 and some increasing sequence {nkH"=1
of integers, (2.8) holds with X(k) = Xlnk. s).

This argument is adapted from Liptser and Shiryaev (1977).

2.6 Proposition. If the function t f--> <M>,(w) is absolutely continuous with
respect to Lebesgue measure for P-a.e. WEn, then 2 0 is dense in 2 with respect
to the metric of Definition 2.1.

PROOF.

(a) If X E 2 is bounded, then Lemma 2.4 guarantees the existence of a
bounded sequence {x(m)} of simple processes satisfying (2.6). From these
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we extract a subsequence {x(mk )}, such that the set

{(t, w) E [0, (0) x n; lim x!mk)(w) = Xt(w)}'
k~oo
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has product measure zero. The absolute continuity of t 1-+ <M)t(w) and
the bounded convergence theorem now imply [x(mk ) - X] -+ 0 as k -+ 00.

(b) If X E 2 is not necessarily bounded, we define

x!nl(w) §, Xt(w)1{1X,("')I~n}; O::s; t < 00, WEn,

and thereby obtain a sequence of bounded processes in 2. The dominated
convergence theorem implies

[x(n) - Xn = E IT Xt2I{lX,I>n}d<M>t~0

for every T> 0, whence limn~oo [x(n) - X] = O. Each x(n) can be ap
proximated by bounded, simple processes, so X can be as well. 0

When tl-+ <M)t is not an absolutely continuous function of the time
variable t, we simply choose a more convenient clock. We show how to do
this in slightly greater generality than needed for the present application.

2.7 Lemma. Let {At; 0 ::s; t < oo} be a continuous, increasing (Definition 1.4.4)
process adapted to the filtration ofthe martingaleM = {Mn .?;; 0 ::s; t < oo}. If
X = {Xn .?;; O::s; t < oo} is a progressively measurable process satisfying

E IT X/dAt < 00

for each T > 0, then there exists a sequence {x(n)}:,: 1 of simple processes such
that

PROOF. We may assume without loss of generality that X is bounded (cf. part
(b) in the proof of Proposition 2.6), i.e.,

(2.9)

As in the proof of Lemma 2.4, it suffices to show how to construct, for each
fixed T> 0, a sequence {x(n)}:':1 of simple processes for which

lim E fT Ixt(n) - Xt l 2dAt = o.
n-oo Jo

Henceforth T> 0 is fixed, and we assume without loss of generality that

(2.10) Xt(W) = 0; V t > T, WEn.
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We now describe the time-change. Since At(w) + t is strictly increasing in
t ~ °for P-a.e. w, there is a continuous, strictly increasing inverse function
T.(w), defined for s ~ 0, such that

ATs(w)(w) + T.(w) = s; Vs ~ 0.

In particular, T. ~ sand {T. ~ t} = {At + t ~ s} E~. Thus, for each s ~ 0, T.
is a bounded stopping time for {~}. Taking s as our new time-variable, we
define a new filtration {<;§s} by

and introduce the time-changed process

Y.(w) = XTs(W)(w); s ~ 0, WEn,

which is adapted to {<;§s} because of the progressive measurability of X
(Proposition 1.2.18). Lemma 2.4 implies that, given any e > °and R > 0, there
is a simple process {Y.', <;§s;°~ s < oo} for which
(2.11) E foR Iy.' - Y.1 2 ds < e12.

But from (2.9), (2.10) it develops that

E fooo y'2 ds = E fooo l{Ts:,>T}Xtds

f
AT+T

= E 0 Xfsds ~ C2(EAT + T) < 00,

so by choosing R in (2.11) sufficiently large and setting y.' = °for s > R, we
can obtain

Now y.' is simple, and because it vanishes for s > R, there is a finite partition°= So < s 1 < ... < Sn ~ R with

n

y"(w) = ~o(w)l{o)(s) + L ~Sj_l(w)l(Sj_l'Sjl(s), °~ S < 00,
j=l

where each ~s. is measurable with respect to <;§s. = fFT and bounded in
J ) S j

absolute value by a constant, say K. Reverting to the original clock, we observe
that

n

X: ~ Y;'t-A t = ~ol{o)(t) + L ~Sj_l1(Ts 1.Tsit), °~ t < 00,
j=l )-)

is measurable and adapted, because ~s. restricted to {T.. < t} is ~-measurable
) )

(Lemma 1.2.15). We have
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E faT IX: - X,1 2dAr :0:; E faT IX: - X,1 2(dA, + dt)

:0:; E faOO IY,' - Y,1 2 ds < s.

The proof is not yet complete because X· is not a simple process. To finish
it off, we must show how to approximate

'1,(w) ~ ~Sj_,(W)I(T'j_,(W),T./,")I(t); 0:0:; t < 00, WEn,

by simple processes. Recall that T.;_I :0:; T.; :0:; Sj and simplify notation by
taking Sj-l = I, Sj = 2. Set

1+2m + 1 k
1rl(w) = L 2m I [(k-l)/2m,k/2m)('1;(W», i = 1,2

k=l
and define

2 m + 1

= Lei (W) I{T , «k-l)/2m,;:; T2 }(W) l((k-l)/2m.k/2mj(t).
k=l

Because {T1 < (k - l)j2m :0:; T2}E3i"(k-l)/2m and el restricted to {T1 <
(k - l)j2m}is 3i"(k-l)/2m-measurable, '1(m) is simple. Furthermore,

E foo l'1lm)- '1,1 2dA,:O:; K2[E(AT(m1 - AT) + E(Ar,ml - AT )]~O. D
2 2 1 I m-CX)

o

2.8 Proposition. The set 2 0 of simple processes is dense in 2* with respect to
the metric of Definition 2.1.

PROOF. Take A = <M) in Lemma 2.7.

B. Construction and Elementary Properties of the Integral

We have already defined the stochastic integral of a simple process X E2 0 by
the recipe (2.5). Let us list certain properties of this integral: for X, YE2 0 and
o :0:; S < t < 00, we have

(2.12)

(2.13)

(2.14)

(2.15)

Io(X) = 0, a.s. P

E[I,(X)I~] = Is(X), a.s. P

E(I,(X»2 = EI x; d<M\

III(X)II = [X]
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(2.19)

(2.16) E[(/,(X) - Is(X»21~] = E[1' X;d<M>ul~1a.s. P

(2.17) I(aX + pY) = aI(X) + PI(Y); a, PE IR.

Properties (2.12) and (2.17) are obvious. Property (2.13) follows from the fact
that for any 0 :s; s < t < 00 and any integer i ;;::: 1, we have, in the notation of
(2.5),

E[~i(M'A1i+1 - M/I\I)I~] = ~i(MsA'i+1 - MSA ')' a.s. P;

this can be verified separately for each of the three cases s :s; t i , t i < s :s; t i +1,
and ti+l < S by using the ~-measurability of ~i' Thus, we see that I(X) =
g(X),~; 0 :s; t < 00 lis a co~tinuous martingale. With 0 :s; s < t < 00 and m
and n chosen so that tm - 1 :s; s < tm and tn :s; t < tn+1' we have (cf. the discus
sion preceding Lemma 1.5.9)

(2.18)

E[(/,(X) - Is(X»21~]

= E[ {~m-l(M,... - Ms) + ~~ ~i(M';+l - M,) + ~n(M, - M,J}21~]

= E[~~-I(M, ... - Ms)2 + ~~ ~t(M'i+' - M,y + ~;(M,- M,yl~]

= E[~~-I«M>,... - <M>s) + ~~ ~t«M>'i+1 - <M>,)

+ ~;«M>, - <M>,JI~]

= E[1' X;d<M\I~1
This proves (2.16) and establishes the fact that the continuous martingale I (X)
is square-integrable: I(X)EJl2,with quadratic variation

(I(X», =I x; d<M>u'

Setting s = 0 and taking expectations in (2.16), we obtain (2.14), and (2.15)
follows immediately, upon recalling Definition 1.5.22.
For X E 2*, Proposition 2.8 implies the existence ofa sequence {x(n)}:'=1 £;

2 0 such that [x(n) - X] .... 0 as n .... 00. It follows from (2.15) and (2.17) that

as n, m.... 00. In other words, {I(x(n)}:'=l is a Cauchy sequence in J12. By
Proposition 1.5.23, there exists a process I(X) = {I,(X); 0 :s; t < oo} in J12,
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defined modulo indistinguishability, such that III(Xln») - I(X)II ~ 0 as n ~ 00.
Because it belongs to .;/{~, I(X) enjoys properties (2.12) and (2.13). For
o~ s < t < 00, {Is(x(n»)}:;'1 and {/r(x(n»)}:;'1 converge in mean-square to
Is(X) and I,(X), respectively; so for A E~, (2.16) applied to {Xln)}:;'1 gives

(2.20) E[IA (I,(X) - Is(X))2] = lim E[IA (I,(Xln») - Is(x(n»))2]

= lim E [IA I' (x~n»)2 d<M>uJ
"-00 s

=E[IA fX';d<M>uJ

where the last equality follows from limn _", [x(n) - X], = O. This proves that
I(X) also satisfies (2.16) and, consequently, (2.14) and (2.15). Because X and
Mare progressively measurable, J~ X'; d<M>u is g;;-measurable for fixed
o~ s < t < 00, and so (2.16) gives us (2.19). The validity of(2.17) for X, Y E 2*
also follows from its validity for processes in 2 0 , upon passage to the limit.
The process I(X) for X E 2* is well defined; if we have two sequences

{Xln)}:;'1 and {y(n)}:;'1 in 2 0 with the property limn _", [x(n) - X] = 0,
Iimn_", [yIn) - X] = 0, we can construct a third sequence {2In)}:;'1 with this
property, by setting 2(2n-l) = xln) and 2(2n) = yIn), for n ~ 1. The limit I(X)
of the sequence {I(2In»)}:;, I in .;/{~ has to agree with the limits of both
sequences, namely {I(x(n») }:;'I and {I(yln») }:;'I'

2.9 Definition. For X E 2*, the stochastic integral of X with respect to the
martingale M E.;/{~ is the unique, square-integrable martingale I(X) =
{I,(X), g;;; 0 ~ t < oo} which satisfies limn _", III(x(n») - I(X)II = 0, for every
sequence {x(n)}:;'1 S 2 0 with limn _", [x(n) - X] = O. We write

I,(X) = I XsdMs; 0 ~ t < 00.

2.10 Proposition. For M E.;/{~ and X E 2*, the stochastic integral I(X) =
{I,(X), g;;; 0 ~ t < oo} ofX with respect to M satisfies (2.12)-(2.16), as well as
(2.17) for every Y E 2*, and has quadratic variation process given by (2.19).
Furthermore,for any two stopping times S ~ T of the filtration {g;;} and any
number t > 0, we have

(2.21)

With X, Y E2* we have, a.s. P:

(2.22) E[(I'I\T(X) - I'l\s(X))(I'I\T(Y) - I'l\s(Y))I~]

= E[fI\I\ST XuY"d<M>ul~J
and in particular,for any number s in [0, t],
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(2.23) E[(I,(X) - Is(X))(I,(Y) - Is(Y))I~] = E[1' Xu Y"d<M)ul~1
Finally,

(2.24) 1,/\ T(X) = I,(X) a.s.,

- t;where X,(w) = X,(w)l{':S:T(wl}'

PROOF. We have already established (2.12)-(2.17) and (2.19). From (2.13) and
the optional sampling theorem (Problem 1.3.24 (ii)), we obtain (2.21). The same
result applied to the martingale {I,2(X) - J~ X.; d<M>u, g;;; t ~ O} provides
the identities

E[(I,/\ T(X) - I,/\s(X)fljOs] = E[I,2/\ T(X) - I,2/\s(X)I~]

= E[f/\/\ST X';d<M>uI~1P-a.s.

Replacing X in this equation, first by X + Y and then by X - Y, and sub
tracting the resulting equations, we obtain (2.22).

It remains to prove (2.24). We write

I'I\T(X) - I,(X) = I'I\T(X - X) - (It(X) - I'/\T(X)),

Both {I, /\ T(X - X), g;;; t ~ O} and {I,(X) - I, /\ T(X), g;;; t ~ O} are in .H2;we
show that they both have quadratic variation zero, and then appeal to
Problem 1.5.12. Now relation (2.22) gives, for the first process,

E[(It/\T(X - X) - Is/\T(X - X))21~]

= E[1':: (Xu - XYd<M>uI~J= 0
a.s. P, which gives the desired conclusion. As for the second process, we have

E[(I,(X) - I'/\T(X))2] = E[f/\T X';d<M)uJ = 0,

and since this is the expectation of the quadratic variation of this process, we
again have the desired result. D

2.11 Remark. If the sample paths tl-+ <M),(w) of the quadratic variation
process <M) are absolutely continuous functions of t for P-a.e. w, then
Proposition 2.6 can be used instead of Proposition 2.8 to define I (X) for every
X E!l'. We have I(X)E.H2and all the properties of Proposition 2.10 in this
case. The only sticking point in the preceding arguments under these condi
tions is the proof that the measurable process F, ~ J~Xs2d<M>' is {g;;}
adapted. To see that it is, we can choose Y, a progressively measurable
modification of X (Proposition 1.1.12), and define the progressively measur-
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able process Gt ~ J~ r/ d<M)s' Following the proof of Lemma 2.4, step (c),
we can then show that P[Ft = q] = 1 holds for every t ?: O. Because Gt is
~-measurable, and ~ contains all P-negligible events in IF (the usual condi
tions), F is easily seen to be adapted to {~}.

In the important case that M is standard Brownian motion with <M)t = t,
the use ofthe unproven Proposition 1.1.12 can again be avoided. For bounded
X, Problem 2.5 shows how to construct a sequence {X(kl}k':=l of bounded,
simple processes so that (2.8) holds; in particular, there is a subsequence, also
called {X(k)}k':=l' such that for almost every tE [0, T] we have

F, ~ It x; ds = lim It (X~k))2 ds, a.s. P.
o k-oo 0

Since the right-hand side is ~-measurable and ~ contains all null events in
IF, the left-hand side is also ~-measurable for a.e. t E [0, T]. The continuity
of the samples paths of {F,; t ?: O} leads to the conclusion that this process is
~-measurable for every t. For unbounded X, we use the localization technique
employed in the proof of Proposition 2.6.
We shall not continue to deal explicitly with the case of absolutely con
tinuous <M) and X E 2, but all results obtained for X E 2* can be modified
in the obvious way to account for this case. In later applications involving
stochastic integrals with respect to martingales whose quadratic variations
are absolutely continuous, we shall require only measurability and adaptivity
rather than progressive measurability of integrands. D

2.12 Problem. Let W = {~,~; 0 S t < oo} be a standard, one-dimensional
Brownian motion, and let T be a stopping time of {~} with ET < 00. Prove
the Wald identities

E(WT) = 0, E(Wi) = ET

(Warning: The optional sampling theorem cannot be applied directly because
W does not have a last element and T may not be bounded. The stopping
time t /\ T is bounded for fixed 0 S t < 00, so E(~"T) = 0, E(W~"T) =
E(t /\ T), but it is not a priori evident that

(2.25) lim E(~" T) = EWT, lim E(~~ T) = E(Wi).)

2.13 Exercise. Let W be as in Problem 2.12, let b be a real number, and let 7;,
be the passage time to b of (2.6.1). Use Problem 2.12 to show that for b # 0,
we have E7;, = 00.

C. A Characterization of the Integral

Suppose M = {Mt>~; 0 S t < oo} and N = {Nt,~; 0 S t < oo} are in A 2,
and take XE2*(M), YE2*(N). Then W(X) ~ J~XsdMs> I~(Y) ~ J~ Y,dNs
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are also in .Jt'2 and, according to (2.19),

(IM(X)t =I x; d<M)u' <IN(Y)t =I Yu2d<N)u·

We propose now to establish the cross-variation formula

(2.26) (IM(X),IN(y)\ =I Xu¥,.d<M,N)u; t ~ 0, P-a.s.

If X and Yare simple, then it is straightforward to show by a computation
similar to (2.18) that for 0 S; s < t < 00,

(2.27) E[(I~(X) - I~(X))(I~(Y) - I:(Y))I~]

= E[f Xu¥,.d<M,N>uI~1P-a.s.
This is equivalent to (2.26). It remains to extend this result from simple
processes to the case of X E .!l'*(M), Y E .!l'*(N). We carry out this extension
in several stages, culminating in Propositions 2.17 and 2.19 with a very useful
characterization of the stochastic integral.

2.14 Proposition (An Inequality ofKunita & Watanabe (1967)). IfM, N E .Jt'2,
X E .!l'*(M), and Y E .!l'*(N), then a.s.

f
t (ft )1/2 (ft )1/2o IXsy.ldes S; 0 Xs

2d<M)s 0 y'2d<N)s ; 0 S; t < 00,

where es denotes the total variation of the process e~ <M, N) on [0, s].

PROOF. According to Problem 1.5.7 (iv), e(w) is absolutely continuous with
respect to q>(w) ~ U<M) + <N)](w) for every WEn with p(n) = 1, and for
every such w the Radon-Nikodym theorem implies the existence offunctions
J;(., w): [0,00) -+ IR; i = 1,2,3, such that

<M)t(w) = Ifl(S,w)dq>s(w), <N)t(w) =Lf2(S,w)dq>s(w),

et(W) = <M,N)t(w) =Lf3(S,w)dq>s(w); 0 S; t < 00.

Consequently, for oe, {3 E IR and WE nap <;; n satisfying P(nap ) = 1, we have

os; <oeM + {3N)t(w) - <oeM + {3N)u(w)

= f (oe 2fl (s, w) + 2oe{3f3(S, w) + {32f2(S, w)) dq>s(w); 0 s; u < t < 00.

This can happen only if, for every WE naP' there exists a set T.iw) E9l( [0, 00))
with h.

6
(w) dq>t(w) = 0 and such that
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(2.28) a2fl (t, w) + 2aPf3(t, w) + P2f2(t, w) ~ 0

holds for every t¢ I;.p(w). Now let Q ~ na,peQQaP, T(w) ~ Ua,PeQ I;.p(w) so
that P(Q) = 1, JT(w) dept(w) = 0; VWE Q. Fix WE Q; then (2.28) holds for every
t ¢ T(w) and every pair (a, P) of rational numbers, and thus also for every
t ¢ T(w), (a, p) E IR 2; in particular,

a2lXt(wWfl (t, w) + 2aIXt(w) Y,(w)llf3(t, w)1 + IY,(WWf2(t, w) ~ 0;

V t¢ T(w).

Integrating with respect to dept we obtain

f
t ft ft2 2 • 2

a olXsl d<M)s + 2a 0 IXsY.ld~s + 0 IY.I d<N)s ~ 0; o~ t < 00,

almost surely, and the desired result follows by a minimization over a. 0

2.15 Lemma. If M, N EJIt~, X E !l'*(M), and {x(n)}:'=1 s: !l'*(M) is such that
for some T > 0,

lim fT Ix~n) - X uI2d<M)u = 0; a.s. P,
"-00 0

then

lim <I(x<n»), N)t = (I(X), N)t; 0 ~ t ~ T, a.s. P.

PROOF. Problem 1.5.7 (iii) implies for 0 ~ t ~ T,

I(I(x<n») - I(X),N)tI 2 ~ <I(x<n) - X)t <N)t

~ LT Ix~n) - XuI2d<M)u·<N)T' 0

2.16 Lemma. If M, N E JIt~ and X E !l'*(M), then

(2.29) <IM(X),N)t =I Xud<M,N\; \1'0 ~ t < 00, a.s.

PROOF. According to Lemma 2.7, there exists a sequence {x<n)},~)=1 of simple
processes such that

sup lim E fT Ix~n) - Xu l2 d<M)u = O.
T>O n~oo 0

Consequently, for each T> 0, a subsequence {.K<n)}:':1 can be extracted for
which

lim fT 1.K~n) - Xu l2 d<M)u = 0, a.s.
"-00 0
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But (2.26) holds for simple processes, and so we have

<]M(x(n»),N), =I x~n)d<M,N)u; 0 ~ t ~ T

almost surely; letting n -. 00 we obtain (2.29) from Lemma 2.15 and the
Kunita- Watanabe inequality (Proposition 2.14). 0

2.17 Proposition.]f M, N E vII~, X E 2*(M), and Y E 2*(N), then the equiva
lent formulas (2.26) and (2.27) hold.

PROOF. Lemma 2.16 states that d<M,]N(Y). = Yu d<M,N)u. Replacing N
in (2.29) by ]N (Y), we have

<]M(X),fN(Y)t = I Xud<M,]N(y).

= I Xu y;'d<M,N).; t ~ 0, P-a.s. D

2.18 Problem. Let M = {Mt,§;; 0 ~ t < oo} and Nt = {No§;; 0 ~ t < oo} be
in vII~ and suppose X E 2:;(M), Y E 2:;(N). Then the martingales ]M(X), ]N(Y)
are uniformly integrable and have last elements ]~(X), ]~(Y), the cross
variation <]M(X),]N(Y)t converges almost surely as t -. 00, and

E[I~(X)]~(Y)]= E<JM(X),]N(y)oo = E too XtY,d<M,N)t.

In particular,

2.19 Proposition. Consider a martingaleM E vII~ and a process X E 2*(M). The
stochastic integral ]M (X) is the unique martingale $ E vII~ which satisfies

(2.30) <$, N)t = I Xud<M, N>u; 0 ~ t < 00, a.s. P,

for every N E vII~.

PROOF. We already know from (2.29) that $ = ]M(X) satisfies (2.30). For
uniqueness, suppose $ satisfies (2.30) for every N E vII~. Subtracting (2.29) from
(2.30), we have

<$ - ]M(X),N>t = 0; 0 ~ t < 00, a.s. P.

Setting N = $ - ]M(X), we see that the continuous martingale $ - ]M(X)
has quadratic variation zero, so $ = ]M(X). 0
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o

Proposition 2.19 characterizes the stochastic integral ]M(X) in terms of the
more familiar Lebesgue-Stieltjes integral appearing on the right-hand side of
(2.30). Such an idea is extremely useful, as the following corollaries illustrate.
In the shorthand "stochastic differential" notation, the first of these states
that if dN = X dM, then Y dN = XY dM.

2.20 Corollary. SupposeM E vlt2,X E .'l'*(M), and N §. ]M(X). Suppose further
that YE.'l'*(N). Then XYE.'l'*(M) and ]N(y) = ]M(XY).

PROOF. Because <N)t = J~ Xs
2 d<M)., we have

E IT X t
2 Y/d<M)t = E IT Yr 2 d<N)t < 00

for all T>O, so XYE.'l'*(M). For any fJEvlt2, (2.26) gives d<N,fJ).=
Xsd<M, fJ)s' and thus

<[M(XY),fJ)t = t Xsy'd<M,fJ)s

= t y'd<N,fJ)s = <IN(Y),fJ)t·

According to Proposition 2.19, [M(XY) = [N(y).

2.21 Corollary. Suppose M, ~1E A12, X E .'l'*(M), and XE .'l'*(M), and there
exists a stopping time T of the common filtration for these processes, such that
for P-almost every w,

Xt 1\ T(W)(W) = Xt 1\ T(w)(W),

Then

M t 1\ T(W)(W) = Mt 1\ T(W)(w); O:s; t < 00.

[~T(W)(X)(W)= [t~ T(W)(X)(w); O:s; t < 00, for P-a.e. w.

PROOF. For any NEvlt2, we have <M - M,N)tI\T = 0; O:s; t < 00, and so
(2.29) implies <[M(X) - [M(X),N)tI\T = 0; O:s; t < 00. Setting N = ]M(X)_
[M(X) and using Problem 1.5.12, we obtain the desired result. 0

D. Integration with Respect to Continuous, Local Martingales

Corollary 2.21 shows that stochastic integrals are determined locally by the
local values of the integrator and integrand. This fact allows us to broaden
the classes of both integrators and integrands, a project which we now
undertake.
Let M = {Mt>~; O:s; t < oo} be a continuous, local martingale on a

probability space (n, fi', P) with Mo = 0 a.s., i.e., ME vlte,loc (Definition 1.5.15).
Recall the standing assumption that {~} satisfies the usual conditions. We
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define an equivalence relation on the set of measurable, {g;}-adapted pro
cesses just as we did in the paragraph preceding Definition 2.1.

for every T E [0, (0).

2.22 Definition. We denote by & the collection of equivalence classes of all
measurable, adapted processes X = {X" g;; 0 ~ t < oo} satisfying

p[IT X,2 d(M), < 00]= 1(2.31 )

We denote by &* the collection of equivalence classes of all progressively
measurable processes satisfying this condition.

Again, we shall abuse terminology by speaking of (!j> and (!j>* as if they were
classes of processes. As an example of such an abuse, we write (!j>* ~ (!j>, and
if M belongs to .H~ (in which case both 2 and 2* are defined) we write
2 ~ (!j> and 2* ~ (!j>*.

We shall continue our development only for integrands in (!j>*. If a.e. path
t~ (M),(w) of the quadratic variation process (M) is an absolutely con
tinuous function, we can choose integrands from the wider class (!j>. The reader
will see how to accomplish this with the aid of Remark 2.11, once we complete
the development for &*.
Because M is in .Hc,Joe, there is a nondecreasing sequence {Sn}:'=1 ofstopping

times of {g;}, such that Iimn_ oo Sn = 00 a.s. P, and {M'A Sn' g;; 0 ~ t < oo} is
in .H~. For X E&*, one constructs another sequence of bounded stopping
times by setting

Rn(w) = n/\ inf{o ~ t < 00;I X;(w)d (M)s(w) ~ n}.
This is also a nondecreasing sequence and, because of (2.31), limn_ oo Rn = 00,
a.s. P. For n ~ 1, WEn, set

(2.32) T,,(w) = Rn(w) /\ Sn(w),

(2.33) M~n)(w) ~ M'A dw), x~n)(w) = X,(w) 1{Tn(w)~,}; °~ t < 00.

Then M(n) E.H~ and x(n) E2*(M(n)), n ~ 1, so IM'n'(x(n») is defined. Corollary
2.21 implies that for 1 ~ n ~ m,

I,M'n)(x(n)) = I,M'm)(x(m»), 0 ~ t ~ T",

so we may define the stochastic integral as

(2.34) I,(X) g W,n'(x(n)) on {O ~ t ~ T,,}.

This definition is consistent, is independent of the choice of {Sn} :'=1' and deter
mines a continuous process, which is also a local martingale.

2.23 Definition. For MEvltc,Joe and XE&*, the stochastic integral of X with
respect to M is the process I (X) = {I.(X), g;; 0 ~ t < oo} in vltc.Joe defined by
(2.34). As before, we often write J~ X S dMs instead of I,(X).
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When ME Ac,loe and X E (11*, the integral [(X) will not in general satisfy
conditions (2.13)-(2.16), (2.21)-(2.23), or (2.27), which involve expectations at
fixed times or unrestricted stopping times. However, the sample path properties
(2.12), (2.17), (2.19), (2.24), and (2.26) are still valid and can be easily proved by
localization. We also have the following version of Proposition 2.19.

2.24 Proposition. Consider a local martingale ME Ac,Joe and a process X E
(11* (M). The stochastic integral [M(X) is the unique local martingale <1> E Ac,loe

which satisfies (2.30) for every N E A'2 (or equivalently, for every N E Ac,Joe).

2.25 Problem. Suppose M, N EAc,loe and X E(II*(M) n (II*(N). Show that for
every pair (a, P) of real numbers we have

pXM+PN(X) = a[M(X) + P[N(X),

2.26 Proposition. Let M EAc,Joe, {x(n)}::'=l ~ (II*(M), X E(II*(M) and suppose
that for some stopping time Tof {~} we have limn_ oo g IX1n)- Xt l

2 d(M)t = 0,
in probability. Then

sup IIt x~n)dMs - It X s dMs I n~cx1 O.
OS;tS;T 0 0

PROOF. The proof follows immediately from Problem 1.5.25 and Proposition
2.24.

2.27 Problem. Let MEAc,loe and choose XE(II*. Show that there exists a
sequence of simple processes {x(n)}::'=l such that, for every T> 0,

lim IT IX1n) - Xtl
2 d(M)t = 0

n-+oo 0

and

lim sup I[t(x(n») - [t(X) I = 0
n-oo OS;tS;T

hold a.s. P. IfM is a standard, one-dimensional Brownian motion, then the
preceding also hold with X E (II.

2.28 Problem. Let M = W be standard Brownian motion and X E (II. We
define for 0 ~ s < t < 00

(2.35)

The process {exp('t(X)),~; 0 ~ t < oo} is a supermartingale; it is a martin
gale if X E!£o.

Can one characterize the class of processes X E (11*, for which the exponen
tial supermartingale {exp ('t(X)),~; 0 ~ t < oo} of Problem 2.28 is in fact a
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(2.37)

martingale? This question is at the heart of the important result known as the
Girsanov theorem (Theorem 5.1); we shall try to provide an answer in Section 5.

2.29 Problem. Let W be a standard Brownian motion, e a number in [0,1],
and II = {to,tt, ... ,tm } a partition of [O,t] with 0 = to < tt < .. , < tm = t.
Consider the approximating sum

m-l

(2.36) S.(II) ~ L [(1 - e)~; + e~i+,J(~i+1 - ~)
i=O

for the stochastic integral J~ J¥. dJ¥.. Show that

. 1 (1)hm S.(II) = - ~2 + e - -2 t,
IInt1-o 2

where the limit is in L 2
. The right-hand side of (2.37) is a martingale if and

only if e = 0, so that W is evaluated at the left-hand endpoint of each interval
[t i , t i +1 ] in the approximating sum (2.36); this corresponds to the Ito integral.
With e = -t we obtain the Fisk-Stratonovich integral, which obeys the usual
rules of calculus such as J~ J¥. 0 dJ¥. = -t ~2; we shall have more to say about
this in Problems 3.14, 3.15. Finally, e = 1 leads to the backward Ito integral
(McKean (1969), p. 35). The sensitivity of the limit in (2.37) to the value of e
is a consequence of the unbounded variation of the Brownian path.

We know all too well that it is one thing to develop a theory of integration
in some reasonable generality, and a completely different task to compute the
integral in any specific case of interest. Indeed, one cannot be expected to
repeat the (sometimes arduous) process which fortunately led to an answer in
the preceding problem. Just as we develop a calculus for the Riemann integral,
which provides us with tools necessary for more or less mechanical computa
tions, we need a stochastic calculus for the Ito integral and its extensions. We
take up this task in the next section.

2.30 Exercise. For M EAc,lac, X E!?J'*, and Z an 3i",;-measurable random vari
able, show that

3.3. The Change-of-Variable Formula

One of the most important tools in the study of stochastic processes of the
martingale type is the change-oj-variable Jormula, or Ito's rule, as it is better
known. It provides an integral-differential calculus for the sample paths of
such processes.
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Let us consider again a basic probability space (n,:F, P) with an associated
filtration {g;} which we always assume to satisfy the usual conditions.

3.1 Definition. A continuous semimartingale X = {XI> g;; 0 ::s; t < oo} is an
adapted process which has the decomposition, P a.s.,

(3.1)

where M = {MI,g;; 0 ::s; t < oo} E .;(("Ioc (Definition 1.5.15) and B = {BI> g;;
o::s; t < oo} is the difference of continuous, nondecreasing, adapted processes
{AI±,g;; O::s; t < oo}:

(3.2) BI = A7 - A;; O::s; t < 00,

(3.3)

with At = 0, P a.s. We shall always assume that (3.2) is the minimal de
composition of B; in other words, A7 is the positive variation ofBon [0, t]
and A; is the negative variation. The total variation of B on [0, t] is then
BI £ A7 + Ar-·

The following problem discusses the question of uniqueness for the de
composition (3.1) of a continuous semimartingale.

3.2 Problem. Let X = {X" g;; 0 ::s; t < oo} be a continuous semimartingale
with decomposition (3.1). Suppose that X has another decomposition

XI = X o + MI + iiI; O::s; t < 00,

where ME .;(("Ioc and ii is a continuous, adapted process which has finite total
variation on each bounded interval [0, t]. Prove that P-a.s.,

MI = M
"

B, = iiI' O::s; t < 00.

A. The Ito Rule
Ito's formula states that a "smooth function" of a continuous semimartingale
is a continuous semimartingale, and provides its decomposition.

3.3 Theorem. (Ito (1944), Kunita & Watanabe (1967)). Let f: ~ -+ ~ be a
function of class C2 and let X = {XI> g;; 0 ::s; t < oo} be a continuous semi
martingale with decomposition (3.1). Then, P-a.s.,

f(X,) = f(Xo) + Lf'(Xs)dMs + Lf'(Xs)dBs

1II+ - f"(X.)d<M)., O::s; t < 00.
2 0

3.4 Remark. For fixed wand t > 0, the function Xs(w) is bounded for 0 ::s; s ::s; t,
so f'(Xs(w)) is bounded on this interval. It follows that J~f'(Xs)dMs is defined
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as in the last section, and this stochastic integral is a continuous, local
martingale. The other two integrals in (3.3) are to be understood in the
Lebesgue-Stieltjes sense (Remark 1.4.6 (i)), and so, as functions of the upper
limit of integration, are of bounded variation. Thus, {I(X,),~; 0 :::;; t < oo} is
a continuous semimartingale.

3.5 Remark. Equation (3.3) is often written in differential notation:

(3.3)'
1

df(X,) = f'(X,)dM, + f'(X,) dB, + 2" !,,(X,)d<M),

1
= f'(X,)dX, + 2" !"(X,)d<M),, 0:::;; t < 00.

This is the "chain-rule" for stochastic calculus.

PROOF OF THEOREM 3.3. The proof will be accomplished in several steps.

Step 1: Localization. In the notation of Definition 3.1 we introduce, for each
n ~ 1, the stopping time

{

O; iflXol ~ n,

1'" = in~{t ~ 0; IM,I ~ n or B, ~~ or <M), ~ n}; iflXol < n,

00, 1flXoi < nand {... } - 0.

The resulting sequence is nondecreasing with limn_ oo 1'" = 00, P-a.s. Thus, if
we can establish (3.3) for the stopped processes XI" Tn' M I " Tn' I ~ 0, then we
have the desired result upon letting n ----+ 00. We may assume, therefore, that
Xo(w) and the random functions M,(w), B,(w), and <M),(w) on [0, (0) x n are
all bounded by a common constant K; in particular, M is then a bounded
martingale. Under this assumption, we have IX,(w)1 :::;; 3K; 0:::;; t < 00, wen,
so the values of f outside [ - 3K, 3K] are irrelevant. We assume without loss
of generality that f has compact support, and so f, 1', and!" are bounded.

Step 2: Taylor expansion. Let us fix t > °and a partition II = {to,t l ,

••. ,/m } of [0, I], with°= to < t I < ... < tm = t. A Taylor expansion yields

m

f(X,) - f(Xo) = L {I(X,J - f(X'k-l)}
k=1

m 1 m

= k~1 f'(X'k_,)(X'k - X'k_.) + 2" (;1 !"(tlk)(X'k - X'k_Y'

where '7k(W) = X lk _
1
(w) + 0k(W)(X'k(W) - X'k_1 (w)) for some appropriate 0k(W)

satisfying 0 :::;; 0k(W) :::;; 1,wen. We may choose Ok so that !"(tlk) is measurable,
since we can solve the above equation for !"('7k)' unless X lk = X'k_I' in which
case we can choose Ok to be 0. We conclude that

(3.4)
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where
m

J I (") ~ L !'(Xtk-l)(Btk - B'k_.)'
k=1

m

J 2 (n) ~ L !,(X'k_,)(M'k - M'k_)'
k=1

m

J3(") ~ L !"(Yfd(X'k - X'k_Y'
k=1

151

It is easily seen that J, (0) converges to the Lebesgue-Stieitjes integral
fd f'(Xs)dBs, a.s. P, as the mesh 11011 = maxl~k~mltk - tk-d of the parti
tion decreases to zero. On the other hand, the process

Ys(w) ~ f'(Xs(w)); 0::;; s ::;; t, WE il,

is in f£'* (adapted, continuous, and bounded); we intend to approximate it
by the simple process

m

y'n(w) ~ !,(Xo(w»I{o}(s) + L !'(X'k-1(w»l(rk_t"kJ(s).
k=1

Indeed, we have EI,2(yn - Y) = E J~ Iy'n - Y.1 2 d<M). -+ 0 as 11011 -+ 0, by
the bounded convergence theorem, and so

J 2 (") = t y'ndMs 1I1l1H' t y'dMs

in quadratic mean.

Step 3: The quadratic variation term. J3(0) can be written as

J3(n) = J4 (") + Js(n) + J6 (n),

where
m

J4 (n) ~ L !"(Yfk)(B'k - B'k_Y'
k=1

m

Js(n) ~ 2 L !"(Yfk)(B'k - B'k_t)(M'k - M'k_.}'
k=1

m

J6 (") ~ L !"(Yfd(Mtk - M'k_Y'
k=1

Because B has total variation bounded by K, we have

IJ4 (n)l + IJs(n)l

::;; 2KII!"lIoo( max IB'k - B'k_11 + max IM'k - M'k_I I),
I ~k~m I ~k~m

and, thanks to the continuity of the processes Band M, this last term converges
to zero almost surely as 11011 -+ 0 (as well as in L 1(o.,~, P), because of the
bounded convergence theorem). As for J6 (0), we define
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m

Jt(ll) ~ L: f"(X'k_,)(M'k - M'k_Y
k=l

in U(O,ff,P).

IJt(n) - J6 (ll)! :s; J-;(2)(ll). max If"(1/k) - f"(X'k_)I,
1 ~k~m

where J-;(2)(ll) is the quadratic variation of M over the partition n (d.
Theorem 1.5.8 and the discussion preceding it). According to Lemma 1.5.9
and the Cauchy-Schwarz inequality,

,-------------

£IJ;(n) - J6(0)1 :s; V6K4 £(l~t:lIllfll(1Jk)- f"(X tk _ 1)IY,
and this is seen to converge to zero as II n II - 0 because of the continuity of
the process X and the bounded convergence theorem. Thus, in order to
establish the convergence of the quadratic variation term J3(n) to the integral
f~f"(Xs)d(M)s in U(O,ff,P) as Ilnll-O, it suffices to compare Jt(ll) to
the approximating sum

m

J7 (O) ~ L f"(X'k_.H(M)'k - (M)'k_J
k=1

Recalling the discussion just before Lemma 1.5.9, we obtain

EIJt(O) - J 7(nw

= Elk~l f"(X'k_) {(M'k - M'k_Y - (M\k - (M)'k_')) 1

2

= EL~l [f"(X'k_)]2{(M'k - M'k_Y - (M)'k - (M)'k-I)}2J

:s; 2I1f"l1~· EL~l (M'k - M'k_)4 + k~l (M)'k - (M\k_Y J

:s; 2I1f"ll~· E [J-;(4)(ll) + (M),· 1~::m (M)'k - (M)'k_)}

and Lemma 1.5.10 together with the bounded convergence theorem shows
that the last term in the preceding equations goes to zero as Ilnll - O. Since
convergence in L 2 implies convergence in L 1, we conclude that

J3(ll) IIll11-o' t f"(Xs)d(M)s

Step 4: Final Touches. If {n(")}:;'l is a sequence of partitions of [0, t] with
IIn(")11~ 0, then for some subsequence {n("k)}f=l we have, P-a.s.,

lim Jdn("k») = It f'(Xs)dBs'
k-co 0
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(3.6)

lim J 2 (n(n k » = It f'(Xs)dMs'
k-oo 0

lim J 3 (n<nk » = I' !,,(Xs)d(M)s'
k-oo 0

Thus, passing to the limit in (3.4), we see that (3.3) holds P-a.s. for each°~ t < 00. In other words, the processes on the two sides of equality (3.3) are
modifications of one another. Since both of them are continuous, they are
indistinguishable (Problem 1.1.5). D

We have the following, multidimensional version of Ito's rule.

3.6 Theorem. Let {Mt ~ (M?), ,Mid», ~;°~ t < oo} be a vector oj local
martingales in vIIe,lac, {B, ~ (m!), ,Bld»,~;°~ t < oo} a vector oj adapted
processes oj bounded variation with Bo = 0, and set X, = Xo + Mt + B,;°~ t < 00, where Xo is an .?7o-measurable random vector in jRd. Let J(t,x):
[0, (0) x jRd _ jR be oj class eL2. Then, a.s. P,

o

3.7 Problem. Prove Theorem 3.6.

3.8 Example. With M = W = Brownian motion, Xo = 0, B, == °and J(x) =
x 2

, we deduce from (3.3):

Jt;2 = 2Ll¥, dl¥, + t.

Compare this with Problem 2.29.

3.9 Example. Again with M = W = Brownian motion, let us consider X E &>
and recall the exponential supermartingale of Problem 2.28:

Z, = expeCt); °~ t < 00

where ( = (X) of (2.35). We now check by application of Ito's rule that this
process satisfies the stochastic integral equation

Z, = 1 +LZsXsdl¥,; °~ t < 00.
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Indeed, {'I;~; 0 :5;; t < oo} is a semimartingale, with local martingale part
N, ~ f~ XsdJ¥. and bounded variation part B, ~ -H~ X; ds. With f(x) = eX,
we have

[I [I 1 [I
ZI = f('J = f('o) + Jo !'('s)dNs + Jo !'('s)dBs + 2Jo !"('s)d<N)s

= 1 + t ZsXsdJ¥. + t zs(-~x;)dS + ~ t Z sX s
2

ds

= 1 +tZsXsdJ¥..

The replacement of dNs by XsdJ¥. in this equation is justified by Corollary
2.20 (actually, the extension of Corollary 2.20 to allow for the present case of
M = Wand X E &'). It is usually more convenient to perform computations
like this using differential notation. We write

d', = X,dJt; - !X,2dt,

and, to reflect the fact that the martingale part of , has quadratic variation
with differential X/ dt, we let (d',)2 = X/ dt. One may obtain this from the
formal computation

(d',f = (XI dJt; - !X/ dt)2

= X I
2(dJt;)2 - X? dJt; dt + tX:(dtf

= X l
2 dt,

using the conventional "multiplication table"

dt
dJv,
dJ¥,

dt

o
o
o

dJv,

o
dt
o

o
o
dt

where w: tv are independent Brownian motions (recall Problem 2.5.5). With
this formalism, Ito's rule can be written as

and with f(x) = eX, we obtain

dZ, = Z,X,dJt; - !Z,X/dt + !Z, X / dt

= Z,X,dJt;.

Taking into account the initial condition Zo = 1, we can then recover (3.6).
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3.10 Problem. With {Z,; 0 ~ t < oo} as in Example 3.9, set Y, = liZ,; 0 ~
t < 00, which is well defined because P[info";''';TZ, > 0] = P[info";''';T(' >
-00] = 1. Show that Y satisfies the stochastic differential equation

dY, = Y,X,2 dt - Y,X, dU--;, Yo = 1.

3.11 Example. One of the motivating forces behind the Ito calculus was a
desire to understand the effects of additive noise on ordinary differential
equations. Suppose, for example, that we add a noise term to the linear,
ordinary differential equation

~(t) = a(t)¢(t)

to obtain the stochastic differential equation

d¢, = a(t)¢, dt + b(t) dU--;,

where a(t) and b(t) are measurable, nonrandom functions satisfying

f: la(t)1 dt + tT b2 (t) dt < 00; 0 < T < 00,

and W is a Brownian motion. Applying the Ito rule to X}1)X}2) with XP) ~
exp[f~a(s)ds] and X}2) = ¢o + J~b(s)exp[ - Joa(u)du]dl¥., we see that ¢, =
X?)X}2) solves the stochastic equation. Note that ¢, is well defined because,
for 0 < T < 00:

tT b2(S)exp [ -2 f: a(U)du]dS ~ eXP [2 tT la(u)ldu]t
T

b2 (s)ds < 00.

A full treatment of linear stochastic differential equations appears in Sec. 5.6.

3.12 Problem. Suppose we have two continuous semimartingales

(3.7) Xl = Xo + M, + B" Y, = Yo + N, + C,; 0 ~ t < 00,

where M and N are in vile, lac and Band C are adapted, continuous processes
of bounded variation with Bo = Co = 0 a.s. Prove the integration by parts
formula

(3.8) I Xsd¥. = x, Y, - Xo Yo - I ¥.dXs - <M, N),.

The Ito calculus differs from ordinary calculus in that familiar formulas,
such as the one for integration by parts, now have correction terms such as
<M, N), in (3.8). One way to avoid these corrections terms is to absorb them
into the definition of the integral, thereby obtaining the Fisk-Stratonovich
integral of Definition 3.13. Because it obeys the ordinary rules of calculus
(Problem 3.14), the Fisk-Stratonovich integral is notationally more conve
nient than the Ito integral in situations where ordinary and stochastic calculus
interact; the primary example of such a situation is the theory of diffusions on
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(3.9)

differentiable manifolds. The Fisk-Stratonovich integral is also more robust
under perturbations of the integrating semimartingale (see subsection 5.2.D),
and thus a useful tool in modeling. We note, however, that this integral is
defined for a narrower class ofintegrands than the Ito integral (see Definition
3.13) and requires more smoothness in its chain rule (Problem 3.14). Whenever
the Fisk-Stratonovich integral is defined, the Ito integral is also, and the two
are related by (3.9).

3.13 Definition. Let X and Y be continuous semimartingales with decom
positions given by (3.7). The Fisk-Stratonovich integral of Ywith respect to
X is

I
t It It 1y'odXs~ y'dMs + y'dBs+-(M,N>t; O:::;t<oo,
o 00 2

where the first integral on the right-hand side of (3.9) is an Ito integral.

3.14 Problem. Let X = (X(l), ... , X(d)) be a vector of continuous semi
martingales with decompositions

X:i) = xg) + M:i) + B:i); i = 1, ... ,d,

where each M(i) Evltc,loc and each B(i) is of the form (3.2). If f: !Rd~ !R is of
class C3

, then

(3.10)

3.15 Problem. Let X and Y be continuous semimartingales and n =
{to,t l , . .. ,tm } a partition of [O,t] with 0 = to < t l < ... < tm = t. Show that
the sum

m-I (1 1)-Y. -Y. X -Xi~ 2 tdl + 2 ti (ti+1 t)

converges in probability to J~ y. 0 dXs as II n II --. O.

B. Martingale Characterization of Brownian Motion

In the hands of Kunita and Watanabe (1967), the change-of-variable formula
(3.5) was shown to be the right tool for providing an elegant proof of P. Levy's
celebrated martingale characterization of Brownian motion in !Rd. Let us recall
here that if {Bt = (B?), . .. , B:d»), g;;; 0 :::; t < oo} is a d-dimensional Brownian
motion on (0, ff, P) with P[Bo = 0] = 1, then (B(k l, B(j) >t = c5k}; 1 :::; k, j :::; d,
o:::; t < 00 (Problem 2.5.5). It turns out that this property characterizes
Brownian motion among continuous local martingales. The compensated
Poisson process with intensity A. = 1 provides an example of a discontinuous,
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square-integrable martingale with (M)l = t (d. Example 1.5.4 and Exercise
1.5.20), so the assumption of continuity in the following theorem is essential.

3.16 Theorem (P. Uvy (1948». Let X = {Xl = (X11), ... , X1d», ff'" 0:$ t < oo}
be a continuous, adapted process in /Rd such that, for every component 1 :$ k :$ d,
the process

o:$ t < 00,

is a continuous local martingale relative to {ff',}, and the cross-variations are
given by

(3.11) (M(k),MU»1 = bk}; 1 :$ k, j:$ d.

Then {Xl' ff',; 0 :$ t < oo} is a d-dimensional Brownian motion.

PROOF. We must show that for 0:$ s < t, the random vector Xl - X s is
independent of iF, and has the d-variate normal distribution with mean zero
and covariance matrix equal to (t - s) times the (d x d) identity. In light of
Lemma 2.6.13, it suffices to prove that for each u E /Rd, with i = J"=l,
(3.12) E[ei(U,X,-x')IiF,] = e-(1/2)lI u II2(I-s), a.s. P.

For fixed u = (u 1 , •• • , ud ) E /Rd, the function f(x) = ei(u,X) satisfies

a a2

~ f(x) = iujf(x), ~ f(x) = -ujuk!(x).
UXj uXjuXk

Applying Theorem 3.6 to the real and imaginary parts off, we obtain

(3.13) ei(u,X,) = ei(u,x.) + i t uj rl

ei(u,Xv)dM~jl- ~ t uJ rl

ei(u,Xv)dv.
)=1 Js 2)=1 Js

Now If(x) I :$ 1 for all XE/Rd and, because (MU»1 = t, we have MU)EvIt'2.
Thus, the real and imaginary parts of {J~ ei(u,Xv)dM~jl, ff',; 0 :$ t < oo} are not
only in vlte,lac, but also in vIt'2. Consequently,

E[f ei(U'Xv)dM~j)IiF, ] = 0, P-a.s.

For A E iF" we may multiply (3.13) by e-i(u,x.) lA and take expectations to
obtain

E[ei(U,X,-X')I
A

] = P(A) _ ~ lIull 2 rl

E[e i(U,X v -x')I
A

] dv.
2 Js

This integral equation for the deterministic function t 1--+ E[ei(U,X,- x.) lA ] is
readily solved:

E[ei(U,X,-x.) lA] = P(A)e-(1f2)lIuIl 2
(I-s),

and (3.12) follows.

vAEiF"

o
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3.17 Exercise. Let J¥r = (J¥r(l), J¥r(2), J¥r(3» be a three-dimensional Brownian
motion starting at the origin, and define

3

X = n sgn(Wl i»,
i=l

Show that each of the pairs (MO),M(2», (M(l), M(3» and (M(2), M(3» is a
two-dimensional Brownian motion, but (MO), M(2), M(3» is not a three
dimensional Brownian motion. Explain why this does not provide a counter
example to Theorem 3.16, i.e., a three-dimensional process which is not a
Brownian motion but which has components in Jlc,loc and satisfies (3.11).

3.18 Problem. Let W = {J¥r = (J¥rO), ... , J¥r(d»,~; 0 ~ t < oo} be a d
dimensional Brownian motion starting at the origin, and let Q be a d x d
orthogonal matrix (QT = Q-l). Show that »-; ~ QJ¥r is also ad-dimensional
Brownian motion. We express this property by saying that "d-dimensional
Brownian motion starting at the origin is rotationally invariant."

C. Bessel Processes, Questions of Recurrence

Another use of the P. Levy Theorem 3.16 is to obtain an integral representa
tion for the so-called Bessel process. For an integer d ~ 2, let W = {J¥r =
(J¥r(l), ... , J¥r(d»,~; 0 ~ t < oo}, {PX}xe Rd be a d-dimensional Brownian family
on some measurable space (n, ~). Consider the distance from the origin

(3.14) R, ~ 11J¥r11 = J(J¥r(I»2 +, .. + (J¥r(d)f; 0 ~ t < 00,

so PX[Ro = Ilxll] = 1. If X, yE IRd and IIxll = lIyll, then there is an orthogonal
matrix Q such that y = Qx. Under PX, W= {»-; ~ QJ¥r,~; 0 ~ t < oo} is a
d-dimensional Brownian motion starting at y, but 11»-;11 = II J¥rll, so for any
FE .?4(C[O, 00», we have
(3.15)

In other words, the distribution of the process R under p x depends on x only
through IIxll.

3.19 Definition. Fix an integer d ~ 2, and let W = {J¥r,~; 0 ~ t < oo},
{PX}xeRd be a d-dimensional Brownian family on (n,~). The process R =
{R, = 11J¥r11,~;0 ~ t < oo} together with the family of measures {pr}r~O ~

{p(r,O.....O)}r~O on (n,~) is called a Bessel family with dimension d. For fixed
r ~ 0, we say that R on (n,~, pr) is a Bessel process with dimension d starting
at r.
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3.20 Problem. Show that for each d ~ 2, the Bessel family with dimension d
is a strong Markov family (where we modify Definition 2.6.3 to account for
the state space [0, (0».

3.21 Proposition. Let d ~ 2 be an integer and choose r ~ O. The Bessel process
R with dimension d starting at r satisfies the integral equation

0.:::;; t < 00,(3.16) II d-l
R I = r + -2--ds + BI ;

o Rs

where B = {BI'~; 0 .:::;; t < oo} is the standard, one-dimensional Brownian
motion

(3.17)
d

B~ L B(i)
i=!

with
I

I W(i)
B(il ~ _S_dW(il.
I 0 R

s
S'

1 .:::;; i .:::;; d.

0.:::;; t < 00.

PROOF. We use the notation of Definition 3.19, except we write P instead of
pro Note first of all that R I can be at the origin only when J.V;(1) is, and so the
Lebesgue measure of the set {O .:::;; s .:::;; t; Rs = O} is zero, a.s. P (Theorem 2.9.6).
Consequently, the integrand (d - 1)j2Rs in (3.16) is defined for Lebesgue
almost every s, a.s. P.
Each of the processes B(i) in (3.17) belongs to .A~, because

E II (~W(il)2 ds < t·
o R

s
s - ,

Moreover,

<B(il B(j) = II _1_ W(i)W(J) d< W(il WUl) = b·· II _1_ W(ilW(j) ds
, loR; s s , s IJ 0 R; s s ,

which implies
d

<B)I = L <B(i)1 = t,
i=!

and we conclude from Theorem 3.16 that B is a standard, one-dimensional
Brownian motion.
It remains to prove (3.16). A heuristic derivation is to apply Ito's rule

(Theorem 3.6) to the function f(x) ~ IIxII = Jxi + ... + xJ: IRd
...... [0, (0), for

which

1 .:::;; i,j .:::;; d,
o X· 02 b·· x·x·

ox/(x) = Ilx'll' oxiox/(x) = 11:11 - 11~IIJ3;

hold on IRd\ {O}. Then R I = f(J.V;) and (3.16) follows from (3.5). The difficulty
here is that f is not differentiable at the origin, and so Theorem 3.6 cannot be
applied directly to f. This problem is related to our uneasiness about whether
the integral in (3.16) is finite. Here is a resolution. Define
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¥. ~ II W; 11 2 = R;,
and use Ito's rule to show that

3. Stochastic Integration

y < e,

Y :2: e,

d I'¥. = r2 + 2i~ 0 Jv,(i) dJv,(i) + td.

Let g(y) = )y, and for e > 0, define

{
~0 + _3_ y _ _ 1_ y2 .

g.(y) = 8 4~ 8e~'

)y;
so g. is of class C2 and lim•./. 0 g.(y) = g(y) for all y :2: 0. Now apply Ito's rule
to obtain

(3.18)

where

d

g.(¥.) = g.(r2) + L I1 i)(e) + J,(e) + K,(e),
i=l

(i) 1:.. I'[1 1( Y.)J (i) (i)I, (e) - 0 l{ys~.} R
s
+ l{ys<£}2~ 3 - --;- Jv, dJv, ,

I
, d-l

J,(e) ~ 0 l{ys~'} 2R
s

ds,

6 I' 1 [ Y.JK,(e) = 0 l{ys<'}40 3d - (d + 2)--;- ds.

We now show that, as e10, (3.18) yields (3.16). From the monotone conver
gence theorem, we see that

I

, d - 1 I'd - 1
lim J,(e) = l{y >o}--ds = --ds, a.s.
•./.o 0 s 2Rs 0 2Rs

We also have 0::::; EK,(e) ::::; (3d/4~) f~ P[y' < e] ds. The probability in the
integrand is bounded above by

P[(Jv,(l»)2 + (Jv,(2»)2 < e] = I21[ I';;' _1_e-p2/2sp dp de,
o 0 2ns

and so the integral becomes, upon using Fubini's theorem and the change of
variable ~ = p/fi:

I P[y' < e]ds::::; L';;' p(I ~e-P2/2SdS)dP

= 2 I';;' p (f'" ~ e-~2/2 d~) dp.
o pi';; ~
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But now it is easy to see that this expression is o(~) as e! 0, using the rule
of I'Hopital. Therefore, lim.-l. oEK,(e) = O. Finally

E[B: j
) - I?l(e)]2 = EL1{ys<.{~s - 2); (3 - ;)J(~<i»2 ds

= EL1{Ys<t{1 - ~1;(3 - ;)J(~:i)Y ds

~LP[Y. < e] ds = 0(0) as e! O.

This establishes (3.16). o

Let {R,,~; 0 ~ t < oo} be a Bessel process with dimension d ~ 2 starting
at r ~ O. Then, for each fixed t > 0, it is clear from (3.14) that PER, > 0] = 1.
A more interesting question is whether the origin is nonattainable:

(3.19) PER, > 0; '10 < t < 00] = 1.

The next proposition shows that this is indeed the case. Ofcourse the situation
isdrasticallydifTerentinonedimension,sinceP[IJ.t;(1ll > 0; '10 < t < 00] = 0
(Remark 2.9.7).

3.22 Proposition (Nonattainability of the Origin by the Brownian Path in
Dimension d ~ 2). Let d ~ 2 be an integer and r ~ O. The Bessel process R with
dimension d starting at r satisfies (3.19).

PROOF. It is sufficient to treat the case d = 2, since, for larger d,
(J.t;(ll)2 + ... + (J.t;<dl)2 can reach zero only if (J.t;(1)f + (J.t;<2l)2 does.
We consider first the case r > O. For positive integers k satisfying (l/kt <

r < k and n ~ 1, define stopping times

7;. = inf{t ~ O;R, =GY}, Sk = inf{t ~ O;Rr = k}, 'k = 7;. /\ Sk /\ n.

Because P-almost every Brownian path is unbounded (Theorem 2.9.23), we
have

(3.20)

Using (3.16), apply Ito's rule to 10g(R,) to obtain

I
Tk 1

log RTk = log r + - dBs .
o R s

This step is permissible because log is of class C2 in an open interval contain
ing [(1/k)\ k]. For 0 ~ s ~ 'k> IIIRsl is bounded, and since 'k is also bounded,
we have E J~k(lIRs)dBs = O. Therefore,
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(3.21) logr = E[logRtJ = -k(logk) P[T,,:s; Sk 1\ n]

+ (log k) P[Sk :s; T" 1\ n] + E[(log Rn) 1{n<Sk 1\ Tkll

For every n 2: 1, 10gRn on {n < Sk 1\ T,,} is bounded between -k(logk) and
log k. According to (3.20), as n --+ 00 we have PEn < Sk 1\ T,,] --+ O. Thus, letting
n --+ 00 in (3.21), we obtain

log r = - k(log k) P[T" :s; Sk] + (log k) P[Sk :s; T"l

Ifwe divide by k(log k) and let k --+ 00, we see that

(3.22) lim P[T" :s; Sk] = o.
k-oo

Now set T = inf{ t > 0; Rt = O}, so that T" :s; T for every k 2: 1. From (3.20)
and (3.22), we have

(3.23) PET < 00] = lim PET :s; Sk] :s; lim P[T" :s; Sk] = o.
k-oo k-oo

It follows that P[Rt > 0, \f0 < t < 00] = 1.
Finally, we consider the case r = O. Recalling the indexing of probability

measures in Definition 3.19, we have from Problem 3.20:

PO[R t > 0; \fe < t < 00] = EO{PR'[R t > 0; \f0 < t < oo]} = 1

for any fixed e > 0, by what was just proved and the fact that PO[R, > 0] = 1.
Letting e! 0, we obtain the desired result. 0

3.23 Problem. Let R = {Rt>~; 0 :s; t < oo} be a Bessel process with dimen
sion d 2: 2 starting at r > 0, and define

m = inf R,.
OoSt<oo

(i) Show that if d = 2, then m = 0 a.s. P.
(ii) Show that if d 2: 3, then m has the beta distribution

P[m:s; c] = GJ-2; O:s; c:S; r.
(Hint: Adapt the proof of Proposition 3.22. For (ii), an appropriate substitute
for the function f(r) = log r must be used.)

Proposition 3.22 says that, with probability one, a two-dimensional
Brownian motion never reaches the origin. Problem 3.23 (i) shows, however,
that it comes arbitrarily close. By translation, we can conclude that for any
given point Z E 1R2, a two-dimensional Brownian path, with any starting posi
tion different from z, never reaches the point z, but does reach every disc of
positive radius centered at z. In the parlance of Markov chains, one says that
"every singleton is nonrecurrent," but that "every disc of positive radius is
recurrent." For a Brownian motion of dimension 3 or greater, Problem 3.23
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(3.24)

(ii) shows that, once it gets away from the origin, almost every path of the
process remains bounded away from the origin; this lower bound depends, of
course, on the particular path. Thus, d-dimensional spheres are nonrecurrent
for d-dimensional Brownian motion when d ~ 3.

3.24 Problem. Let R be a Bessel process with dimension d ~ 3 starting at
r ~ O. Show that P[lim l _ oo R1 = 00] = I.

D. Martingale Moment Inequalities

As a final application of Ito's rule in this section, we derive some useful
bounds on the moments of martingales. The following exercise illustrates the
technique.

3.25 Exercise. With W = {Jt;,~; a :::; t < oo} a standard, one-dimensional
Brownian motion and X a measurable, adapted process satisfying

E IT IX,1 2m dt < 00

for some real numbers T > aand m ~ 1, show that

(3.25) EIIT X1dltTm :::;(m(2m-l))mTm- 1E IT'XI,2mdt.

(Hint: Consider the martingale {M, = JhXsd~,~; 0:::; t:::; T}, and apply
Ito's rule to the submartingale IMI 1

2m.)

Actually, with a bit of extra effort, we can obtain much stronger results. We
shall show, in effect, that for anyM E Jlc,loc the increasing functions E(IM,*1 2m )
and E( (M);"), with the convention

(3.26) Mt ~ max IMsl,
O$;.$;I

have the same growth rate on the entire of [0,(0), for every m > O. This is
the subject of the Burkholder-Davis-Gundy inequalities (Theorem 3.28). We
present first some preliminary results.

3.26 Proposition (Martingale Moment Inequalities [Millar (1968), Novikov
(1971)]). Consider a continuous martingale M which, along with its quadratic
variation process (M), is bounded. For every stopping time T, we have then

(3.27) E(lMT I
2m) :::; C:"E«M)~); m > a

(3.28) BmE«M)~) :::; E(IMT I
2m); m > 1/2

(3.29) BmE«M)~) :::; E[(M:fm] :::; CmE«M)~); m > 1/2
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for suitable positive constants Bm, Cm, C~ which are universal (i.e., depend only
on the number m, not on the martingale M nor the stopping time T).

PROOF. We consider the process

Y, £ (j + €<M)t + M! = (j + (1 + €)<M)t + 2I MsdM., 0::;; t < 00,

where (j > °and € ~ 0 are constants to be chosen later. Applying the change
of-variable formula to f(x) = x m

, we obtain

(3.30)

y,m = (jm + m(l + €)I y'm-l d<M). + 2m(m - 1)I y'm- 2 M;d<M)s

+ 2mI y'm-
1MsdMs; 0::;; t < 00.

Because M, Y, and <M) are bounded and Y is bounded away from zero,
the last integral is a uniformly integrable martingale (Problem 1.5.24). The
Optional Sampling Theorem 1.3.22 implies that Eg y'm -

1Ms dMs = 0, so
taking expectations in (3.30), we obtain our basic identity

(3.31) EY; = (jm + m(l + €)E IT y'm- 1 d<M).

+ 2m(m - l)E IT y'm- 2 Ms
2 d<M)s.

Case 1: °< m ::;; I, upper bound: The last term on the right-hand side of
(3.31) is nonpositive; so, letting (j! 0, we obtain

(3.32) E[€<M)T +M¥r ::;; m(1 + €)E IT (€<M)s + M;)m-l d<M).

::;; m(1 + €)€m-lE IT <M);-l d<M)s

= (1 + *m-lE(<M)~).

The second inequality uses the fact °< m ::;; 1. But for such m, the function
f(x) = x m

; X ~ °is concave, so
(3.33) 2m

-
1(x m + ym) ::;; (x + yr; x ~ 0, y ~ 0,

and (3.32) yields: €mE«M)~) + E(IMTI2m)::;; (1 + €)(~r-lE«M)~), whence

(3.34) E(IMT I
2m)::;; [(1 + €)Gy-m - €mJE«M)~).

Case 2: m > 1, lower bound: Now the last term in (3.31) is nonnegative, and
the direction of all inequalities (3.32)-(3.34) is reversed:
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E(IMT I2m);::: [(1 + e)Gr-I - emJE«M)i!).

Here, e has to be chosen in (0, (2m
- I - 1)-1).
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Case 3: t < m ::; 1, lower bound: Let us evaluate (3.31) with e = 0 and then
let f>! O. We obtain

(3.35) E(IMTI2m) = 2m(m - t)E IT IMs I
2(m-l) d<M)s'

On the other hand, we have from (3.33), (3.31):

2m
-

I [emE«M)i!) + E(f> + Mi)m]

::; E[e<M)T + (f> + Mi)r

::; f>m + m(1 + e)E IT (f> + M;)m-I d<M)s'

Letting f> ! 0, we see that

(3.36) 2m
-
I [emE«M)i!) + E(lMTI2m )] ::; m(1 + e)E IT IMsI2 (m-1) d<M)s'

Relations (3.35) and (3.36) provide us with the lower bound

valid for all e > O.

Case 4: m > 1, upper bound: In this case, the inequality (3.36) is reversed, and
we obtain

E(IMT I2m)::; em((12:e~ll-m - lr
l

E«M)i!),

where now e has to satisfy e > (2m - 1)2m
-
1 - l.

This analysis establishes (3.27) and (3.28). From them, and from the Doob
maximal inequality (Theorem 1.3.8) applied to the martingale {MT At>~;

o::; t < oo}, we obtain for m > 1/2:

BmE«M)i!l\t)::; E(IMTl\tI 2m )::; E[(M~l\t)2m]

::; (2~: lymE(IMT I\t1 2m)

::; C~(2~: lymE«M)i!l\t); 0::; t < 00,

which is (3.29) with T replaced by T /\ t. Now let t ~ 00 in this version of (3.29)
and use the monotone convergence theorem. 0
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3.27 Remark. A straightforward localization argument shows that (3.27),
(3.29) are valid for any ME Jlc,loc. The same is true for (3.28), provided that
the additional condition E(<M)j!) < 00 holds.
We can state now the principal result of this subsection.

3.28 Theorem (The Burkholder-Davis-Gundy Inequalities). Let ME Jlc,loc
and recall the convention (3.26). For every m > 0 there exist universal positive
constants km , K m (depending only on m), such that

(3.37)

holds for every stopping time T In particular, if we have EJ<M)a < 00 for
every 0 < a < 00, then M is a martingale.

PROOF. From Proposition 3.26 and Remark 3.27, we have the validity of(3.37)
for m > 1/2. It remains to deal with the case 0 < m ::; 1/2; we assume without
loss of generality that M, <M) are bounded.
Let us recall now Problem 1.4.15 and its consequence (1.4.17). The right

hand side of (3.29) permits the choice X = (M*)2, A = C l <M) in the former,
and we obtain from the latter E[(Mj-)2m] ::; ((2 - m)/(I - m))CfE«M)'T) for
every 0 < m < 1. Similarly, the left-hand side of (3.29) allows us to take
X = B1<M), A = (M*)2 in Problem 1.4.15, and then (1.4.17) gives for
0< m < 1: ((1- m)/(2 - m))BfE«M)'T))::; E[(Mj-)2m]. The last claim follows
from Problem 1.5.19(i), since then (3.37) implies E(SUPOS:Is:a IMII) < 00,
VO<a<oo. D

3.29 Problem. Let M = (M(l), .. " M(d») be a vector of continuous, local mar
tingales, i.e., M(i) E Jlc.loc, and denote

d

IIMII:" ~ max II MslI, At ~ L <M(i)\; 0::; t < 00.
O~s~t i=l

Show that for any m > 0, there exist (universal) positive constants A.m , Am such
that

(3,38)

holds for every stopping time T

3.30 Remark. In particular, if the M(i) in Problem 3.29 are given by

r IIM(i) =" X(i,}) dWW
t i...J s s ,

j=l 0

where {Jt; = (Jt;(l), ... , Jt;(r»),~; 0 ::; t < oo} is standard, r-dimensional
Brownian motion, {XI = (Xfi,j»); 1 ::; i ::; d, 1 ::; j ::; r,O ::; t < oo} is a matrix
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ofmeasurable processes adapted to {~},and IIXr l1
2 ~ It=l IJ=l (XF,j»)2, then

(3.38) holds with

(3.39)

E. Supplementary Exercises

3.31 Exercise. Define polynomials Hn(x,y); n = 0, 1,2, ... by

Hn(x,y) = ::nexp(ax-~a2y)la=o; x,yEIR

(e.g., Ho(x,y) = 1, Hl(x,y) = x, H2(x,y) = x 2 - y, H3(x,y) = x 3
- 3xy,

H4 (x, y) = x4
- 6x2Y + 3y2, etc.). These polynomials satisfy the recursive

relations

(3.40)
o

ox Hn(x, y) = nHn- l(x, y); n = 1, 2, ...

(3.41)

as well as the backward heat equation

o 1 02

oy Hn(x, y) + 2ox2 Hn(x, y) = 0; n = 0, 1, ....

For any ME .,({c,I0c, verify

(i) the multiple Ito integral computation

(ii) and the expansion

exp ( aMr - ~2 <M>r) = Jo :; Hn(Mr , <M>r)'
(The polynomials Hn(x, y) are related to the Hermite polynomials

h ( ) Q (_1)n x2/2~ -x2/2
n X - r.:; e dx" e

v' n:

by the formula Hn(x, y) = fl yn/2 hn(x/JY).)
3.32 Exercise. Consider a function (1: IR - (0, 00) which is of class C l and such
that 1/(1 is not integrable at either ±oo. Let c, p be two real constants, and
introduce the (strictly increasing, in x) function f(t, x) = ecr SO dY/(1(Y);
o :::;; t < 00, X E IR and the continuous, adapted process ~r = ~o + PS~ eCS ds +
S~ eCs dJ-v.,~; 0:::;; t < 00. Let g(t, .) denote the inverse of f(t, '). Show that the
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process X t = g(t, ¢t) satisfies the stochastic integral equation

(3.42) XI = Xo +I b(Xs)ds +I a(Xs)dJ¥.; 0:::; t < 00

for an appropriate continuous function b: IR --+ IR, which you should determine.

3.33 Exercise. Consider two real numbers f>, J1.; a standard, one-dimensional
Brownian motion W; and let »-;(/l) = »-; + J1.t; 0:::; t < 00. Show that the
process

Xt =I exp[f> {»-;(/l) - J¥.(/l)} - !f>2(t - s)]ds; 0:::; t < 00

satisfies the Shiryaev-Roberts stochastic integral equation

Xt = I (1 + f>J1.Xs)ds + f> I XsdJ¥..

3.34 Exercise. Let W be a standard, one-dimensional Brownian motion and
0< T < 00. Show that

lim sup Ie-Pt fl ePs dJ¥.1 = 0, a.s.
P-oo O:5;t:5;T 0

3.35 Exercise. In the context of Problem 2.12 but now under the condition

Eft < 00, establish the Wald identities

E(WT ) = 0, E(Wf) = ET.

3.36 Exercise (M. Yor). Let R be a Bessel process with dimension d ;;::: 3,
starting at r = 0. Show that {M, £ (ljR~-2); 1 :::; t < oo}

(i) is a local martingale,
(ii) satisfies SUPl :5;t<oo E(Mf) < 00 for every °< p < dj(d - 2) (and is thus
uniformly integrable),

(iii) is not a martingale.

3.37 Exercise (M. Yor). Let R be a Bessel process with dimension d = 2
starting at r = 0. Show that {XI = -log Rt ; 1 :::; t < oo} is a local martingale
with EeaX

, < 00 for -00 < ex < 2, t ;;::: 1, but X is not a martingale.

3.38 Exercise (Yor, Stricker). Let X be a continuous process and A a con
tinuous, increasing process with Xo = Ao = 0, a.s.
(i) Suppose that for every () E IR, the process

Z:6) £ exp(()X, - !()2At); 0:::; t < 00

is a local martingale. Prove that X E vIIe,loe and <X) = A.
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(ii) Suppose that both X and Z(l) = exp(X - iA) are local martingales.
Then again <X) = A.

3.39 Exercise (Wong & Zakai (1965b)). Let X be a continuous semimar
tingale of the form (3.1), and {B(n)}:;,,! a sequence of processes of bounded
variation, such that P[limn_ oo BIn) = XI] = 1holds for every finite t > O. If the
function f: IR -+ IR is of class C1 (1R), show that

holds a.s. P, for every fixed t > O.

3.4. Representations of Continuous Martingales
in Terms of Brownian Motion

In this section we expound on the theme that Brownian motion is the fun
damental continuous martingale, by showing how to represent other con
tinuous martingales in terms of it. We give conditions under which a vector
of d continuous local martingales can be represented as stochastic integrals
with respect to an r-dimensional Brownian motion on a possibly extended
probability space. Here we have r ~ d. We also discuss how a continuous local
martingale can be transformed into a Brownian motion by a random time
change. In contrast to these representation results, in which one begins with
a continuous local martingale, we will also prove a result in which one begins
with a Brownian motion W = {Jt;,~; 0 ~ t < co} and shows that every
continuous local martingale with respect to the Brownian filtration {~} is a
stochastic integral with respect to W A related result is that for fixed 0 ~ T ~

co, every 3i"T-measurable random variable can be represented as a stochastic
integral with respect to W
We recall our standing assumption that every filtration satisfies the usual
conditions, i.e., is right-continuous, and 3i"o contains all P-negligible events.

4.1 Remark. Our first representation theorem involves the notion of the
extension of a probability space. Let X = {XI'~; 0 ~ t < co} be an adapted
process on some (0, 3i", P). We may need a d-dimensional Brownian motion
independent of X, but because (0, 3i", P) may not be rich enough to support
this Brownian motion, we must extend the probability space to construct this.
Let (n,~, P) be another probability space, on which we consider a d
dimensional Brownian motion Ii = {Bo §;; 0 ~ t < co}, set n~ 0 x n,
~ ~ 3i" ®~, P ~ P x 13, and define a new filtration by ~I ~ ~ ® §;. The
latter may not satisfy the usual conditions, so we augment it and make it
right-continuous by defining
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#; ~ na(~s u ,AI),
s>'
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where,AI is the collection of P-null sets in {§. We also complete (§ by defining
fi; = a({§ u ,AI). We may extend X and B to {#;}-adapted processes on
(0, fi;, p) by defining for (w, 6» E 0,

X,(w,6» = X,(w), E,(w,6» = B,(6)).

Then E = {E" #;; 0 ~ t < co} is a d-dimensional Brownian motion, inde
pendent of X = {X" j1;; 0 ~ t < co}. Indeed, B is independent of the exten
sion to 0 of any ff' -measurable random variable on 0. To simplify notation,
we henceforth write X and B instead of X and E in the context of extensions.

A. Continuous Local Martingales as Stochastic Integrals
with Respect to Brownian Motion

Let us recall (Definition 2.23 and the discussion following it) that if W =
{a-;,.?;; 0 ~ t < co} is a standard Brownian motion and X is a measurable,
adapted process with P[J~ X s

2 ds < co] = 1 for every 0 ~ t < co, then the
stochastic integral I,(X) = f~ XsdJ.v, is a continuous local martingale with
quadratic variation process (I(X», = f~ X; ds, which is an absolutely con
tinuous function of t, P a.s. Our first representation result provides the
converse to this statement; its one-dimensional version is due to Doob (1953).

4.2 Theorem. Suppose M = {M, = (M?), ... , M:d», .?;; 0 ~ t < co} is defined
on (0, ff', P) with M(i) E .;/f<.I0e, 1 ~ i ~ d. Suppose also that for 1 ~ i,j ~ d, the
cross-variation (M(il, MU»,(w) is an absolutely continuous function of t for
P-almost every w. Then there is an extension (0, fi;, p) of (0, ff', P) on which is
defined a d-dimensional Brownian motion W = {a-; = (a-;(1), ... , a-;(d», #;;
o~ t < co}, and a matrix X = {(X,(i·k»f,k=l' #;; 0 ~ t < co} of measurable,
adapted processes with

(4.1) p[L (X~i,k»2 ds < co] = I; 1 ~ i, k ~ d; 0 ~ t < co,

such that we have, P-a.s., the representations

(4.2) M: i ) = f I' X~i,k) dJ.v,(k); I ~ i ~ d, 0 ~ t < co,
k=l 0

(4.3) (M(i), MU», = f I' X~i.k) X~j·k) ds; 1 ~ i, j ~ d, 0 ~ t < co.
k=l 0

PROOF. We prove this theorem by a random, time-dependent rotation of
coordinates which reduces it to d separate, one-dimensional cases. We begin
by defining
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(4.4)

= lim n[<M(i),MUl), - <M(i),M{J)('_(l/n)).],
n-oo

so that the matrix-valued process Z = {ZI = (z;·i)t.i=l'~; 0 :s; t < oo} is
symmetric and progressively measurable. For IX = (IX 1, ... , IXd) E IRd, we have

d d d(d)" " IX.Zi.ilX. = - "1X.M(i) > 0if! i~ I I J dt if! I I - ,

so ZI is positive-semidefinite for Lebesgue-almost every t, P-a.s.
Any symmetric, positive-semidefinite matrix Z can be diagonalized by an
orthogonal matrix Q, i.e., Q-l = QT, so that Q-l ZQ = A and A is diagonal
with the (nonnegative) eigenvalues of Z as its diagonal elements. There are
several algorithms which compute Q and A from Z, and one can easily verify
that these algorithms typically obtain Q and A as Borel-measurable functions
of Z. In our case, we start with a progressively measurable, symmetric,
positive-semidefinite matrix process Z, and so there exist progressively mea
surable, matrix-valued processes {QI(W) = (q;.i(w))t.i=l; ~; 0 :s; t < oo} and
{A,(w) = (bi).;(w))t.i=l'~; 0 :s; t < oo} such that for Lebesgue-almost every
t, we have

(4.5)

(4.6)

d d
L: q~.iq~.i = L q;.kql·k = bij; l:s; i,j :s; d,
k=l k=l

d d

L L q~.iZ~·lq:,i = bijA; ~ 0; l:s; i,j :s; d,
k=l 1=1

a.s. P. From (4.5) with i = j we see that (q~.i)2 :s; 1, so

I (q:,i)2d<M(k).:s; <M(k)1 < 00,

and we can define continuous local martingales by the prescription

(4.7) d IIMi) £" qk.i dM(k).
r l..J s S'

k=l 0
1 :s; i :s; d, O:s; t < 00.

From (4.4) and (4.6) we have, a.s. P,

(4.8)

We see, in particular, that
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(4.9) I 2;ds = <N(i», < 00.

We now represent the vector of local martingales N = {(N?), ... , Hid», ~;
o~ t < oo} as a vector of stochastic integrals on an extended probability
space (n, ft, P), which supports a d-dimensional Brownian motion B =
{B, = (Bf 1), ... ,Bfd», §;; 0 ~ t < oo} independent of N (cf. Remark 4.1). Since

I 1p1>o} ;; d<N(i»s = I 1{..l1>O} ds ~ t,

we can define continuous, local martingales

(4.10) (i) 1!>. f' 1 (i) f' (i).It; - 0 l{..l1>O} j}J dNs + 0 l{..l1=o} dBs ,

From (4.8) and Problem 1.5.26 we have

1 ~ i ~ d.

1 ~ i ~ d; 0 ~ t < 00,

(4.12)

<W(i), W(j», = c5i}, 1 ~ i,j ~ d; 0 ~ t < 00,

so, according to Theorem 3.16, W = {It; = (It;(l), ... , It;(d)), #;; 0 ~ t < oo} is
a d-dimensional Brownian motion. Moreover,

(4 11) f' f1id (i) - f' (i) - (i)
. 0 V As Jv. - 0 1{..l1>O} dNs - N, ,

because the martingale f~ l{..l1=o} dMi
), having quadratic variation

I 1p1=o} d<N(i»s = I l{..l1=O} 2; ds = 0,

is itself identically zero.
Having thus obtained the stochastic integral representation (4.11) for N in

terms of the d-dimensional Brownian motion w: we invert the rotation of
coordinates (4.7) to obtain a representation for M. Let us first observe that
for 1 ~ i, k ~ d,

I (q;,k)22~ds ~ I 2~ds < 00; 0 ~ t < 00

by (4.9), so with Xfi,k) g q;,kj)J, condition (4.1) holds. Furthermore, (4.11),
(4.7), and (4.5) imply

d f' d f'L X~i,k) dJv.(k) = L q;,k dN1k)
k=1 0 k=1 0

d d f'= L L q;,kql,kdM~)

j=l k=1 0

d f'" c5.. dM(j) = M(i)
1..J1] s I'
j=l 0

which establishes (4.2). Equation (4.3) is an immediate consequence of(4.2). 0



3.4. Representations of Continuous Martingales in Terms of Brownian Motion 173

4.3 Remark. Iffor P-a.e. wen, the matrix-valued process Z,(w) = (z;,j(W))t,j=l
has constant rank r, 1 ~ r ~ d, for Lebesgue-almost every t, then the Brownian
motion W used in the representation (4.2) can be chosen to be r-dimensional,
and there is no need to introduce the extended probability space (n, §",Pl.
Indeed, we may take A,l, ... , A; to be the r strictly positive eigenvalues of Z"
and replace (4.10) by

(4.10)' J¥.(i) = I' _1_ dN(i). 1 ~ i ~ r., oJ2Y s'

Since N,li) = 0; r + 1 ~ i ~ d, 0 ~ t < 00 (witness (4.9)), (4.12) becomes

(4.12)' t I' X~i,k) d~(kl = f I' q~,k dN1kl = Mfi), 1 ~ i ~ d.
k=l 0 k=l 0

Because (4.10)' defines W(l), ... , w(r) without reference to the Brownian motion
B, there is no need to extend the original probability space.

The following exercise shows that any vector of continuous local martin
gales can be transformed by a random time-change into a vector ofcontinuous
local martingales satisfying the hypotheses of Theorem 4.2.

4.4 Exercise. Let {M = (Mfl), ... ,Mfd»), ~; 0 ~ t < oo} be a vector of con
tinuous local martingales on some (n,!F, P), and define

d d

A(i,j) ~ <M(i), MUl), A,(w) ~ L L A~i,j)(W),
i=l j=!

where .Ay,j) denotes total variation of A(i,j) on [0, t]. Let T.(w) be the inverse
of the function A,(w) + t, i.e., AT,(w)(w) + T.(w) = s; 0 ~ s < 00.

(i) Show that for each s, T. is a stopping time of {~}.
(ii) Define <'§s ~ !FT,; 0 ~ s < 00. Show that if {~} satisfies the usual condi
tions, then {<'§s} does also.

(iii) Define

N(i) ~ M(i) 1 <_ i <_ d,' 0 ~ s < 00.
s Ts '

Show that for each 1 ~ i ~ d: N(i)e.4tc,I0C, and the cross-vanatlOn
<N(il, N(j)s is an absolutely continuous function of s, a.s, P,

B. Continuous Local Martingales as Time-Changed
Brownian Motions

The time-change in Exercise 4.4 is straightforward because the function A, + t

is strictly increasing and continuous in t, and so has a strictly increasing,
continuous inverse T.. Our next representation result requires us to consider
the inverse of the quadratic variation of a continuous local martingale; be-
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cause such a quadratic variation may not be strictly increasing, we begin with
a problem describing this situation in some detail.

4.5 Problem. Let A = fA(t); 0::5: t < oo} be a continuous, nondecreasing
function with A(O) = 0, S ~ A(oo)::5: 00, and define for 0::5: s < 00:

T(s) = {inf{t;;::: 0; A(t) > s}; 0::5: s < S
00; s;;::: s.

The function T = {T(s); 0 ::5: s < oo} has the following properties:

(i) Tis nondecreasing and right-continuous on [0, S), with values in [0,(0).
If A(t) < S; Vt ;;::: 0, then lims'ts T(s) = 00.

(ii) A(T(s)) = s 1\ S; 0 ::5: s < 00.
(iii) T(A(t)) = SUp{T ;;::: t: A(T) = A(t)}; 0::5: t < 00.
(iv) Suppose (f): [0, (0) -+ IR is continuous and has the property

A(td = A(t) for some 0::5: t l < t => (f)(t l ) = (f)(t).

Then (f)(T(s)) is continuous for 0 ::5: s < S, and

(4.13) (f)(T(A(t))) = (f)(t); 0::5: t < 00.

(v) For 0::5: t, s < 00: s < A(t)<=> T(s) < t and T(s) ::5: t => S ::5: A(t).
(vi) If G is a bounded, measurable, real-valued function or a nonnegative,
measurable, extended real-valued function defined on [a, b] c [0,(0),
then

(4.14) f
b {A(b)

G(t)dA(t) = G(T(s))ds.
a A(a)

4.6 Theorem (Time-Change for Martingales [Dambis (1965), Dubins & Sch
warz (1965)]). Let M = {M" 3";; 0 ::5: t < oo} E .,I«,loc satisfy lim,_oo <M), =
00, a.s. P. Define, for each 0 ::5: s < 00, the stopping time

(4.15) T(s) = inf{t ;;::: 0; <M), > s}.

Then the time-changed process

(4.16) Bs ~ MT(s), t:§s ~ JOT(S); 0::5: s < 00

is a standard one-dimensional Brownian motion. In particular, thefiltration {t:§s}
satisfies the usual conditions and we have, a.s. P:

(4.17)

PROOF. Each T(s) is optional because, by Problem 4.5 (v), {T(s) < t} =
{<M), > s} E 3";, and {3";} satisfies the usual conditions; these are also satis
fied by {t:§s}' Furthermore, for each t, <M), is a stopping time for the filtration
{t:§s} because, again by Problem 4.5 (v),

{<M),::5: s} = {T(s);;::: t}EjOT(S) = t:§s; 0::5: s < 00.
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Let us choose 0 :5: s 1 < S2 and consider the martingale {M, = M,,, T(S2)'.r;;;
0:5: t < oo}, for which we have

<M), = <M)/,, T(S2) :5: <M)T(S2) = S2; 0:5: t < 00

by Problem 4.5 (ii). It follows from Problem 1.5.24 that bothM andM2
- <M)

are uniformly integrable. The Optional Sampling Theorem 1.3.22 implies, a.s. P:

E[Bs2 - BsY:§s,J = E[MT(S2) - MT(s).?T(s,)] = 0,
2 _ - - 2~E[(Bs2 - Bs'> l~s,J - E[(MT(S2) - MT(s,» I.?T(S,)]

= E[<M)T(S2) - <M)T(S).?T(S,)] = S2 - Sl'
Consequently, B = {Bs' ~s; 0 :5: S < oo} is a square-integrable martingale with
quadratic variation <B)s = s. We shall know that B is a standard Brownian
motion as soon as we establish its continuity (Theorem 3.16). For this we shall
use Problem 4.5 (iv).
We must show that for all w in some 0* £ 0 with P(O*) = 1, we have:

(4.18) <M),.(w) = <M),(w) for some 0:5: t 1 < t = M,,(w) = M,(w).

If the implication (4.18) is valid under the additional assumption that t 1 is
rational, then, because ofthe continuity of<M) and M, it is valid even without
this assumption. For rational t 1 ~ 0, define

(J = inf{t > t 1 : <M), > <M),J,

Ns = Mu,+s)"a - M't' 0:5: S < 00,

so {N!¥ . 0 < S < oo} is in vltc•1oc ands' 'I+S' -

<N)s = <M)Ut+s)" a - <M)" = 0, a.s. P.

It follows from Problem 1.5.12 that there is an eventO(t1) £ 0 with P(O(t1» =
1 such that for all WEO(t1)'

<M)/,(w) = <M),(w), for some t > t 1 = M,,(w) = M,(w).

The intersection of all such events O(td as t 1 range over the nonnegative
rationals will serve as 0*, so that implication (4.18) is valid for each WEO*.
Continuity of B and equality (4.17) now follow from Problem 4.5 (iv). 0

4.7 Problem. Show that if PES b. <M)oo < 00] > 0, it is still possible to
define a Brownian motion B for which (4.17) holds. (Hint: The time-change
T(s) is now given as in Problem 4.5; assume, as you may, that the probability
space has been suitably extended to support an independent Brownian motion
(Remark 4.1 ).)

The proof of the following ramification of Theorem 4.6 is surprisingly
technical; the result itself is easily believed. The reader may wish to omit this
proof on first reading.
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4.8 Proposition. With the assumptions and the notation of Theorem 4.6, we have
the following time-change formula for stochastic integrals. If X = {Xt,~;

o:5; t < oo} is progressively measurable and satisfies

(4.19) teo X/ d(M)t < 00 a.s.,

then the process

(4.20) y. ~ XT(S)' <§s; 0:5; s < 00

(4.21)

is adapted and satisfies, almost surely:

teo y'2 ds < 00

(4.22)

(4.23)

0:5; t < 00,

0:5; s < 00.

PROOF. The process Y is adapted to {<§s} because of Proposition 1.2.18.
Relation (4.21) follows from (4.19) and (4.14).
Consider the continuous local martingale {Jt ~ J~XvdMv,~; 0:5; t < oo}.

If

(4.24)

then

(M)t,(w) = (M)t(w) for some 0:5; t 1 < t,

(J)t,(w) = I' X;(w)d(M)v(w) =LX;(w)d(M)v(w) = (J)t(w).

Applying to J the argument used to obtain (4.18), we conclude that for all w
in some 0* £; 0 with P(O*) = 1, (4.24) implies the identity Jt,(w) = Jt(w).
According to Problem 4.5 (iv), we have that

(4.25) O:5;s< 00

is continuous, and

(4.26) J(M), = JT«M),) = Jt ; 0::;; t < 00,

almost surely. Let 'n = inf{O :5; t < 00; (J)t ~ n}, so {it" <n'~; 0 :5; t < oo} is
a martingale. For 0:5; Sl < S2 and n ~ 1, we have from the optional sampling
theorem:

E[].2" (M)nA'n'<§S.] = E[JT(S2) "n,,<.!g-T(S,)]

-J -1 as- T(sdl\nl\tn - SIA(M)nll,f
n

' •.

Each (M)n""n is a stopping time of the filtration {<§s} because {(M)n,,"n:5; s}
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= {n /\ r. ::;; T(s)} = {n ::;; T(s), <J)T(s) ~ n} E ~T(S)' By assumption,
lim._oo <M).At = 00 a.s.; it follows that J is in .Ac,loc (relative to {<;§s}).
Using this fact, "we may repeat the preceding argument to show that J(M), =
Jt is a continuous local martingale relative to the filtration {<;§(M),}' which
contains {~}, and may actually be strictly larger.
In fact, we can choose an arbitrary continuous local martingale N relative

to {<;§s} and construc!. N, = N(M)" a continuous local martingale relative to
{<;§(M)}' If we take N = B, then N = M from (4.17) and so M is in .Ac,loc
relati;e to {<;§(M) }. We now establish (4.23) by choosing an arbitrary N =
{N.. <;§s; 0 ::;; s < ~} E .Ac,lac and showing that

(4.27) <J,N)s = t y"d<B,N)u; 0::;; s < 00

holds a.s. (see Proposition 2.24). Let Nt = N(M)" fix t lo and set

M/ = M,+t, - Mt" N/ = Nt+ t1 - N,,; 0 < t < 00.

Both Ml, N 1 (respectively; M,N) are local martingales relative to {<;§(M)t+£)
(resp. {<;§(M),})' We may compute cross-variations thus:

I<M,N),+t , - (M,N\I = I(M1,N1\1::;; J~(M------;-l'---),---:-(N~l)-,

= J«M),+t , - <M)t)(N)t+" - <N)t),

where Problem 1.5.7 (iii) has been invoked. We see that if (M) is constant on
an interval, so is <M, N). From Problem 4.5 (iv) we conclude that <M, N)T<s)
is almost surely continuous. Because <M, N)t has finite total variation for t
in compact intervals, the composition <M, N)T(S) has finite total variation
for s in compact intervals. Finally,

BsNs - (M, N)T(S) = MT(s)NT<s) - (M, N)T(S)

is in .Ac,loc relative to {<;§s}, so

(4.28) <B, N)s = <M, N)T(S); 0::;; s < 00, a.s. P.

Setting s = <M), in (4.28), we obtain

(4.29) <B, N)(M), = <M, N)T«M),) = (M, N),; 0::;; t < 00

almost surely; we have used Problem 4.5 (iv) with <p = (M, N). Choose WEn
for which (4.29) holds. Then

too 1Ia ,b)(V) d (M, N\(w) = (M, N)b(W) - (M, N)a(w)

= <B, N)(M>.!t")(W) - (B, N)(M)a(W/W)

= too 11(M)a(W),(M)b(W))(U) d(B, N)u(w)

= too Ila,b)(T(u, W)) d (B, N)u(w),
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(4.30)

by virtue of Problem 4.5 (v) in the last step. Thus we have for step functions,
and hence for all bounded Borel functions Gwith compact support on [0,(0),
that

L'C G(v)d<M, N).. = tX> G(T(u))d<B, IV)u

Indeed, this equation holds for any function G : [0, (0) ----> IR for which the
left-hand integral is defined. Returning to (4.27), we obtain from optional
sampling and (4.30):

<1, fiJ). = <JT (.), NT(.». = <J, N)T(s)

= tT(S) Xvd<M, N)" = t Yud<B, fiJ)u; O:s; S < 00, a,s.

This concludes the proof of (4.23). Replacing s by <M), in (4.23) and using
(4,26), we obtain (4.22). 0

4.9 Remark. If, in the context of Theorem 4.6, we have PES ~ <M)oo
< 00] > 0, we may take a Brownian motion B on an extended probability
space for which (4.17) holds (Problem 4.7), and the conclusions of Proposition
4.8 are still valid, except now we must define Y by

Y__6 {XT(s); O:s; s < S,
(4.20)'

S 0; S :s; s < 00.

The proof is straightforward but tedious, and it is omitted.

4.10 Remark. Levy's characterization of Brownian motion (Theorem 3.16)
permits a bit more generality than expressed in Theorem 4.6. If X = {XI'
~: 0 :s; t < oo} is an adapted process with M ~ X - XoE ..H

e
•loc and

lim l _ oo <M), = 00 a.s., then the time-changed process

X o + MT(s), '§s ~ ffT(s); O:s; S < 00

is a one-dimensional Brownian motion with initial distribution PXijl. In
particular, Xo is independent of

Bs = M T(s) , .?B; O:s; S < 00

(Definition 2.5.1). Similar assertions hold in the context of Problem 4.7,
Proposition 4.8, and Remark 4.9.

4.11 Problem. We cannot expect to be able to define the stochastic integral
g XsdJ.¥. with respect to Brownian motion W for measurable adapted pro
cesses X which do not satisfy g Xf ds < 00 a.s. Indeed, show that if

p[L Xf ds <ooJ=I, forO:s;t<1 and E~{LXfdS=oo},

then
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lim II XsdJ¥. = -lim II XsdJ¥. = +00, a.s. on E.
Itl 0 It 1 0

4.12 Problem. Consider the semimartingale XI = x + M t + Ct with x E IR,
ME vIIc,I0c, C a continuous process of bounded variation, and assume that
there exists a constant p > 0 such that ICtl + <M\ ~ pt, 'V t ~ 0 is valid
almost surely. Show that for fixed T> 0 and sufficiently large n ~ 1, we have

p[ max IXtl ~ nJ::;; exp { _n
2

}.
OsrsT 18pT

C. A Theorem of F. B. Knight

Let us state and discuss the multivariate extension of Theorem 4.6. The proof
will be given in subsection E.

4.13 Theorem (F. B. Knight (1971)). Let M = {Mt = (M11),oo.,M1d»),$';; 0 ~
t < oo} be a continuous, adapted process with M(i)EvIIC,loc, limt_", <M(i»t = 00;
a.s. P, and

(4.31) <M(i),MUl)t = 0; 1 ~ i =1= j ~ d, 0 ~ t < 00,

Define

7;(s) = inf{t ~ 0; <M(i»t > s}; 0 ~ s < 00, 1 ~ i ~ d,

so that for each i and s, the random time 7;(s) is a stopping time for the
(right-continuous) filtration {$';}. Then the processes

B(i) ~ M(i) . 0 < s < 00 1 <_ i <_ d,s T;(s)' - ,

are independent, standard, one-dimensional Brownian motions.

Discussion of Theorem 4.13. The only assertion in Theorem 4.13 which is not
already contained in Theorem 4.6 is the independence of the Brownian
motions B(i); 1 ~ i ~ d, Theorem 4.6 states, in fact, that B(i) is a Brownian
motion relative to the filtration {~:i) ~ 3"Ti(S)L~o, but, of course, these filtra
tions are not independent for different values of i because ~~ = 3"",; 1 ~ i ~ d.
The additional claim is that the a-fields 3":'(1), 3":", ... , 3":dl are independent,
where {3~/(i)} is the filtration generated by B(i). This would follow easily if the
assumption (4.31) were sufficient to guarantee the independence of M(i), MUl
for i =1= j; in general, however, this is not the case. Indeed, if W = {W;, $';;
o~ t < oo} is a standard Brownian motion, then with

M11) ~Ll{ws~o} dJ¥., M?) ~Ll{ws<o} dJ¥.; 0 ~ t < 00,

we have M(l), M(2) E vII~ and
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<M(l),M(2», =I l{w.~o}l{w.<o}ds = 0; 0 ~ t < 00.

But M(l) and M(2) are not independent, for if they were, <M(l» and <M(2»
would also be independent. On the contrary, we have

<M(l», + <M(2», = I l{w.~o} ds +I l{w.<o} ds = t ; 0 ~ t < 00.

F. B. Knight's remarkable theorem states that when we apply the proper
time-changes to these two intricately connected martingales, and then forget
the time-changes, independent Brownian motions are obtained. Forgetting the
time-changes is accomplished by passing from the filtrations {~1i)} to the less
informative filtrations {~BC'l
We shall use this example in Section 6.3 to prove the independence of the
positive and negative excursion processes associated with a one-dimensional
Brownian motion.

D. Brownian Martingales as Stochastic Integrals

In preparation for the proof of Theorem 4.13, we consider a different class of
representation results, those for which we begin with a Brownian motion
rather than constructing it. We take as the integrator martingale a standard,
one-dimensional Brownian motion W = {J¥,,~; 0 ~ t < oo} on a probability
space (n, ~,P), and we assume {~} satisfies the usual conditions. For 0 <
T < 00, we recall from Lemma 2.2 that.Pi is a closed subspace of the Hilbert
space Jf"T' The mapping X H IT(X) from .Pi to L2(n, ~T' P) preserves inner
products (see (2.23)):

E IT x, ~dt = E[IT(X)IT(Y)].

Since any convergent sequence in

(4.32)

is also Cauchy, its preimage sequence in .Pimust have a limit in .Pi. It follows
that rJiT is closed in U(n'~T'p), a fact we shall need shortly.
Let us denote byAt the subset ofA 2which consists of stochastic integrals

I,(X) = I XsdJ¥.; 0 ~ t < 00,

of processes X E .P*:

(4.33) At g, {I(X); XE.P*} ~ A 2~ A 2 •

Recall from Definition 1.5.5 the concept of orthogonality in Az. We have
the following fundamental decomposition result ofKunita& Watanabe (1967).
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4.14 Proposition. For every M Evlt2, we have the decomposition M = N + Z,
where NEvitt, Z E vIt2' and Z is orthogonal to every element of vltt.

PROOF. We have to show the existence of a process ¥ E 2* such that M =
I (¥) + Z, where Z E vIt2 has the property

(4.34) <Z,I(X) =0; VXE2*.

Such a decomposition is unique (up to indistinguishability); indeed, if we have
M = I(¥') + Z' = I(¥") + Z" with ¥', ¥" E 2* and both Z' and Z" satisfy
(4.34), then

Z ~ Z" - Z' = I(¥' - ¥")

is in vIt'2 and <Z) = <Z,I(¥' - ¥") = 0. It follows from Problem 1.5.12 that
P[Z, = 0, VO :s; t < 00] = 1.

It suffices, therefore, to establish the decomposition for every finite time
interval [0, T]; by uniqueness, we can then extend it to the entire half-line
[0,00). Let us fix T> 0, let 9fTbe the closed subspace of U(n'~T'p)defined
by (4.32), and let 9fi denote its orthogonal complement. The random variable
M Tis in L2(n'~T'p), so it admits the decomposition

(4.36)

Let us denote by Z = {Z,,~; °:s; t < oo} a right-continuous version of the
martingaleE(ZTI~)(Theorem 1.3.13). Note that Z, = ZTfort ~ T.Obviously
Z E vIt2 and, conditioning (4.35) on ~, we obtain

(4.37) M, = I,(¥) + Z,; O:s; t :s; T, a.s. P.

It remains to show that Z is orthogonal to every square-integrable mar
tingale of the form I (X); X E 2}, or equivalently, that {Z,I,(X),~;°:s; t :s; T}
is a martingale. But we know from Problem 1.3.26 that this amounts to having
E[ZsIs(X)] =°for every stopping time S of the filtration {~}, with S :s; T.
From (2.24) we have Is(X) = ITeX), where X,(w) = X,(w)l{,~s(",)} is a process
in 2}. Therefore,

E[ZsIs(X)] = E[E(ZTI~s)Is(X)] = E[ZTIT(X)] = °
by virtue of (4.36). o

It is useful to have sufficient conditions under which the classes vIt'2 and
vltt actually coincide; in other words, the component Z in the decomposition
of Proposition 4.14 is actually the trivial martingale Z =0. One such condi
tion is that the filtration {~} be the augmentation under P of the filtration
{~W} generated by the Brownian motion W (Recall from Problem 2.7.6 and
Proposition 2.7.7 that this augmented filtration is continuous.) We state and



182 3. Stochastic Integration

prove this result in several dimensions. A martingale relative to this aug
mented filtration will be called Brownian.

4.15 Theorem (Representation of Brownian, Square-Integrable Martingales
as Stochastic Integrals). Let W = {~ = (~O), ... , ~ld»),~; 0 :::;; t < oo} be a
d-dimensional Brownian motion on (n, ~, P), and let {~} be the augmentation
under P of the filtration {~W} generated by W Then, for any square-integrable
martingaleM = {M,,~; 0 :::;; t < oo} with Mo = 0 and RCLL paths, a.s., there
exist progressively measurable processes yU> = {y,U),~; 0 :::;; t < oo} such that

(4.38) E LT (y,U»)2 dt < 00; 1:::;; j :::;; d

for every 0 < T < 00, and

(4.39) M, = t I' y"U> dl¥.U); 0:::;; t < 00.
i~l Jo

In particular, Mis a.s. continuous. Furthermore, if yU>; 1 :::;; j :::;; d, are any other
progressively measurable processes satisfying (4.38), (4.39), then

it t"0 IY,lJ) - ~lJ)12 dt = 0, a.s.

PROOF. We first prove by induction on m, where m = 1, ... ,d, that there are
processes yO), ... , y(m) in If* such that

(4.40) Z, g, M, - i~ I Y,.U) dl¥.U); 0:::;; t < 00

is orthogonal to every martingale of the form Lj~l f~ x}i) dl¥.U), where xU> E
If*; 1 :::;;j:::;; m. If m = 1, this is a direct consequence of Proposition 4.14.
Suppose such processes exist for m - 1, i.e.,

2' ~ M - ~l i' yU> dWU). 0 < t < 00r t L... s s' - ,
i~l 0

is orthogonal to Lj.:i1 f~ X}i) dl¥.U) for all XU) E If*; 1 :::;; j :::;; m - 1. Apply
Proposition 4.14 to write

2' = i' y(m)dw(m) + Z· 0 < t < 00t S s r, - ,
o

for some ylm) E If*, where Z is orthogonal to f~ x~m) dl¥.(m) for all x(m) E

If*. For 1 :::;;j:::;; m - 1 and XU)EIf*, we have

<Z,IWIi)(XU»)) = <2',IW1j)(XU»)) - <IW(~)(ylm»),IW(j)(XU»)) = o.

Thus, we have the decomposition (4.40) for M. In particular, with m = d,
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(4.41) <M, WU»t =t Y"U)ds; 0:::;; t < 00, l:::;;j:::;; d.

Following Liptser & Shiryaev (1977), pp. 162-163, we now show that, in
the notation of (4.40) with m = d, we have P-a.s. that

Zt = 0; 0:::;; t < 00.

First, we show by induction on n that if 0 = So :::;; S 1 :::;; ... :::;; Sn :::;; t, and if the
functions k IRd -. C, 0 :::;; k :::;; n are bounded and measurable, then

E[Zt' Jl fk(~J] = O.
When n = 0, (4.42) can be verified by conditioning on $'0 and using the fact
Zo = 0 a.s. Suppose now that (4.42) holds for some n, and choose Sn < t. For
(J = «(J1"'" (Jd) E IRd fixed and Sn :::;; S :::;; t, define with i = J=1:

cp(s) ~ E [Zt' fI fk(~Jei(8. Ws)] = E [Zs fI fk(~Jei(8. Ws)].
k=O k=O

Using Ito's rule to justify the identity

ei(8.Ws) = ei(8.Wsn)+ f i(Jj IS ei(8,Wu )dJv,.(j) _ 11(J11
2

IS ei(8'Wu )du,
)=1 Sn 2 Sn

we may write

(4.43) E[Zsei(8,Ws)I~J = ZSnei(8.Wsn)

+ jt i(JjE [ Zsrei(8. Wu
) dJv,.U)I~n]

- 1I(J~12 E[Zs f.~ ei(8.WU)dUI~n]'

But (4.40) and (4.41) imply

E [ Zs f.~ ei(8. Wu
) dJv,.U)I~n ] = E [(Zs - ZsJrei(8. Wu

) dJv,.(j) I~n ] = O.

Multiplying (4.43) by n~=Ofk(~J and taking expectations, we obtain

II (J 11
2 rs [n ]

cp(s) = CP(Sn) - -2- JSn E Zs Jl fk( ~Jei(8. Wu
) du

11(J11
2

IS= CP(Sn) - -2- cp(u)du; Sn:::;; S :::;; t.
Sn

By our induction hypothesis, cp(sn) = 0, and the only solution to the integral
equation (4.44) satisfying this initial condition is cp(s) = 0; Sn :::;; S :::;; t. Thus
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(4.45) E[Z,)].h(J¥.Je i(6.Ws)] =0; VOe!Rd.

If each.h is real-valued, we set D~ Z,' nZ=o.h(J¥.J and define measures on
(!Rd ,.?4(!Rd

)) by jl±(r) = E[D±lr(J¥.)]; re.?4(!Rd
). We have shown that

f ei(6,x)jl+(dx) =f e i(6,X)jl-(dx) \to e !Rd,

Hd Hd

and by the uniqueness theorem for Fourier transforms, we see that jl+ = jl-.

Thus

for any bounded, measurable f: !Rd
1-+ C. If the functions .h are complex

valued, then nZ=Ofk(J¥.J can be written as a finite sum of a product of
real-valued functions plus j"=t times the finite sum of another such product.
Therefore, (4.42) holds for n + 1 and the induction step is complete.
A standard argument using the Dynkin System Theorem 2.1.3 now shows
that we have

(4.46)

for every g;W-measurable indicator ~, and thus, for every g;w-measurable,
bounded ~. Since g; differs from g;w only by P-null sets, (4.46) also holds
for every g;-measurable, bounded ~. Setting ~ = sgn(Z,), we conclude that
Z, = °a.s. P for every fixed t, and by right-continuity of Z, for all t e [0, (0)
simultaneously.
The uniqueness assertion in the last sentence of the theorem is proved by
observing that the martingale 'L1=1 J~ (¥.U) - f,Ul)dJ¥.U) is identically zero, and
so is its quadratic variation. 0

4.16 Problem. Let Wand {g;} be as in Theorem 4.15. Let M = {M"g;;°:s; t < oo}, satisfying Mo = 0, be an RCLL martingale. Show that M is
continuous. (Hint: For arbitrary T E(0,00), prove continuity on [0, T] by
choosing bounded, g;-r-measurable random variables M~) such that
EIM~) - Mrl :s; r n, setting {M:n);O:s; t :s; T} to be an RCLL modification
(Theorem 1.3.13) of {E[M~)Ig;];°:s; t :s; T}, and using Theorem 1.3.8(i) and
the Borel-Cantelli Lemma to show that M(n) converges uniformly to M on
[0, T], almost surely.) Now suppose that M is an RCLL local martingale.
Show that M is continuous and there exist progressively measurable processes
y(j) = {Y,(j), g;;°:s; t < oo} such that

Ir (y,(j»)2 dt < 00; l:s; j :s; d, O:s; T < 00,

and (4.39) holds.

4.17 Problem. Under the hypotheses of Theorem 4.15 and with 0< T < 00,
let ~ be an g;-r-measurable random variable with E~2 < 00. Prove that there
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are progressively measurable processes y(l), ... , yld) satisfying (4.38), and such
that

(4.47) d fT
~ = E(~) + j~ 0 y.Ul dJo-Y.(j}; a.s. P.

E. Brownian Functionals as Stochastic Integrals

We extend Problem 4.17 to include the case T = 00. Recall that for M Evlt2,
we denote by .:e~(M) the class of processes X which are progressively measur
able with respect to the filtration ofM and which satisfy E $0' X I

2d<M), < 00.
According to Problem 1.5.24, when X E .:e~(M), we have $0' XI dM, defined a.s.
P. If W is a d-dimensional Brownian motion, we denote by .:e~(W) the set of
processes X which are progressively measurable with respect to the (aug
mented) filtration of Wand which satisfy E $0' X,2 dt < 00.

4.18 Proposition. Under the hypotheses of Theorem 4.15, let ~ be an fFoo 
measurable random variable with E~2 < 00. Then there are processes y(l), ... ,

y(d) in .:e~(W) such that

PROOF. Assume without loss of generality that E(~) = 0, and let M, be a
right-continuous modification of EW~). According to Theorem 4.15, there
exist progressively measurable y(\), .•. , y(d) satisfying (4.38) and (4.39). Jensen's
inequality implies M,2 ~ E(~21 ~), so

d i'
j~ E Jo (y'(j»2 ds = E<M), = E(M/) ~ E(~2) < 00; 0 ~ t < 00.

Hence, yU) E .:e;;(W) for I ~j:s; d and M oc ~ "'£f=l S;: y}iJ dW}i) is de
fined. Problem 1.3.20 shows that M x = E(~lfFx) =~. 0

We leave the proof of uniqueness of the representation in Proposition 4.18
as Exercise 4.22 for the reader.

In one dimension, there is a representation result similar to that of Proposi
tion 4.18 in which the Brownian motion is replaced by a continuous local
martingale M. This result is instrumental in our eventual proof of Theorem
4.13. Uniqueness is again addressed in Exercise 4.22.

4.19 Proposition. Let M = {M,,~; 0:5 t < oo} be in vIt<·loe and assume that
lim,_oo <M), = 00, a.s. P. Define T(s) by (4.15) and let B be the one-dimensional
Brownian motion
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as in Theorem 4.6, except now we take the filtration {Cs } to be the augmentation
with respect to P of the filtration {y;,;B} generated by B. Then, for every
Coo-measurable random variable ~ satisfying E~2 < co, there is a process X E

:e:(M) for which

(4.48)

(4.50)

PROOF. Let Y = {y., Cs; 0 :$; s < co} be the progressively measurable process
of Proposition 4.18, for which we have

(4.49) E fooo y'2 ds < co,

~ = E(~) + fooo y'dBs .

Define Xt = Y(M),; 0 :$; t < co.
We show how to obtain an {.?;}-progressively measurable process X which

is equivalent to X. Note that because {~s} ~ {~T<S)} contains {y;,;B} and
satisfies the usual conditions (Theorem 4.6), we have Cs~ ~s; 0 :$; s :$; co.
Consequently, Y is progressively measurable relative to {~s}. If Y is a simple
process, it is left-continuous (d. Definition 2.3), and it is straightforward to
show, using Problem 4.5, that {Y(M),; 0 :$; t < co} is a left-continuous process
adapted to {§;}, and hence progressively measurable (Proposition 1.1.13). In
the general case, let {y<n)}:'=l be a sequence of progressively measurable
(relative to {Cs}), simple processes for which

lim E foo Iy'<n) - Y.1 2 ds = o.
PI-OO 0

(Use Proposition 2.8 and (4.49». A change ofvariables (Problem 4.5 (vi)) yields

(4.51) lim E foo Ixt(n) - Xt I2 d<M)t = 0,
n-co 0

where xt) ~ Y/~h,. In particular, the sequence {x<n)}:'=l is Cauchy in :e:(M),
and so, by Lemma 2.2, converges to a limit X E:e~(M). From (4.51) we must
have

E fooo IXt - Xtl2 d<M)t = 0,

which establishes the desired equivalence of X and X.
It remains to prove (4.48), which, in light of (4.50), will follow from

fooo y'dBs = fooo XtdMt; a.s. P.

This equality is a consequence of Proposition 4.8. o
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PROOF OF F. B. KNIGHT'S THEOREM 4.13. Our proof is based on that of Meyer
(1971). Under the hypotheses of Theorem 4.13, let {S1i)} be the augmentation
of the filtration {~B'i)} generated by B1i); 1 :5: i :5: d. All we need to show is
that S:.;), ... ,S~) are independent.
For each i, let ~(i) be a bounded, S~)-measurablerandom variable. Accord

ing to Proposition 4.19, there is, for each i, a progressively measurable process
XCi) = {X,(i), 3";; 0 ~ t < oo} which satisfies

E tx> (Xfi)2 d<M(i) >, < 00; 1:5: i :5: d,

and for which

~(i) = E(~(i) + tx> X~i) dM~i); 1:5: i :5: d.

Let us assume for the moment that

(4.52)

and define the {3"; }-martingale

~li) ~ I X~i) dM~i); 0:5: t < 00, 1:5: i :5: d.

Ito's rule and (4.31) imply that

(4.53) o:5: t < 00.

In order to let t -+ 00 in (4.53), we must show that

(4.54) E foo (n ~~)X~i))2 d<MU)s < 00; 1:5: i:5: d.
o )#1

Because each ~(i) is assumed to be bounded, there is a finite constant C such
that I~(i)I :5: C almost surely for every i. It follows that

EJ: (IT ,,~j) Xj;))' d(MU'),

:5: C 2(d-l) EL(Xy))2 d<M(i»s

= C 2(d-l)E<d i
»2, 0:5: t < 00.

Because c;(i) is a continuous local martingale, we have from Proposition 3.26
and Remark 3.27 that

B· E<~(i»; :5: E( sup 1~~i)14):5: C4 < 00
O~S~I
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for some positive constant B which does not depend on t. Thus (4.54) holds,
and letting t -> 00 in (4.53) we obtain the representation

The right-hand side, being a sum of martingale last elements (Problem
2.18), has expectation zero. Thus, under the assumption (4.52), we have
ETI1=1 ~(i) = O. Equivalently, we have shown that for any set of bounded
random variables ~O), ... , ~(d), where each ~li) is C~)-measurable, the equality

(4.55)
d

E TI [~(i) - E(~(i)] = 0
i=1

holds. Using (4.55), one can show by a simple argument of induction on d that

d d

E TI ~(i) = TI E~(i).
i=1 i=1

Taking ~li) = 1... ,; Ai Elf!:!, 1 :::;; i :::;; d, we conclude that the a-fields If~), ... , C~)
are independent. 0

What happens if the random variable ~ in Problem 4.17 is not square
integrable, but merely a.s. finite? It is reasonable to guess that there is still a
representation of the form (4.47), where now the integrands yO), ... , yld) can
only be expected to satisfy

f T U) 2
o (Y, ) dt < 00; a.s. P.

In fact, an even stronger result is true. We send the interested reader to Dudley
(1977) for the ingenious proof, which uses the representation of stochastic
integrals as time-changed Brownian motions. There is, however, no unique
ness in Dudley's theorem; see Exercise 4.22 (iii).

4.20 Theorem (Dudley (1977)). Let W = P¥',~; 0:::;; t < oo} be a standard,
one-dimensional Brownian motion, where, in addition to satisfying the usual
conditions, {~} is left-continuous. If 0 < T < 00 and ~ is an JFT-measurable,
a.s. finite random variable, then there exists a progressively measurable process
y = {Y,,~; 0 :::;; t :::;; T} satisfying

LT y,2 dt < 00; a.s. P,

such that

~ = IT Y, dW;; a.s. P.
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4.21 Remark. Note in Theorem 4.20 that the filtration {~} might be generated
by a d-dimensional Brownian motion of which W is only one component. For
an amplification of this point, see Emery, Stricker & Van (1983).

4.22 Exercise.

(i) In the setting of Proposition 4.18, show that the processes y(l), ... , yld)

are unique in the sense that any other processes y(l), ... , y(d) in .P~(W)

which permit the representation

~ = E(~) + jt Ioo Yr(j)dJt;Ul, a.s.
must also satisfy

foo f 11';(j) - Yr(j)1 2dt = 0, a.s.
o j=1

(ii) In the setting of Proposition 4.19, show that X is unique in the sense that
any other process X E Yc:,(M) which permits the representation

~ = E(~) + Ie XI dM" a.s.,

must also satisfy

Ioo IX, - XI12 d(M), = 0, a.s.

(iii) Find a progressively measurable process Y such that

°< II 1';2 dt < 00, a.s., but II 1'; dJt; = 0, a.s.

In particular, there can be no assertion of uniqueness of Y in Theorem
4.20.

4.23 Exercise. Is the following assertion true or false? "If M = {M,,~;

0::;; t < oo} and N = {N,,~; 0::;; t < oo} are in .A<,loc and (M) =(N), then
M and N have the same law."

4.24 Exercise (Hajek (1985)). Consider the semimartingales

X, = X o +LIls ds +Lusd~, 1'; = Yo + t m(s)ds +Lp(s)dV.

O::;;t<oo

for °::;; t < 00, where Wand V are Brownian motions; the progressively
measurable processes 11, 0' and the Borel-measurable functions m: [0, (0) --+ IR,
p: [0,(0) --+ [0,(0) are assumed to satisfy

11,::;; m(t), 10',1::;; p(t), L{lllsl + m(s) + p2(s)}ds < 00, "1O::;; t < 00
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almost surely. If Xo :$ Yo also holds a.s. and f is a nondecreasing, convex
function on IR, show that

P(X, ~ c) :$ 2P(Y, ~ c); VCE IR,

Ef(Xr):$ Ef(Y,)

hold for every t ~ O. (Hint: By extending the probability space if necessary,
take W to be a Brownian motion independent of HI; and consider the con
tinuous semimartingales

i = 1,2.)

4.25 Exercise (Elworthy, Li & Yor, 1997): Let M be a continuous, non
negative local martingale with Mo = m > 0 a real constant and Moo ~
IimHoo M 1 = 0, a.s. Show I = J1C72a = m, where

I ~ lim (XP[suP M1 ~ X]), a~ lim (yP[y'<M>oo ~ yD·
x-oo 1;:>:0 y-oc

(Hint: Use the results of Theorem 4.6 and Problem 4.7, as well as (2.6.2) and
Exercise 2.8.13.)

3.5. The Girsanov Theorem

In order to motivate the results of this section, let us consider independent
normal random variables Z" ... , Zn on (0, ~,P) with EZj = 0, EZj2 = 1.
Given a vector (Ji" .. . , Jin) E IR·, we consider the new probability measure P
on (0, §) given by

[
• 1· JP(dw) = exp j~ JiiZj(W) - "2 j~ Jir .P(dw).

Then P[Z, E dz" ... ,Z. E dz.] is given by

[
• 1· ]exp j~ JijZj-"2j~ Jir ·P[Z,Edz" ... ,Z.Edz.]

= (27rr·/2 exp[- ~±(Zj - JiJ2J dz, ... dzn ·
2 j='

Therefore, under P the random variables Z" ... , Z. are independent and
normal with EZj = Jij and E[(Zj - JiY] = 1. In other words, {Zj = Zj - Jii;
1 :$ i :$ n} are independent, standard normal random variables on (0, §, P).
The Girsanov Theorem 5.1 extends this idea of invariance of Gaussian finite
dimensional distributions under appropriate translations and changes of the
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(5.2)

(5.3)

underlying probability measure, from the discrete to the continuous setting.
Rather than beginning with an n-dimensional vector (Zl"'" Zn) of indepen
dent, standard normal random variables, we begin with ad-dimensional
Brownian motion under P, and then construct a new measure Punder which
a "translated" process is a d-dimensional Brownian motion.

A. The Basic Result

Throughout this section, we shall have a probability space (n, ff', P) and a
d-dimensional Brownian motion W = {J.v, = (J.v,(ll, ... , J.v,(d»), ~; 0 :::; t < oo}
defined on it, with P[Wo = 0] = 1. We assume that the filtration {~} satis
fies the usual conditions. Let X = {XI = (X: 1), ... , X:d»), ~; 0 :::; t < oo} be
a vector of measurable, adapted processes satisfying

(5.1) p[Lr
(X?»)2dt < 00J= 1; 1:::; i:::; d, 0:::; T < 00.

Then, for each i, the stochastic integral /W(i)(X(i») is defined and is a member
of vltc,loc. We set

ZI(X) ~ exp[.t (' X~i)dJv,(i) - ~ (' IIXs1l2dsJ.
1=1 Jo 2 Jo

Just as in Example 3.9, we have

ZI(X) = 1 + itLZs(X)X~i) dJv,(i),

which shows that Z(X) is a continuous, local martingale with Zo(X) = 1.
Under certain conditions on X, to be discussed later, Z(X) will in fact be a
martingale, and so EZ,(X) = 1; 0:::; t < 00. In this case we can define, for each
o:::; T < 00, a probability measure Pr on ff'r by

(5.4)

The martingale property shows that the family of probability measures
{Pr ; 0 :::; T < oo} satisfies the consistency condition

(5.5) Pr(A) = ~(A); A E~, 0:::; t :::; T.

5.1 Theorem (Girsanov (1960), Cameron and Martin (1944)). Assume that
Z(X) defined by (5.2) is a martingale. Define a process W= {W; = (W;(l),oo.,
W;(d»),~; 0:::; t < oo} by

(5.6) W;(i) ~ J.v,(il - LX~i) ds; 1:::; i :::; d, 0:::; t < 00.

For each fixed T E [0, (0), the process {W;, ~; 0 :::; t :::; T} is ad-dimensional
Brownian motion on (n, ff'r, Pr ).
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The preparation for the proofof this result ~tarts with Lemma 5.3; the reader
may proceed there directly, skipping the remainder of this subsection on first
reading.

Discussion. Occasionally, one wants W, as a process defined for all t E [0, 00),
to be a Brownian motion, and for this purpose the measures {Pr ;°:s; T < oo}
are inadequate. We would like to have a single measure Pdefined on ffoo ' so
that Prestricted to any ffr agrees with Pr ; however, such a measure does not
exist in general.
We thus restrict our attention to d-dimensional Brownian motion W de

fined on the canonical probability space n = CEO, oo)d of continuous, [Rd_
valued functions, and we content ourselves with a measure Pdefined only on
ff:, the a-field generated by W, such that Psatisfies
(5.7) P(A) = E[I A Z r (X)]; A Eff!, O:s; T < 00.

If such a Pexists, it is clearly unique.
Let P be Wiener measure on the space (n,ff),@ (C[O, oo)d,~(C[O, oo)d)),

under which the coordinate mapping process I+;(w) ,@ w(t), °:s; t < 00, WEn
is a standard Brownian motion. Then ff: = ~(C[O, oo)d). For every T E

[0,00), define the probability measure Pr on ff! by Pr(A)'@ E[I A Z r (X)]
for all A E fft. The family {P}O<T<X is consistent (cf. (5.5)), and thus (5.7)
defines well a finitely additive set function P on the algebra UO<T<x fft,
which satisfies P(0) = 0, p(n) = I. Once one shows that P is a-additive on
U05r<.-ooff!, then one can use the Caratheodory Extension Theorem to
define P on all of ff:. Rather than providing the details of this argument, we
refer the reader to Theorem 4.2 (p. 143) of Parthasarathy (1967).

The process Win Theorem 5.1 is adapted to the filtration {~}, and so is
the process {J~ X~il ds;°:s; t < oo}; this can be seen as in part (c) of the proof
of Lemma 2.4, which uses the completeness of ~. However, when working
with the measure Pwhich is defined only on ff:, we wish Wto be adapted
to {~W}. This filtration does not satisfy the usual conditions, and so we must
impose the stronger condition of progressive measurability on X. We have
the following corollary to Theorem 5.1.

5.2 Corollary. Let W = {I+;,~;°:s; t < oo} be the coordinate mapping process
on n'@ CEO, oo)d, so that ff: = ~(C[O, oo)d). Let P be Wiener measure on
(n, ff:). Let X = {XI' ~w;°:s; t < oo} be a d-dimensional, progressively mea
surable process satisfying (5.1). If Z(X) of (5.2) is a martingale, then there is a
unique probability measure P satisfying (5.7), and W= {a;,~w;O:S; t < oo}
defined by (5.6) is a d-dimensional Brownian motion on (n, ff:, P).

PROOF. We have argued the existence and uniquesness ofPabove. To see that
Wis a Brownian motion on (n, ff:, P), let°:s; t1 < ... < tn :s; t be given. We



3.5. The Girsanov Theorem

have

pw·t;" ... ,Jt;J e r] = P,[(Jt;" ... , Jot;J e r]; r e 8l(lRdn
).

The result now follows from Theorem 5.1.
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Remark. Under the assumptions of Corollary 5.2, the probability measures P
and Pare mutually absolutely continuous when restricted to ff't; 0 ~ T < 00.
However, viewed as probability measures on ff':, P and P are mutually
absolutely continuous if and only if the martingale Z(X) is uniformly integrable.
For example, when d = 1and X, = J.l, a nonzero constant, the P-martingale

Z/(X) = eXP[J.llt; - ~J.l2tl 0 ~ t < 00

is not uniformly integrable. Corollary 5.2 and the law oflarge numbers imply

p[lim! It; = J.lJ = p[lim! Jot; = oJ = 1, p[lim! It; = J.lJ = o.
/-00 t '-00 t '-00 t

In particular, the P-null event {lim,_oo (lIt) It; = J.l} is in ff'T for every
o~ T < 00, so Pand PT cannot agree on ff'T' This is the reason we require
(5.7) to hold only for A eff't.

B. Proof and Ramifications

We now proceed with the proof of Theorem 5.1. We denote by E T (E) the
expectation operator with respect to PT (P).

5.3 Lemma. Fix 0 ~ T < 00 and assume that Z(X) is a martingale. If 0 ~ s ~
t ~ T and Y is an iF,-measurable random variable satisfying ETI YI < 00, then
we have the Bayes' rule:

_ 1 _
ET[YI~] = -(-)E[YZ,(X)I~], a.s. P and PT.

ZsX

PROOF. Using the definition of ET , the definition of conditional expectation,
and the martingale property, we have for any A e~:

ET{IA_l_)E[YZ,(X)I~]} = E{1AE[YZ/(X)I~]}
Zs(X

= E[IAYZ/(X)] = ET[1A YJ. 0

We denote by Aft loc the class ofcontinuous local martingales M = {M,,~;

o~ t ~ T} on (0, ff'n P) satisfying P[Mo = 0] = 1, and define vlttlOC simi
larly, with P replaced by PT'
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(5.8)

5.4 Proposition. Fix 0 ~ T < 00 and assume that Z(X) is a martingale. If
M E .It~IOC, then the process

M ~ M - ~ II Xli) d<M W(i» fF,. 0 _< t _< Tt t l..J s , $' t,
i=l 0

is in ..ii~ loc. If N E .It~ loc and

NI~ NI - it I X~i)d<N, W(i»s; 0 ~ t ~ T,

then

<M, N)I = <M, N\; 0 ~ t ~ T, a.s. P and PT,

where the cross-variations are computed under the appropriate measures.

PROOF. We consider only the case where M and N are bounded martin
gales with bounded quadratic variations, and assume also that ZI(X) and
I1=1 J~ (X}i»)2 ds are bounded in t and w; the general case can be reduced to
this one by localization. From Proposition 2.14

II X~i)d<M, W(i»sI2 ~ <M)I'I (X~i)fds,

and thusM is also bounded. The integration-by-parts formula of Problem 3.12
gives

I

I d IIZI(X)MI= Z.(X)dM. + .L M.X~i)Z.(X)dW.(i),
o 1=1 0

which is a martingale under P. Therefore, for 0 ~ s ~ t ~ T, we have from
Lemma 5.3:

ET[MM~~] = _(1)E[ZI(X)MII~]= Ms' a.s. P and PT'
ZsX

It follows that ME ..iic,loc.
The change-of-variable formula also implies:

I
I II d [II- - _ - - - (i) (i)MINI - <M,N)I - M.dN. + N.dM. - .I M.X. d<N, W ).
o 0 1=1 0

+I N.X~i)d<M, W(i».J

as well as
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This last process is consequently a martingale under P, and so Lemma 5.3
implies that for 0 ~ s ~ t ~ T

ET[MJV, - (M, N),I.9F.J = MsNs - (M, N)s; a.s. P and PT'

This proves that (M, N), = (M, N),; 0 ~ t ~ T, a.s. PT and P. 0

PROOF OF THEOREM 5.1. We show that the continuous process Won (0, ffi"T' PT )

satisfies the hypotheses of P. Levy's Theorem 3.16. Setting M = W(}) in Prop
osition 5.4 we obtain M = WU) from (5.8), so WU)E.1ii loc . Setting N = W(k),
we obtain

(W(}), W(k», = (WU), W(k», = (jj,kt; 0 ~ t ~ T, a.s. PT and P. 0

Let {M".?;; 0 ~ t ~ T} be a continuous local martingale under P. With
the hypotheses of Theorem 5.1, Proposition 5.4 shows that M is a continuous
semimartingale under PT' The converse is also true; if {M" .?;; 0 ~ t ~ T}
is a continuous martingale under PT , then Lemma 5.3 implies that for
o~ s ~ t ~ T:

E[Z,(X)M,I.9F.J = Zs(X)ET[M,I.9F.J = Zs(X)Ms; a.s. P and PT,

so Z(X)M is a martingale under P. If ME .1ii loC, a localization argument
shows that Z(X)M E vlti loe . But Z(X) E vlte, and so Ito's rule implies thatM =
[Z(X)MJ/Z(X) is a continuous semimartingale under P (cf. Remark 3.4).
Thus, given ME.1ii IOC, we have a decomposition

M, = M, + B,; 0 ~ t ~ T,

where ME vlti loe and B is the difference of two continuous, nondecreasing
adapted processes with Bo = 0, P-a.s. According to Proposition 5.4, the process

M, - (M, - .t I' X~i)d(M, W(i»s)
,;1 0

= B, + it I X~i) d(M, W(i»s; 0 ~ t ~ T,

is in .1ii loe, and being of bounded variation this process must be indistinguish
able from the identically zero process (Problem 3.2). We have proved the
following result.

5.5 Proposition. Under the hypotheses of Theorem 5.1, every ME.1ii loe has
the representation (5.8) for some ME vlti loe

.

We note now that integrals with respect to d~(i) have two possible inter
pretations. On the one hand, we may interpret them by replacing d~(i) by
dJv,(i) - X:i) dt so as to obtain the sum of an Ito integral (under P) and a
Lebesgue-Stieltjes integral. On the other hand, W(i) is a Brownian motion
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(5.9)

(5.10)

under PT , so we may regard integrals with respect to dW;(i) as Ito integrals
under PT. Fortunately, these two interpretations coincide, as the next problem
shows.

5.6 Problem.Assume the hypotheses ofTheorem 5.1 and suppose Y = {Y;, ~;
O.:s; t < oo} is a measurable adapted process satisfying P[f6 Y;2 dt < ooJ = 1;
O.:s; T < 00. Under P we may define the Ito integral f~ y'dlv,(i), whereas
under fiT we may define the Ito integral f~ y. d~(i), 0 .:s; t .:s; T Show that for
1 .:s; i .:s; d, we have

I y. dJ¥.(i) = I y. dlv,(i) - I y'X~i) ds; O.:s; t .:s; T, a.s. P and PT'

(Hint: Use Proposition 2.24.)

C. Brownian Motion with Drift

Let us discuss a rather simple, but interesting, application of the Girsanov
theorem: the distribution of passage times for Brownian motion with drift.
We consider a Brownian motion W = {J¥., ~; 0 .:s; t < oo} and recall from
Remark 2.8.3 that the passage time 1/, to the level b # 0 has density and
moment generating function, respectively:

P[1/,EdtJ = ~exp[- b
2

2
Jdt; t> 0,

'oj 2m3 t

Ee-aT• = e- 1blJ2a"; a. > O.

For any real number Jl. # 0, the processW = {W; £ J¥. - Jl.t, ~tW; 0 .:s; t < oo}
is a Brownian motion under the unique measure pelt) which satisfies

P(!')(A) = E[lAZr]; A E ~tW,

where Zt £ exp(Jl.J¥. - tJl.2 t) (Corollary 5.2). We say that, under pelt), J¥. =
Jl.t + W; is a Brownian motion with drift Jl.. On the set {1/, .:s; t} E ~tW n~:': =
~t"; T. we have Zt AT. = ZT.' so the optional sampling Theorem 1.3.22 and
Problem 1.3.23 (i) imply

(5.11) P(!')[1/, .:s; tJ = E[l{T.s;r}Zt] = E[l{T.s;t}E(Ztl~t"; T.)J

= E[l{T.s;r}ZtAT.] = E[1{T.S;t}ZT.]

- E[l e!'b-O/2)!'2 T• J- {T.S;t}

= I eXP(Jl.b - ~Jl.2S)P[1/,EdS].

The relation (5.11) has several consequences. First, together with (5.9) it
yields the density of 1/, under pelt):
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(5.12) P(Jl)[T. dt] _ Ibl [(b - J.Lt)2]dt 0bE - f-'-::3exp - 2 ,t > .
y2n:t3 t

Second, letting t -. 00 in (5.11), we see that

P(Jl)[1;' < 00] = eJlbE[exp( -tJ.L2T,,)]'

and so we obtain from (5.10):

(5.13)

In particular, a Brownian motion with drift J.L # 0 reaches the level b # 0 with
probability one if and only if J.L and b have the same sign. If J.L and b have opposite
signs, the density in (5.12) is "defective," in the sense that P(Jl)[T" < 00] < 1.

5.7 Problem. Let Tbe a stopping time of the filtration {ff,W } with PET < 00] =
1. A necessary and sufficient condition for the validity of the Wald identity

(5.14)

where J.L is a given real number, is that

(5.15) P(Jl)[T < 00] = I.

In particular, if bE IR and J.Lb < 0, then this condition holds for the stopping
time

(5.16) Sb ~ inf{t ~ 0; Jv, - J.Lt = b}.

5.8 Problem. Denote by

h(t'b )~_Ibl_ [_(b-J.Lt)2]. Ob .... O fill, ,J.L f-'-::33 exp 2 ,t > , r ,J.LE ~,
y 2n:t t

the (possibly defective) density on the right-hand side of (5.12). Use Theorem
2.6.16 to show that

h(' ;b1 +b2,J.L)=h(· ;b1,J.L)*h(· ;b2,J.L); b1b2 >0,J.LEIR,

where * denotes convolution.

5.9 Exercise. With J.L > 0 and W* ~ inf,>o Jv" under p(Jl) the random variable
- W* is exponentially distributed with parameter 2J.L, i.e.,

p(Jl) [ - W* Edb] = 2J.Le- 2/lbdb, b > O.

5.10 Exercise. Show that

E(/l)e-aTb = exp(J.Lb - IblJJ.L2 + 2(1), 11 > O.

5.11 Exercise (Robbins & Siegmund (1973». Consider, for v > 0 and c> 1,
the stopping time of {ff,W }:
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Show that
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Re = inf{t ~ 0; exp(vJ¥, - !v2 t) = c}.

1
P[Re < co] =-,

c
Iv) _ 210gc

E Re - --2-'
V

D. The Novikov Condition

In order to use the Girsanov theorem effectively, we need some fairly general
conditions under which the process Z(X) defined by (5.2) is a martingale. This
process is a local martingale because of (5.3). Indeed, with

T" ~ inf{t ~ 0; max I' (Zs(X)X~i))2 ds = n},
1 ::;i::;d 0

the "stopped" processes zln) ~ {z:n) ~ Z,/\ Tn(X), §;; 0 :::;; t < CO} are martin
gales. Consequently, we have

E[Zt/\TJ~]= ZS/\T
n

; 0:::;; s:::;; t, n ~ 1,

and using Fatou's lemma as n -+ co, we obtain E[Zt(X)I~] :::;; Zs; 0:::;; s :::;; t.
In other words, Z(X) is always a supermartingale and is a martingale if and
only if

(5.17) EZt(X) = 1; 0:::;; t < co

(Problem 1.3.25). We provide now sufficient conditions for (5.17).

5.12 Proposition. Let M = {Mt , §;; 0 :::;; t < co} be in .He•loc and define

Zt = exp[Mt - t<M)t]; 0:::;; t < co.

If

(5.18) E[exp{t<M\}] < co; 0:::;; t < co,

then EZt = 1; 0 :::;; t < co.

PROOF. Let T(s) = inf{t ~ 0; <M)t > s}, so the time-changed process B of
(4.16) is a Brownian motion (Theorem 4.6 and Problem 4.7). For b < 0, we
define the stopping time for {~s} as in (5.16):

Sb = inf{s ~ 0; Bs - s = b}.

Problem 5.7 yields the Wald identity E[exp(Bsb - tSb)] = 1, whence
E[exp(tSb)] = e-b

. Consider the exponential martingale {y. ~ exp(Bs 

(s/2)), ~s; 0 :::;; s < co} and define {Ns ~ y./\ Sb' ~s; 0 :::;; s < co}. According to
Problem 1.3.24 (i), N is a martingale, and because P[Sb < co] = 1 we have

Noo = lim Ns = exp(BSb - tSb)'
s-oo
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(5.21)

It follows easily from Fatou's lemma that N = {Ns' .;§s; 0 ~ s ~ oo} is a super
martingale with a last element. However, ENoo = I = ENo' so N = {N" .;§s;
o~ s ~ oo} has constant expectation; thus N is actually a martingale with
a last element (Problem 1.3.25). This allows us to use the optional sampling
Theorem 1.3.22 to conclude that for any stopping time R of the filtration {.;§s}:

E[exp{BRi\sb - i(R 1\ Sb)}] = 1.

Now let us fix t E [0, (0) and recall, from the proof of Theorem 4.6, that <M),
is a stopping time of {';§s}. It follows that for b < 0:

(5.19) E[I{sb:'>(M),lexp(b + iSb)] + E[I{(M),<sblexp(M, - i<M)I)] = 1.

The first expectation in (5.19) is bounded above by ebE[exp(i<M),}], which
converges to zero as b L-00, thanks to assumption (5.18). As b L-00, the
second expectation in (5.19) converges to EZ, because of the monotone
convergence theorem. Therefore, EZI = I; 0 ~ t < 00. D

5.13 Corollary (Novikov (1972)). Let W={J.t;=(J.t;(l), ... ,J.t;(d»),~;O~
t < oo} be a d-dimensional Brownian motion, and let X = {XI = (X?), ... , X,(d»),
~; 0 ~ t < oo} be a vector of measurable, adapted processes satisfying (5.1). If

(5.20) E[expG foT IIXs ll 2 dS)] < 00; 0 ~ T< 00,

then Z(X) defined by (5.2) is a martingale.

5.14 Corollary. Corollary 5.13 still holds if (5.20) is replaced by the following
assumption: there exists a sequence {tn}~=O of real numbers with 0 = to <
t 1 < ... < tni 00, such that

E[expG r~, II Xs I1
2 dS)] < 00; Vn ~ 1.

PROOF. Let XI(n) = (XP) 1['n_I.,jt), ... , X!d) I['n_"'n)(t)), so that Z(X(n)) is a
martingale by Corollary 5.13. In particular,

E[ZIJX(n))I~n_,J = Z'n_,(X(n)) = 1; n ~ 1.

But then,

E[Z,JX)] = E[Z'n_,(X)E{ZIJX(n))I~n_,} J = E[Z'n_'(X}],

and by induction on n we can show that E[ZIJX)J = I holds for all n ~ 1.
Since E[Z,(X)] is nonincreasing in t and limn_ oo tn = 00, we obtain (5.17).

D

5.15 Definition. Let C[0, OO)d be the space ofcontinuous functions x: [0, (0) -+

[Rd. For 0 ~ t < 00, define .;§I ,§ a(x(s); 0 ~ s ~ t), and set .;§ = .;§OO (cf. Prob
lems 2.4.1 and 2.4.2). A progressively measurable functional on CEO, OO)d is a
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mapping p.: [0,(0) x CEO, oo)d ..... IR which has the property that for each fixed
o~ t < 00, P. restricted to [0, t] x qo, oo)d is Pl([O, t]) ® '§,/Pl(IR)-measurable.

If p. = (p.(l), ... , p.(d») is a vector of progressively measurable functionals on
C[0, oo)d and W = {JIv, = (JIv,(l), ... , JIv,(d»), g;; 0 ~ t < oo} is ad-dimensional
Brownian motion on some (O,:F, P), then the processes

(5.22) X:i)(w) £. p.(i)(t, W(w)); 0 ~ t < 00, 1 ~ i ~ d,

are progressively measurable relative to {g;}.

5.16 Corollary (Benes (1971)). Let the vector p. = (p.(l), ... , p.(d») of progressively
measurable functionals on CEO, oo)d satisfy, for each 0 ~ T < 00 and some
KT > 0 depending on T, the condition

(5.23) 11p.(t,x)11 ~ K T(1 + x*(t)); 0 ~ t ~ T,

where x*(t) £. maxo,;:;s';:;' Ilx(s)ll. Then with X, = (X:I), ... ,X:d») defined by (5.22),
Z(X) of (5.2) is a martingale.

PROOF. If, for arbitrary T> 0, we can find {to,"" tnm } such that 0 = to <
t 1 < '" < tn(T) = T and (5.21) holds for 1 ~ n ~ n(T), then we can construct
a sequence {tn}~=O satisfying the hypotheses ofCorollary 5.14. Thus, fix T > O.
We have from (5.22), (5.23) that whenever 0 ~ tn - 1 < tn ~ T, then

f'nJ'n-I IIXs ll
2

ds ~ (tn - tn_ 1 )K}(1 + W;f,

where W; £. maxO';:;t';:;T IIJIv,II. According to Problem 1.3.7, the process 1; £.
exp[(tn - tn - 1 )K}(1 + IIJ1v,I1)2/4] is a submartingale, and Doob's maximal
inequality (Theorem 1.3.8(iv)) yields

Eexp[t(tn - tn-dK}{1 + W;f] = E( max 1;2) ~ 4EY;,
O';:;,';:;T

which is finite provided that tn - tn - 1 ~ I/TK}. This allows us to construct
{to, ... , tnm } as described previously. 0

5.17 Remark. Liptser & Shiryaev (1977), p. 222, show that with d = 1 and
0< E < ~, one can construct a process X satisfying the hypotheses of Corol
lary 5.13 but with (5.20) replaced by the weaker condition

E [ exp {G-E) tTX t
2 dt} ] < 00; 0 ~ T < 00,

such that Z(X) is not a martingale.

The next exercise, taken from Liptser & Shiryaev (1977), p. 224, provides a
simple example in which Z(X) is not a martingale. In particular, it shows that
a local martingale (cr. (5.3)) need not be a martingale.
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5.18 Exercise. With W = {l¥r, ~; 0 ~ t ~ I} a Brownian motion, we define
T = inf{O ~ t ~ 1; t + l¥r2 = I}, X, = -(2/(1 - t)2)l¥r1{'';T.'<l); 0 ~ t < 1,

(i) Prove that peT < 1] = 1, and therefore SA X,2 dt < 00 a.s.
(ii) Apply Ito's rule to the process {(l¥r/(I - t»2; 0 ~ t < I} to conclude that

LX,dl¥r - ~LX,2dt

= -1 - 2 IT [ 1 - 1 ] ~2 dt < -1.
o (l - t)4 (I - t)3 , -

(iii) The exponential supermartingale {Zt(X), ff',; 0 ~ t ~ I} is not a mar
tingale; however, for each n ~ 1 and (1n = 1 - (I/~), {Z'MjX),3";;
o~ t ~ I} is a martingale.

5.19 Exercise. Let W = {l¥r, 3";; 0 ~ t < oo} be a Brownian motion on
(n, ff', P) with P[Wo = 0] = 1, and assume that {3";} is the augmentation
under P of the Brownian filtration {ff',W}. Suppose that, for each 0 ~ T < 00,
there is a probability measure PT on ff'T which is mutually absolutely
continuous with respect to P, and that the family of probability measures
{PT ; 0 ~ T < oo} satisfies the consistency condition (5.5). Show that there
exists a measurable, adapted process X = {X" 3";; 0 ~ t < oo} satisfying (5.1),
such that Z(X) defined by (5.2) is a martingale and (5.4) holds for 0 ~ T < 00.
(Hint: Apply Problem 4.16 to the Radon-Nikodym derivative process dP,/dP.)

5.20 Exercise. Suppose that {L" 3";; 0 ~ t < oo} E A c
•
loe is such that Z, ~

expeL, - t<L),] is a martingale under P, and define the new probability
measure PT(A) ~ E( I...ZT); A E ff'T' Establish the following generalization of
Proposition 5.4 and of the Girsanov theorem: if M E Ac.l0e, then

M, g, M, - <L, M), = M, - It ~ d<Z, M)., 3";; 0 ~ t ~ T
o Zs

is in Jic.loe. (Hint: Imitate the proof of Proposition 5.4.)

5.21 Exercise (H. J. Engelbert, R. H6hnle): In the setting of Corollary 5.2,
suppose that foGO IIXt(w)11 2

dt < 00 holds for every WEn. Show that Zt(X),
o~ t < 00 of (5.2) is then an {ff'rw}-martingale.

3.6. Local Time and a Generalized Ito Rule
for Brownian Motion

In this section we devise a method for measuring the amount of time spent
by the Brownian path in the vicinity of a point x E IR. We saw in Section 2.9
that the Lebesgue measure of the level set .?l'",(x) = {O ~ t < 00; l¥r(w) = x}
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turns out to be zero, i.e.,

3. Stochastic Integration

(6.1) meas,q'",(x) = 0, for P-a.e. WEn,

(6.2)

yielding no information whatsoever about the amount of time spent in the
vicinity of the point x (Theorem 2.9.6 and Remark 2.9.7). In search of a
nontrivial measure for this amount of time, P. Levy introduced the two
parameter random field

L,(x) = lim ~meas{o:s; s:S; t; IJ.v. - xl :s; e}; tE [0, (0), XE IR
do 4e

and showed that this limit exists and is finite, but not identically zero. We
shall show how L.(x) can be chosen to be jointly continuous in (t,x) and, for
fixed x, nondecreasing in t and constant on each interval in the complement
of the closed set ,q'",(x). Therefore, (d/dt)L,(x) exists and is zero for Lebesgue
almost every t; i.e., the function t 1-+ L,(x) is singularly continuous. P. Levy
called L,(x) the mesure du voisinage, or "measure of the time spent by the
Brownian path in the vicinity of the point x." We shall refer to L,(x) as local
time.
This new concept provides a very powerful tool for the study of Brownian

sample paths. In this section, we show how it allows us to generalize Ito's
change-of-variable rule to convex but not necessarily differentiable functions,
and we use it to study certain additive functionals of the Brownian path. These
functionals will be employed in Chapter 5 to provide solutions of stochastic
differential equations by the method of random time-change. Local time will
be further developed in Chapter 6, where we shall use it to prove that the
Brownian path has no point of increase (Theorem 2.9.13). In this section, the
reader can appreciate the application of local time to the study of Brown
ian sample paths by providing a simple proof of their nondifferentiability
(Exercise 6.6). This exercise shows that jointly continuous local time cannot
exist for processes whose sample paths are of bounded variation on bounded
intervals.
Throughout this section, {J-v" §;; O:s; t < oo}, (n,$'), {PZLelR denotes the
one-dimensional Brownian family on the canonical space n = CEO, (0). This
assumption entails no loss of generality, because every standard Brownian
motion induces Wiener measure on CEO, (0) (Remark 2.4.22), and results
proved for the latter can be carried back to the original probability space. We
take the filtration {§;} to be {~} defined by (2.7.3), and we set $' = fl;oo' This
filtration satisfies the usual conditions. In this situation, pz is just a translate
of po, i.e.,

(6.3) PZ(F) = pO(F - z); FE$',

(cf. (2.5.1». We also have at our disposal the shift operators {Os}s<:o defined
by (2.5.15).

6.1 Definition. A measurable, adapted, real-valued process A = {A" §;; 0 :s;
t < oo} is called an additive functional if, for every z E IR and PZ-a.e. WEn,
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(6.4)

6.2 Example. For every fixed Borel set BE .1J(IR), we define the occupation time
ofB by the Brownian path up to time t as

(6.5) rt(B) ~ I IB(J¥.)ds = meas{O:5; s :5; t; ~EB}; 0:5; t < 00,

where meas denotes Lebesgue measure. The resulting process r(B) = {r,(B),
~; 0 :5; t < oo} is adapted and continuous, and is easily seen to be an additive
functional.

A. Definition of Local Time and the Tanaka Formula

Equation (6.2) indicates that doubled local time 2Lt(x) should serve as a density
with respect to Lebesgue measure for occupation time. In other words, we
should have

(6.6) r,(B,w) = fa 2L,(x,w)dx; 0:5; t < 00, BE.1J(IR).

We take this property as part of the definition of local time.

6.3 Definition. Let L = {Lt(x, w); (t, x) E[0, 00) x IR, WEn} be a random field
with values in [0,00), such that for each fixed value of the parameter pair (t, x)
the random variable Lt(x) is ~-measurable. Suppose that there is an event
0* E:F with PZ(O*) = 1for every Z E IR and such that, for each WE 0*, the func
tion (t, x) 1-+ Lt(x, w) is continuous and (6.6) holds. Then we call L Brownian
local time.

6.4 Remark. There is no universal agreement in the literature as to whether
L in Definition 6.3 or 2L is to be called local time. We follow the normalization
(6.6), used by Ikeda & Watanabe (1981).

6.5 Remark. With L as in Definition 6.3 and WEn*, one can immediately
derive (6.2) from (6.6) and the continuity of x 1-+ Lt(x, w). Further, L(a) =
{Lt(a), ~; 0 :5; t < oo} is easily seen to inherit the additive functional property
(6.4) from its progenitor, the occupation time r (Example 6.2).

6.6 Exercise. Assume that Brownian local time exists and show that for each
WE 0* of Definition 6.3, the sample path t 1-+ W;(w) cannot be differentiable
anywhere on (0,00). (Hint: If tl-+ W;(w) is differentiable at t, then for some
sufficiently large C and sufficiently small b > 0 we must have IW;+h(W) 
W;(W) I :5; Ch; 0:5; h ~ b.)
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(6.9)

6.7 Problem.

(i) Show that the validity of (6.6) is equivalent to

(6.7) tf(J¥.(W))dS = 2 t:f(X)L,(X,W)dX; 0::;; t < 00,

for every Borel-measurable function f: IR --+ [0, 00).
(ii) Let:le be the class of continuous functions h: IR --+ [0,1] of th~ form

o· x::;; ql',

X - ql
ql ::;; X ::;; q2'

q2 - ql

(6.8) h(x) = 1· q2 ::;; X ::;; q3',

q4 - X
q3 ::;; X ::;; q4'

q4 - q3

O· X ~ q4',

where ql < q2 < q3 < q4 are rational numbers.

Show that if (6.7) holds for all hE:Ie, then it holds for every Borel
measurable function f: IR --+ [0,(0). D

Our plan is the following: we shall assume in the present subsection that
Brownian local time exists, and we shall derive a convenient representation
for it, the Tanaka formula (6.11). In the next subsection it will be shown
that the right-hand side of (6.11) leads to a random field which satisfies the
requirements of Definition 6.3, thus establishing existence.
Let us fix a number aE IR, and take f(x) in (6.7) to be the Dirac delta

evaluated at x - a, and derive formally the representation

1IfL,(a,w) = 2 0 b(J¥.(w) - a)ds.

But the integral on the right-hand side is only formal. In order to give it
meaning, we consider the nondecreasing, convex function u(x) = (x - at,
which is continuously differentiable on IR\{a} and whose second derivative in
the distributional sense is u"(x) = b(x - a). Bravely assuming that Ito's rule
can be applied in this highly irregular situation, we write
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II 1 II(6.10) (l¥, - a)+ - (z - a)+ = l(a.oo)(~)d~ + - b(~ - a)ds,
o 2 0

and in conjunction with (6.9), we have

(6.11) LI(a) = (l¥, - at - (z - at - I l(a.oo)(~)d~; O:s; t < 00

PZ-a.s. for every zE IR. Despite the heuristic nature of both (6.9) and (6.10), the
representation (6.11) for local time is valid and will be established rigorously.

6.8 Proposition. Let us assume that Brownian local time exists, and fix a number
aE IR. Then the process L(a) = {LI(a), ~; 0 :s; t < oo} is a nonnegative, continu
ous additive functional which satisfies (6.11) and the companion representations

(6.12) LI(a) = (l¥, - a)- - (z - af +I I(-oo.al(~)d~; O:s; t < 00,

(6.13) 2LI(a) = Il¥, - al - Iz - al - I sgn(~ - a)d~; O:s; t < 00

a.s. pz, for every z E IR.

6.9 Remark. Any of the formulas (6.11), (6.12), or (6.13) is referred to as the
Tanaka formula for Brownian local time. We need establish only (6.11); then
(6.12) follows by symmetry and (6.13) by addition, since

pz[I l{a}(~)d~ =0; 'v'0:s; t < 00]= I; 'v'ZEIR.
In particular, it does not matter how we define sgn(O) in (6.13); we shall define
sgn so as to make it left-continuous, i.e.,

(6.14) {
I; x> 0

sgn(x) = _. < 0
1, x = .

6.10 Remark. The process {(l¥, - at, ~; 0 :s; t < oo} is a continuous, non
negative submartingale (Proposition 1.3.6); it admits, therefore, a unique
Doob-Meyer decomposition (under pz, for any ZE IR):
(6.15) (l¥, - a)+ = (z - a)+ + MI(a) + AI(a); O:s; t < 00,

where A(a) is a continuous, increasing process and M(a) is a martingale
(see Section 1.4). The Tanaka formula (6.11) identifies both parts of this
decomposition, as AI(a) = LI(a) and

(6.16) MI(a) =I l(a.oo)(~)d~; O:s; t < 00.
Similar remarks apply to the representations (6.12) and (6.13).
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(6.17)

PROOF OF PROPOSITION 6.8. In order to make rigorous the heuristic discussion
which led to (6.11), we must approximate the Dirac delta b(x) by a sequence
of probability densities with increasing concentration at the origin. More
specifically, let us start with the Coo function

{

cexp [ 12 J; 0<x<2,
p(x) £ (x - 1) - 1

0; otherwise

which satisfies J~oo p(x) dx = 1 by appropriate choice of the constant c, and
use it to define the probability density functions (called mollijiers)

(6.18)

as well as

Pn(x) ~ np(nx)

o:s; t < 00,

Un(x) £ f:oo foo Pn(Z - a) dz dy; x E IR, n ~ 1.

We observe that u~(x) = J~oo Pn(z - a) dz, and so we have the limiting relations

lim u~(x) = I(D,oo)(x), lim Un(x) = (x - a)+, x E IR.

We now choose an arbitrary z E IR. According to Ito's rule,

II 1 I'(6.19) un(J¥r) - un(z) = 0 u~(J¥.) dJ¥. + 2 0 Pn(J¥. - a) ds;

a.s. PZ
• But now from (6.7) and the continuity oflocal time,

II Pn(J¥. -a) ds = 2 foo Pn(x - a)L,(x) dx~ 2L,(a); a.s. PZ.
o -00

On the other hand,

piE u~(J¥.)dJ¥. - EI(D,oo)(J¥.)dJ¥.12

= E
ZElu~(J¥.) - I(D,oo)(J¥.)1 2 ds:s; EpZ[IJ¥. - al:s; ~JdS'

which converges to zero as n~ 00. Therefore, for each fixed t, the stochastic
integral in (6.19) converges in quadratic mean to the one in (6.16), and (6.11)
for each fixed t follows by letting n~ 00 in (6.19). Because of the continuity
of the processes in (6.11), we obtain that, except on a PZ-null event, (6.11) holds
for 0 :s; t < 00. 0

B. The Trotter Existence Theorem

We can employ now the Tanaka representation (6.11) to settle the question
of existence of Brownian local time. This is in fact the only result proved in
this subsection.
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6.11 Theorem (Trotter (1958». Brownian local time exists.
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PROOF. We start by showing that the two-parameter random field, obtained
by setting z = 0 on the right-hand side of(6.11), admits a continuous modifi
cation under pO. The term (~ - at - (-at is obviously jointly continuous
in the pair (t, a). For the random field {M,(a); 0 ::;; t < 00, a E IR} in (6.16) we
have, with a < b,O ::;; s < t ::;; T and any integer n ~ 1:

EO IM,(a) - Ms(bWn

::;; 4n{Eolf l(a'aJ)(~)d~12n + EolJ: l(a.bl(~)d~12n}

::;; 4nCn[ EO (f l(a.aJ)(~) dU)n + EO (J: l(a.bj(Wu ) duy}
thanks to (3.37). The first expectation is bounded above by (t - s)n, whereas
the second is dominated by

EO [IT l(a.bl(~) dtJ
= IT ... IT EO[I(a.bl(~) ... I(a.bl(~J]dtn dt1

= n! fT f.T ... f.T E°[1(a.bl(~)I(a.bl(~) I(a.bl(~J]dtn... dt2dt1'
O't '"-1

With 0 ::;; t < e< T, we have for every yE IR,

pO [a < JVe ::;; bI~ = y] ::;; pO [ a < JVe ::;; bI~ = a ; bJ

~f
(b-a)/2~ b - a

- -z2/2 d <- ~ ° e z - 2~'

and so

EO [IT l(a,bj(~) dtJ
::;; n,(b; a)n fT rT

... rT

[t 1(t 2 _ td ... (tn - tn_1)]-1/2dtn ... dt2dt1
o Jt 1 J'n-J

::;; Cn.T (b - a)n,

where Cn. T is a constant depending on nand T but not on a or b. Therefore,
with a < band 0::;; s < t ::;; T, we have

(6.20) EO IM,(a) - Ms(bWn ::;; Cn. T[(t - s)n + (b - a)n]

::;; Cn. T lI(t, a) - (s, b)lI n
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for some constant Cn, T' By the version of the Kolmogorov-Centsov theorem
for random fields (Problem 2.2.9), there exists a two-parameter random field
{It (a); (t,a)E[O, (0) x IR} such that for pO-a.e. WEn, the mapping (t,a)1-+
It(a, w) is locally Holder-continuous with exponent y, for any yE (0, t), and for
each fixed pair (t, a) we have

(6.21) P°[It(a) = Mt(a)] = 1.

Now we define

Lt(a) ~ (l¥r - at - (-a)+ - It(a); 0 ~ t < 00, aE IR.

For fixed (t, a), Lt(a) is an ~-measurable random variable, and the random
field L is pO-a.s. continuous in the pair (t, a). Indeed, because l¥r and It(a) are
both locally Holder-continuous for any exponent y E (0, t), the local time L
also has this property: for every y E (0, t), T > 0, K > 0, there exists a pO-a.s.
positive random variable h(w) and a constant () > 0 such that

o[ r\ ILt(a,w)-Ls(b,w)! ~] 1(6.22) P WEu; sup ~ u = .
O<II(t,a)-(s,b)lI<h(w) lI(t,a) - (s,b)IIY

O:::;s.t$T
-K$a,b$K

Our next task is to show that the random field Lt(a) satisfies the identity
(6.6), or equivalently (6.7). For every function h in the class Yf of Problem 6.7,
define

H(x) ~ f: h(u)(x - u)+ du = f:oo roo h(u)dudy; xEIR

and observe the identities

H'(x) = f:oo h(u)l(u,oo)(x)du = f:oo h(u)du, H"(x) = h(x).

By virtue of Ito's rule and Problem 6.12, we have pO-a.s. for fixed t ~ 0:

1 It2 °h(J¥.) ds

= H(l¥r) - H(O) - I H'(J¥.)dJ¥.

=f: h(a){(l¥r - at - (-at} da - I (f:oo h(a)l(a,oo)(J¥.)da)dJ¥.

= t: h(a) {(l¥r - at - (-at - I l(a,oo)(J¥.)dJ¥.} da

= f: h(a)Lt(a) da + t: h(a) {/r(a) - Mt(a)} da.

But EO J~oo (It (a) - Mt(a»2 da = J~oo E°(It(a) - Mt(a»2 da = 0 by (6.21).



3.6. Local Time and a Generalized Ito Rule for Brownian Motion

Thus, for each fixed t ~ 0, we have for pO-a.e. WEO
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(6.23) I h(J¥.(w»ds = 2f: h(x)L,(x,w)dx.

Since both sides of (6.23) are continuous in t and Yl' is countable, it is possible
to find an event O~ E:!i' with pO(O~) = 1 such that for each w E O~, (6.23) holds
for every hE Yl' and every t ~ O. Problem 6.7 now implies that for each w E O~,

(6.7) holds for every Borel function f: IR --+ [0, 00 ).
Recall finally that 0 = C[0, 00) and that p z assigns probability one to the

event Oz ~ {WEO; w(O) = z}. We may assume that O~ ~ 00' and redefine
L,(x, w) for w ¢00 by setting

L,(x, w) ~ L,(x - w(O), w - w(O».

We set 0* = {w E0; W - w(O) EO~}, so that PZ(O*) = 1 for every ZE IR
(d. (6.3». It is easily verified that Land 0* have all the properties set forth
in Definition 6.3. D

6.12 Problem. For a continuous function h: IR --+ [0,00) with compact support,
the following interchange of Lebesgue and Ito integrals is permissible:

(6.24) t: h(a)(I l(o.oo)(J¥.)dJ¥.)da

=I (f: h(a)l(o.oo)(J¥.)da)dJ¥.' a.s. po.

6.13 Problem. We may cast (6.13) in the form

(6.25) IUo'; - al = Iz - al - B,(a) + 2L,(a); 0 ~ t < 00,

where B,(a) ~ - J~ sgn(J¥. - a) dJ¥., for fixed a E IR.

(i) Show that for any Z E IR, the process B(a) = {B,(a), .?;; 0 ~ t < oo} is a
Brownian motion under pz, with PZ[Bo(a) = 0] = 1.

(ii) Using the representation (6.2), show that L(a) = {L,(a),~; 0 ~ t < oo} is
a continuous, increasing process (Definition 1.4.4) which satisfies

(6.26) Loo llR\{o}(Uo';)dL,(a) = 0; a.s. PZ.

In other words, the path tf-+L,(a,w) is "flat" otT the level set ~",(a) =

{O ~ t < 00; Uo';(w) = a}.
(iii) Show that for pO-a.e. w, we have L,(O, w) > 0 for all t > O.
(iv) Show that for every z E IR and PZ-a.e. w, every point t of ~",(a) satisfies

Lq(a, w) < Lr(a, w) for all q < t < r.



210 3. Stochastic Integration

C. Reflected Brownian Motion and the Skorohod Equation

Our goal in this subsection is to provide a new proof of the celebrated result
of P. Uvy (1948) already discussed in Problem 2.8.8, according to which the
processes

(6.27) {MtW-J-v,~ max ~-J-v,;O:::;t<oo} and {1J-v,I;O:::;t<oo}
OSsSt

have the same laws under pO. In particular, we shall present the ingenious
method of A. V. Skorohod (1961), which provides as a by-product the fact
that the processes

(6.28) {Mt
W ~ max ~; 0 :::; t < oo} and {2L t (0); 0 :::; t < oo}

OSsSt

also have the same laws under pO.

6.14 Lemma (The Skorohod equation (1961)). Let z ~ 0 be a given number
and y(.) = {y(t); 0 :::; t < oo} a continuous function with y(O) = O. There exists
a unique continuous function k(-) = {k(t); 0 :::; t < oo}, such that

(i) x(t) ~ z + y(t) + k(t) ~ 0; 0 :::; t < 00,
(ii) k(O) = 0, k( . ) is nondecreasing, and
(iii) k(·) isj1at off {t ~ 0; x(t) = O}; i.e., J~ 1{.x(s»o}dk(s) = O.

This function is given by

(6.29) k(t) = max [0, max {-(z + y(S»)], 0:::; t < 00.
OSsSt

PROOF. To prove uniqueness, let k(·) and k(·) be continuous functions with
properties (i)-(iii), where x(·) and i(·) correspond to k(·) and k(·), respec
tively. Suppose there exists a number T> 0 with x(T) > i(T), and let
"t ~ max {O :::; t < T; x(t) - i(t) = O} so that x(t) > i(t) ~ 0, Vt E ("t, T]. But
k(·) is flat on {u ~ 0; x(u) > O}, so k("t) = k(T). Therefore,

0< x(T) - i(T) = k(T) - k(T) :::; k("t) - k("t) = x("t) - i("t),

a contradiction. It follows that x(T) :::; i(T) for all T ~ 0, so k :::; k. Similarly,
k ~ k.
We now take k(·) to be defined by (6.29). Conditions (i) and (ii) are obviously
satisfied. In order to verify (iii), it suffices to show J~ 1{.x(s».} dk(s) = 0 for
every e > O. Let (t l' t 2 ) be a component of the open set {s ~ 0; x(s) > e} and
note that

-(z + y(s)) = k(s) - x(s) :::; k(t 2 ) - e; t 1 :::; s :::; t 2 •

But then

k(t 2 ) = max [k(t d , tl~::t2 {-(z + y(s»}] :::; max[k(t 1 ), k(t 2 ) - e],

which shows that k(t2 ) = k(td. 0
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6.15 Remark. For every z ~ 0 and y(.) E C[O, 00) with y(O) = 0, we denote by
:It the class of functions k E C[0, 00) which satisfy conditions (i) and (ii) of
Lemma 6.14 and introduce the mappings

(6.30) T,(z; y) ~ max [0, max {-(z + y(s»}J; 0:::; t < 00
OSsSt

(6.31) Rt(z; y) ~ z + y(t) + T,(z; y); 0:::; t < 00.

In terms of these, the solution to the Skorohod equation is given by

(6.32) k(t) = T,(z; y), x(t) = Rt(z; y),

o

and T(z;y) is the minimal element of :It, as can be seen from the first part of
the proof of Lemma 6.14.

6.16 Proposition. Let z ~ 0 be a given number, and B = {Bt, ~; 0 :::; t < oo}
a Brownian motion on some probability space (e, '§, Q) with Q[Bo = 0] = 1.
We suppose there exists a continuous process k = {kt, ~; 0 :::; t < oo} such that,
for Q-a.e. () E e, we have

(i) Xt(() ~ z - Bt((}) + kt((}) ~ 0; 0:::; t < 00,
(ii) ko((}) = 0, t H kt((}) is nondecreasing, and
(iii) So l(o.oo)(Xs((}» dks((}) = O.

Then X = {Xt; 0:::; t < oo} under Q has the same law as IWI = {I ~I;
o:::; t < oo} under PZ.

PROOF. The law ofthe pair (k, X) is uniquely determined, since by Lemma 6.14
kt((}) = T,(z; -B.((}», Xt((}) = Rt(z; -B.(()); 0:::; t < 00, for Q-a.e. (}Ee. It
suffices, therefore, on our given measurable space (n,~) equipped with the
Brownian family {~, 3";; 0:::; t < oo}, {PX}xelR, to exhibit a standard Brown
ian motion B = {Bt , 3";; 0 :::; t < oo} and a continuous nondecreasing process
k = {ko 3";; 0 :::; t < oo} such that, for PZ-a.e. WEn:

I~(w)1 = z - Bt(w) + kt(w); 0:::; t < 00,

(6.33) ko(w) = 0, t H kt(w) is nondecreasing, and

Loo 1IR\(O} (J¥.(w» dks(w) = O.

But this has already been accomplished in Problem 6.13 (relations (6.25), (6.26)
with a = 0), if we make the identifications

Bt == - I sgn(J¥.)dJ¥., kt == 2Lt(0).

6.17 Theorem (P. Levy (1948». The pairs of processes {(Mt
W- ~,MtW);

o:::; t < oo} and {(I ~I, 2Lt(0»; 0 :::; t < oo} as in (6.27), (6.28) have the same
laws under pO.
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PROOF. Because of uniqueness in the Skorohod equation, we have from (6.33)

(6.34) 2Lt(O, w) == M!(w), I~(w)1 == M!(w) - Bt(w); 0::; t < 00

for pO-a.e. wen, upon observing that

(6.35) M!(w) = max Bs(w) = 1;(0; - B(w»
O:S;s:s;t

o(6.36)

(Remark 6.15). The assertion follows, since both Wand B are Brownian
motions starting at the origin under pO. We also notice the useful identity,
valid for every fixed t e [0, 00 ):

B-1· 1 { . B } °Mt - 1m -2meas 0::; s ::; t, Ms - Bs ::; e, a.s. P .
e-!-O e

6.18 Problem. Show that for every pair (a, z) e 1R2 we have

pz[wen; lim Lt(a,w) = ooJ = 1.
t-oo

D. A Generalized Ito Rule for Convex Functions

The functions fl (x) = (x - a)+, f2(X) = (x - ar, and f3(X) = Ix - al in the
Tanaka formulas (6.1 1)-(6.13) share an important property, namely convexity:

(6.37) f(AX + (1 - A)Z) ::; Af(x) + (I - A)f(z); x < z, 0 < A < I,

which can be put in the equivalent form

(6.38)
z-y y-x

f(y) ::; --f(x) + --f(z); x < Y < z
z-x z-x

upon substituting y = Ax + (1 - A)Z. Our success in representing f(~) ex
plicitly as a semimartingale, for the particular choices f(x) = (x - a)± and
f(x) = Ix - ai, makes us wonder whether it might be possible to obtain a
generalized Ito formula for convex functions which are not necessarily twice
differentiable. This possibility was explored by Meyer (1976) and Wang (1977).
We derive the pertinent Ito formula in Theorem 6.22, after a brief digression
on the fundamental properties of convex functions on IR.

6.19 Problem. Every convex function f: IR -+ IR is continuous. For fixed x e IR,
the difference quotient

(6.39) M(x;h) ~f(x +h-f(x); h #- 0

is a nondecreasing function of helR\{O}, and therefore the right- and left
derivatives



(6.40)
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D±f(x) ~ lim ~ [f(x + h) - f(x)]
h-O± h

exist and are finite for every x E IR. Furthermore,
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(6.41)

and D+f(·) (respectively, D-f(·)) is right- (respectively, left-) continuous and
nondecreasing on IR.
Finally, there exist sequences {an}~=l and {fin}~=l ofreal numbers, such that

(6.42) f(x) = sup (anx + fin); XE IR.
n~l

(Hint: Use (6.38) extensively.)

6.20 Problem. Let the function qJ: IR --+ IR be nondecreasing, and define

qJ±(x) = lim qJ(Y), <1>(x) = fX qJ(u)du.
y-x± Jo

(i) The functions qJ+ and qJ_ are right- and left-continuous, respectively, with

(6.43) qJ_(x) :s; qJ(x) :s; qJ+(x); X E IR.

(ii) The functions qJ± have the same set of continuity points, and equality
holds in (6.43) on this set; in particular, except for x in a countable set N,
we have qJ±(x) = qJ(x).

(iii) The function <1> is convex, with

D-<1>(x) = qJ_(x) :s; qJ(x) :s; qJ+(x) = D+<1>(x); x E IR.

(iv) If f: IR --+ IR is any other convex function for which

(6.44)

then we have f(x) = f(O) + <1>(x); x E IR.

6.21 Problem. For any convex function f: IR --+ IR, there is a countable set
N c IR such that f is differentiable on IR\N, and

(6.45) j'(X) = D+f(x) = D-f(x); XE IR\N.

Moreover

(6.46) f(x)-f(O) = f:j'(U)dU= f: D±f(u)du; XEIR.

The preceding problems show that convex functions are "essentially" differ
entiable, but Ito's rule requires the existence of a second derivative. For a
convex function f, we use instead of its second derivative the second derivative
measure J1. on (IR, 2l(1R)) defined by

(6.47) J1.([a,b)) ~ D-f(b) - D-f(a); -00 < a < b < 00.
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(6.48)

Of course, ifI" exists, then p(dx) = I"(x)dx. Even without the existence of1",
we may compute Riemann-Stieltjes integrals by parts, to obtain the formula

f: g(x)p(dx) = - f: g'(x)D-J(x)dx

for every function g: IR -+ IR which is piecewise C1 and has compact support.

6.22 Theorem (A Generalized Ito Rule for Convex Functions). Let J: IR -+ IR
be a convex Junction and p its second derivative measure introduced in (6.47).
Then, Jor every z E IR, we have a.s. p z

:

(6.49) J(~) = J(z) +I D-J(~)d~ + f: L,(x)p(dx) ; 0 ~ t < 00.

PROOF. It suffices to establish (6.49) with t replaced by t 1\ L n 1\ T", and by
such a localization we may assume without loss of generality that D-j is
uniformly bounded on IR. We employ the mollifiers {Pn }~=l of(6.18) to obtain
convex, infinitely differentiable approximations to J by convolution:

(6.50) In(x) ~ f: Pn(x - y)J(y)dy; n ~ l.

It is not hard to verify that f,,(x) = J':'oo p(z)J(x - (z/n»dz and

(6.51) Iimf,,(x) = J(x), limJ:(x) = D-J(x)

hold for every x E IR. In particular, the nondecreasing functions D-J and
{f:}~=l are uniformly bounded on compact subsets of IR. Ifg: IR -+ IR is of class
C1 and has compact support, then because of (6.48),

!~~ r: g(x)J:'(x)dx = -!~~ r: g'(x)J:(x)dx

= - r: g'(x)D-J(x)dx =r: g(x)p(dx).

A continuous function 9 with compact support can be uniformly approximated
by functions of class Cl, so that

(6.52) !~~ L: g(x)J:'(x)dx =L: g(x)p(dx).

We can now apply the change-of-variable formula (Theorem 3.3) to f,,(~),
and obtain, for fixed t E(0,00):

I' 1 I'f,,(~) - In(Z) = oJ:(~)d~ + 2 oJ:'(~)ds, a.s. p'.

When n -+ 00, the left-hand side converges almost surely to J(~) - J(z), and
the stochastic integral converges in L 2 to Jll D-J(~) d~ because of (6.51) and
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the uniform boundedness of the functions involved. We also have from (6.7)
and (6.52):

!~~ I f:'(lv,)ds = 2!~~ t: f:'(x)L,(x)dx = 2 f:oo L,(x)Jl(dx), a.s. p
z

because, for PZ-a.e. WEn, the continuous function x f-+ L,(x, w) has support
on the compact set [minO$s$' lv,(w), maxO$s$, lv,(w)]. This proves (6.49) for
each fixed t, and because of continuity it is also seen to hold simultaneously
for all t E [0, (0), a.s. PZ

• 0

6.23 Corollary. If f: IR ~ IR is a linear combination of convex functions, then
(6.49) holds again for every Z E IR; now, Jl defined by (6.47) is in general a signed
measure with finite total variation on each bounded subinterval of IR.

6.24 Problem. Let a 1 < a2 < ... < a. be real numbers, and denote D =
{a l' ... , a.}. Suppose that f: IR ~ IR is continuous and f' and f" exist and are
continuous on IR\D, and the limits

f'(ak±) ~ lim f'(x), f"(a k ±) = lim f"(x)

exist and are finite. Show that f is the difference of two convex functions and,
for every Z E IR,

(6.53) I, 1 I'f(J¥,) = f(z) + f'(lv,)dlv, + - f"(lv,)ds
o 2 0

•
+ L: L,(ad [f'(ak +) - f'(a k - )]; 0.::;; t < 00, a.s. p z.
k=l

6.25 Exercise. Obtain the Tanaka formulas (6.11)-(6.13) as corollaries of the
generalized Ito rule (6.49).

E. The Engelbert-Schmidt Zero-One Law

Our next application of local time concerns the study of the continuous,
nondecreasing additive functional

A,(w) =I f(lv,(w))ds; 0.::;; t < 00,

where f: IR ~ [0, (0) is a given Borel-measurable function. We shall be
interested in questions of finiteness and asymptotics, but first we need an
auxiliary result.

6.26 Lemma. Let f: IR ~ [0,(0) be Borel-measurable; fix x E IR, and suppose
there exists a random time T with
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pO[O < T < 00] = 1, pO [I: f(x + J.v.)ds < 00 ] > O.

Then, for some 6 > 0, we have

(6.54) f/(X + y)dy < 00.

PROOF. From (6.7) and Problem 6.13 (iii), we know there exists an event n*
with pO(n*) = 1, such that for every WE n*:

IT
(W)f(X + J.v.(w»ds = 2t:f(X + y)LT(w)(y,w)dy

and LT(w)(O,w) > O. By assumption, we may choose WEn* such that
g(W) f(x + J.v.(w»ds < 00 as well. With this choice of w, we may appeal to
the continuity of LT(w)(', w) to choose positive numbers 6 and c such that
LT(w)(y, w) ~ c whenever Iyl :::; 6. Therefore,

2c f/(X + y)dy:::; I:(W) f(x + J.v.(w»ds < 00,

which yields (6.54). 0

6.27 Proposition (Engelbert-Schmidt (1981) Zero-One Law). Let f: IR-+
[0,00) be Borel-measurable. The following three assertions are equivalent:

(i) p°[f~f(J.v.)ds < 00; \/0:::; t < 00] > 0,
(ii) p°[f~f(J.v.)ds < 00; \/0:::; t < 00] = 1,
(iii) f is locally integrable; i.e., for every compact set K c IR, we have

JKf(y)dy < 00.

PROOF. For the implication (i) ==> (iii) we fix bE IR and consider the first
passage time 1/,. Because porTh < 00] = 1, (i) gives p0[f~+Tb f(J.v.)ds < 00;
\/0:::; t < 00] > o. But then

I

I+Tb(W) fl+Tb(W) II
f(J.v.(w»ds ~ f(J.v.(w»ds = f(b + Bs(w»ds,

° Tb(w) °
where Bs(w) ~ J.v.+Tb(W)(W) - b; 0 :::; s < 00 is a new Brownian motion under
pO. It follows that for each t > 0, p°[f~f(b + Bs)ds < 00] > 0, and Lemma
6.26 guarantees the existence of an open neighborhood U(b) of b such that
JU(b>!(y)dy < 00. If K c IR is compact, the family {U(b)heK' being an open
covering ofK, has a finite subcovering. It follows that $Kf(y)dy < 00.
For the implication (iii) ==> (ii) we have again from (6.7), for pO-a.e. WEn:

I

I IOO IM,(W)
f(J.v.(w»ds = 2 f(y)LI(y,w)dy = 2 f(y)Lh,w)dy
° -00 m,(w)

[ ]f
M,(W)

:::; max 2LI(y,w)' f(y)dy; 0:::; t < 00,
m,(w)O;;yo;;M,(w) m,(w)
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where m,(w) = mino~s~r ~(w), Mr(w) = maxo$s~r ~(w). The last integral is
finite by assumption, because the set K = [mr(w), M,(w)] is compact. 0

6.28 Corollary. For 0 < t < 00, we have the following dichotomy:

[J
I ds

pO 0 I~I" < 00;
~f 0< rx < I}.
If ex 2 1

6.29 Problem. The conditions of Proposition 6.27 are also equivalent to the
following assertions:

(iv) p°[J~f(~)ds < 00] = 1, for some 0 < t < 00;
(v) pX[J~f(~)ds < 00; 'to ~ t < 00] = 1, for every XE IR;
(vi) for every x E IR, there exists a Brownian motion {B" ~r; 0 ~ t < oo} and
a random time S on a suitable probability space (0,~,Q), such that
Q[Bo =0,0 < S < 00] = 1 and

Q[f: f(x + Bs)ds < 00 ] > O.

(Hint: It suffices to justify the implications (ii) => (iv) => (vi) => (iii) => (v) => (vi),
the first and last of which are obvious.)

6.30 Problem. Suppose that the Borel-measurable function f: IR -+ [0, (0)
satisfies: meas{YEIR;fly) > O} > O. Show that

(6.55) pX[WEn; L'" f(J.¥.(w»ds = 00 ] = 1

holds for every x EIR. Assume further that f has compact support, and consider
the sequence of continuous processes

1 (n'
x~n) ~ ~ Jo f(J.¥.)ds; 0 ~ t < 00, n 2 1.

Establish then, under pO, the convergence

(6.56) X<·)~ X
n~",

in the sense of Definition 2.4.4, where X r~ 211 f 111 Lr(O) and II f 111 ~
f~", f(y) dy > O.

3.7. Local Time for Continuous Semimartingalest

The concept of local time and its application to obtain a generalized Ito rule
can be extended from the case of Brownian motion in the previous section
to that of continuous semimartingales. The significant differences are that

t This section may be omitted on first reading; its results will be used only in Section 5.5.
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time-integrals such as in formula (6.7) now become integrals with respect
to quadratic variation, and that the local time is not necessarily jointly
continuous in the time and space variables. We shall use the generalized Ito
rule developed in this section as a very important tool in the treatment of
existence and uniqueness questions for one-dimensional stochastic differential
equations, presented in Section 5.5.
Let

(7.1) X, = Xo + M, + 1';; °~ t < 00

be a continuous semimartingale, where M = {M" ~; °~ t < oo} is in vIle•loc,
V = {I';,~;°~ t < oo} is the difference of continuous, nondecreasing, adapted
processes with Vo = °a.s., and {~} satisfies the usual conditions. The results
of this section are contained in the following theorem and are inspired by
a more general treatment in Meyer (1976); they say in particular that con
vex functions of continuous semimartingales are themselves continuous semi
martingales, and they provide the requisite decomposition.

7.1 Theorem. Let X be a continuous semimartingale of the form (7.1) on some
probability space (n, fF, P). There exists then a semimartingale local time for
X, i.e., a nonnegative random field A = {A,(a, w); (t, a) E [0,(0) x IR, ill E n}
such that the following hold:

(i) The mapping (t, a, w) f-+ Ar(a, w) is measurable and, for each fixed (t, a), the
random variable A,(a) is ~-measurable.

(ii) For every fixed aEIR, the mapping tf-+Ar(a,w) is continuous and non
decreasing with Ao(a,w) = 0, and

(7.2) L") lR\{o}(Xr(w»dA,(a,w) = 0, for P-a.e. WEn.

(iii) For every Borel-measurable k: IR -+ [0, (0), the identity

(7.3) Lk(X.(w»d<M).(w) = 2 f:"" k(a)A,(a,w)da; °~ t < 00

holds for P-a.e. WEn.

(iv) For P-a.e. WEn, the limits

lim Ar(b,w) = A/(a,w) and A/(a-,w) §. lim Ar(b,w)
!-I T-I
~a ~a

exist for all (t, a) E [0, (0) x IR. We express this property by saying that A
is a.s. jointly continuous in t and RCLL in a.

(v) For every convex function f: IR -+ IR, we have the generalized change of
variable formula

(7.4) f(X,) = f(Xo) +I D-f(X.)dM. +I D-f(X.)dV.

+ f:"" A,(a)/L(da); °~ t < 00, a.s. P,
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where D-f is the left-hand derivative in (6.40) and J1. is the second derivative
measure (6.47).

7.2 Corollary. If f: IR -+ IR is a linear combination of convex functions, (7.4)
still holds. Now J1. defined by (6.47) is a signed measure, finite on each bounded
subinterval of IR.

7.3 Problem. Let X be a continuous semimartingale with decomposition (7.1)
and letf: IR -+ IR be a function whose derivative is absolutely continuous. Then
f" exists Lebesgue-almost everywhere, and we have the Ito formula:

f(Xt ) = f(Xo) + If'(Xs)dMs + If'(Xs)dV.

1 ft+ 2 of"(Xs)d(M)s; 0::::;; t < 00, a.s. P.

7.4 Remark. In the setting of Theorem 6.17, we observe that the reflected
Brownian motion

X, ~ IJ.t;1 = -B, + 2L,(0); 0::::;; t < 00

is a semimartingale with X° == 0, M == - B, V == 2L(0) under pO. The general
ized Ito rule (7.4) applied to this semimartingale with f(x) = Ixl gives in
conjunction with (6.26): X, = - Bt - 2L,(0) + 2A t (0), and therefore A,(O) =
2L,(0); 0::::;; t < 00, a.s. po. In other words, the semimartingale local time of
reflected Brownian motion at the origin is twice the Brownian local time at the
origin, as one would expect intuitively.

By way of preparation for the proof of Theorem 7.1, we provide a con
struction similar to that used in the proof of Theorem 6.22. Let f: IR -+ IR be
convex. Thanks to the usual localization argument, we may assume that D-f
is uniformly bounded on IR and (M), and Yr are uniformly bounded in
o ::::;; t < 00 and WE (l Applying Ito's rule to the smooth function f" of (6.50),
we obtain

where

1 ft
c(n) = - j,"(X )d(M)' 0 < t < 00
, 2 ° n s s'-

is a continuous, nondecreasing (by the convexity of fn), and {3";}-adapted
process. As in Theorem 6.22, we have as n -+ 00:

fn(X,) -+ f(Xt ) and If:(Xs)dV. -+ I D-f(Xs)dV., a.s.
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I f:(Xs)dMs - I D-f(X.)dM., in probability

for every fixed t. It follows that the remaining term qn) in (7.5) must also
converge in probability to a limit Cr(f), and

(7.6) f(Xr)= f(Xo)+I D-f(Xs)dMs+I D-f(Xs)dV. + Cr(f); 0 ~ t < 00.

Now f(Xr ) is continuous in t and both integrals have continuous modifica
tions, so we may and do choose a continuous modification of Cr(f). Each c(n)

is nondecreasing and adapted to {~}; the limit C(f) inherits both these
properties.
With a E IR fixed, we apply (7.6) to the functions fl (x) ~ (x - at, f2(X) =

(x - a)-, and f3(X) = Ix - al to obtain the Tanaka-Meyer formulas

(7.7) (Xr - at = (Xo - a)+ + I l(a,oo)(Xs)dMs + I l(a,oo)(Xs)dV. + Cr+(a)

(7,8) (Xr-a)- =(Xo-af - I 1(-oo,al(Xs)dMs- I 1(-oo,al(X.)dV.+ Cr-(a)

(7.9) IXr - al = IXo - al +I sgn(Xs - a)dMs +I sgn(Xs - a)dV.

+ 2Ar(a),

with the conventions (6.14), Ct(a) ~ Cr(fl), Cr-(a) ~ Cr(f2)' and 2Ar(a) ~
Cr(f3)' The processes Cha), Ar(a) are adapted, continuous, and nondecreasing
in t, and the random field Ar(a, w) will be our candidate for the local time of
X. Now (7.7) and (7.8) yield Cr+(a) = Cr-(a) (upon subtraction), as well as

(7.10)

(upon addition and comparison with (7.9».
Although the process {Ar(a); 0 ~ t < oo} is continuous for every fixed a, we

do not yet have any information about the regularity of Ar(a) in the pair (t, a).
We approach this issue by studying the regularity of the other terms appearing
in (7.7).

7.5. Lemma. Let X be a continuous semimartingale with decomposition (7.1).
Define

Ir(a) ~ I l(a, 00)(Xs)dMs; 0 ~ t < 00, a E IR.

The random field I = {Ir(a),~; 0 ~ t < 00, a E IR} has a continuous modification.
In other words, there exists a random field f = {1;(a), ~; 0 ~ t < 00, a E IR}
such that:
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(i) For P-a.e. WE 0, the mapping (t, a) 1---+ lr(a, w) is continuous on [0, (0) x IR.
(ii) For every tE [0, (0) and aE IR, we have I,(a) = lr(a), a.s. P.

PROOF. By the usual localization argument, we may assume without loss of
generality that there is a constant K for which

(7.11) sup IX,I ~ K, <M)oo ~ K, VOO ~ K,
O:$t<oo

where Voo is the total variation of V on [0, (0). According to Remark 4.9, we
may choose a Brownian motion B for which we have the equations

(7.12) I,(a) ~ I l(a,oo)(Xv)dMv = I<M)' l(a.oo)( y,,) dBu; 0 ~ t < 00,

(7.13) Hs(a) ~ J: l(a.oo)(y")dBu = IT(S) l(a,oo)(X.)dMv ; 0 ~ s < 00,

where T(-) is given by (4.15), ¥. ~ X T(s) for 0 ~ s < <M)oo' and ¥. is chosen
so that l(b.oo)(¥.) = 0 for s ~ <M)oo and b in some neighborhood of a (cf.
(4.20)', Remark 4.9). We shall prove the existence of a continuous modification
of H by using the extension of the Kolmogorov-Centsov theorem (Problem
2.2.9). According to the latter, it suffices to show

(7.14) EIHs2(a) - Hs.(bW ~ C[(S2 - SI)2 + (b - afr+fl ;

0<SI<S2<00, a,bEIR

for suitable positive constants (x, /3, and C. Note that

(7.15) EIHs2(a) - Hs.(bW ~ 2aEIHs2(a) - HS2 (bW + 2aEIHs2 (b) - Hs,(bW,

and, according to the martingale moment inequality (3.37), we may bound the
latter expectation by

EIHs2(b) - Hs.(bW ~ CaE[<H(b).2 - <H(b)sJaI2 ~ Ca(S2 - Sltl2 .

When (X> 4, this bound is of the type required by (7.14). Thus, it remains only
to deal with the first expectation on the right-hand side of(7.15), i.e., to show

(7.16) EIHs(a) - Hs(bW ~ C(b - af(l+fl); 0 ~ S < 00, -00 < a < b < 00,

where (X > 4, /3 > 0, and C is a positive constant. We fix a < b and introduce
the convex function

f(x) = f: I: l(a,bj(z) dz dy,

for which 1f'1 is bounded by b - a and D-f' = l(a,bj' In particular, passage
to the limit in (7.5) yields

i' i' 1 i'f(X,) = f(Xo) + f'(Xo)dMo + f'(Xo)dVo + - l(a,bj(Xo)d<M)o'
o 0 2 0
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(7.18)

Assumption (7.11) and Problem 1.5.24 show that X, and all the preceding
integrals have limits as t -+ 00, so we may replace t by T(s) (which may be
infinite) to obtain, for every k ;;::: I, the bound

(7.17)

IITCS) lca,bl(XB)d(M)Br ~ 6klf(XT(s») - f(XoW + 6kIIT(S)!'(XB)dMBr

+ 6k IIns) !'(XB)dJ/;r

We bound the terms on the right-hand side of(7.17). The mean-value theorem
implies

If(Xns)) - f(XoW ~ (b - 4IXT(S) - XOl k ~ 2kK k(b - a)k,

and it is also clear that

If
TCS

) Iko !'(XB)dVe ~ Kk(b - at

Applying the martingale moment inequality (3.37) to the stochastic integral
in (7.17), we obtain the bound

E IITCS) !'(XJdMvr ~ ~~~ E IIns)A'!'(Xv)dMvlk

~ CkE [IOO 1!'(XvW d(M)vT2

~ Ck K k
/
2 (b - at

We conclude from these considerations that there exists a constant C, depending
only on k and on the bound K in (7.11), such that

E IIT(S) l(a,bj(Xv)d(M)v Ik ~ C(b - at; 0 < s < 00, -00 < a < b < 00.

Now (3.37) can be invoked again to establish (7.16) with IX = 2k and
2(1 + {3) = k, provided k > 2. From (7.12), (7.13) we see that I,(a) = H(M),(a),
and since (M) is continuous, the existence of a continuous modification for
H implies the same for I. D

The Lebesgue-Stieltjes integral

J,(a) ~ I l ca,oo)(X.)dy'

appearing in (7.7) can fail to be jointly continuous in (t, a); see Exercise 7.9.
However, it is jointly continuous in t and RCLL in a; the proof is left as a
problem for the reader.
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7.6 Problem. Let X be a continuous semimartingale with decomposition (7.1).
For P-almost every WEn, we have for all (t,a)E[O, co) x IR:

(7.19)

(7.20)

lim Jt(b, w) = J,(a, w),

(7.21)

PROOF OF THEOREM 7.1. Using Lemma 7.5 and Problem 7.6, we choose a
modification of C,+(a) in (7.7) which is jointly continuous in t and RCLL in a.
We take A,(a) and C,±(a) to satisfy (7.10) for every t, a, and w. In particular,
At(a, w) is jointly ,qj([0, co)) ® ,qj(IR) ® fi'-measurable and satisfies (iv), and the
other measurability claims of (i) and (ii) hold. In particular, it follows from
(7.19), (7.20) that

At(a) - A,(a-) = f~ I {aj(Xs)dY,.

For the proof of (7.2), consider any two rational numbers°:::; U < v < co
and the event

Huv ~ {WEn; Xs(W) < a, 'v'SE[U,V]}.

From relation (7.7) we have on Huv : Au(a, w) = Av(a, w), except for W in a
null set Nuv . Let N ~ Uo~u<v<oo Nuv and fix WE n\N. The set S(a, w) ~

{O < t < co; Xt(w) < a} is ~~~ and, as such, is the countable union ofdisjoint
open intervals. Let (a, /3) be such an interval. If a < U < v < /3, where U and v
are rational, then Au(a, w) = Av(a, w). It follows that fla,Pl dAt(a, w) = 0, and
thus

LOO 1(_oo,a)(X,(w)) dAt(a, w) = 0.

A similar argument based on (7.8) shows that

(7.22) Loo l(a, CXJ) (X, (w)) dA,(a, w) = 0, a.s.

which establishes (7.2).
For the proof of (7.4), we may assume, by the usual localization argument,
that there exists a constant K > °such that (7.11) holds. Consequently, we
may also assume without loss of generality that D-f is constant outside
(-K, K), so the second derivative measure J1 has support on [ - K, K). Let
x E [ - K, K] be fixed and introduce the function

{

a.

g(a) = ~~~a~)(a + K + 1);

0',

a:::; -K - 1,

-K - 1:::; a:::; -K,

-K :::; a:::; x,
x:::; a.
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According to (6.48), (6.46), we have for - K ::;; x ::;; K,

(7.23) t: (x - at p.(da) = - t: g'(a)D-f(a)da

= -(x + K) t-:-l D-f(a)da + f~K D-f(a)da

= -(x + K) D-f( -K) + f(x) - f( -K),

and from the definition of p.:

(7.24) t: I(D,oo)(x)p.(da) = p.([ - K, x)) = D-f(x) - D-f( - K).

We may now integrate with respect to p. in the Tanaka-Meyer formula (7.7)
and use (7.23) to obtain

(7.25) f(Xt) = (XI - X o) D-f(-K) + f(Xo) + toooo I I(D,oo)(Xs)dMsp.(da)

+ f: I I(D,oo)(Xs)dV. p.(da) + t: l\(a)p.(da).

Fubini's theorem and (7.24) allow us to write

A similar interchange of the order of integration in the integral

is justified by Problem 7.7 following this proof. Substitution of (7.26), (7.27)
into (7.25) results in (7.4).
Finally, let us consider (7.4) in the special case f(x) = x 2

. Then p.(da) = 2 da,
and comparison of (7.4) with the result from the usual Ito rule reveals that

<M)t = 2t: AI(a)da; 0::;; t < 00, a.s.

Thus, for any measurable function h(s, m): [0,(0) x n --+ [0,(0),

f
oo h(s,m)d<M)s(m) = 2 foo foo h(s, m)dAs(a, m)da
o -00 0

holds for P-a.e. mEn. Now if k: IR --+ [0,(0) is measurable, we may take
h(s, m) = I[O,I)(s)' k(Xs(m)) and obtain for P-a.e. m:
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it k{Xs{w» d<M)s{w) = 2 foo it k{Xs{w» dAs{a, w) daJ0 -00 J0
= 2 t: k{a)A,{a, w) da; 0:5: t < 00,

thanks to (7.2). This completes the proof.
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7.7 Problem. Let X be a continuous semimartingale with decomposition (7.1),
p. be a a-finite measure on (IR, ,qj(IR», and h: IR ---. [0,00) be a continuous
function with compact support. Then

t: heal(I 1(a, 00)(X.) dMs) p.(da) = I(f: h(a) l(a,oo){Xs)p.(da») dMs·

7.8 Remark. The proof of Theorem 7.1 shows that the semimartingale local
time A~(a) for a continuous local martingale M is jointly continuous in (t, a),
because the possibly discontinuous term J,(a) of (7.18) is not present. In
particular, (7.9) becomes then a.s. P:

(7.28) 1M, - al = IMo - al +I sgn(Ms - a)dMs + 2A~(a); 0:5: t < 00.

Comparison of (7.28) with the Tanaka formula (6.13) shows that the semi
martingale local time AW (a) for Brownian motion W coincides with the local
time L{a) of the previous section. IfM E.,{{2, then for any stopping time t,

(7.29)

7.9 Exercise. Show by example that J,(a) defined by (7.18) can fail to be
continuous in a.

7.10 Exercise. Let X be a continuous semimartingale with decomposition
(7.1). Show that for every a E IR,

fooo l{a}(X.)d<M)s = 0, a.s. P.

7.11 Exercise. Show that the semimartingale local time ofa continuous process
of bounded variation is identically zero.

7.12 Exercise (LeGall (1983». Let X be a continuous semimartingale with
decomposition (7.1), and suppose that there exists a Borel-measurable function
k: (0,00) ---. (0, 00) such that J(o.•>(dujk(u» = 00, Vt: > 0, but for every t E(0,00)
we have
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I'd<M).
° k(X

s
) l{xs >o} < 00, a.s. P.

Then the local time A(O) of X at the origin is identically zero, almost surely.

7.13 Exercise. Consider a continuous local martingale M and denote St ~
maxo";s";t M., L, ~ 2A,(0). Suppose now that f(t, x, y): 1R3 -+ IR is a function
of class C2 (1R 3 ) which satisfies

in 1R3 and

of of
ox (t,O,y) + oy(t,O,y) = 0

for every (t, Y)E 1R2 • Show then that the processesf«M)" IMtl, L t ) andf«M)t,
S, - M" St) are local martingales.
Deduce also the following:

(i) The process (St - Mt)2 - <M)t is a local martingale.
(ii) For every real-valued function g of class C1(1R), the processes

g(L,) - IM,I g'(L,) and g(St) - (St - M,) g'(S,)

are local martingales.

7.14 Exercise. For a nonnegative, continuous semimartingale X of the form
(7.1) with X o == 0, the following conditions are equivalent:

(i) V is flat off {t ~ 0; X, = O}.
(ii) The process J~ l{xs '-o} dXs ; 0::;; t < 00 belongs to .,{fc,loc.
(iii) There exists N E .,(fC' loc such that X t = maxo,,;s";' Ns - Nt.

3.8. Solutions to Selected Problems

2.5. (a) It is easily verified that u - (1/2n
) ~ <Pn(u) < u. Consequently, Xin.s) is ~

measurable, and since CPn takes only discrete values, x(n.s) is simple.
(b) The procedure (2.7) results in measurable (but perhaps not adapted) processes

{x(m)}~=l' such that

Thus, for given £ > 0, we can find m :;:: 1 so that with X· ~ x(m) we have
E g IX: - Xt l2 dt ~ £2. The Minkowski inequality leads then to
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:s; 2e + (E f: IX: - X:_ hI
2dtr2.

We can now let h ! 0 and conclude, from the continuity ofX' and the bounded
convergence theorem, that

iT
- 2 2lim E IX, - X,-hl dt:s; 4e .
h-l-O 0

(c) Let i be any nonnegative integer. As s ranges over [i/2", (i + 1)/2"),
qJ"(t - s) + s ranges over [t - (1/2"), t). Therefore,

EIT f IX:-' S) - X,I 2dsdt = 2"EIT

J:~n IX, - X'_hI2dhdt

= 2" J:~n [EIT

IX, - Xr-h1 2dt}h

:s; max E CT IX, - X'_hI 2dt,
Osh.s;2-" Jo

which converges to zero as n --> 00 because of (b).
(d) From (c) there exists a sequence {nk}kx'=1 of integers, increasing to infinity
as k --> 00, such that for meas x meas x P-a.e. triple (s,t,w) in [0, I] x
[0, T] x n, where meas means "Lebesgue measure," we have

(8.1) lim IX!"k.S)(w) - X,(wW = O.
k-oo

Therefore, we can select s E [0, I] such that for meas x P-a.e. pair (t, w) in
[0, T] x n, we have (8.1). Setting Xl k

) £ X("k' S), we obtain (2.8) from the
bounded convergence theorem.

2.18. By assumption, we have

E<[M(X»oo = E100

Xs
2d<M>s < 00.

Uniform integrability and the existence of a last element for [M(X) folIow from
Problem 1.5.24, as does uniform integrability of (/M(X)f; similarly for [N(y).
Applying Proposition 2.14 with Xu, Y,. replaced by Xu I{u~ T), Y,.1{uHj'

respectively, we obtain

If
T+' I (fT+' fT+' )1/2T X;Y,d<M,N>s:S; T X;d<M>s T Y,

2
d<N>s ,



228 3. Stochastic Integration

whence

a.s. P. As T ...... 00, the right-hand side of this inequality converges to zero;
therefore,

converges as t ...... 00 and is bounded by the integrable random variable

(I X )112 (IX )112
o X s

2 d(M). . 0 y,2 d(N)s ,

a.s. P. The dominated convergence theorem gives then

We also have

E[l~(X)J~(Y)] = E[(J~(X) - JrM(X))(I~(Y) - J~(Y))]

+ E[W(X)(I~(Y) - J~(Y))]

+ E[l~(Y)(I~(X) - J,M(X))]

+ E[lrM(X)J~(Y)].

We have just shown that the fourth term on the right-hand side converges to
E (JM (X), IN(y))oo as t ...... 00. The other three terms converge to zero because of
HOlder's inequality and the uniform integrability of (JM(X))2 and (IN(y))2.

2.27. (S. Dayanik): With X E :Y*(M), we construct the sequence of bounded stop
ping times {T,,},:, in (2.32). In the notation of(2.33), each x(n) is in 5L'*(M(nl)
and therefore can be approximated by a sequence of simple processes
{x(n,k)}~d c 5L'0 in the sense

lim EfTIX/n.kJ_x/nlI2d(M(nl)t=0 'iT<oo (1)
k~oc 0

(Proposition 2.8). Let us fix a positive T < 00. By (I), for every n, we can find
some mn such that

We claim that rIX/n.",,) - XtI
2d(M)t!... 0 as n --; 00. (2)

To show this, we first observe that, for every n, X/") = XI and (M(n)\ = (M)t
for every 0 :-:::: t :-:::: T on {T :-:::: T,,}. Therefore, for every fixed e > 0,
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p{r IX/limn) - Xtl 2d(M)r > e}

:s; p[u: IX/",mn) - XrI
2d(M)r > e} n{T:S; Til}] + P{T > T,,}

= p[u: IX/"· mn) - X/")1 2d(M(I)r > e} n{T :s; Til}] + P{T > Til}

:s; p{r Ix/"· lIIn) - X/")1 2d(M(I)r > e} + P{T > Til}

:s; ~EJT IX/"· mn) - Xr(II)1
2d(M(II)r + P{TII < T}

e 0

(by the Markov Inequality)

I
:s; -+P{TII < T}

ne

for every n. Since limll _ x P{TII < T} = 0, for every large enough n we have
p{SOT IX/",mn) - XrI

2d(M)r > e} < e. This proves (2).

Denote every simple process X(II.mn) by y(T.II) to emphasize its dependence
on T. By (2) and Proposition 2.26, both sequences of random variables

sup 11r(y(TII») -lr(X)1
O$r$T

converge to zero in probability, as n --+ w, and there exists a subsequence for
which the convergence takes place almost surely. Having done this construction
for T fixed, we use a diagonalization argument, as in the first paragraph of the
proof of Lemma 2.4, to obtain a sequence which works for all T.

In the case that M is Brownian Motion, we use Proposition 2.6 rather than
Proposition 2.8 in this construction.

2.29. We have

Im-[ ( I) m-[

S IT = - W 2
- W 2 e - - W - W 2.() 2.~ ("" ,,) + 2'~ ("" ,,l

1-0 1-0

1 (I) m-I
= - w2 + e - - L (W - wy.2 t 2 i=O t i .) II

Recalling the discussion preceding Lemma 1.5.9, we may write

[
m-I J2 {m-I }2

E .~ (Wr", - Wrl- t = EL [(Wr,,, - Wr, )2 - (ti+l - t i )]
.-0 ,=0

m-I
= L E[(Wr,,! - Wrl- (ti+l - t i )]2

i=O

m-l m-l

= "E(Wr - Wrf - " (ti+! - ty~ 1'1 I ~
;==0 ;=0
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m-I

:5 C2 L (t i+1 - ty
i=O

where we have used Problem 2.2.10. This proves (2.37). To see that & = 0 corre
sponds to the Ito integral, consider the (piecewise constant) process

.. -I

X~ ~ L ~,I(, •. ,.,d(S); 0:5 s:5 t
i=O

in .!I',*(W), for which

E I' IX~ - J¥.1 2ds = mf f"" E I~. - ~12 dt
o 1=0 Ij

m-I f"" I .. -I=L (t - tJdt = - .L (t i+ 1 - ty ~ 0
,:-=0 Ii 2 1=0

as IITIII ~ O. By definition, the Ito integral J~ J¥.dJ¥. is the L2-limit of S.(n) =

J~ X~ dJ¥..

3.7. The proof is much like that of Theorem 3.3. The Taylor expansion in Step 2 of
that proof is replaced by

!(tk, X,.) - !(tk- I , X"_)

= [f(tk,X,.) - !(tk-\,X,.)J + [f(tk-\,X,.) - !(tk-I,X'k_)J

_ 0 ~ 0 (i) (i)
- -Ot!(Tk,X,.)(tk - tk-d + .L... o-!(tk-I,X,._,)(X,. - X,._.)

1=1 Xi

I d d 02

" " (i) (i) (") Ul+ 2if! jf! OXiOX/(tk- 1 , 'h)(X,. - X,,_,)(X,~ - X"_)'

where tk- I :5 Tk :5 tk and 17k is as before.

3.14. Let Y,(i) = o!(X,)jaxi, so according to Ito's rule (Theorem 3.6),

Y,(i) = YJi) + f I'~!(Xs)dM~j) + f II ~!(Xs)dB~j)
j=1 ooxioXj j=1 ooxioXj

I d d II 03

+ - L L _ !(Xs)d<M(j), Mlk)s'
2 k=l j=l 0 CXiOXjOXk

It follows from (3.9) that

I,y'(i)odX~i) = I' y'(i)dX~i) +! f I' ~!(Xs)d<Mli),Mlj)>.,
o 0 2 j=1 ooxioxj

and now (3.10) reduces to the Ito rule applied to !(X,).

3.15. Let X and Y have the decomposition (3.7). The sum in question is

m-I 1m-I

" Y. (X - X ) + - "(Y. - Y. )(X - X )..L.... Ii 'if I Ii 2.~ t i + J I{ 'i+J I,
.=0 1=0
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The first term is S~ Y,n dMs + S~ Y,n dBs' where

",-1

Y,n ~ L Y.,I("." •.I(S); °~ S ~ t,
i=O

231

and the continuity of Y implies the convergence in probability of S~ (Y," 
Y,)2 d<M>s and saY,n - Y,J dBs to zero. It follows from Proposition 2.26 that

",-I I'L y'/X", I - X,) Il"~-O' Y,dXs ·
,=0 0

The other term is

which converges in probability to !<M,N>r because of Problem 1.5.14 and the
bounded variation of Band C on [0, t]'

3.29. For Xi ~ 0, i = I, ... , d, we have

X~ + ... + x:;' :-; d(x 1 + ... + x d )'" :-; d"'+I(X~ + ... + x:;').

Therefore

(8.2)

and

(8.3)

Taking maxima in (8.2), expectations in the resulting inequality and in (8.3), and
applying the right-hand side of (3.37) to each M(i), we obtain

d d

E(I!Mlln2",:-; d'" L E[(Mli)}J 2"':-; d'" L K",E[<M(i»~J :-; K",d"'+lE(A~).
i=1 i=1

A similar proof can be given for the lower bound on E(IIMII}f"'.

4.5. (i) The nondecreasing character of T is obvious. Thus, for right-continuity, we
need only show that Iimois T(8) ~ T(s), for °:-; s < S. Set t = T(s). The
definition of T(s) implies that for each e > 0, we have A(t + e) > s, and for
s < 8 < A(t + e), we have T(8) :-; t + e. Therefore, Iimois T(8) ~ t.

(ii) The identity is trivial for s ~ S; if s < S, set t = T(s) and choose e > 0. We
have A(t + e) > s, and letting e 10, we see from the continuity of A that
A(T(s») ~ s. If t = T(s) = 0, we are done. If t > 0, then for °< e < t, the
definition of T(s) implies A(t - e) ~ s. Letting e 10, we obtain A(T(s» :-; s.

(iii) This follows immediately from the definition of T(' ).
(iv) Since, by (i), T is right-continuous, so is tp(T(-). To show the left
continuity, take any S E [0, S) and any increasing sequence, {sn}, such that
Sn -> s. Since Tis nondecreasing, {T(sn)} is a nondecreasing sequence of
real numbers bounded from above by T(s). Therefore limn_x T(sn) exists.
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Now, we claim that cp(lim,,_x T(s,,)) = cp(T(s)). To see this, note that, by
continuity of A and (ii), we have A(lim,,_x T(s,,)) = lim,,_x A(T(s,,)) =
lim,,_x s" = s. This, together with propery (3), proves our claim. Finally,
by continuity of cp, it follows that lim,,_x cp(T(s,,)) = cp(lim,,_ooT(s,,)) =
cp(T(s)). Hence, cp(T(-)) is continuous.
Finally, to prove (4), note that, by (ii), we have A(T(A(t))) = A(t) /\

S = A(t). Now (4) follows from property (3) of cp.
(v) This is a direct consequence of the definition of T and the continuity of A.
(vi) For a :5: t. < t2 :5: b, let G(t) = Ill

t
.12)(t). According to (v), t. :5: T(s) < t2 if

and only if A(t.) :5: s < A(12)' so

fbG(t)dA(l) = A(t2) - A(t.) = f
Atb

)G(T(s»ds.
a A(a)

The linearity of the integral and the monotone convergence theorem imply
that the collection of sets C E ~([a, b]) for which

f
b fA(b)

Idt)dA(t) = IdT(s»ds
a A(a)

forms a Dynkin system. Since it contains all intervals of the form [t., t 2) c
[a,b], and these are closed under finite intersection and generate ~([a,b]),
we have (8.4) for every CE36([a,b]) (Dynkin System Theorem 2.1.3). The
proof of (vi) is now straightforward.

4.7. Again as before, every <M), (resp., T(s» is a stopping time of {~s} (resp., {3";}),
and the same is true of S £! lim,_x <M), (Lemma 1.2.11). The local martingaleM
has quadratic variation <M), :5: <M)T(S2) = S /\ S2 :5: S2 < 00 (Problem 4.5 (ii»,
so again both M, M2

- <M) are uniformly integrable martingales, and by
optional sampling:

E[Mr(S2) - Mnst)lffns,l] = 0,

E[(MnS2) - MT(stl)2Iffrlst)] = E[<M)nS2) - <M)ns,llffT(srl]; a.s. P.

It follows that MoT £! {MT(s), ~,; 0:5: s < oo} is a martingale with <M 0 T\ =
<M)ns), and by Problem 4.5 (iv), MoT has continuous paths. Now if
{!¥" ~s; 0 :5: s < oo} is an independent Brownian motion, the process

is a continuous martingale with quadratic variation (8)s = s - (s /\ S) +
<M)ns) = s, i.e., a Brownian motion. For this process, (4.17) is established by
using Problem 4.5 (iv).

4.11. Let cp be a deterministic, strictly increasing function mapping [0, 00) onto [0, I),
and define ME Atc. loc by

f"'(1) f"'(I)
M, ~ 0 Xsd!¥" so <M)I = 0 Xs2ds; 0:5: t < 00,

and lim,_oo <M), = 00, a.s. on E. According to Problem 4.7, there is a Brownian
motion B such that
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We have lim,t I pet) = 00 a.s. on E, and so, by the law of the iterated logarithm
for Brownian motion,

lim Bp('j = -lim Bp(,) = +00, a.s. on E.
,t 1 ,t 1

4.12. (Adapted from Watanabe (1984).) From Problem 4.7 we have the representation
(4.17) for a suitable Brownian motion B. Taking n > 3max(lxl, pTjand denoting
Rn = inf{ t Z 0; IB,I z nj3}, we have the inclusions

{ max IX,I z n} ~ {max IM,I Z~} = {(M)T Z Rn } ~ {pT Z R n },
O,;',;T O,;',;T 3

which lead, via (2.6.1), (2.6.2), and (2.9.20), to

p[ max IX,I z nJ :0; P[Rn :0; pT] :0; 2P[T,,/3 :0; pT] = 4P[BpT Z ~J
O,;',;T 3

4 f'" 12fl;T { n
2

}< -- e- z'/2dz < - -exp ---
- j2;. n/3J~T - n 2n 18pT

The conclusion follows.

6.12. Let h have support in [O,b], and consider the sequence of partitions

Dn={bt)=~b;k=0,1,... ,2l nzl

of this interval. Choosing a modification of f~ I(Q.",)(~)d~ which is continuous
in a (d. (6.21)), we see that the Lebesgue (and Riemann) integral on the left-hand
side of (6.24) is approximated by the sum

where the uniformly bounded sequence of functions

2"-1 b
Fn(x) ~ I -2n h(b~n)) 1(b~"'.",)(X); n z 1

k=O

converges uniformly, as n -+ 00, to the Lebesgue (and Riemann) integral

F(x) ~ f: h(a)l(Q.<1O)(x)da.

Therefore, the sequence of stochastic integrals {f~ Fn(~) d ~}::'= 1 converges in
L 2 to the stochastic integral f~ F(~)d~, which is the right-hand side of (6.24).

6.13. (i) Under any p z, B(a) is a continuous, square-integrable martingale with
quadratic variation process

(B(a), = I [sgn(~ - a)]2 ds = t; 0:0; t < 00, a.s. P'.

According to Theorem 3.16, B(a) is a Brownian motion.
(ii) For W in the set n* of Definition 6.3, we have (6.2) (Remark 6.5), and from
this we see immediately that Lo(a,w) = 0 and L,(a,w) is nondecreasing in t.
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For each ZE IR, there is a setnE~ with p'(n) = I such that .:l"w(a) is closed
for all WEn. For WEnIlO*, the complement of .:z'w(a) is the countable
union of open intervals U.eN I•. To prove (6.26), it suffices to show that
II, dL,(w) = 0 for each (J. EN. Fix an index (J. and let I. = (u, v). Since J.¥:(w) - a
has no zero in (u, v), we know that IJ.¥:(w) - al is bounded away from the
origin on [u + (lIn), v - (lIn)], where n > 2/(v - u). Thus, for all sufficiently
small f; > 0,

meas {O ::; s ::; u + ~; IJ¥. - aI ::; f;} = meas {O ::; s ::; v - ~; IJ¥. - aI ::; f; } ,

whence Lu+o/n)(a,w) = Lv-o/n)(a,w). It follows that I[u+(1/n),v-o/nl] dL,(a, w) =
0, and letting n -+ 00 we obtain the desired result.

(iii) Set Z = a = 0 in (6.25) to obtain IW,I = - B,(O) + 2L,(0); 0::; t < 00, a.s. pO.
The left-hand side ofthis relation is nonnegative; B,(O) changes sign infinitely
often in any interval [0, f;], f; > o(Problem 2.7.18). It follows that L,(O) cannot
remain zero in any such interval.

(iv) It suffices to show that for any two rational numbers 0 ::; q < r < 00, if
W,(w) = a for some t E (q, r) then Lq(a, w) < L,(a, w), P'-a.e. w. Let T(w) ~
inf{t ~ q; W,(w) = a}. Applying (iii) to the Brownian motion {J¥.+T - a;
o::; S < oo} we conclude that

LT(w)(a,w) < LT(w)+s(a,w) for all s > 0, P'-a.e. w,

by the additive functional property of local time (Definition 6.1 and Remark
6.5). For every WE {T < r} we may take s = r - T(w) above, and this yields
Lq(a, w) < L,(a, w).

6.19. From (6.38) we obtain Iimy+xf(Y) ::; f(x), limytxf(Y) ::; f(z) and f(y) ::; lirnxtvf(x),
f(y) ::; Iim,+yf(z). This establishes the continuity of f on IR.
For ~ E IR fixed and 0 < hi < hz, we have from (6.38), with x = ~, y = ~ + hi'

Z = ~ + hz:

(8.5)

On the other hand, applying (6.38) with x = ~ - hz, y = ~ - hi' and z = ~ yields

(8.6)

Finally, with x = ~ - f;, y = ~, z = ~ + b, we have

(8.7) N(~; -f;)::; N(~;b); f;, b > O.

Relations (8.5)-(8.7) establish the requisite monotonicity in h of the difference
quotient (6.39), and hence the existence and finiteness of the limits in (6.40).

In particular, (8.7) gives D-f(x) ::; D+f(x) upon letting f;! 0, b! 0, which estab
lishes the second inequality in (6.41). On the other hand, we obtain easily from
(8.5) and (8.6) the bounds

(8.8) (y - x) D+f(x) ::; f(y) - f(x) ::; (y - x) D-f(y); x < y,

which establish (6.41).
For the right-continuity of the function D+f(-), we begin by observing the

inequality D+f(x) ::; Iimy h D+f(y); x E IR, which is a consequence of (6.41). In the
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opposite direction, we employ the continuity of f, as well as (8.8), to obtain for
x < z:

f(z) - f(x) = lim f(z) - fry) :?: lim D+f(y).
z - X y~x Z - Y yh

Upon letting z! x, we obtain D+f(x):?: limyh D+f(y). The left-continuity of
D-f(·) is proved similarly.
From (8.8) we observe that, for any function cp: IR --+ IR satisfying

(8.9)

we have for fixed y E IR,

(8.10) f(x) :?: Gix) ~ fry) + (x - y)cp(y); x E IR.

The function Gy(') is called a line of support for the convex function f(·). It is
immediate from (8.10) that f(x) = SUPYE RGy(x); the point of (6.42) is that f(·)
can be expressed as the supremum of countably many lines of support. Indeed,
let E be a countable, dense subset of IR. For any x E IR, take a sequence {y.};:'=l
of numbers in E, converging to x. Because this sequence is bounded, so are
the sequences {D±f(y.)};:'=l (by monotonicity and finiteness of the functions
D±f(·)) and {cp(Y.) };:'=l (by (8.9)). Therefore, lim._oo GyJx) = f(x), which implies
that f(x) = SUPYE £ Gix).

6.20. (iii) For any x < y < z, we have

<1>(y) - <1>(x) I fY
(8.11) cp(x)::; = ~- cp(u)du::; cp(y)

y-x y-x x

I f% <1>(z) - <1>(y)
::; -- cp(u) du = ::; cp(z).

z-y y z-y

This gives
z-y y-x

<1>(y) ::; ~-<1>(x) + --<1>(z),
z-x z-x

which verifies convexity in the form (6.38). Now let xi y, z ! y in (8.11), to
obtain

At every continuity point x of cp, we have CP±(x) = cp(x) = D±<1>(x). The
left- (respectively, right-) continuity of cp_ and D- cp (respectively, CP+ and
D+<1» implies cp_(y) = D-<1>(y) (respectively, cp+(y) = D+<1>(y)) for all yE IR.

(iv) Letting x! y (respectively, x i y) in (6.44), we obtain

But now from (6.41) one gets

cp+(x) ::; D+f(x) ::; D-f(y) ::; cp_(y) ::; cp(y); x < y,

and letting y! x we conclude cp+(x) = D+f(x); x E IR. Similarly, we conclude
CPJx) = D-f(x); x E IR. Now consider the function G ~ f - <1>, and simply
notice the consequences D±G(x) = D±f(x) - D±<1>(x) = 0; x E IR, of the
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preceding discussion; in other words, G is differentiable on IR with derivative
which is identically zero. It follows that G is identically constant.

6.29. (iv) ~ (vi): Let tE(O, (0) be such that p°[J~f(J.¥.)ds< 00] = 1. For x = 0,
just take S = t. For x "# 0, consider the first passage time Tx and
notice that pOCO < Tx < 00] = I, pO[2Tx ~ t] > 0, and that {Bs £
J.¥.+T

x
- x, 0 ~ s < oo} is a Brownian motion under pO. Now, for

every WE {2Tx ~ t}:

I
Tx(w) f2TX(W) I'

fix + Bs(w))ds = f(Wu(w))du ~ f(Wu(w))du < 00,
° ~M °
whence {2T" ~ t} ~ Ub"x fix + Bs)ds < oo}, a.s. pO. We conclude
that this latter event has positive probability under pO, and (vi)
follows upon taking S = Tx .

(vi) ~ (iii): Lemma 6.26 gives, for each x E K, the existence of an open neigh
borhood U(x) of x with JV(x)f(y)dy < 00. Now (iii) follows from
the compactness of K.

(iii) ~ (v): For fixed x E IR, define gx(Y) = fix + y) and apply the known impli
cation (iii) ~ (ii) to the function gx.

7.3. We may write f as the difference of the convex functions

fl(X) ~ f(O) + xf'(O) + f J: (f"(zW dzdy, f2(X) ~ f J: [!"(zJr dzdy,

and apply (7.4). In this case, J.l(dx) = !,,(x)dx, and (7.3) shows that J':.., A,(a)J.l(da) =

! J~!,,(Xs)d<M)s'
7.6. Let v,(w) denote the total variation of ~(w) on [0, t]' For P-a.e. WEn, we have

v,(w) < 00; 0 ~ t < 00. Consequently, for a < b,

Il,(a) - l,(b)! ~ Il,(a) - l,(aJI + Il,(a) - l,(bJI ~ IV, - V,I + t l(a.bl(Xs)dV.,

and these last expressions converge to zero a.s. as "[ --> t and b 1a. Furthermore,
the exceptional set ofWEn for which convergence fails does not depend on t or
a. Relation (7.20) is proved similarly.

7.7. The solution is a slight modification of Solution 6.12, where now we use Lemma
7.5 to establish the continuity in a of the integrand on the left-hand side.

3.9. Notes

Section 3.2: The concept of the stochastic integral with respect to Brownian
motion was introduced by Paley, Wiener & Zygmund (1933) for nonrandom
integrands, and by K. Ito (1942a, 1944) in the generality of the present section.
Ito's motivation was to achieve a rigorous treatment of the stochastic differ
ential equation which governs the diffusion processes of A. N. Kolmogorov



3.9. Notes 237

(193 I). Doob (1953) was the first to study the stochastic integral as a martin
gale, and to suggest a unified treatment of stochastic integration as a chapter
of martingale theory. This task was accomplished by Courrege (1962/1963),
Fisk (1963), Kunita & Watanabe (1967), Meyer (1967), Millar (1968), Doleans
Dade & Meyer (1970). Much of this theory has become standard and has
received monograph treatment; we mention in this respect the books by
McKean (1969), Gihman & Skorohod (1972), Arnold (1973), Friedman (1975),
Liptser & Shiryaev (1977), Stroock & Varadhan (1979), and Ikeda & Watanabe
(198 I) and the monographs by Skorohod (1965) and Chung & Williams (1983).
Our presentation draws on most of these sources, but is closest in spirit to
Ikeda & Watanabe (198 I) and Liptser & Shiryaev (1977). The approach
suggested by Lemma 2.4 and Problem 2.5 is due to Doob (1953). A major
recent development has been the extension of this theory by the "French
school" to include integration of left-continuous, or more generally, "predict
able," processes with respect to discontinuous martingales. The fundamental
reference for this material is Meyer (1976), supplemented by Dellacherie &
Meyer (1975/1980); other accounts can be found in Metivier & Pellaumail
(1980), Metivier (1982), Kopp (1984), Kussmaul (1977), and Elliott (1982).

Section 3.3: Theorem 3.16 was discovered by P. Levy (1948: p. 78); a different
proof appears on p. 384 of Doob (1953). Theorem 3.28 extends the Burkholder
Davis-Gundy inequalities of discrete-parameter martingale theory; see the
excellent expository article by Burkholder (1973). The approach that we follow
was suggested by M. Yor (personal communication). For more information
on the approximations of stochastic integrals as in Problem 3.15, see Yor
(1977).

Section 3.4: The idea of extending the probability space in order to accom
modate the Brownian motion W in the representation of Theorem 4.2 is due
to Doob (1953; pp. 449~451) for the case d = 1. Problem 4.1 I is essentially
from McKean (1969; p. 3I). Chapters II of Ikeda & Watanabe (1981) and XII
of Elliott (1982) are good sources for further reading on the subject matter of
Sections 3.3 and 3.4. For a different proof and further extensions of the F. B.
Knight theorem, see Cocozza & Yor (1980) and Pitman & Yor (1986)
(Theorems 8.2, B.4), respectively. Our solution of Problem 4. I6 is taken from
Rogers & Williams (1987).

Section 3.5: The celebrated Theorem 5. I was proved by Cameron & Martin
(1944) for nonrandom integrands X, and by Girsanov (1960) in the present
generality. Our treatment was inspired by the lecture notes of S. Orey (1974).
Girsanov's work was presaged by that of Maruyama (1954), (1955). Kazamaki
(1977) (see also Kazamaki & Sekiguchi (1979» provides a condition different
from the Novikov condition (5.18): if exp(~M,) is a submartingale, then
2, = exp(M, - ~<M>,) is a martingale. The same is true if E[exp(~M,)] < if)

(Kazamaki (1978». Proposition 5.4 is due to Van Schuppen & Wong (1974).
Section 3.6: Brownian local time is the creation of P. Levy (1948), although

the first rigorous proof of its existence was given by Trotter (1958). Our
approach to Theorem 6.1 I follows that of Ikeda & Watanabe (1981) and
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McKean (1969). One can study the local time of a nonrandom function
divorced from probability theory, and the general pattern that develops is
that regular local times correspond to irregular functions; for instance, for the
highly irregular Brownian paths we obtained Holder-continuous local times
(relation (6.22». See Geman & Horowitz (1980) for more information on this
topic. On the other hand, Yor (1986) shows directly that the occupation time
B 1-+ r,(B, w) of (6.6) has a density.
The Skorohod problem of Lemma 6.14, for RCLL trajectories y, was

treated by Chaleyat-Maurel, El Karoui & Marchal (1980).
The generalized Ito rule (Theorem 6.22) is due to Meyer (1976) and Wang

(1977). There is a converse to Corollary 6.23: if f( J¥,) is a continuous semi
martingale, then f is the difference of convex functions (Wang (1977), <;inlar,
Jacod, Protter & Sharpe (1980». A multidimensional version of Theorem
6.22, in which convex functions are replaced by potentials, has been proved
by Brosamler (1970).
Tanaka's formula (6.11) provides a representation of the form f(J¥,)

f( Wo) + f~ g(~) d~ for the continuous additive functional L,(a), with a E IR
fixed. In fact, any continuous additive functional has such a representa
tion, where f may be chosen to be continuous; see Ventsel (1962), Tanaka
(1963).
We follow Ikeda & Watanabe (1981) in our exposition of Theorem 6.17.
For more information on the subject matter of Problem 6.30, the reader is
referred to Papanicolaou, Stroock & Varadhan (1977).

Section 3.7: Local time for semimartingales is discussed in the volume
edited by Azema & Yor (1978); see in particular the articles by Azema & Yor
(pp. 3-16) and Yor (pp. 23- 36). Local time for Markov processes is treated
by Blumenthal & Getoor (1968). Yor (1978) proved that local time ,\(a) for
a continuous semimartingale is jointly continuous in t and RCLL in a. His
proof assumes the existence of local time, whereas ours is a step in the proof
of existence.
Exercise 7.13 comes from Azema & Yor (1979); see also Jeulin & Yor (1980)

for applications of these martingales in the study of distributions of random
variables associated with local time. Exercise 7.14 is taken from Yor (1979).



CHAPTER 4

Brownian Motion and Partial
Differential Equations

4.1. Introduction

There is a rich interplay between probability theory and analysis, the study
of which goes back at least to Kolmogorov (1931). It is not possible in a few
sections to develop this subject systematically; we instead confine our atten
tion to a few illustrative cases of this interplay. Recent monographs on this
subject are those of Doob (1984) and Durrett (1984).
The solutions to many problems ofelliptic and parabolic partial differential

equations can be represented as expectations of stochastic functionals. Such
representations allow one to infer properties of these solutions and, con
versely, to determine the distributions of various functionals of stochastic
processes by solving related partial differential equation problems.

In the next section, we treat the Dirichlet problem of finding a function
which is harmonic in a given region and assumes specified boundary values.
One can use Brownian motion to characterize those Dirichlet problems for
which a solution exists, to construct a solution, and to prove uniqueness. We
shall also derive Poisson integral formulas and see how they are related to
exit distributions for Brownian motion.
The Laplacian appearing in the Dirichlet problem is the simplest elliptic
operator; the simplest parabolic operator is that appearing in the heat equa
tion. Section 3 is devoted to a study of the connections between Brownian
motion and the one-dimensional heat equation, and, again, we give prob
abilistic proofs of existence and uniqueness theorems and probabilistic inter
pretations of solutions. Exploiting the connections in the opposite direction,
we show how solutions to the heat equation enable us to compute boundary
crossing probabilities for Brownian motion.
Section 4 takes up the study of more complicated elliptic and parabolic
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equations based on the Laplacian. Here we develop formulas necessary for
the treatment of Brownian functionals which are more complex than those
appearing in Section 2.8.
The connections established in this chapter between Brownian motion and

elliptic and parabolic differential equations based on the Laplacian are a fore
shadowing of a more general relationship between diffusion processes and
second-order elliptic and parabolic differential equations. A good deal of the
more general theory appears in Section 5.7, but it is never so elegant and sur
prisingly powerful as in the simple cases of the Laplace and heat equations
developed here. In particular, in the more general setting, one must rely on
existence theorems from the theory of partial differential equations, whereas
in this chapter we can give probabilistic proofs of the existence of solutions
to the relevant partial differential equations.

4.2. Harmonic Functions and the Dirichlet Problem

The connection between Brownian motion and harmonic functions is pro
found, yet simply explained. For this reason, we take this connection as our
first illustration of the interplay between probability theory and analysis.
Recall that a function u mapping an open subset D of !Rd into !R is called

harmonic in D if u is of class C2 and .1u ~ It=l (iJ 2 ujiJxf) = 0 in D. As we
shall prove shortly, a harmonic function is necessarily of class COO and has
the mean-value property. It is this mean-value property which introduces
Brownian motion in a natural way into the study of harmonic functions.
Throughout this section, {l'v,,~; 0 S t < oo}, (Q,§"), {r}xeD;ld' is a d
dimensional Brownian family and {~} satisfies the usual conditions. We
denote by D an open set in !Rd and introduce the stopping time (Problem 1.2.7)

(2.1) 'CD ~ inf{t ~ 0; l'v,EDC
},

the time of first exit from D. The boundary of D will be denoted by iJD, and
i5 = D u iJD is the closure ofD. Recall (Theorem 2.9.23) that each component
of W is almost surely unbounded, so

(2.2) r['CD < 00] = 1; VXED C !Rd, D bounded.

LetB, ~ {XE!Rd; IIxll < r} be the open ball of radius r centered at the origin.
The volume of this ball is

(2.3)

and its surface area is

(2.4)
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We define a probability measure J1., on oB, by
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(2.5) J1.,(dx) = pO[l¥. Edx]; r > O.
B,

A. The Mean-Value Property

Because of the rotational invariance of Brownian motion (Problem 3.3.18),
the measure J1., is also rotationally invariant and thus proportional to surface
measure on oB,. In particular, the Lebesgue integral of a function f over B,
can be written in iterated form as

(2.6) r f(x) dx = f' Sp r f(x)J1.p (dx) dp.
J~ ° Ja~

o

2.1 Definition. We say that the function u: D --+ IR has the mean-value property
if, for every aED and 0 < r < 00 such that a + ii, c D, we have

u(a) = r u(a + x)J1.,(dx).JaB,
With the help of (2.6) one can derive the consequence

u(a) =~f u(a + x)dx
V. B,

of the mean-value property, which asserts that the mean integral value of u
over a ball is equal to the value at the center. Using the divergence theorem
one can prove analytically (cf. Gilbarg & Trudinger (1977), p. 14) that a har
monic function possesses the mean-value property. A very simple probabilistic
proof can be based on Ito's rule.

2.2 Proposition. If u is harmonic in D, then it has the mean-value property there.

PROOF. With aED and 0 < r < 00 such that a + ii, c D, we have from Ito's
rule

d ft 1\ ta+B, au
U(~l\t ) = U(WO) + L -(W)dW(i)

0+8,. i=l 0 OX
i

s S

1 ftl\t a +B

+"2 ° 'dU(J¥.)ds; 0::; t < 00.

Because u is harmonic, the last (Lebesgue) integral vanishes, and since (ouloxJ;
1 ::; i ::; d, are bounded functions on a + B" the expectations under pa of the
stochastic integrals are all equal to zero. After taking these expectations on
both sides and letting t --+ 00, we use (2.2) to obtain

u(a) = Eau(l¥.a+B ) = r u(a + x)J1.,(dx).
r JaB,.
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2.3 Corollary (Maximum Principle). Suppose that u is harmonic in the open,
connected domain D. If u achieves its supremum over D at some point in D, then
u is identically constant.

PROOF. Let M = SUpxED u(x), and letDM = {x E D; u(x) = M}. We assume that
DM is nonempty and show that DM = D. Since u is continuous, DM is closed
relative to D. But for a E DM and 0 < r < 00 such that a + iir c D, we have
the mean value property:

M = u(a) = ~ r u(a + x) dx,
V. JBr

which shows that u = M on a + Br • Therefore, DM is open. Because D is con
nected, either DM or D\DM must be empty. D

2.4 Exercise. Suppose D is bounded and connected, u is defined and con
tinuous on i5, and u is harmonic in D. Then u attains its maximum over i5 on
aD. If v is another function, harmonic in D and continuous on i5, and v = u
on aD, then v = u on D as well.

For the sake of completeness, we state and prove the converse of Prop
osition 2.2. Our proof, which uses no probability, is taken from Dynkin
& Yushkevich (1969).

2.5 Proposition. If u maps D into IR and has the mean value property, then u is
ofclass coo and harmonic.

PROOF. We first prove that u is of class Coo. For I': > 0, let ge: IRd => [0, (0) be
the Coo function

{

c(l':)exp [ 21 2J; IIxll < 1':,
ge(X) = IIxll - I':

0; IIxll ~ 1':,

where c(l':) is chosen so that (because of (2.6»

(2.7) fa, ge(x)dx = c(l':) tSpexpC2 ~ 1':2 )dP = 1.

For I': > 0 and a E D such that a + iie c D, define

ue(a) ~ f u(a + X)ge(x)dx = r u(Y)ge(Y - a)dy.
B, JRd

From the second representation, it is clear that Ue is of class Coo on the open
subset ofD where it is defined. Furthermore, for every aE D there exists I': > 0
so that a + iie c D; from (2.6), (2.7), and the mean-value property of u, we may
then write
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(2.8)

u,(a) = f u(a + x)g,(x)dx
B,

= c(e) I' Sp f u(a + x)exp ( 2 1 2)/ip(dX)dP
o aBp P - e

= c(e) I' Spu(a) exp ( 21 2) dp = u(a),
o P - e

and conclude that u is also of class Coo.
In order to show that Liu = °in D, we choose a E D and expand ala Taylor

in the neighborhood a + it
d au 1 d d a2u

u(a + y) = u(a) + i~ Yi ax; (a) + 2i~ j~ YiYj oxioxj (a)

+ 0(IIYI1 2 ); YEB"

where again e > °is chosen so that a + B, c D. Odd symmetry gives us

f Yi/i,(dy) = 0, f YiYj/i,(dy) = 0; i"# j,
aB, aB,

so upon integrating in (2.8) over aBe and using the mean-value property we
obtain

(2.9) u(a) = f u(a + Y)/i,(dy)
aB,

1 d a2
u f

= u(a) + 2i~ ax; (a) aB, Yl/i,(dy) + 0(e
2

).

But

f 1 d f e
2

Yl/i,(dy) = d .~ Yl/i,(dy) = d'
aB, ,-1 aB,

and so (2.9) becomes

e2

2d Liu(a) + 0(e2) = 0.

Dividing by e2 and letting e! 0, we see that Liu(a) = 0.

B. The Dirichlet Problem

o

We take up now the Dirichlet problem (D,f): with D an open subset of IRd and
f: aD -+ IR a given continuous function, find a continuous function u: fj -+ IR
such that u is harmonic in D and takes on boundary values specified by f; i.e.,
u is of class C2 (D) and
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(2.10)

(2.11)
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L\u = 0; in D,

u = f; on aD.

Such a function, when it exists, will be called a solution to the Dirichlet problem
(D,f). One may interpret u(x) as the steady-state temperature at xeD when
the boundary temperatures of D are specified by f
The power of the probabilistic method is demonstrated by the fact that we

can immediately write down a very likely solution to (D,f), namely

(2.12)

provided of course that

(2.13)

By the definition of rD , u satisfies (2.11). Furthermore, for a e D and Br chosen
so that a + iir c D, we have from the strong Markov property:

u(a) = Pf(~v) = Ea{Ea[f(~v)l~a+B)}

= Ea{u(~a+B)} = r u(a + x)/lr(dx).
JOBr

Therefore, u has the mean-value property, and so it must satisfy (2.10). The
only unresolved issue is whether u is continuous up to and including aD. It
turns out that this depends on the regularity of aD, as we shall see later. We
summarize our discussion so far and establish a uniqueness result for (D,n
which strengthens Exercise 2.4.

2.6 Proposition. If (2.13) holds, then u defined by (2.12) is harmonic in D.

2.7 Proposition. Iff is bounded and

(2.14) P"[rD < 00] = 1; VaeD,

o~ t < 00, n ~ 1.

then any bounded solution to (D,n has the representation (2.12).

PROOF. Let u be any bounded solution to (D,n, and let D. g, {xeD;
infyEoD Ilx - yll > l/n}. From Ito's rule we have

d IIArB Arv "lu
" n nU (')

U(Jot;ArBnAtv) = u(Wo) + if! 0 aX
i
(J¥.)dJ¥.';

Since (au/ax;) is bounded in B. n D., we may take expectations and conclude
that

u(a) = EaU(Jot;AtBnAtV); 0 ~ t < 00, n ~ 1, aeD•.

As t ---. 00, n ---. 00, (2.14) implies that u( Jot; A tAt ) converges to f(~ ), a.s. P".
B" Dn D

The representation (2.12) follows from the bounded convergence theorem.
o
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2.8 Exercise. With D = {(X I,X2); X2 > O} and f(xl,O) = 0; Xl EIR, show by
example that (D,f) can have unbounded solutions not given by (2.12).

In the light of Propositions 2.6 and 2.7, the existence of a solution to the
Dirichlet problem boils down to the question of the continuity of u defined
by (2.12) at the boundary ofD. We therefore undertake to characterize those
points a E aD for which

(2.15)

holds for every bounded, measurable function f: aD -+ IR which is continuous
at the point a.

2.9 Definition. Consider the stopping time of the right-continuous filtration
{g;;} given by aD,@, inf{t > 0; JV;EDC } (contrast with the definition of TD in
(2.1)). We say that a point aEaD is regular for D if P"[aD = 0] = 1; i.e., a
Brownian path started at a does not immediately return to D and remain there
for a nonempty time interval.

2.10 Remark. A point aEaD is called irregular if P"[aD = 0] < 1; however,
the event {aD = O} belongs to g-o";., and so the Blumenthal zero-one law
(Theorem 2.7.17) gives for an irregular point a: P"[aD = 0] = o.

2.11 Remark. It is evident that regularity is a local condition; i.e., aE aD is
regular for D if and only if a is regular for (a + Br ) n D, for some r > O.

In the one-dimensional case every point of aD is regular (Problem 2.7.18)
and the Dirichlet problem is always solvable, the solution being piecewise
linear. When d ~ 2, more interesting behavior can occur. In particular, if
D = {x E IRd ; 0 < IIX II < I} is a punctured ball, then for any XED the Brownian
motion starting at x exits from D on its outer boundary, not at the origin
(Proposition 3.3.22). This means that u defined by (2.12) is determined solely
by the values of f along the outer boundary of D and, except at the origin,
this u will agree with the harmonic function

u(x) ,@, Pf(~ ) = Pf(W.,.); X E B, .
", D

Now u(O) ,@, f(O), so u is continuous at the origin if and only if f(O) = u(O).
When d ~ 3, it is even possible for aD to be connected but contain irregular
points (Example 2.17).

2.12 Theorem. Assume that d ~ 2 and fix aEoD. Thefollowing are equivalent:

(i) equation (2.15) holds for every bounded, measurable function f: aD -+ IR
which is continuous at a;

(ii) a is regular for D;
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(iii) for all s > 0, we have

(2.16)
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lim PTrD > s] = O.

PROOF. We assume without loss of generality that a = 0, and begin by proving
the implication (i)~ (ii) by contradiction. If the origin is irregular, then
pO [aD = 0] = 0 (Remark 2.10). Since a Brownian motion of dimension d ~ 2
never returns to its starting point (Proposition 3.3.22), we have

lim pO[W EB] = pO[W = 0] = O.
aD r aD

d·o

Fix r > 0 for which PO[W"DEB,] < (1/4), and choose a sequence {0.}::'=1 for
which 0 < D. < r for all n and D. 1O. With '. ~ inf{t ~ 0; II ~II ~ D.}, we have
pO['. 10] = 1, and thus, lim.~oo pO['. < aD] = 1. Furthermore, on the event
{'. < aD} we have J.Y.

n
ED. For n large enough so that p O

['. < aD] ~ (1/2),
we may write

1 ° °4> P [W"D EB,] ~ P [W"D EB,,'. < aD]

= E°(1{tn<"D1 PO[W"D E B,I~J)

= f PX[J.Y.DEB,]pO[,. < aD' J.Y.nEdX]
DnB6n

1 . f
~ - In PX[J.Y.DE B,],

2 xeDnB'n

from which we conclude that pXn[J.Y.DE B,] ~ (1/2) for some X.ED n Bbn .Now
choose a bounded, continuous function!: oD --+ IR such that! = 0 outside B"
! ~ 1 inside B" and !(O) = 1. For such a function we have

- - 1
lim EXn!(J.Y.) ~ lim pxn[J.Y.D E B,] ~ - < !(O),
n-oo n-oo 2

and (i) fails.
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We next show that (ii) = (iii). Observe first of all that for °< f> < e, the
function

g,)(x) ~ PX[~ED; f> ~ s ~ e] = EX(pW1[rD > e - f>])

= r P'[rD > e - f>] PX[~Edy]
JRd

is continuous in x. But

as f>! 0, so 9 is upper semicontinuous. From this fact and the inequality
t D ~ aD' we conclude that limx....o P"'[tD > e] ~ limx....og(x) ~ g(O) = 0, by (ii).

xeD

Finally, we establish (iii) = (i). We know that for each r > 0,
pX[maxo,;;r,;;, II Jv, - Woll < r] does not depend on x and approaches one as
e! 0. But then

PX[II Jv.
D
- Woll < r] ~ p"'[{ max II Jv, - Woll < r} n{tD ~ e}]

O,;;r,;;,

~ pO [max II Jv,1I < r] - P"'[tD> e].
O,;;r,;;,

Letting x -+ °(x E D) and e! 0, successively, we obtain from (iii)

lim PX[IIJv.
D
- xII < r] = I; 0< r < 00.

x ....O
xeD

The continuity of f at the origin and its boundedness on aD give us (2.15).
o

C. Conditions for Regularity

For many open sets D and boundary points aE aD, we can convince ourselves
intuitively that a Brownian motion originating at awill exit from i5 immedi
ately; i.e., a is regular. We formalize this intuition with a careful discussion of
regularity.
We have already seen that when d = 2, the center of a punctured disc is
an irregular boundary point. The following development, culminating with
Problem 2.16, shows that, in 1R2, any irregular boundary point of D must be
"isolated" in the sense that it cannot be connected to any other point outside
D by a simple arc lying outside D.

2.13 Definition. Let D c IRd be open and aE aD. A barrier at a is a continuous
function v: i5 -+ IR which is harmonic in D, positive on i5\{a}, and equal to
zero at a.
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2.14 Example. Let DeB, c 1R1 be open, where 0 < r < 1, and assume
(0,0) EaD. If a single-valued, analytic branch of log(x I + iXl) can be defined
in 15\(0,0), then

{

I 10gJxi + x~
-Re = - 1; (XI,Xl)ED\(O,O),

v(x l , Xl) & . 10g(XI + ixl ) Ilog(x l + ixl)1 _

0, (XI' Xl) - (0,0),

is a barrier at (0,0). Indeed, being the real part of an analytic function, v is

harmonic in D, and because 0 < Jxi + x~ .::; r < 1 in 15\(0,0), v is positive
on this set.

2.15 Proposition. Let D be bounded and aEaD. If there exists a barrier at a,
then a is regular.

PROOF. Let v be a barrier at a. We establish condition (i) of Theorem 2.12.
With f: aD -. IR bounded and continuous at a, define M = SUPxeoD If(x)l.
Choose B > 0 and let b > 0 be such that If(x) - f(a)1 .::; B if x EaD and
fix - all .::; b. Choose k so that kv(x) ~ 2M for xE15 and IIx - all ~ b. We
then have If(x) - f(a)1 .::; B + kv(x); x EaD, so

IEXf(J¥.o) - f(a)J .::; B + k· EXv(J¥.o) = B + k· v(x); XED

by Proposition 2.7. But v is continuous and v(a) = 0, so

lim IEXf(J¥.o) - f(a)1 .::; B.
x~a

xeD

Finally, we let B! 0 to obtain (2.15). D

2.16 Problem. LetDc 1R1 be open, and suppose that aEaD has the property
that there exists a point b of. a in 1R2 \D, and a simple arc in 1R 1\D connecting
a to b. Show that a is regular.

D
a

D

In three or more dimensions, it is possible to create a cusped region D so
that the boundary point at the end of the cusp is irregular. We illustrate this
situation in 1R3 . In particular, we will construct a region as demarcated in
the following figure by the broken line, so that, when this region is rotated
about the xcaxis, the resulting solid has an irregular boundary point at the
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origin. It is a simple matter to replace this solid by an even larger one, having
a smooth boundary except for a cusp at the origin (dotted curve). It is a direct
consequence of Definition 2.9 that the origin is also an irregular boundary
point for this larger solid.

2.17 Example (Lebesgue's Thorn). With d = 3 and {En} ;;"=1 a sequence of posi
tive numbers decreasing to zero, define

E = {(X I ,X2,X3); -1 < XI < 1, x~ + x~ < I},

Fn= {(X I,X2,X3); r n ::; XI ::; r n
+
1 ,x~ + x~ ::; En}'

Now pO[(~(2), ~(3)) = (0,0), for some t > 0] = 0 (Proposition 3.3.22), so the
pO-probability that W = (W(I), W(2), W 3 ) ever hits the compact set K n &
{(X I,X2,X3); r n

::; XI::; r n + l , X2 = X3 = O} is zero. According to Problem
3.3.24, lim,_oo II ~II = 00 a.s. pO, so for pO-a.e. WEn, the path t f-> ~(w)
remains bounded away from K n.Thus, if En is chosen sufficiently small, we can
ensure that pO[~ E Fn, for some t ~ 0] ::; r n

• If J.v, beginning at the origin,
does not return to D immediately, it must avoid D by entering U;;"=I Fn • In
other words,

r--------- ---------.
I
I
I,

r----J
I .',..._oJ

r.J
r~ ... '

~ xl
1....,L..._,

I 'L ·;

I
I
I
I

~-------- -------~

Lebesgue's Thorn

00

pO[O'D = 0] ::; pO[~EFn, for some t ~ 0 and n ~ 1] ::; L r n < 1. 0
"=1

If cusplike behavior is avoided, then the boundary points of D are regular,
regardless of dimension. To make this statement precise, let us define for
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Y E ~d\{OJ and 0 ~ () ~ 71:, the cone C(y, () with direction Y and aperture () by

C(y,() = {XE~d;(X,y);::: IIxll·IIYII·cosO}.

2.18 Definition. We say that the point a E aD satisfies Zaremba's cone con
dition if there exists y#-O and 0 < 0 < 71: such that the translated cone
a + C(y,O) is contained in ~d\D.

2.19 Theorem. If a point a E aD satisfies Zaremba's cone condition, then it is
regular.

PROOF. We assume without loss of generality that a is the origin and C(y, 0) c
~d\D, where y#-O and 0 < 0 < 71:. Because the change of variable z = (x/j"t)
maps C(y, 0) onto itself, we have for any t > 0,

PO[l¥,EC(y,O)] = r ~exp[_lIx2112JdXJC(y.8) (2m) t

= fC(y.8l (271:\dI2 exp [ _
lIztJ dz ~ q > 0,

where q is independent of t. Now pO[UD ~ t] ;::: PO[l¥,EC(y,O)] = q, and
letting t! 0 we conclude that pO[uD = 0] > O. Regularity follows from the
Blumenthal zero-one law (Remark 2.10). 0

2.20 Remark. If, for a E aD and some r > 0, the point a satisfies Zaremba's
cone condition for the set (a + B,) n D, then a is regular for D (Remark 2.11).

C(y, ())
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(2.17)

(2.18)

(2.19)

We now have a complete solution to the Dirichlet problem for a large class
of open sets D and bounded, continuous boundary data functions f: aD --+ lit
Indeed, if every boundary point of D is regular and D satisfies (2.14), then the
unique bounded solution to (D,j) is given by (2.12) (Propositions 2.6, 2.7 and
Theorem 2.12). In some cases, we can actually compute the right-hand side of
(2.12) and thereby obtain Poisson integral formulas.

2.21 Theorem (Poisson Integral Formula for a Half-Space). With d ~ 2, D =
{(x l' ... ,xd); xd > O} and f: oD --+ IR bounded and continuous, the unique
bounded solution to the Dirichlet problem (D,f) is given by

u(x) = r(d/2) f xdf(y) dy· xeD.
nd

/
2 aD IIY - xll d '

2.22 Problem. Prove Theorem 2.21.

The Poisson integral formula for a d-dimensional sphere can be obtained
from Theorem 2.21 via the Kelvin transformation. Let cp: IRd \{O} --+ IRd \{O} be
defined by cp(x) = (x/llxI1 2

). Note that cp is its own inverse. We simplify
notation by writing x* instead of cp(x).
For r > 0, let B = {xelRd : Ilx - cll < r}, where c = red and ei is the unit

vector with a one in the i-th position. Suppose f: oB --+ IR is continuous (and
hence bounded), so there exists a unique function u which solves the Dirichlet
problem (B,f). The reader may easily verify that

cp(B) = H ~ {x* e IRd; (x*, c) >n
and cp(oB\{O})=oH={x*elRd;(x*,c)=!}. We define u*:H--+IR, the
Kelvin transform of u, by

1
u*(x*) - u(x)- Ilx*lI d- 2 •

A tedious but straightforward calculation shows that !1u*(x*) =
Ilxll-d

- 2 !1u(x), so u* is a bounded solution to the Dirichlet problem (H,f*)
where

f*(x*) = Ilx* IId-2f(x); x* eoH.

Because H = (1/2r)ed + D, where D is as in Theorem 2.21, we may apply (2.17)
to obtain

t The results of this subsection will not be used later in the text.
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(2.21)

(2.26)

( x* - ~)f*(Y*)
(2.20) u*(x*) = r(d/2) f d 2r dy*; x* E H.

nd
/
2 oH IIY* - x*lI d

Formulas (2.18)-(2.20) provide us with the unique solution to the Dirichlet
problem (B,!). These formulas are, however, a bit unwieldy, a problem which
can be remedied by the change of variable y = q>(y*) in the integral of (2.20).
This change maps the hyperplane oH into the sphere oB. The surface element
on oB is Srllr(dy - c) (recall (2.4), (2.5)). A little bit of algebra and calculus on
manifolds (Spivak (1965), p. 126) shows that the proposed change of variable
in (2.20) involves

d * _ Srllr(dy - c)
y - IIYIl2(d I) •

(The reader familiar with calculus on manifolds may wish to verify (2.21) first
for the case y* = yfe l + (1/2r)edand then observe that the general case may
be reduced to this one by a rotation. The reader unfamiliar with calculus on
manifolds can content himself with the verification when d = 2, or can refer
to Gilbarg & Trudinger (1977), p. 20, for a proof of Theorem 2.23 which uses
the divergence theorem but avoids formula (2.21).)
On the other hand,

(2.22) II * x*112 _ Ilx - Yl12
y - - IIx1l 211Y1l2'

(2.23) r2 - Ilx - cll 2= IIxI1 2[2(c,x*) - 1] = 2rllxI12(x: - ;r).
Using (2.18), (2.19), and (2.21)-(2.23) to change the variable of integration in
(2.20), we obtain

(2.24) u(x) = rd- 2 (r - IIx - c11 2) f f(Y)llr(dy ~ c) x E B.
oB IIY - xii

Translating this formula to a sphere centered at the origin, we obtain the
following classical result.

2.23 Theorem (Poisson Integral Formula for a Sphere). With d ;;::: 2, Br =
{x E IRd

; II x II < r}, and f: aBr --+ IR continuous, the unique solution to the
Dirichlet problem (Br,f) is given by

(2.25) u(x) = rd- 2 (r - IIx1l 2) f f(y)llr(d
y
]; xEBr·

oBr IIY - xii

2.24 Exercise. Show that for x E B" we have the exit distribution

x _ rd- 2 (r 2
- Il x I1

2 )llr(dy).
P [J.'Y..

r
Edy] - IIx _ Ylld ,IIYII = r.



4.2. Harmonic Functions and the Dirichlet Problem

E. Supplementary Exercises

253

(2.27)

(2.28)

2.25 Problem. Consider as given an open, bounded subset D of ~d and
the bounded, continuous functions g: D -+ ~ and f: aD -+ ~. Assume that
u: fj -+ ~ is continuous, of class C2 (D), and solves the Poisson equation

I
"2Au = -g; in D

subject to the boundary condition

u = f; on aD.

Then establish the representation

u(x) = £X[f(~D) + j;D g(J-Yr) dt]; XED.

In particular, the expected exit time from a ball is given by

r2 _ IIxl1 2
EXrB = ; xEBr •• d

(Hint: Show that the process {Mt & u( J-Yr 1\ tD) + Il>' tD g(J-v.) ds, .?;; 0 ~ t < oo}
is a uniformly integrable martingale.)

2.26 Exercise. Suppose we remove condition (2.14) in Proposition 2.7. Show
that v(x) & Px [rD = 00] is harmonic in D, and if a E aD is regular, then
limx _ o v(x) = O. In particular, if every point of aD is regular, then with

XED

u(x) = EX[f(~) l{tD<oo}], the function u + A.v is a bounded solution to the
Dirichlet problem (D,f) for any A. E~. (It is possible to show that every
bounded solution to (D,f) is of this form; see Port & Stone (1978), Theorem
4.2.12.)

2.27 Exercise. Let D be bounded with every boundary point regular. Prove
that every boundary point has a barrier.

2.28 Exercise. A complex-valued Brownian motion is defined to be a process
W = {W(l) + iW(2) ~. O<t < oo} where W = {(W(l) W(2») (Jj;·0 < t < oo}t t'" -, l\~' t ,,.,7-,, -
is a two-dimensional Brownian motion and i = v -I:

(i) Use Theorem 3.4.13 to show that if W is a complex-valued Brownian
motion and f: iC -+ iC is analytic and nonconstant, then (under an ap
propriate condition) f(W) is a complex-valued Brownian motion with a
random time-change (P. Levy (1948)).

(ii) With eE iC\{O}, show that Mt & eew', 0 ~ t < 00 is a time-changed,
complex-valued Brownian motion. (Hint: Use Problem 3.6.30.)

(iii) Use the result in (ii) to provide a new proof of Proposition 3.3.22.
For additional information see B. Davis (1979).
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(3.1)

(3.2)

4.3. The One-Dimensional Heat Equation

In this section we establish stochastic representations for the temperatures in
infinite, semi-infinite, and finite rods. We then show how such representations
allow one to compute boundary-crossing probabilities for Brownian motion.
Consider an infinite rod, insulated and extended along the x-axis of the (t, x)
plane, and let f(x) denote the temperature of the rod at time t = °and loca
tion x. If u(t, x) is the temperature of the rod at time t ;?: °and position x E IR,
then, with appropriate choice of units, u will satisfy the heat equation

au 1 a2u

at 2ax2'

with initial condition u(O, x) = f(x); x E IR. The starting point of our prob
abilistic treatment of (3.1) is furnished by the observation that the transition
density

P(t;X'Y)~dl PX[Jt;EdyJ= ~e-(X-Y)2/21; t>O, x,yEIR,
y y2nt

of the one-dimensional Brownian family satisfies the partial differential
equation

ap 1 a2p

at 2ax2'

Suppose then that f: IR --+ IR is a Borel-measurable function satisfying the
condition

(3.3) t: e-
ax2

If(x)1 dx < 00

(3.4)

for some a > 0. It is well known (see Problem 3.1) that

u(t, x) ~ Pf(Jt;) = t: f(y)p(t; x, y) dy

is defined for°< t < (1/2a) and x E IR, has derivatives of all orders, and satisfies
the heat equation (3.1).

3.1 Problem. Show that for any nonnegative integers nand m, under the
assumption (3.3), we have

an
+

m foo an
+

m 1
(3.5) -aa u(t, x) = f(y)--p(t; x, y) dy; °< t < -2' x E IR.

tn x m
-00 atnax m a

If f is bounded and continuous, then rewriting (3.4) as u(t, x) = EOf(x + Jt;),
we can use the bounded convergence theorem to conclude
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(3.6) f(x) = lim u(t, Y), Vx E lit
r.j.o

In fact, we have the stronger result contained in the following problem.

3.2 Problem. If f: IR --+ IR is a Borel-measurable function satisfying (3.3) and
f is continuous at x, then (3.6) holds.

A. The TychonofT Uniqueness Theorem

We shall call pet; x, y) a fundamental solution to the problem of finding a
function u which satisfies (3.1) and agrees with the specified function f at time
t = 0.
We shall say that a function u: IRm

--+ IR has continuous derivatives up to a
certain order on a set G, if these derivatives exist and are continuous in the
interior of G, and have continuous extensions to that part of the boundary
aG which is included in G. With this convention, we can state the follow
ing uniqueness theorem. For nonnegative functions, a substantially stronger
result is given in Exercise 3.8.

3.3 Theorem (TychonofT (1935)). Suppose that the function u is C1•2 on the
strip (0, T] x IR and satisfies (3.1) there, as well as the conditions

(3.7)

(3.8)

lim u(t, y) = 0; X E IR,
r.j.O

sup ju(t,x)l:5: Ke QX2
; xEIR,

O<I$T

for some positive constants K and a. Then u =°on (0, T] x IR.

3.4 Remark. Ifu 1 and U2 satisfy (3.1), (3.8) and

lim U 1(t, y) = lim u2 (t, y),
r.j.O r.j.O
y-x y-x

then Theorem 3.3 applied to U 1 - U2 asserts that U 1 = U 2 on (0, T) x IR.

3.5 Remark. Any probabilistic treatment ofthe heat equation involves a time
reversal. This is already suggested by the representation (3.4), in which the
initial temperature function f is evaluated at a; rather than Woo We shall see
this time-reversal many times in this section, beginning with the following
probabilistic proof of Theorem 3.3.

PROOF OF THEOREM 3.3. Let Ty be the passage time of W to y as in (2.6.1). Fix
xE IR, choose n > lxi, and let Rn = T,. A Ln. With t E [0, T) fixed and

vee, x) ~ u(T - t - e, x); 0:5: e < T - t,
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(3.10)

we have from Ito's rule, for 0 ::; S < T - t,

(3.9) u(T - t, x) = v(O, x) = E"'v(s /\ Rn , J¥."R)

= E"'[v(s, J¥.)l{s<Rn}J + EX[v(Rn, WR)l{s:2Rn}].

Now Iv(s, J¥.)11{s<R
n

} is dominated by

max lu(T - t - s,Y)1 ::; Kean2,
O<s<T-t
IYl9

and v(s, J¥.) converges PX_a.s. to zero as siT - t, thanks to (3.7). Likewise,
jv(Rn, WR)11{S:2Rn}is dominated by Ke an2. Letting siT - t in (3.9), we obtain
from the bounded convergence theorem:

u(T - t, x) = EX[v(Rn, WRn)l{Rn<T-t}].

Therefore, with 0 ::; t < T, Ix I < n,

lu(T - t, x)1 ::; Kean2 PX[Rn < T - tJ
::; Ke an2(pO[T,,_x < TJ + pO[T,,+x < TJ)

::; Ke an2 ~ (fCO e-z2/2dz + fco e-z2/2dZ)'
~ -; (n-x)/fi (n+x)/fi

where we have used (2.6.2). But from (2.9.20) it is evident that

limn_coean2 f~±x)/fie-z2/2dz = 0, provided a < 1/2T.

Having proved the theorem for a < (1/2T), we can easily extend it to the
case where this inequality does not hold by choosing To = 0 < T1 < ... <
T" = T such that a < (1/2(1; - 1;-1 )); i = 1, ... , n, and then showing succes
sively that u = 0 in each of the strips (1;-1' 1;J; i = 1, ... , n. 0

It is instructive to note that the function

x 0
h(t, x) ~ - p(t; x, 0) = --p(t; x, 0); t > 0, X E IR,

t ox
solves the heat equation (3.1) on every strip of the form (0, TJ x IR; further
more, it satisfies condition (3.8) for every 0 < a < (1/2T), as well as (3.7) for
every x i= O. However, the. limit in (3.7) fails to exist for x = 0, although we
do have Iimt .j.o h(t, 0) = O.

B. Nonnegative Solutions of the Heat Equation

If the initial temperature f is nonnegative, as it always is if measured on the
absolute scale, then the temperature should remain nonnegative for all t > 0;
this is evident from the representation (3.4). Is it possible to characterize the
nonnegative solutions of the heat equation? This was done by Widder (1944),
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(3.12)

who showed that such functions u have a representation

u(t, x) = f: p(t; x, y) dF(y); x EIR,

where F: IR --+ IR is nondecreasing. Corollary 3.7 (i)', (ii)' is a precise state
ment of Widder's result. We extend Widder's work by providing probabilistic
characterizations of nonnegative solutions to the heat equation; these appear
as Corollary 3.7 (iii)', (iv)'.

3.6 Theorem. Let v(t, x) be a nonnegative function defined on a strip (0, T) x IR,
where 0 < T < 00. The following four conditions are equivalent:

(i) for some nondecreasing function F: IR --+ IR,

(3.11) v(t,x) = f:p(T-t;X,Y)dF(Y); O<t<T, xEIR;

(ii) v is of class Cl.2 on (0, T) x IR and satisfies the "backward" heat equation

av + ~ a
2

v = 0
at 2 ax 2

on this strip;
(iii) for a Brownian family {J¥.,~; 0 ~ s < oo}, (O,~), {P"}"eGil and each

fixed t E (0, T), x E IR, the process {v(t + S, J¥.), ~; 0 ~ s < T - t} is a mar
tingale on (O,~, P");

(iv) for a Brownian family {J¥., ~; 0 ~ s < oo}, (0, ~), {P"}" eGil we have

(3.13) v(t, x) = E"v(t + s, J¥.); 0 < t ~ t + s < T, X E IR.

PROOF. Since (ajat)p(T - t; x,y) + (lj2)(a2jax2 )p(T - t; x, y) = 0, the impli
cation (i) = (ii) can be proved by showing that the partial derivatives of
v can be computed by differentiating under the integral in (3.11). For a > 1j2T
we have

foo e-ay2 dF(y) = ~ v (T - ~, 0) < 00.
-00 ~; 2a

This condition is analogous to (3.3) and allows us to proceed as in Solution
3.1.
For the implications (ii) =(iii) and (ii) = (iv), we begin by applying Ito's

rule to v(t+s, J¥.); 0 ~ s < T - t. With a < x < b, we consider the passage
times T" and 1'" as in (2.6.1) and obtain:

is'' To"Tb a
v(t + (s 1\ T" 1\ 1',,), J¥." T "T ) = v(t, Wo) + -a v(t + (1, Jv.,.)dW.,.

o bOX

is'' To" h (a 1 a2
)+ - + - -2 v(t + (1, W.,.)d(1.

o at 2 ax
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Under assumption (ii) the Lebesgue integral vanishes, as does the expectation
of the stochastic integral because ofthe boundedness of(%x)v(t + 0", y) when
a :5: y :5: band 0 :5: 0" :5: S < T - t. Therefore,

(3.14) v(t,x) = EXv(t + (s 1\ T" 1\ 1i,), J¥."Ta"TJ

Now let a! -00, b i 00 and rely on the nonnegativity of v and Fatou's lemma
to obtain

(3.15) v(t,x);::: EXv(t + s, J¥.); 0 < t:5: t + s < T, xEIR.

Inequality (3.15) implies that for fixed tE(O, T) and xEIR, the process
{v(t + s, J¥.), ~; 0 :5: s < T - t} is a supermartingale on (n,~,PX). Indeed,
for 0:5: St :5: Sz < T - t, the Markov property yields

(3.16) EX[v(t + sz, J¥.2)I~J(w) = f(J¥.,(w)), for px-a.e.WEn,

where

(3.17) f(y) ~ EYv(t + sZ, J¥.2-S )

(see Proposition 2.5.13). From (3.15), we have

EYv(t + sZ, J¥.2-S ) :5: v(t + St,Y),

and so for 0 < t :5: t + S t :5: t + Sz < T, X E IR:

(3.18) v(t + St, J¥.);::: EX[v(t + sZ, J¥.)I~J, a.s. PX.

It is clear from this argument that if equality holds in (3.15), then {v(t + s, J¥.),
~; 0:5: S < T - t} is a martingale. To complete our proof of (ii) = (iii) and
(ii)=(iv), we must establish the reverse of inequality (3.15).
Returning to (3.14), we may write

v(t, x) = EX[v(t + s, J¥.)I(s";Ta" Tb}] + P[v(t + T",a)I(Ta<s" Tb}]

+ P[v(t + 1i" b)l(Tb<s" Ta}]

:5: EXv(t + s, J¥.) + P[v(t + T",a)I(Ta<s}]

+ EX[v(t + 1i" b) I{T
b
<s}J.

We will have established (3.13) as soon as we prove

(3.19) lim P[v(t + 1i" b) I{T
b
<s}] = 0

b--+oo

(a dual argument then shows that lima --+_ oo EX[v(t + T",a)I Ta <s)] = 0). For
(3.19), it suffices to show that with B > 0 large enough, we have

too P[v(t + 1i" b) I{T
b
<s}] db < 00.

We choose x E IR, 0 < t < T, and 0 :5: S < t so that S + t < T. From (2.6.3) and
(3.10) we have

PX [1i,EdO"] = h(O"; b - x) dO"; b > x, 0" > O.
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For B:;::: x sufficiently large, h(u; b - x) is an increasing function of UE(O,S),
provided b :;::: B. Furthermore, for r E (s, t) and B perhaps larger, we have

h(s,b - x) ~$ p(r; x, b); b:;::: B.

It follows that

Loo EX[v(t + 1/"b)I{T
b
<s}Jdb = Loo tv(t + u,b)h(u,b - x) du db

~$ tLoo v(t + 17, b)p(r; x, b) db du

~$ t EXv(t + 17, ~)du

~ $ t v(t + 17 - r,x)du < 00,

where the next to last inequality is a consequence of (3.15). This proves (3.13)
for x E IR, °< t ~ t + S < T, as long as S < t.
We now remove the unwanted restriction S < t. We show by induction on

the positive integers k that if

(3.20)

then

(3.21)

o< t ~ t + S < T, S < kt,

v(t, x) = EXv(t + s, l¥.); x E IR.

This will yield (3.13) for the range of values indicated there. We have just
established that (3.20) implies (3.21) when k = 1. Assume this implication
for some k :;::: 1, so {v(t + s, l¥.), ~; 0 ~ s < kt} is a martingale. Choose S2 E
[kt, (k + l)t) and S\ E [0, kt) so that 0 < S2 - s\ < t. Then

EXv(t + S2' l¥.,) = EX{EX[v(t + S2' l¥.2)I~J}

= EXv(t + s\, l¥..) = v(t,x),

where we have used (3.16), (3.17), and the induction hypothesis in the form

EYv(t + S2' l¥.2-S.) = v(t + s\,y).

Finally, we take up the implication (iv)~(i). For 0 < e< (Tj4), (Tj2) < t < T,
(3.13) gives

x foo p(T - t; x,Y)
v(t - e, x) = E v(T - e, WT - r) = -00 (T. ) dF,(Y),

P 2'0,y

where F, is the nondecreasing function

F,(x)~ roo p(~;O'Y)V(T-e,Y)dY; xEIR.
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Again from (3.13), F,(oo) = EOv(T - e, WTj2) = v«TI2) - e,O), and thus

sup F,( (0) ~ max v(s,O) < 00.
O<,«T/4) (T/4) ~s~(T/2)

By Helly's theorem (Ash (1972), p. 329), there exists a sequence e1 > e2 > ... >
ek!°and a nondecreasing function F*: ~ --+ [0, (0), such that limk--+oo FE. (x) =
F*(x) for every x at which F* is continuous. Because for fixed x E ~ and
tE«TI2), T) the ratio (p(T - t; x,y)lp«TI2); 0, y)) is a bounded, continuous
function of y, converging to zero as Iyl--+ 00, we have

. foo p(T-t;x,y)
v(t, x) = hm v(t - ek> x) = ( ) dF*(y)

k--+oo -00 T. °
p 2' ,y

by the extended Helly-Bray lemma (Loeve (1977), p. 183). Defining F(x) =
fo (dF*(y)jp«TI2); 0, y)), we have (3.11) for (TI2) < t < T, X E~.
IfO < t ~ (TI2), we choose t) E«TI2), T) and use (3.13) to write

v(t, x) = f: p(t 1 - t; x, y)v(t 1 , y)dy

=f: f:oo p(t) - t; x, y)p(T - t 1 ; y, z)dydF(z)

=f: p(T - t; x, z)dF(z). 0

3.7 Corollary. Let u(t, x) be a nonnegative function defined on a strip (0, T) x ~,

where°< T ~ 00. The following four conditions are equivalent:

(i)' for some nondecreasing function F: ~ --+ ~,

(3.22) u(t, x) = f: p(t; x, y) dF(y); °< t < T, X E ~;

(ii)' u is ofclass el. 2 on (0, T) x ~ and satisfies the heat equation (3.1) there;
(iii)' fQr a Brownian family {l¥.,~;°~ s < oo}, (0, ff), {PX} X e IR and each

fixed t E (0, T), x E~, the process {u(t - s, l¥.), ~; °~ s < t} is a mar
tingale on (0, ff, PX

);

(iv)' for a Brownian family {l¥.,~;°~ s < oo}, (O,ff), {PX}xelR we have

(3.23) u(t, x) = Pu(t - s, l¥.); °~ s < t < T, X E~.

PROOF. If T is finite, we obtain this corollary by defining v(t, x) = u(T - t, x)
and appealing to Theorem 3.6. If T = 00, then for each integer n ~ 1 we set
vn(t, x) = u(n - t, x); °< t < n, x E~. Applying Theorem 3.6 to each Vnwe see
that conditions (ii)', (iii)', and (iv)' are equivalent, they are implied by (i)', and
they imply the existence, for any fixed n ~ 1, of a nondecreasing function
F: ~ --+ ~ such that (3.22) holds on (0, n) x ~. For t ~ n, we have from (3.23):
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u(t, x) = EXUG, JVr-<"m) = f-: u G, Z) p(t -~; x, Z)dZ

= f-:f:pG;Z,y)p(t-~;x,Z)dZdF(Y)

= f: p(t; x, y)dF(y). D

3.8 Exercise (Widder's Uniqueness Theorem).

(i) Let u(t,x) be a nonnegative function of class C1•2 defined on the strip
(0, T) x IR, where °< T:s; 00, and assume that u satisfies (3.1) on this strip
and

lim u(t, y) = 0; X E IR.
/-1.0
y-x

Show that u = °on (0, T) x IR. (Hint: Establish the uniform integrability
of the martingale u(t - s, ~); °:s; s < t.)

(ii) Let u be as in (i), except now assume that lim flO u(t, y) = j(x); X E IR.
Assuming thatj(-) is continuous, show that y~x

u(t, x) = f: p(t; x, y)f(y) dy; °< t < T, X E IR.

Can we represent nonnegative solutions v(t, x) of the backward heat equa
tion (3.12) on the entire half-plane (0, (0) x lR,just as we did in Corollary 3.7
for nonnegative solutions u(t,x) of the heat equation (3.1)? Certainly this
cannot be achieved by a simple time-reversal on the results of Corollary 3.7.
Instead, we can relate the functions u and v by the formula

(3.24) v(t,x) = ~expG;)uG,~} 0< t < 00, XE IR.

The reader can readily verify that v satisfies (3.12) on (0,00) x IR if and only
if u satisfies (3.1) there. The change of variables implicit in (3.24) allows us to
deduce the following proposition from Corollary 3.7.

3.9 Proposition (Robbins & Siegmund (1973». Let v(t,x) be a nonnegative
function defined on the half-plane (0, (0) x IR. With T = 00, conditions (ii), (iii),
and (iv) of Theorem 3.6 are equivalent to one another, and to (i)":

(i)" for some nondecreasing function F: IR -+ IR,

(3.25) v(t, x) = f: exp (YX - ~ y2 t) dF(y); °< t < 00, X E IR.
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PROOF. The equivalence of (ii), (iii), and (iv) for T = 00 follows from their
equivalence for all finite T If v is given by (3.25), then differentiation under
the integral can be justified as in Theorem 3.6, and it results in (3.12). If v
satisfies (ii), then u given by (3.24) satisfies (ii)', and hence (i)', of Corollary 3.7.
But (3.24) and (3.22) reduce to (3.25). 0

C. Boundary-Crossing Probabilities for Brownian Motion

The representation (3.25) has rather unexpected consequences in the computa
tion of boundary-crossing probabilities for Brownian motion. Let us consider a
positive function v(t, x) which is defined and of class C1.2 on (0, (0) x IR, and
satisfies the backward heat equation. Then v admits the representation (3.25)
for some F, and differentiating under the integral we see that

(3.26)
a
at v(t, x) < 0; 0 < t < 00, X E IR

and that v(t, .) is convex for each t > O. In particular, limt~O v(t, 0) exists. We
assume that this limit is finite, and, without loss of generality (by scaling, if
necessary), that

(3.27)

We also assume that

(3.28)

(3.29)

(3.30)

lim v(t,O) = 1.
t~O

lim v(t,O) = 0,

lim v(t, x) = 00; 0 < t < 00,

lim v(t, x) = 0, 0 < t < 00.
x--co

It is easily seen that (3.27)-(3.30) are satisfied if and only if F is a probability
distribution function with F(O +) = O. We impose this condition, so that (3.25)
becomes

(3.31) v(t,x) = L: exp(yx-~y2t)dF(Y); O<t<oo,xEIR,

where F( (0) = 1, F(O +) = O. This representation shows that v(t, .) is strictly
increasing, so for each t > 0 and b > 0 there is a unique number A(t, b) such
that

(3.32) v(t, A(t, b» = b.

It is not hard to verify that the function A(-, b) is continuous and strictly
increasing (cf. (3.26». We may define A(O, b) = limt~O A(t, b).
We shall show how one can compute the probability that a Brownian path

J.v, starting at the origin, will eventually cross the curve A(', b). The problem of
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computing the probability that a Brownian motion crosses a given, time
dependent continuous boundary {ljJ(t); 0 ::s; t < oo} is thereby reduced to find
ing a solution v to the backward heat equation which also satisfies (3.27)-(3.30)
and v(t, ljJ(t» = b; 0 ::s; t < 00, for some b > O. In this generality both problems
are quite difficult; our point is that the probabilistic problem can be traded
for a partial differential equation problem. We shall provide an explicit solu
tion to both of them when the boundary is linear.
Let {J¥.,~; O::s; t < oo}, (O,ff), {PX}xelR be a Brownian family, and define

Zt = v(t, J¥.); 0 < t < 00.

For 0 < s < t, we have from the Markov property and condition (iv) of
Proposition 3.9:

EO[Ztl~] = f(~) = v(s, ~) = Z.. a.s. pO,

where f(y) ~ EYv(t, J¥.-s)' In other words, {Zt, ~; 0 < t < oo} is a continuous,
nonnegative martingale on (0, ff, pO). Let {t.} be a sequence of positive
numbers with t.! 0, and set Zo = lim._oo Zt . This limit exists, pO-a.s., and
is independent of the particular sequence {t.} chosen; see the proof of Prop
osition 1.3.14(i). Being ffo";:-measurable, Zo must be a.s. constant (Theorem
2.7.17).

3.10 Lemma. The extended process Z ~ {Zt,~; 0 ::s; t < oo} is a continuous,
nonnegative martingale under pO and satisfies Zo = 1, Zoo = 0, pO-a.s.

PROOF. Let {t.} be a sequence of positive numbers with t.! O. The sequence
{ZtJ~=l is uniformly integrable (Problem 1.3.11, Remark 1.3.12), so by the
Markov property for W, we have for all t > 0:

EO[Ztlffo] = EOZt = lim EOZ,. = EOZo = Zoo
'-00

This establishes that {Z" ~; 0 ::s; t < oo} is a martingale.
Since Zoo ~ limt_oo Zt exists pO-a.s. (Problem 1.3.16), as does Zo ~ limt-l- oZt,
it suffices to show that Iimt-l- oZt = 1 and Iimt_oo Zt = 0 in pO-probability. For
every finite c > 0, we shall show that

(3.33) lim sup Iv(t, x) - 1/ = O.
t-l-olxlseJ/

Indeed, for t > 0, Ixl ::s; c.jt:

(3.34) t: exp ( - yc.jt - ~ y2 t) dF(y) ::s; v(t, x)

::s; t: exp(yc.jt - ~y2t)dF(Y).

Because ±yc.jt - y2 t/2 ::s; c2/2; 'if y > 0, the bounded convergence theo
rem implies that both integrals in (3.34) converge to 1, as t! 0, and (3.33)
follows. Thus, for any e > 0, we can find te•• , depending on c and e, such that
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(3.35)

1 - 8 < v(t,x) < 1 + 8; Ixl ~ c.ji, 0< t < tc,e'

Consequently, for°< t < tc,p

pO[IZt - 11 > 8] = PO[lv(t, It;) - 11 > 8] ~ pO[1 It;1 > C.ji] = 2[1 - <I>(c)],

where

1 IX<I>(x) g -- e- z2
/ 2 dz .

.jb. -00

Letting first t 1°and then c -+ 00, we conclude that Zt -+ 1 in probability as
t 10. A similar argument shows that

lim sup v(t, x) = 0,
,~oo Ixl";cJl

and, using (3.35) instead of (3.33), one can also show that Z, -+°in probability
as t -+ 00. D

It is now a fairly straightforward matter to apply Problem 1.3.28 to the
martingale Z and obtain the probability that the Brownian path {It;(w);°~ t < oo} ever crosses the boundary {A(t, b); °~ t < oo}.

3.11 Problem. Suppose that v: (0,00) x IR -+ (0, (0) is ofclass C1•2 and satisfies
(3.12) and (3.27)-(3.30). For fixed b > 0, let A(- ,b): [0, (0) -+ IR be the con
tinuous function satisfying (3.32). Then, for any s > °and Lebesgue-almost
every a E IR with v(s, a) < b, we have

(3.36)

(3.37)

v(s, a)
pO[lt; ~ A(t,b), for some t ~ sl J¥. = a] = -b-'

pO[lt; ~ A(t, b), for some t ~ s]

(
A(S, b)) 1 foo (A(S'b) r::)dF( )= 1-<1> -- +- <I> ---Yvs y,o b 0+ .Js

where F is the probability distribution function in (3.31).

3.12 Example. With /l > 0, let v(t, x) = exp(/lx - /l2 t/2), so A(t, b) = [3t + y,
where [3 = (/l/2), y = (1//l) log b. Then F(y) = 1[Il'oo)(Y), and so for any s > 0,
[3 > 0, YE IR, and Lebesgue-almost every a < y + [3s:

(3.38) pO[lt; ~ [3t + y, for some t ~ slJ¥. = a] = e- 2P(y-a+
p

s),

and for any s > 0, [3 > 0, and yE IR:

(3.39) pO[lt; ~ [3t + y, for some t ~ s] = 1 - <I>(js + [3.Js)

+ e- 2PY<l>(js - [30).
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(3.42)

(3.43)

1
limu1(s,x)=0; 0<t<2a'
....t

X.\.°

The observation that the time-inverted process Y of Lemma 2.9.4 is a
Brownian motion allows one to cast (3.38) with y = 0 into the following
formula for the maximum of the so-called "tied-down" Brownian motion or
"Brownian bridge":

(3.40) pO [max »';;;::: fJ IWT = aJ = e- 2P(P-a)/T
O:sr::;T

for T > 0, fJ > 0, a.e. a ~ fJ, and (3.39) into a boundary-crossing probability
on the bounded interval [0, T]:

(3.41) pO[»,;;;::: fJ + yt, for some te[O, T]]

= 1 - W(Yft+ fi) + e- 2Pyw(yft - fi} fJ > 0, yelR.

3.13 Exercise. Show that PO[»,; ;;::: fJt + y, for some t ;;::: 0] = e- 2PY, for fJ > 0
and y > 0 (recall Exercise 3.5.9).

D. Mixed Initial/Boundary Value Problems

We now discuss briefly the concept of temperatures in a semi-infinite rod and
the relation of this concept to Brownian motion absorbed at the origin. Suppose
that f: (0, CI)) ~ IR is a Borel-measurable function satisfying

tx) e-ax2 If(x)1 dx < CI)

for some a> O. We define

1
u1(t,x) £ EX [f(»';)I(To>tj]; 0 < t < 2a' x> O.

The reflection principle gives us the formula (2.8.9)

pX[»,;edy, To> t] = p_(t; x, y)dy ~ [pet; x, y) - pet; x, - y)] dy

for t > 0, x > 0, Y > 0, and so

(3.44) U1(t, x) = fooo f(y)p(t; x, y) dy - f-°oo f( - y)p(t; x, y) dy,

which gives us a definition for "" valid on the whole strip (0,1/2a) x IR.
This representation is of the form ~3.4), where the initial datum f satisfies
fey) = -f( - y); y > O. It is clear then that U1 has derivatives of all orders,
satisfies the heat equation (3.1), satisfies (3.6) at all continuity points of f,
and
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We may regard Ul (t, x); 0 < t < (1/2a), x ~ 0, as the temperature in a semi
infinite rod along the nonnegative x-axis, when the end x = 0 is held at a
constant temperature (equal to zero) and the initial temperature at y > 0 is
f(y)·
Suppose now that the initial temperature in a semi-infinite rod is identically

zero, but the temperature at the endpoint x = 0 at time t is g(t), where
g: (0, l/2a) --+ IR is bounded and continuous. The Abel transform of g, namely

(3.45) U2(t, x) ~ E'X[g(t - TO)l{To~'}]

= I g(t - r)h(r, x) dr

= I g(s)h(t - s,x)ds; 0 < t < L, x> 0

with h given by (3.10), is a solution to (3.1) because h is, and h(O,x) = 0 for
x> O. We may rewrite this formula as

1
0< t < -,X> 0,

2a

and then the bounded convergence theorem shows that

. 1
hm u2 (s, x) = g(t); 0 < t < -,s-, 2a
x.j.o

lim u 2(t,y) = 0; 0 < x < 00.
,.j.o
y-x

We may add U l and U2 to obtain a solution to the problem with initial datum
f and time-dependent boundary condition g(t) at x = o.

3.14 Exercise (Neumann Boundary Condition). Suppose that f: (0, (0) --+ IR
is a Borel-measurable function satisfying (3.42), and define

1
u(t,x) ~ £-"f(1 J.t;1); 0 < t < -, x> O.

2a

Show that u is of class CU , satisfies (3.1) on (0, l/2a) x (0,00) and (3.6) at all
continuity points of f, as well as

1
. a 1
1m-a u(s,x) = 0; 0 < t < 2a'
s-+( x
x.j.o

3.15 Exercise (Finite Rod). Suppose that g, k are bounded, continuous func
tions from (0, (0) into IR, and f is a bounded, continuous function from (0, b)
into IR. We seek a function u which is of class Cl , 2 on (0,00) x (0, b) and which
has a continuous extension to the boundaries {O} x (0, b), (0,00) x {O}, and
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(0,00) x {b}, such that

au I a2u
at 2ax2 on (0,00) x (0, b),

u(O, X) = f(x); °< x < b,

u(t,O) = g(t); °< t < 00,

u(t, b) = k(t); °< t < 00.

267

Show that the unique bounded solution to this problem is given by the
expressIOn

(3.46) u(t, x) = P[f(U-;) l{t<To 1\ To} + g(t - TO)l{To<t 1\ To}

+ k(t - T,,)I{To<tI\To}]; 0< t < 00,°< x < b.

(Hint: Use Proposition 2.8.10 and Formulas (2.8.25), (2.8.26).)

4.4. The Formulas of Feynman and Kac

We continue our program of obtaining stochastic representations for solu
tions of partial differential equations. In the first subsection, we introduce the
Feynman-Kac formula, which provides such a representation for the solution
of the parabolic equation

(4.1)
au 1
at + ku = 2~u + g; (t,X)E(O, 00) x IRd

subject to the initial condition

(4.2) u(O, x) = f(x); x E IRd

for suitable functions k: IRd _ [0,00), g: (0,00) x IRd -IR and f: IRd -IR.
In the special case of g = 0, we may define the Laplace transform

za(x) ~ tXl

e-atu(t,x)dt; XE IRd
,

and using (4.1), (4.2), integration by parts, and the assumption that
lim t _ oo e-atu(t, x) = 0; rJ. > 0, X E IRd, we may compute formally

(4.3)

The stochastic representation for the solution Za of the elliptic equation (4.3)
is known as the Kac formula; in the second subsection we illustrate its use
when d = 1 by computing the distributions of occupation times for Brownian
motion. The second subsection may be read independently of the first one.
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(4.4)

Throughout this section, {l¥r, Y;;; O:-s; t < co}, (n,§"), {PX}xelRd is a d
dimensional Brownian family.

A. The Multidimensional Formula

4.1 Definition. Consider continuous functions f: ~d -+ ~, k: ~d -+ [0, co), and
g: [0, T] x ~d -+ ~. Suppose that v is a continuous, real-valued function on
[0, T] x ~d, of class C1,2 on [0, T) x ~d (see the explanation preceding
Theorem 3.3), and satisfies

av 1- at + kv = "2~v + g; on [0, T) x ~d,

(4.5) v(T, x) = f(x); x E ~d.

Then the function v is said to be a solution of the Cauchy problem for the
backward heat equation (4.4) with potential k and Lagrangian g, subject to the
terminal condition (4.5).

4.2 Theorem (Feynman (1948), Kac (1949)). Let v be as in Definition 4.1 and
assume that

(4.6) max Iv(t,x)1 + max Ig(t,x)l:-s; Keollxll '; IfXE~d,
O$I$T O$I$T

for some constants K > °and 0< a < 1/(2Td). Then v admits the stochastic
representation

(4.7) v(t, x) = P[f(WT - , ) exp { - IT-I k(l¥,) dS}

+ IT-I g(t + e, Wo)exp { - J: k(l¥,) dS} del O:-s; t :-s; T, X E ~d.

I n particular, such a solution is unique.

4.3 Remark. If g ?:: °on [0, T] x ~d, then condition (4.6) may be replaced by

(4.8) max Iv(t, x)1 :-s; Keollxll2; If x E ~d.
O$I$T

This leads to the following maximum principle for the Cauchy problem: if the
continuous function v: [0, T] x ~d -+ IR is of class C1,2 on [0, T) x ~d and
satisfies the growth condition (4.8), as well as the differential inequality

av 1- at + kv ?:: "2 ~v on [0, T) x ~d

with a continuous potential k: ~d -+ [0, co), then v ?:: °on {T} x ~d implies
v ?::°on [0, T] x ~d.
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4.4 Remark. Ifwe do not assume the existence ofa C1•2 solution to the Cauchy
problem (4.4), (4.5), then the function defined by the right-hand side of (4.7)
need not be Cu. The reader is referred to Friedman (1964), Chapter 1,
Friedman (1975), p. 147, or Dynkin (1965), Theorem 13.16, for conditions
under which the Cauchy problem of Definition 4.1 admits a solution. This is
the case, for example, if k is bounded and uniformly Holder-continuous on
compact subsets of /Rd, g is continuous on [0, T] x /Rd and Holder-continuous
in x uniformly with respect to (t, x) E [0, T] X /Rd,f is continuous, and for some
constants L and v > 0 we have

max Ig(t,x)1 + If(x)1 :::;; L(1 + Ilxln XE /Rd.
O~t~T

PROOF OF THEOREM 4.2. We obtain from Ito's rule, in conjunction with (4.4):

d[V(t + e, »9)exp { - J: k(l¥.)dS}]

= exp { - J: k(l¥.)dS} [ -g(t + e, »9) de + it a~i v(t + e, W9 )d»9(i)}

Let Sn = inf{t ~ 0; 1IWt;11 ~ nJd}; n ~ 1. We choose 0 < r < T - t and in
tegrate on [0, r /\ Sn]; the resulting stochastic integrals have expectation zero,
so

v(t,x) = W LASn

g(t + e, »9)exp { - J: k(l¥.)dS}de

+ Ex[V(t + Sn' wsJexp { - f:n
k(l¥.)dS} I{Sn~'}]

+ EX [V(t + r, Wt;.)exp { -Lk(l¥.)dS} I{Sn>'}}

The first term on the right-hand side converges to

W IT-t g(t + e, l-Ve)exp { - J: k(l¥.)dS}de

as n -+ 00 and r i T - t, either by monotone convergence (if g ~ 0) or by dom
inated convergence (it is bounded in absolute value by g-t Ig(t + e, »9)lde,
which has finite expectation by virtue of (4.6)). The second term is dominated
by

W[lv(t + Sn, WsJll{Sn~T-t)] :::;; Keadn2 pX[Sn :::;; T]

:::;; Ke
adn2 it pX[O~;:T IWt;(j)1 ~ n]

d

:::;; 2Keadn2 L {PX[Wiil ~ n]
i=l

+ PX[ - Wjj) ~ n]},
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where we have used (2.6.2). But by (2.9.20),

eadn2pX[ + WU) > n] < eadn2 (T __1_. e-Cn+xli)2/2T
- T - - ..J~ n +xU>

which converges to zero as n -+ 00, because °< a < 1/(2Td). Again by the
dominated convergence theorem, the third term is shown to converge to
EX[v(T,WT_,)exp{-g-'k(l¥.)ds}] as n-+oo and riT-t. The Feynman
Kac formula (4.7) follows. 0

4.5 Corollary. Assume that f: IRd -+ IR, k: IRd -+ [0, 00), and g: [0,00) x IRd -+ IR
are continuous, and that the continuous function u: [0,00) X IRd -+ IR is of class
C1,2 on (0,00) x IRd and satisfies (4.1) and (4.2). If for each finite T> °there
exist constants K > °and 0< a < 1/(2Td) such that

max lu(t, x)1 + max Ig(t, x)1 ::;; KeallxlI2; Vx E IRd,
O$I$T O$I$T

then u admits the stochastic representation

(4.9)

u(t,x) = EX [f(l¥r)ex p { - I k(l¥.)dS}

+I g(t - e, ~)exp{ - J: k(l¥.) dS} de} 0::;; t < 00, XElR
d

.

In the case g = °we can think of u(t, x) in (4.1) as the temperature at time
t ~ °at the point x E IRd of a medium which is not a perfect heat conductor,
but instead dissipates heat locally at the rate k (heat flow with cooling).
The Feynman-Kac formula (4.9) suggests that this situation is equivalent to
Brownian motion with annihilation (killing) of particles at the same rate k: the
probability that the particle survives up to time t, conditional on the path
{l¥.;°::;; s ::;; t}, is then exp{ - J~ k(l¥.)ds}.

4.6 Exercise. Consider the Cauchy problem for the "quasilinear" parabolic
equation

(4.10)

(4.11)

OV 1 1 .
-;- = -~V - -IIVVII 2 + k; III (0, 00) X IRd,
ut 2 2

V(O, x) = 0; xElRd

(linear in (oVjot) and the Laplacian ~V, nonlinear in the gradient VV),
where k: IRd -+ [0,00) is a continuous function. Show that if V: [0,00) x IRd -+

IR is a solution which is continuous on its domain, of class C 1
, 2 on (0, 00) X IRd,

and satisfies the quadratic growth condition for every T> 0:

- V(t, x) ::;; C + allxl1 2
; (t,X)E[O, T] x IRd
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where T> 0 is arbitrary and 0 < a < 1/(2Td), then V is given by

(4.12) V(t,x) = -log £X [exp { -I k(J¥.)dS}1 0::; t < 00, XElRd
.
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We turn now our attention to equation (4.3). The discussion at the beginning
of this section and equation (4.9) suggest that any solution z to the equation

(4.13)
1

(a + k)z = 2M + f; on IRd

(4.16)

should be represented as

(4.14) z(x) = £X Loo f(Jt;)exp { -at - I k(J¥.)dS}dt.

4.7 Exercise. Let f: IRd -. IR and k: IRd -. [0, (0) be continuous, with

(4.15) £X Loo /f(Jt;)/exp { -at - I k(J¥.)dS}dt < 00; 'v'XElRd,

for some constant a > o. Suppose that t/J: IRd -. IR is a solution of class C2 to
(4.13), and let z be defined by (4.14). If t/J is bounded, then t/J = z; if t/J is non
negative, then t/J ~ z. (Hint: Use Problem 2.25).

B. The One-Dimensional Formula

In the one-dimensional case, the stochastic representation (4.14) has the re
markable feature that it defines a function of class C2 when f and k are con
tinuous. CQntrast this, for example, to Remark 4.4. We prove here a slightly
more general result.

4.8 Definition. A Borel-measurable function f: IR -. IR is called piecewise
continuous if it admits left- and right-hand limits everywhere on IR and it has
only finitely many points of discontinuity in every bounded interval. We
denote by DJ the set of discontinuity points of f A continuous function
f: IR -.IR is called piecewise Ci,j ~ 1, if its derivatives f(i), 1 ::; i ::;j - 1 are
continuous, and the derivative fUl is piecewise-continuous.

4.9 Theorem (Kac (1951)). Let f: IR -.IR and k: IR -. [0, (0) be piecewise
continuous functions with

f: If(x + y)le- 1Y1 j2; dy < 00; 'v' x E IR,

for some fixed constant a > O. Then the function z defined by (4.14) is piecewise
C2 and satisfies
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(4.16)'

4.10 Remark. The Laplace transform computation

foo 1 1
o e-~I .j2me-~2/21 dt = ~e-I~I)2a; !X > 0, eE IR

enables us to replace (4.16) by the equivalent condition

EX Iooe-~'lf(J.t;)ldt < 00, 'v'XEIR.

PROOF OF THEOREM 4.9. For piecewise-continuous functions 9 which satisfy
condition (4.16), we introduce the resolvent operator G~ given by

fOO I foo(G~g)(x) ~ EX e-~'g(J.t;)dt = -- e- 1y- xl )2ag(y)dy
o ~ -00

= ~[fX e(Y-X»)2ag(y)dy + foo e(X-Y»)2a9(y)dY]; XE IR.
v' 2!X -00 x

Differentiating, we obtain

(G~g)'(x) = 1
00

e(X-Y»)2ag(y)dy - f:oo e(Y-X»)2ag(y)dy; xEIR,

(4.18) (G~g)"(x) = -2g(x) + 2!X(G~g)(x); XE IR\Dg •

It will be shown later that

(4.19)

and

(4.20) G~(Ikzl)(x) < 00; 'v' x E IR.

If we then write (4.18) successively with 9 = f and 9 = kz and subtract, we
obtain the desired equation (4.17) for xEIR\(DfuDkz), thanks to (4.19). One
can easily check via the dominated convergence theorem that z is continuous,
so Dkz S; Dk • Integration of (4.17) yields the continuity of z'.

In order to verify (4.19), we start with the observation

0:::;; I k(J¥,)exp { - fk(w;,)dU}dS = I - exp { - I k(w;,)dU}:::;; 1; t ~ 0,

and so by Fubini's theorem and the Markov property:

(GJ - z)(x) = EX Iooe-~'(1 - e-J~k(Ws)dS)f(J.t;)dt

= EX Iooe-~'f(J.t;) I k(J¥,)exp { - f k(w;,)dU} ds dt
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= IooEX [ k( J¥.)100 exp { -at - f k( l¥,.) dU} f(~) dtJ ds

= IOOe-asEx[k(J¥.) Iooexp { -at - Lk(J¥.+u) dU} f(J¥.+,) dtJ ds

= £X Iooe-ask(J¥.)· £X [Iooexp { -at -Lk(J¥.+J dU} f(J¥.+,) dtI~]ds

= £X Iooe-ask(J¥.)Z(J¥.)dS = (Ga(kz))(x); XEIR,

which gives us (4.19). We may replace f in (4.14) by IfI to obtain a nonnegative
function z~ Izl, and just as earlier we have

Ga(lkzl)(x) ~ (Ga(kZ))(x) = (Ga(lfl) - z)(x) < 00; xEIR.

Relation (4.20) follows. 0

Here are some applications of Theorem 4.9.

4.11 Proposition (P. Levy's Arc-Sine Law for the Occupation Time of (0,00)).
Let r+(t) ~ J~ l(o,oo)(J¥.)ds. Then

(4.21) po [r+(t) ~ OJ = f6
1

1 ds = ~'arcsin @; 0 ~ 0 ~ t.
° nJs(1 - s) n -V t

PROOF. For a> 0, p> 0 the function

z(x) = EX Ioo exp ( -at - pI l(o,oo)(J¥.) dS) dt

(with potential k = p. 1(0,00) and Lagrangian f = 1) satisfies, according to
Theorem 4.9, the equation

az(x) = 1z"(x) - pz(x) + 1; x > 0,

az(x) = 1z"(x) + 1; x < 0,
and the conditions

z(O+) = z(O-); z'(O+) = z'(O-).

The unique bounded solution to the preceding equation has the form

!
Ae-XJ2(a+p) + _1_; x> 0

a+p
z(x) =

Bex .j2;. + ~; x < O.
a

The continuity of z(·) and z,(·) at x = 0 allows us to solve for

A = (fi+{J - .fi,)/(a + P).fi" so
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f
OO 1

e-aIEoe-pr+(/ldt = z(O) = ; (X>O,P>O.
o j(X((X + 13)

We have the related computation

f

OO fl e-P9 foo e-(J9100 e-
al

e-al dO dt = -- dt dO
o 0 njO(t - 0) 0 nJO 9 j"t="e

1 f ooe-<a+Pl9 foo e-as

=- -- -dsdO
no JO oJs

1

since

(4.22) Loo e;; dt =~; Y > O.

The uniqueness of Laplace transforms implies (4.21). o

(4.24)

4.12 Proposition (Occupation Time of (0, 00) until First Hitting b > 0). For
13 > 0, b > 0, we have

(4.23) EOexp[ -pr+(J;,)] ~ EOexp [ -13 LTO l<o.oo)(l¥,)dS]

1

coshbj2jf

PROOF. With rb(t) ~ Jh l(b,oo)(l¥,)ds, positive numbers (x, 13, y and

z(x) ~ ex Loo l<o,ool(~)exp( -(Xt - pr+(t) - yrb(t))dt,

we have

rTOz(O) = EO Jo exp( -(Xt - pr+(t))dr+(t)

+ EO foo exp( -(Xt - pr+(t) - yrb(t))dr+(t).
To

Since rb(t) > 0 a.s. on p;, < t} (Problem 2.7.19), we have

f
TO

lim z(O) = EO exp( -(Xt - pr+(t))dr+(t)
r'too 0

f
TO

lim lim z(O) = EO exp( - pr+(t))dr+(t)
a.j.O r'too 0
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According to Theorem 4.9, the function z(·) is piecewise C2 on IR and satisfies
the equation (with (J = a + (J):

az(x) = !Z"(x); x < 0,

(Jz(x) = !Z"(x) + 1; 0 < x < b,

«(J + y)z(x) = !Z"(x) + 1; x > b.

The unique bounded solution is of the form

x < 0,

z(x) =
Bex.j2;; + Ce- X .j2;; +~; 0 < x < b,

(J

x> b.De-x.j2i;;·+~) + _1_;
(J+Y

Matching the values of z(-) and z'(-) across the points x = 0 and x = b, we
obtain the values of the four constants A, B, C, and D. In particular, z(O) = A
is given by

sinhb~ + J(J + Y[COShb~ - IJ + 1

2 ~ (J ~ J2«(J + y) ,

(~+ J2«(J + y»coshb~ + (J2a((J: y) + ~)sinhb~

whence

J 2 (cosh bJ2(a + (J) - 1)
lim z(O) = a + (J
ytoo J2(a + (J) cosh bJ2(a + (J) +~ sinh bJ2(a + (J)

and

" 1 [ 1 Jhm hm z(O) = - 1 - .
a.j.O ytoo {J cosh bJ2ii

The result (4.23) now follows from (4.24). o

4.13 Exercise. (D. Ocone): If W is Brownian motion in \Rd , show that for
every x E IR d

, t > 0 and 0 < a < 1/(2t) we have

EX [exp{a. sup II JYsI1 2}] < 00.
O~S~I

(Hint: Use the estimate (2.8.3r of Problem 2.8.2.)

4.14 Exercise. (D. Ocone, H. Wang): Show that Theorem 4.2 and Corollary
4.5 remain valid, under the assumption 0 < a < 1/(2T). (Hint: Use Exercise
4.13.)
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4.5. Solutions to Selected Problems

2.16. Assume without loss of generality that a = 0. Choose°< r < II b II /\ 1. It suffices
to show that a is regular for B, n D (Remark 2.11). But there is a simple arc C in
[Rd\D connecting a = °to b, and in B,\C, a single-valued, analytic branch of
log(x( + ix 2 ) can be defined because winding about the origin is not possible.
Regularity ofa = °is an immediate consequence of Example 2.14 and Proposition
2.15.

2.22. Every boundary point ofD satisfies Zaremba's cone condition, and so is regular.
It remains only to evaluate (2.12).
Whenever Y and Z are independent random variables taking values in mea

surable spaces (G, '9') and (H, £'), respectively, and f: G x H --+ [R is bounded and
measurable, then

Ef(Y,Z) = LLf(y,Z)P[YEdy]P[ZEdz].

We apply this identity to the independent random variables TV = inf{t 2': 0;
w,(d)=O} and {(W,IJ), ... ,w,ld-\));O::;;t<x}, the latter taking values in
CEO, OO)d-1 This results in the evaluation (see (2.8.5))

Pf(Jv,D) = fOCo r f(y\, .. "Yd_\,O)PX[(w,(\j, ... , w,(d-\))E(dYj, ... ,dYd_l)]
o JIRd-l

= Lv xdf(y) f: t(2~t)d/2 exp [
and it remains only to verify that

IIY-X I12 ] dtdy,
2t

i, > 0.fex: _1_ [_i,2] _ 2di2 r(d/2)
Id+2)/2 exp dt - 'd 'o t 2t ....

For d = 1, equation (5.1) follows from Remark 2.8.3. For d = 2, (5.1) can be
verified by direct integration. The cases of d 2': 3 can be reduced to one of these
two cases by successive application of the integration by parts identity

(5.1)

2.25. Consider an increasing sequence {Dn }~=\ of open sets with i5n c D; 'V n 2': 1
and U:=t Dn = D, so that the stopping times Tn = inf{t 2': 0; VI,1Dn} satisfy
limn_", Tn = TV, a.s. px. It is seen from Ito's rule that

is a PX-martingale for every n 2': I, XE D; also, both IM,(w)l, IM,ln)(w) Iare bounded
above by

max lui + (t /\ Tv(w))'max Igl, for PX-a.e. wEf}'
D D
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By letting n -> 00 and using the bounded convergence theorem, we obtain the
martingale property of the process M; its uniform integrability will follow as
soon as we establish

(5.2)

Then the limiting random variable Mx = lim r _ x M, of the uniformly integrable
martingale M is identified as

Moo = u( I-v,) + tD

g( w,) dt, a.s. p x (Problem 1.3.20)

and the identity P Mo = EXMoo yields the representation (2.27).
As for (5.2), it only has to be verified for D = Br . But then the function

v(x) = (r2
- Ilxl1 2 )ld of (2.28) satisfies (I/2)t1v = -I in Br and v = 0 on oBr'

and by what we have already shown, {v( W, ," ) + (t /\ 'B ), ff" 0 ~ t < oo} is
a PX-martingale. So v(x) = EX[v(W,A' ) + (t ;; 'B)] ~ E{(t /\ 'B)' and upon
letting t -> 00 we obtain P'B. ~ v(x) <8'00.' •

3.1. (Copson (1975)): Fix fJ > 0, e > 0,0 < to < t 1 ~ (1/2(a + e)), and set B = {(t,x);
to < t < tl,lxl < fJ}. For (t,x)EB, yE IR, we have

2 (x - y)2 2 I 2 2 I 2 I
ay - -- ~ ay - -(Ixl -jyl) ~ ay - -y + -lxllYI

2t 2t I 2t I t I

e 2 e 2 fJ e 2 fJ2
~ --Y --Y +-lyl~ --y +-2'

2 2 t I 2 2et 1

For any nonnegative integers nand m, there is a constant C(n, m) such that

I
o"+m I { (x - y)2}

ot"ox m p(t; x, y) ~ C(n, m)(1 + IYI2"+m)exp --2-t- ; (t, X)E B, yE IR,

and so

I
o"+m I

(5.3) f(y) ot"oxm p(t; x, y)

~ If(Y)IC(n,m)(1 +IYI2"+m)ex p {-(a +~)/ -I- fJ22}
2 2et l

~ D(n,m)lf(Y)le-ay
,; (t,x)EB,YEIR,

where D(n, m) is a constant independent of t, x, and y. It follows from (3.3) that
the, integral in (3.5) converges uniformly for (t, x) E B, and is thus a continuous
function of (t, x) on (0, 1/2a) x R
We prove (3.5) for the case n = 0, m = I; the general case is easily established

by induction. For (t,X)E B, (t,x + h)E B, we have

I foo IJ;[u(t.'x + h) - u(t,x)] = -00 J;[p(t; x + h, y) - p(t,x,y)]f(y)dy

f
oo 0

= -00 ox p(t; 0h(t, y), y)f(y) dy,
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where, according to the mean-value theorem, (}h(t, y) lies between x and x + h.
We now let h --+ 0, using the bound (5.3) and the dominated convergence theorem,
to obtain (3.5).

3.2. (Widder (1944)): We suppose I is continuous at Xo and assume without loss of
generality that I(xo) = 0. For each /; > 0, there exists b > °such that II(y)1 :$; /;

for Iy - xol :$; b. We have for x E [xo - (b/2), Xo + (b/2)],

(5.4) lu(t,x)I:$; f:- J II(y)lp(t; x, y)dy + r,o_~.lJ II(r)lp(t; x, y)dy

+ fT II(y)lp(c; x. r)dy.
xo+h

The middle integral is bounded above by r.: we show that the other two converge
to zero, as t ! 0. For the third integral, we have the upper bound

(5.5) [

(
I' _ x _ ~)2]I x. • 0 2

~ f e-a}"II(y)1 exp ay2 - ~-~-- dy.
fine Xo+O 21

For 1 sufficiently small, exp[ay2 - (y - Xo - 15/2)2/21] is a decreasing function
of y for y ~ Xo + fJ (it has its maximum at y = (xo + b/2)/( I - 2m)). Therefore,
the expression in (5.5) is bounded above by

P(I; 0, ~) exp[a(xo + 15)2] f' e-a}"lf(y)l dy
2 Xo+.l

which approaches zero as 1 ! 0. The first integral in (5.4) is treated similarly.

4.6. Notes

Section 4.2: The Dirichlet problem has a long and venerable history (see,
e.g., Poincare (1899) and Kellogg (1929)). Zaremba (1911) was the first to
observe that the problem was not always solvable, citing the example of a
punctured region. Lebesgue (1924) subsequently pointed out that in three or
more dimensions, ifD has a sufficiently sharp, inward-pointing cusp, then the
problem can fail to have a solution (our Example 2.17). Poincare (1899) used
barriers to show that if every point on aD lies on the surface of a sphere which
does not otherwise intersect i5, then the Dirichlet problem can be solved in
D. Zaremba (1909) replaced the sphere in Poincare's sufficient condition by a
cone. Wiener (1924b) has given a necessary and sufficient condition involving
the capacity of a set.
The beautiful connection between the Dirichlet problem and Brownian
motion was made by Kakutani (I944a, b), and his pioneering work laid
the foundation for the probabilistic exposition we have given here. Hunt
(1957/1958) studied the links between potential theory and a large class of
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transient Markov processes. These matters are explored in greater depth in
Ito & McKean (1974), Sections 7.10-7.12; Port & Stone (1978); and Doob
(1984).

Section 4.3: The representation (3.4) for the solution of the heat equation
is usually attributed to Poisson (1835, p. 140), although it was known to both
Fourier (1822, p. 454) and Laplace (1809, p. 24\). The heat equation for the
semi-infinite rod was studied by Widder (1953), who established uniqueness
and representation results similar to Theorems 3.3 and 3.6. Hartman &
Wintner (1950) considered the rod of finite length. For more examples and
further information on the subject matter of Subsection C, including applica
tions to the theory of statistical tests of power one, the reader is referred to
Robbins & Siegmund (1973), Novikov (1981), and the references therein.

Section 4.4: Theorem 4.2 was first established by M. Kac (1949) for d = I;
his work was influenced by the derivation of the Schrodinger equation achieved
by R. P. Feynman in his doctoral dissertation. Kac's results were strengthened
and extended to the multidimensional case by M. Rosenblatt (1951), who also
provided Holder continuity conditions on the potential k in order to guarantee
a C1.2 solution. Proposition 4.12 is taken from Ito & McKean (1974).
Let k: IR -+ [0,00) be continuous and satisfy limx_ ±oo k(x) = 00; then the

eigenvalue problem

1
(k(x) - A)!/J(X) = "2!/J"(x); XE IR,

with!/J E L 2 (IR), has a discrete spectrum AI < A2 < ... and corresponding eigen
functions {!/JJ~I S; L 2(1R). Kac (1951) derived the stochastic representation

(6.1)

(6.2)

for the principal eigenvalue, by combining the Feynman-Kac expression

for the solution of the Cauchy problem

au I- + k· u = -duo (0,00) x IRat 2'

u(O, x) = I; xEIR

(Corollary 4.5), with the formal eigenfunction expansion

00

u(t, x) = L cje-Al!/Jj(x)
j=1

for the solution of (6.2). Recall also Exercise 4.6, and see Karatzas (1980) for
a control-theoretic interpretation (and derivation) of this result.
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(6.3)

Sweeping generalizations of(6.1), as well as an explanation of its connection
with the classical variational expression

A1 = inf2 {fOO k(x)t/t2(x)dx + ~ foo (t/t'(X))2 dX}'
Vt.eL -00 2 -00

J~oo 1j!2(x) dx= 1.

are provided in the context of the theory of large deviations of Donsker &
Varadhan (1975), (1976). This theory constitutes an important recent develop
ment in probability theory, and is overviewed succinctly in the monographs
by Stroock (1984) and Varadhan (1984).
The reader interested in the relations of the results in this section with
quantum physics is referred to Simon (1979).
Alternative approaches to the arc-sine law for r+(t) can be found in

Exercise 6.3.8 and Remark 6.3.12.



(1.1)

(1.2)

CHAPTER 5

Stochastic Differential
Equations

5.1. Introduction

We explore in this chapter questions of existence and uniqueness for solutions
to stochastic differential equations and offer a study of their properties. This
endeavor is really a study of diffusion processes. Loosely speaking, the term
diffusion is attributed to a Markov process which has continuous sample paths
and can be characterized in terms of its infinitesimal generator.
In order to fix ideas, let us consider a d-dimensional Markov family X =

{X" g;;;o ~ t < oo}, (n,g;), {PX}xelRd, and assume that X has continuous
paths. We suppose, further, that the relation

. 1
hm - [Pf(X,) - f(x)] = (df)(x); Vx E IRd

t.l.o t

holds for every f in a suitable subclass of the space C2 (lRd
) of real-valued,

twice continuously differentiable functions on IRd ; the operator df in (1.1) is
given by

1 d d o2f(x) d of(x)
(df)(x) ~ 2i~ k~l aik(x) ax; OXk + i~ Mx) ax;

for suitable Borel-measurable functions bi, aik : IRd --+ IR, 1 ~ i, k ~ d. The left
hand side of(1.1) is the infinitesimal generator of the Markov family, applied to
the test function f On the other hand, the operator in (1.2) is called the second
order differential operator associated with the drift vector b = (b 1 , ••• , bd) and
the diffusion matrix a = {a;dl:<;;i.k:<;;d' which is assumed to be symmetric and
nonnegative-definite for every x E IRd.

The drift and diffusion coefficients can be interpreted heuristically in the
following manner: fix x E IRd and let h(Y) ~ Y;, hk(Y) ~ (y; - X;)(Yk - xk);
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yE !Rd. Assuming that (1.1) holds for these test functions, we obtain

(1.3)

(1.4)

EX[X,(i) - XJ = tb;(X) + O(t)

P[(X?l - X;)(X:k) - Xk)] = taik(X) + o(t)

as t ! 0, for 1 ~ i, k ~ d. In other words, the drift vector b(x) measures locally
the mean velocity of the random motion modeled by X, and a(x) approximates
the rate of change in the covariance matrix of the vector X, - x, for small
values of t > O. The monograph by Nelson (1967) can be consulted for a
detailed study of the kinematics and dynamics of such random motions.

1.1 Definition. Let X = {X" 3i";; 0 ~ t < oo}, (0,$'), {PXLE~d be a d
dimensional Markov family, such that

(i) X has continuous sample paths;
(ii) relation (1.1) holds for every fE C2(!Rd)which is bounded and has bounded
first- and second-order derivatives;

(iii) relations (1.3), (1.4) hold for every x E !Rd
; and

(iv) the tenets (a)-(d) of Definition 2.6.3 are satisfied, but only for stopping
times S.

Then X is called a (Kolmogorov-Feller) diffusion process.

There are several approaches to the study of diffusions, ranging from the
purely analytical to the purely probabilistic. In order to illustrate the traditional
analytical approach, let us suppose that the Markov family of Definition 1.1
has a transition probability density function

(1.5)

Various heuristic arguments, with (1.1) as their starting point, can then be
employed to suggest that r(t; x, y) should satisfy the forward Kolmogorov
equation, for every fixed x E !Rd

:

(1.6)
o
ot r(t;x,y) = d*r(t;x,y); (t,y)E(O,OO) x !Rd

,

and the backward Kolmogorov equation, for every fixed yE !Rd:

(1.7)
o
otr(t;x,y) = dr(t;x,y); (t,X)E(O,OO) x !Rd.

(1.8)

The operator d* in (1.6) is given by

1 d d 02 d 0
(d*f)(y) ~ "2 i~ k'5;l 0Yi 0Yk [aik(y)f(y)] - i~ 0Yi [bi(y)f(y)],

the formal adjoint of d in (1.2), provided of course that the coefficients bi' aik
possess the smoothness requisite in (1.8). The early work of Kolmogorov
(1931) and Feller (1936) used tools from the theory of partial differential
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equations to establish, under suitable and rather restrictive conditions, the
existence of a solution r(t;x,y) to (1.6), (1.7). Existence of a continuous
Markov process X satisfying (1.5) can then be shown via the consistency
Theorem 2.2.2 and the Centsov-Kolmogorov Theorem 2.2.8, very much in the
spirit of our approach in Section 2.2. A modern account of this methodology
is contained in Chapters 2 and 3 of Stroock & Varadhan (1979).
The methodology of stochastic differential equations was suggested by
P. Levy as an "alternative," probabilistic approach to diffusions and was
carried out in a masterly way by K. Ito (1942a, 1946, 1951). Suppose that we
have a continuous, adapted d-dimensional process X = {X" %;; 0 .:s; t < (f)}
which satisfies, for every x E IRd, the stochastic integral equation

I
I , II

(1.9) XI(il = Xi + b;(Xs)ds + L O"ij(Xs)d~(j); O.:s; t < 00, 1 .:s; i .:s; d
o )=1 0

011 a probability space (0, ff, PX), where W = {a;, %;; 0 .:s; t < oo} is a
Brownian motion in IR' and the coefficients bi, O"i/ IRd --+ IR; I .:s; i .:s; d, 1 .:s; j .:s; r
are Borel-measurable. Then it is reasonable to expect that, under certain
conditions, (1.l)-(1.4) will indeed be valid, with

(l.l 0)
,

aik(x) g L O"i)X)O"k)X),
j=1

We leave the verification of this fact as an exercise for the reader.

1.2 Problem. Assume that the coefficients bi> O"ij are bounded and continuous,
and the IRd-valued process X satisfies (1.9). Show that (1.3), (t.4) hold for every
xElRd, and that (l.l) holds for every fEC 2 (lRd

) which is bounded and has
bounded first- and second-order derivatives.

Ito's theory is developed in Section 2 under the rubric of strong solutions.
A strong solution of (1.9) is constructed on a given probability space, with
respect to a given filtration and a given Brownian motion W In Section 3
we take up the idea of weak solutions, a notion in which the probability space,
the filtration, and the driving Brownian motion are part of the solution rather
than the statement of the problem. The reformulation ofa stochastic differential
equation as a martingale problem is presented in Section 4. The solution
of this problem is equivalent to constructing a weak solution. Employing
martingale methods, we establish a version of the strong Markov property
corresponding to (iv) of Definition 1.1-for these solutions; they thereby earn
the right to be called diffusions.
The stochastic differential equation approach to diffusions provides a
powerful methodology and the useful representation (1.9) for a very large
class of such processes. Indeed, the only important strong Markov processes
with continuous sample paths which are not directly included in such a
development are those which exhibit "anomalous" boundary behavior (e.g.,
reflection, absorption, or killing on a boundary).
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Certain aspects of the one-dimensional case are discussed at some length
in Section 5; a state-space transformation leads from the general equation
to one without drift, and the latter is studied by the method of random
time-change. The notion and properties of local time from Sections 3.6, 3.7
play an important role here, as do the new concepts of scale function, speed
measure, and explosions.
Section 6 studies linear equations; Section 7 takes up the connections with

partial differential equations, in the spirit of Chapter 4 but not in the same
detail.
We devote Section 8 to applications of stochastic calculus and differen

tial equations in mathematical economics. The related option pricing and
consumption/investment problems are discussed in some detail, providing
concrete illustrations of the power and usefulness of our methodology. In
particular, the second of these problems echoes the more general themes of
stochastic control theory.
The field of stochastic differential equations is now vast, both in theory and

in applications; we attempt in the notes (Section 10) a brief survey, but we
abandon any claim to completeness.

5.2. Strong Solutions

In this section we introduce the concept of a stochastic differential equation
with respect to Brownian motion and its solution in the so-called strong sense.
We discuss the questions ofexistence and uniqueness of such solutions, as well
as some of their elementary properties.
Let us start with Borel-measurable functions Mt, x), aij(t, x); 1 ::; i ::; d,
1 ::; j ::; r, from [0, <Xl) X !Rd into !R, and define the (d x 1) drift vector b(t, x) =
{Mt,x)L~i~d and the (d x r) dispersion matrix a(t, x) = {aij(t,x)}l~i~d. The

1 ~j~r
intent is to assign a meaning to the stochastic differential equation

(2.1)

written componentwise as

r

(2.1)' dX:i) = Mt, X,) dt + L aij(t, X,) dJt;(j); 1::; i ::; d,
j=l

where W = {Jt;; 0 ::; t < <Xl} is an r-dimensional Brownian motion and X =
{X,; 0::; t < <Xl} is a suitable stochastic process with continuous sample paths
and values in !Rd, the "solution" of the equation. The drift vector b(t, x) and
the dispersion matrix a(t, x) are the coefficients of this equation; the (d x d)
matrix a(t, x) ~ a(t,x)aT(t,x) with elements

(2.2)
r

aik(t, x) ~ L aij(t, x)akit, x); 1::; i, k ::; d
j=l

will be called the diffusion matrix.
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In order to develop the concept of strong solution, we choose a probability
space (n,.?,p) as well as an r-dimensional Brownian motion W = {J.Yr, .?,w;
o::;; t < oo} on it. We assume also that this space is rich enough to accom
modate a random vector c;' taking values in IRd

, independent of .?::, and with
given distribution

We consider the left-continuous filtration

':§, ~ O"(c;') V .?,w = O"(c;', J.-v,.; 0::;; s ::;; t); 0::;; t < 00,

as well as the collection of null sets

.;V ~ {N ~ 0.; 3 GE':§oo with N ~ G and P(G) = O},

and create the augmented filtration

(2.3) .?oo ~ O"(U .?;),
,~o

by analogy with the construction of Definition 2.7.2. Obviously, {J.Yr, <;§,;
o ::;; t < oo} is an r-dimensional Brownian motion, and then so is {J.Yr,.?;;
0::;; t < oo} (cf. Theorem 2.7.9). It follows also, just as in the proof of
Proposition 2.7.7, that the filtration {.?;} satisfies the usual conditions.

2.1 Definition. A strong solution of the stochastic differential equation (2.1),
on the given probability space (n,.?, P) and with respect to the fixed Brownian
motion Wand initial condition c;', is a process X = {X,; 0 ::;; t < oo} with
continuous sample paths and with the following properties:

(i) X is adapted to the filtration {.?;} of (2.3),
(ii) P[Xo = c;'] = 1,
(iii) P[J~ {Ib;(s, X.) I + O";](s, X s)} ds < 00] = 1 holds for every 1::;; i ::;; d,
1 ::;;j ::;; rand 0::;; t < 00, and

(iv) the integral version of (2.1)

(2.4) X,=Xo + Ib(S,Xs)dS+ IO"(S,Xs)dJ.-v,.; O::;;t<oo,

or equivalently,

(2.4)' X?J = xgJ + f' b;(s,X.)ds + t f' O"ij(s, X s)dJ.-v,.(j);
o )=1 0

o::;; t < 00, 1 ::;; i ::;; d,

holds almost surely.

2.2 Remark. The crucial requirement of this definition is captured in con
dition (i); it corresponds to our intuitive understanding of X as the "output"



286 5. Stochastic Differential Equations

of a dynamical system described by the pair of coefficients (b, 0-), whose "input"
is Wand which is also fed by the initial datum ~.

input W b,a x output

The principle of causality for dynamical systems requires that the output XI
at time t depend only on ~ and the values of the input {~; 0 ::s; s ::s; t} up to
that time. This principle finds its mathematical expression in (i).
Furthermore, when both ~ and {J¥,; 0 ::s; t < oo} are given, their specification

should determine the output {XI; 0 ::s; t < oo} in an unambiguous way. We
are thus led to expect the following form of uniqueness.

2.3 Definition. Let the drift vector bet, x) and dispersion matrix o-(t, x) be given.
Suppose that, whenever W is an r-dimensional Brownian motion on some
(n,~,P), ~ is an independent, d-dimensional random vector, {~} is given
by (2.3), and X, X are two strong solutions of (2.1) relative to W with initial
condition~, then P[Xt = Xt; 0 ::s; t < 00] = 1. Under these conditions, we say
that strong uniqueness holds for the pair (b, 0-).
We sometimes abuse the terminology by saying that strong uniqueness holds

for equation (2.1), even though the condition of strong uniqueness requires us
to consider every r-dimensional Brownian motion, not just a particular one.

2.4 Example. Consider the one-dimensional equation

dXt = bet, XI) dt + dJ¥"

where b: [0,(0) x IR ---+ IR is bounded, Borel-measurable, and nonincreasing in
the space variable; i.e., bet, x) ::s; bet, y) for all 0 ::s; t < 00, -00 < Y ::s; x < 00.

For this equation, strong uniqueness holds. Indeed, for any two processes XU),

X(2) satisfying P-a.s.

X?) = X o +I b(S,X~i»)ds + J¥,; O::s; t < 00 and i = 1,2,

we may define the continuous process ~I = X:l) - X: 2
) and observe that

~~ = 2I tX~l) - X~2») [b(s, X~l») - b(s, X~2»)] ds ::s; 0; O::s; t < 00, a.s. P.

B. The Ito Theory
If the dispersion matrix o-(t, x) is identically equal to zero, (2.4) reduces to
the ordinary (nonstochastic, except possibly in the initial condition) integral
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(2.6)

(2.7)

(2.5) X, = X0 + t b(s, Xs ) ds.

In the theory for such equations (e.g., Hale (1969), Theorem 1.5.3), it is
customary to impose the assumption that the vector field b(t, x) satisfies a local
Lipschitz condition in the space variable x and is bounded on compact subsets
of [0, (0) X IRd

• These conditions ensure that for sufficiently small t > 0, the
Picard-Lindelof iterations

X(O) = X· x(n+l) = X + I' b(s x(n»ds n > °t - 0, to' S , -,

o

converge to a solution of (2.5), and that this solution is unique. In the absence
of such conditions the equation might fail to be solvable or might have a
continuum of solutions. For instance, the one-dimensional equation

X, = t IXslads

has only one solution for IX ~ 1, namely X, ;: 0; however, for °< IX < I, all
functions of the form

°~ t ~ s,

s ~ t < 00,

with P= 1/(1 - IX) and arbitrary °~ s ~ 00, solve (2.7).
It seems then reasonable to attempt developing a theory for stochastic dif

ferential equations by imposing Lipschitz-type conditions, and investigating
what kind of existence and/or uniqueness results one can obtain this way.
Such a program was first carried out by K. Ito (1942a, 1946).

2.5 Theorem. Suppose that the coefficients b(t, x), O"(t, x) are locally Lipschitz
continuous in the space variable; i.e., for every integer n ~ 1 there exists a
constant Kn> °such that for every t ~ 0, Ilxll ~ nand Ilyll ~ n:

(2.8) Ilb(t,x) - b(t,y)11 + 1I00(t,x) - O"(t,y)1I ~ Knllx - yll.

Then strong uniqueness holds for equation (2.1).

2.6 Remark on Notation. For every (d x r) matrix 0", we write

(2.9)

Before proceeding with the proof, let us recall the useful Gronwall inequality.

2.7 Problem. Suppose that the continuous function g(t) satisfies
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(2.10) o~ get) ~ aCt) + fJLg(s)ds; 0 ~ t ~ T,

with fJ ~ 0 and a: [0, T] --+ IR integrable. Then

(2.11) get) ~ aCt) + fJLa(s)eP(t-S) ds; 0 ~ t ~ T.

PROOFOF THEOREM 2.5. Let us suppose that X and X are both strong solutions,
defined for all t ~ 0, of (2.1) relative to the same Brownian motion Wand
the same initial condition ~, on some (n, ff, Pl. We define the stopping times
L n = inf{t ~ 0; II X,II ~ n} for n ~ 1, as well as their tilded counterparts, and
we set Sn & Ln /\ in. Clearly limn_ oo Sn = 00, a.s. P, and

f'''Sn
X'''Sn - X'''Sn = 0 {b(u,XJ - b(u,XJ}du

f'''Sn
+ 0 {O'(u, Xu) - O'(u, XJ} d~.

Using the vector inequality IIv 1 + ... + vkl1 2 ~ k2(llv l ll 2+ ... + IlvkI12), the
Holder inequality for Lebesgue integrals, the basic property (3.2.27) of sto
chastic integrals, and (2.8), we may write for 0 ~ t ~ T:

[f '''Sn J2
EIIX,,,sn - X,,,sJ 2 ~ 4E 0 Ilb(u,XJ - b(u,XJII du

d [ r f'''Sn J2- - (j)+ 4E i~ j~ 0 (O'ij(u, XJ O'ij(u, Xu)) d~

f'''Sn
~ 4tE 0 Ilb(u, XJ - b(u, XJII 2 du

f
'''Sn

+4E 0 110'(u,XJ-0'(u,XJI1 2 du

f'2 - 2
~ 4(T + l)Kn 0 EIIXu"Sn - Xu"sJ duo

We now apply Problem 2.7 with get) & EIIX'''Sn - X,,,sJ 2 to conclude that
{X, "Sn; 0 ~ t < oo} and {X, "Sn; 0 ~ t < oo} are modifications of one another,
and thus are indistinguishable. Letting n --+ 00, we see that the same is true for
{X,; 0 ~ t < oo} and {X,; 0 ~ t < oo}. D

2.8 Remark. It is worth noting that even for ordinary differential equations,
a local Lipschitz condition is not sufficient to guarantee global existence of a
solution. For example, the unique (because of Theorem 2.5) solution to the
equation
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X, = 1 +LX;ds

is X, = 1/(1 - t), which "explodes" as tit. We thus impose stronger conditions
in order to obtain an existence result.

2.9 Theorem. Suppose that the coefficients b(t, x), O"(t, x) satisfy the global
Lipschitz and linear growth conditions

(2.12) Ilb(t,x) - b(t,y)11 + 1I00(t,x) - O"(t,y)1I ~ Kllx - YII,

(2.13) Ilb(t,x)11 2 + 110"(t,x)1I 2 ~ K 2 (1 + IIxI1 2 ),

for every 0 ~ t < 00, X E IRd, Y E IRd, where K is a positive constant. On some
probability space (0, f7, P), let ¢ be an IRd-valued random vector, independent of
the r-dimensional Brownian motion W = {J¥r, f7,w ; 0 ~ t < oo}, and with finite
second moment:

(2.14)

Let {~} be as in (2.3). Then there exists a continuous, adapted process X =
{X,, ~; 0 ~ t < oo} which is a strong solution of equation (2.1) relative to J.v,
with initial condition ¢. Moreover, this process is square-integrable: for every
T> 0, there exists a constant C, depending only on K and T, such that

(2.15)

The idea of the proof is to mimic the deterministic situation and to construct
recursively, by analogy with (2.6), a sequence of successive approximations by
setting XI°) == ¢ and

(2.16) X,(Hll g ¢ +Lb(s,X~k»ds +LO"(s,X~k»dJ¥,.; 0 ~ t < 00,

for k 2': O. These processes are obviously continuous and adapted to the
filtration {~}. The hope is that the sequence {X(k)}f=l will converge to a
solution of equation (2.1).
Let us start with the observation which will ultimately lead to (2.15).

2.10 Problem. For every T> 0, there exists a positive constant C depending
only on K and T, such that for the iterations in (2.16) we have

(2.17) EIIXlk)11 2 ~ C(1 + EII¢11 2 )eCI ; 0 ~ t ~ T, k 2': O.

PROOF OF THEOREM 2.9. We have XIH1 ) - Xlk
) = B, + Mt from (2.16), where

B, gL{b(s,X~k» - b(s,X~k-I»)}ds, M, gL{O"(S,X~k») - O"(s,X~k-l»)}dJ¥,..

Thanks to the inequalities (2.13) and (2.17), the process {M, = (MIl>, ... ,MId»),
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3Z';; 0 ~ t < oo} is seen to be a vector of square-integrable martingales, for
which Problem 3.3.29 and Remark 3.3.30 give

E[ max IIMsl12J ~ AlE f' 11(T(s,X~k») - (T(S,X~k-I))112ds
O,,;s,,;' 0

~ A l K 2EI IIX~k) - X~k-I)1I2ds.

On the other hand, we have E IIB,I1 2 ~ K 2t J~ EIIX~k) - X~k-I)112 ds, and there
fore, with L = 4K2(A I + T),

(2.18) E[ max IIX~k+I) - X~k)112J ~ L f' EIIX~k) - X~k-I)1I2ds; 0 ~ t ~ T.
O,,;s,,;' 0

Inequality (2.18) can be iterated to yield the successive upper bounds

(2.19) E[O~~~t IIX~k+1) - X~k)112J ~ c*(~t?\ 0 ~ t ~ T,

where C* = maxo,,;t";TEIIX?) - ¢11 2, a finite quantity because of (2.17).
Relation (2.19) and the Cebysev inequality now give

(2 20) [
(k+I) (k) I J * (4LT)k . -. P max IIXt -Xt II >k+f ~4C --, k-l,2, ... ,

O";t,,;T 2 k!

and this upper bound is the general term in a convergent series. From the
Borel-Cantelli lemma, we conclude that there exists an event Q* E~ with
P(Q*) = 1 and an integer-valued random variable N(w) such that for every
wEQ*: maxO";,,,;T IIX?+I)(w) - X,(k)(w)1I ~ 2-(k+I), Vk ~ N(w). Consequently,

(2.21) max IIX1k+m)(w) - X1k)(w) II ~ r k, Vm ~ 1, k ~ N(w).
O";t,,;T

We see then that the sequence of sample paths {X1k )(w); 0 ~ t ~ T}r=l is
convergent in the supremum norm on continuous functions, from which
follows the existence of a continuous limit {Xt(w); 0 ~ t ~ T} for all wEQ*.
Since T is arbitrary, we have the existence of a continuous process X = {Xt ;

o~ t < oo} with the property that for P-a.e. w, the sample paths {X~k)(W)}r=l
converge to X.(w), uniformly on compact subsets of [0, (0). Inequality (2.15)
is a consequence of (2.17) and Fatou's lemma. From (2.15) and (2.13) we have
condition (iii) of Definition 2.1. Conditions (i) and (ii) are also clearly satisfied
by X. The following problem concludes the proof. 0

2.11 Problem. Show that the just constructed process

(2.22) X, ~ lim x1k l; 0 ~ t < 00
k-oo

satisfies requirement (iv) of Definition 2.1.
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2.12 Problem. With the exception of (2.15) and the square-integrability of X,
the assertions of Theorem 2.9 remain valid if the assumr+.ion (2.14) is removed.

C. Comparison Results and Other Refinements

In the one-dimensional case, the Lipschitz condition on the dispersion
coefficient can be relaxed considerably.

2.13 Proposition (Yamada & Watanabe (1971)). Let us suppose that the coeffi
cients of the one-dimensional equation (d = r = I)

(2.1)

satisfy the conditions

(2.23)

(2.24)

dXt = b(t,Xt)dt + O"(t,Xt)dHt;

Ib(t,x) - b(t,y)1 s Klx - yl,

100(t, x) - O"(t, y)/ s h(lx - yl),

(2.26)

for every 0 S t < 00 and x E IR, y E IR, where K is a positive constant and
h: [0,00) -4 [0,00) is a strictly increasing function with h(O) = 0 and

(2.25) r h- 2 (u)du = 00; "Ie> O.
J(o.£)

Then strong uniqueness holds for the equation (2.1).

2.14 Example. One can take the function h in this proposition to be h(u) = ua
;

IX ~ (1/2).

PROOF OF PROPOSITION 2.13. Because of the conditions imposed on the function
h, there exists a strictly decreasing sequence {an}::'=o c:; (0, I] with ao = 1,
limn_oo an = 0 and J::-I h- 2 (u)du = n, for every n ~ 1. For each n ~ 1, there
exists a continuous function Pn on IR with support in (an, an-d so that
Os Pn(x) S (2Inh 2 (x)) holds for every x > 0, and J::-' Pn(x)dx = 1. Then the
function

t/Jn(x) ~ f~x, I: Pn(u) du dy; x E IR

is even and twice continuously differentiable, with 1t/J~(x)1 s I and
limn_oo t/Jn(x) = Ixl for x E IR. Furthermore, the sequence {t/Jn}::'=1 is
nondecreasing.
Now let us suppose that there are two strong solutions X(I) and X(2) of(2.1)

with X&I) = X&2) a.s. It suffices to prove the indistinguishability of X(I) and
X(2) under the assumption

(2.27) E It 100(s X(i»)!2 ds < 00· 0 < t < 00 i = 1 2·, s ,-" ,
o
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(2.30)

otherwise, we may use condition (iii) of Definition 2.1 and a localization
argument to reduce the situation to one in which (2.27) holds. We have

L1t ~ X?) - X~2) = I {b(s,X~l) - b(S,X~2»}ds

+I {a(s, X~l) - a(s, X~2»} dlv"

and by the Ito rule,

(2.28) IjJn(L1 t ) =I 1jJ~(L1.) [b(s, X~l) - b(s, X~2»] ds

1 It+ 2 0 1jJ:(L1.) [a(s, X~l) - a(s, X~2»J2 ds

+I 1jJ~(L1s) [a(s, X~l) - a(s, X~2»J dlv,.

The expectation of the stochastic integral in (2.28) is zero because ofassumption
(2.27), whereas the expectation of the second integral in (2.28) is bounded
above by E J~ 1jJ:(L1s)h

2(IL1sl)ds ~ 2tln. We conclude that

(2.29) EljJn(L1t)~ E It 1jJ~(L1s)[b(s, X~l) - b(s, X~2»J ds + ~
o n

~KIt EIL1slds+~; t~O,n~ 1.
o n

A passage to the limit as n --+ 00 yields E lL1 t l ~ K J~ E \L1s lds; t ~ 0, and
the conclusion now follows from the Gronwall inequality and sample path
continuity. 0

2.15 Example (Girsanov (1962». From what we have just proved, it follows
that strong uniqueness holds for the one-dimensional stochastic equation

Xt = IIXsladlv,; 0 ~ t < 00,

as long as IX ~ (1/2), and it is obvious that the unique solution is the trivial
one X t == O. This is also a solution when 0 < IX < (1/2), but it is no longer the
only solution. We shall in fact see in Remark 5.6 that not only does strong
uniqueness fail when 0 < IX < (1/2), but we do not even have uniqueness in the
weaker sense developed in the next section.

2.16 Remark.Yamada &Watanabe (1971) actually establish Proposition 2.13
under a condition on b(t, x) weaker than (2.23), namely,

(2.23)' Ib(t, x) - b(t, y)1 ~ K(lx - Y!); 0 ~ t < 00, X E IR, y E IR,
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where K: [0,00) --+ [0,00) is strictly increasing and concave with K(O) = 0 and
S(o.£) (du/K(u)) = 00 for every f; > O.

2.17 Exercise (Ito & Watanabe (1978)). The stochastic equation

X = 3 I' X I/3 ds + 3 I' X 2
/
3 dJ¥.t s s s

o 0

has uncountably many strong solutions of the form

X(8) _ {O; 0.::; t < P8,
, - ,..,3 R>Y,; 1-'8'::; t < 00,

where 0.::; 8.::; 00 and P8 £ inf{s ~ 8; l¥, = O}. Note that the function
O'(x) = 3X 2

/
3 satisfies condition (2.24), but the function b(x) = 3X I /3 fails to

satisfy the condition of Remark 2.16.

The methodology employed in the proof of Proposition 2.13 can be used
to great advantage in establishing comparison results for solutions of one
dimensional stochastic differential equations. Such results amount to a certain
kind of "monotonicity" of the solution process X with respect to the drift
coefficient bet, x), and they are useful in a variety of situations, including the
study of certain simple stochastic control problems. We develop some com
parison results in the following proposition and problem.

2.18 Proposition. Suppose that on a certain probability space (n, fF, P) equipped
with a filtration {fF,} which satisfies the usual conditions, we have a standard,
one-dimensional Brownian motion {J¥r, fF,; 0 .::; t < oo} and two continuous,
adapted processes XU);j = 1,2, such that

(2.31) X{j) = X~) +I b}s,X~j»)ds +I O'(s,X~j»)dl¥,; 0.::; t < 00

holds a.s. for j = 1,2. We assume that

(i) the coefficients O'(t, x), bj(t, x) are continuous, real-valued functions on
[0, 00) x IR,

(ii) the dispersion matrix O'(t, x) satisfies condition (2.24), where h is as described
in Proposition 2.13,

(iii) X&1l.::; X&2) a.s.,
(iv) bI (t, x) .::; b2 (t, x), V0 .::; t < 00, X E IR, and
(v) either bI (t, x) or b2 (t, x) satisfies condition (2.23).

Then

(2.32)

PROOF. For concreteness, let us suppose that (2.23) is satisfied by bI (t, x).
Proceeding as in the proof of Proposition 2.13, we assume without loss of
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generality that (2.27) holds. We recall the functions t/Jn(x) of (2.26) and create
a new sequence of auxiliary functions by setting <Pn(x) = t/Jn(x)' l(o,oo)(x); x E IR,
n ~ 1. With Lll = X~l) - X~21, the analogue of relation (2.29) is

E<Pn(Llt) - ~ :;; E It <p~(Lls)[b l (s, X~l)) - b2(s, X~2»)] ds
n °

= EI <p~(Lls) [bl (s, x~ I») - bl (s, X~2»)] ds

+ EI <p~(Ll.) [b l (s, XY1) - b2(s, X~2))] ds :;; K I E(Ll:l ds,

by virtue of(iv) and (2.23) for bl (t, x). Now we can let n -> 00 to obtain E(Lli) :;;
K S~ E(Ll:l ds; 0 :;; t < 00, and by the Gronwall inequality (Problem 2.7), we
have E(Lli) = 0; i.e., Xt(l) :;; X:z) a.s. P. 0

2.19 Exercise. Suppose that in Proposition 2.18 we drop condition (v) but
strengthen condition (iv) to

(ivY

(2.34)

Then the conclusion (2.32) still holds. (Hint: For each integer m ~ 3, construct
a Lipschitz-continuous function bm(t, x) such that

(2.33) bl (t, x) :;; bm(t, x) :;; b2 (t, x); 0:;; t :;; m, Ixl :;; m).

It should be noted that for the equation

Xl = ~ +I b(s,Xs)ds + Uo;; 0:;; t < 00,

with unit dispersion coefficient and drift b(t, x) satisfying the conditions of
Theorem 2.9, the proof of that theorem can be simplified considerably. Indeed,
since there is no stochastic integral in (2.34), we may fix an arbitrary WEn
and regard (2.34) as a deterministic integral equation with forcing function
{Uo;(w); 0 :;; t < oo}. For the iterations defined by (2.16), and with

D~k)(W) ~ max IIX~k)(w) - X~k-ll(w)ll; k = 1,2, ... ,
O~S~1

we have the bound D~k)(W):;; K S~ D~k-I)(w)ds; 0:;; t < 00, valid for every
WEn. The latter can be iterated to prove convergence of the scheme (2.16),
path by path, to a continuous, adapted process X which obeys (2.34) surely.
This is the standard Picard-Lindelof proof from ordinary differential equa
tions and makes no use of probabilistic tools such as the martingale inequality
or the Borel-Cantelli lemma.
Lamperti (1964) has observed that, under appropriate conditions on the

coefficients band 6, the general, one-dimensional integral equation
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(2.36)

(2.4)" Xl = ~ +I b(X.) ds + I a(Xs)d~; 0:0:; t < 00,

can be reduced by a change of scale to one of the form (2.34); see the following
exercise.

2.20 Exercise. Suppose that the coefficients a: IR -+ (0, (0) and b: IR -+ IR are of
class C2 and C1, respectively; that b' - (1/2)aa" - (ba' fa) is bounded; and that
(I/a) is not integrable at either ±oo. Then (2.4)" has a unique, strong solution
X. (Hint: Consider the function f(x) = J~ (du/a(u» and apply Ito's rule to
f(X I »·
A second important class of equations that can be solved by first fixing the
Brownian path and then solving a deterministic differential equation was
discovered by Doss (1977); see Proposition 2.21.

D. Approximations of Stochastic Differential Equations

Stochastic differential equations have been widely applied to the study of the
effect of adding random perturbations (noise) to deterministic differential
systems. Brownian motion offers an idealized model for this noise, but in many
applications the actual noise process is of bounded variation and non-Markov.
Then the following modeling issue arises.
Suppose that {v,,}~=l is such a sequence of stochastic processes which

converges, in an appropriate strong sense, to the Brownian motion W =
{lv,,~; 0:0:; t < oo}. Suppose, furthermore, that {X"}~=l is a corresponding
sequence of solutions to the stochastic integral equations

(2.35) X~") = ~ +I b(X~"»ds +I a(X~"»dV.("); n ~ I,

where the second integral is to be understood in the Lebesgue-Stieltjes sense.
As n -+ 00, will {X(")}~=l converge to a process X, and if so, what kind of
integral equation will X satisfy? It turns out that under fairly general condi
tions, the proper equation for X is

Xl = ~ +I b(Xs)ds +I a(Xs)od~,

where the second integral is in the Fisk-Stratonovich sense.
Our proof of this depends on the following result by Doss (1977).

2.21 Proposition. Suppose that a is of class C2 (1R) with bounded first and
second derivatives, and that b is Lipschitz-continuous. Then the one-dimensional
stochastic differential equation
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(2.36)'
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has a unique, strong solution; this can be written in the form

XI(W) = U(Ht;(W), Yr(W)); 0:::;; t < 00, WEn

for a suitable, continuous function u: IRz --+ IR and a process Y which solves an
ordinary differential equation, for everyWEn.

2.22 Remark. Under the conditions of Proposition 2.21, the process {a(XI ),

Jl;;°:::;; t < (f)} is a continuous semimartingale with decomposition

a(XJ = O'(~) +I [b(Xs)a'(xs) + ~a(Xs)(a'(Xs))Z + ~all(xs)aZ(Xs)JdS

+I a(Xs)a'(Xs)d~,

and so, according to Definition 3.3.13,

I
I 1 II IIo a(Xs)od~ = 2 0 a(Xs)a'(Xs)ds + 0 a(Xs)d~.

In other words, equations (2.36) and (2.36)' are equivalent.

PROOF OF PROPOSITION 2.21. Let u(x, y): IR z --+ IR be the solution of the ordinary
differential equation

(2.37)
au
ax = a(u), u(O, y) = Y;

such a solution exists globally, thanks to our assumptions. We have then

oZu oZu au a
(2.38) oxz = O'(u)a'(u), oxoy = O"(u) oy' oyu(O,y) = 1,

which give

(2.39) :/(X,Y) = exp{f: a'(U(Z,Y))dZ} ~ P(~'Y)'
Let A > °be a bound on 0" and 0'". Then e- A1x

! :::;; p(x,y) :::;; eA1xl, and (2.39)
implies the Lipschitz condition

IU(X'Yl) - u(x,Yz)1 :::;; eA1xllYl - Yzl·

If L is a Lipschitz constant for b, then

\b(u(x,Yd) - b(u(x,yz))\:::;; LeA1xllYl - Yzi

and consequently, for fixed x, b(u(x, y)) is Lipschitz-continuous and exhibits
linear growth in y. Using the inequality le z

, - eZ2 1:::;; (e Z, v eZ2)lzl - zzl, we



5.2. Strong Solutions 297

may write

f
lx,

Ip(X,YI) - p(x,Y2)1 ~ [p(x,yd v P(X,Y2)]' ° la'(u(z,Yd) - a'(u(z,Y2))j dz

f
ixi

~ eAlxl ° Alu(z,yd - u(z,Y2)ldz

~ Alxle2Alx!IYI - Y21·

For fixed x, p(x,y) is thus Lipschitz-continuous and bounded in y. It follows
that the product f(x, y) ~ p(x, y). b(u(x, y)) satisfies Lipschitz and growth
conditions of the form

(2.40) If(x'YI) - f(x,Y2)1 ~ LklYl - Y21; -k ~ x, Yl' Y2 ~ k

(2.41) If(x,Y)1 ~ K 1 + Kklyl; Ixl ~ k, YEIR,

where the constants Lk and K k depend on k.
We may fix wEQ and let l;(w) be the solution to the ordinary differential

equation

(2.42)
d
dt l;(w) = f(l¥,(w), l;(w)) with Yo(w) = ~(w).

Such a solution exists globally and is unique because of (2.40) and (2.41).
The resulting process Y is adapted to {~}, and the same is true of X/(w) ~
u(l¥,(w), l;(w)). An application of Ito's rule shows that X satisfies (2.36)'. 0

We turn our attention to the integral equation (2.35).

2.23 Lemma. Let P-a.e. path V(w) of the process V = {V,; 0 ~ t < oo} be
continuous and have finite total variation Yr(w) on compact intervals of the form
[0, t]' If b. (T: IR -+ IR are Lipschitz-continuous, then the equation (2.35) with
vn == V possesses a unique solution.

PROOF. Set X:O) = ~; 0 ~ t < 00 and define recursively for k ~ 1:

(2.43) X/(HI) ~ ~ +Lb(X~k»)ds +La(X~k»)dV.; 0 ~ t < 00.

Then D:H1 ) ~ maxo,s;s,s;IIX~HI) - X~k)1 satisfies

D:H1) ~ L LD~k)(ds + dV.),

where L is a Lipschitz constant for band (T. Iteration ofthis inequality leads to

Lk(t + v.)k
D<HI) < D<l) / . 0 < t < 00 k > O.

I - / k! ,- ,-

For 0 ~ t < 00 fixed, the right-hand side of this last inequality is summable
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over k, so {X~k); 0:::; s :::; t}~=o is Cauchy in the supremum norm on CEO, t].
Since t is arbitrary, X(k) must converge to a continuous process X, and the
convergence is uniform on bounded intervals. Letting k --+ 00 in (2.43), we see
that X solves (2.35).

If Y is another solution to (2.35), then Dr ~ maxosssrlXs - Y.I must satisfy

L k(t + V.)k
Dr :::; Dr k! r , 0:::; t < 00, k ~ 0,

which implies that D == 0. D

2.24 Proposition. Suppose that (J is of class C2 (1R) with bounded first and second
derivatives, and that b is Lipschitz-continuous. Let {l';(n); 0:::; t < 00 }~=1 be a
sequence of processes satisfying the same conditions as V in Lemma 2.23, and

let {J.v" .?;;°:::; t < co} be a Brownian motion with

lim sup Iv,(n) - J¥,I = 0, a.s.,
n-oo O:;:;s~t

for every °:::; t < 00. Then the sequence of (unique) solutions to the integral
equation (2.35) converges almost surely, uniformly on bounded intervals, to the
unique solution X of equation (2.36).

PROOF. Let u and f be as in the proof of Proposition 2.21; let Yr(n)(w) be the
solution to the ordinary differential equation (cf. (2.42)):

d
dt Yr(n)(w) = f(l';(n)(w), Yr(n)(w)); Yrin)(w) = ~(w),

and define X:n)(w) ~ u(l';(n)(w), Yr(n)(w)). Ordinary calculus shows that x(n) is
the (unique) solution to (2.35). It remains only to show that with Ydefined by
(2.42), we have for every °:::; t < 00:

(2.44) lim sup Iy'(n) - Y.I = 0, a.s.
n-oo O~s::;t

Let us fix WEn, °:::; t < 00, and a positive integer k. With L k as in (2.40), we
may choose I' > °satisfying I' < e-Lk'. Let !k(W) = t /\ inf{O :::; s :::; t; IY.(w)1 ~
k - 1 or IJ¥,(w)1 ~ k - I}, !~n)(w) = t /\ inf{O:::; s :::; t; Iy'(n)(w)1 ~ k}. For fixed
WE IR, we may choose n sufficiently large, so that If(v,(n)(w), y'(w)) - f(J¥,(w),
y'(w)) I :::; 1'2 and Iv,(n)(w) I :::; k hold for every s E [0, !dw) /\ !kn)(W)], and thus

I:s(y.(n)(w) - y'(w)) I :::; If(v,(n)(w), y'(n)(w)) - f(v,(n)(w), y'(w)) I

+ If(v,(n)(w), y'(w)) - f(J¥,(w), y'(w)) I

:::; Lkl y'(n)(w) - y'(w) I + 1'2.

An application of Gronwall's inequality (Problem 2.7) yields

Iy'(n)(w) - y'(w) I :::; 1'2 eLk' < 1'; 0:::; s :::; !k(W) /\ !~n)(w).
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This last inequality shows that rk(w) ::; r~n)(w), so we may let first n -+ 00 and
then e10 to conclude that

lim sup Iy,(n)(w) - Y,(w) I = o.
n-ex) O::;:S$tk(W)

For k sufficiently large we have rk(w) = t, and (2.44) follows. o

2.25 Remark. The proof of Proposition 2.24 works only for one-dimensional
stochastic differential equations with time-independent coefficients. In higher
dimensions there may not be a counterpart of the function u satisfying (2.37)
(see, however, Exercise 2.28 (i)), and consequently Proposition 2.24 does not
hold in the same generality as in one dimension. However, if the continuous
processes {v(n)};:"=1 of bounded variation are obtained by mollification or
piecewise-linear interpolation of the paths of a Brownian motion W; then
the multidimensional version of the Fisk-Stratonovich stochastic differential
equation (2.36) is still the correct limit of the Lebesgue-Stieltjes differential
equations (2.35). The reader is referred to Ikeda & Watanabe (1981), Chapter
VI, Section 7, for a full discussion.

E. Supplementary Exercises

2.26 Exercise (The Kramers-Smoluchowski Approximation; Nelson (1967)).
Let bet, x): [0,(0) x IR -+ IR be a continuous, bounded function which satisfies
the Lipschitz condition (2.23), and for every finite a > 0 consider the stochastic
differential system

dX:a)= Y;(a) dt; XIJ) = ~

dy;(a) = abet, x:a») dt - a Y;(a) dt + a dlt;; Yda)= '1,

where~, '1 are a.s. finite random variables, jointly independent of the Brownian
motion W

(i) This system admits a unique, strong solution for every value of a E(0,00).
(ii) For every fixed, finite T> 0, we have

lim sup IX:a) - X,I = 0, a.s.,
(I-CO 0:::;1$ T

where X is the unique, strong solution to (2.34).

2.27 Exercise. Solve explicitly the one-dimensional equation

dX, = (}1 + x,2 + !X,)dt + }1 + X,2 dlt;.

2.28 Exercise.

(i) Suppose that there exists an IRd-valued function u(t, y) = (u l (t, y), ... ,uit, y))
of class C1,2([O, (0) X IRd

), such that
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au· au·-a'(t,Y) = Mt,u(t,y)), -'(t,y) = erij(t,u(t,y)); 1:s;; i,j:S;; d
t aYj

hold on [0,(0) X !Rd, where each Mt, x) is continuous and each erij(t, x) is
of class C1• 2 on [0,(0) X !Rd. Show then that the process

XI £ u(t, J.v,); O:s;; t < 00,

where W is a d-dimensional Brownian motion, solves the Fisk-Stratonovich
equation

(2.36)" dXI = b(t,X,)dt + er(t,X,) 0 dJ.v,.

(ii) Use the above result to find the unique, strong solution of the one
dimensional Ito equation

dX, = [_2_ x, - a(l + t)2Jdt + a(1 + t)2dJ.v,; O:s;; t < 00.
1 + t

5.3. Weak Solutions

Our intent in this section is to discuss a notion of solvability for the stochastic
differential equation (2.1) which, although weaker than the one introduced
in the preceding section, is yet extremely useful and fruitful in both theory
and applications. In particular, one can prove existence of solutions under
assumptions on the drift term b(t, x) much weaker than those of the previous
section, and the notion of uniqueness attached to this new mode of solvability
will lead naturally to the strong Markov property of the solution process
(Theorem 4.20).

3.1 Definition. A weak solution of equation (2.1) is a triple (X, W), (0, fi', P),
{~}, where

(i) (0, fi', P) is a probability space, and {~} is a filtration of sub-er-fields
of fi' satisfying the usual conditions,

(ii) X = {XI' ~; 0 :s;; t < oo} is a continuous, adapted !Rd-valued process,
W = {J.v" ~; 0 :s;; t < oo} is an r-dimensional Brownian motion, and

(iii), (iv) of Definition 2.1 are satisfied.

The probability measure J.l(r) £ P[XoEr], rE&l(!Rd) is called the initial
distribution of the solution.
The filtration {~} in Definition 3.1 is not necessarily the augmentation of
the filtration f§, = er(~) v fi',w, 0 :s;; t < 00, generated by the "driving Brownian
motion" and by the "initial condition" ~ = X o. Thus, the value of the solution
X,(w) at time t is not necessarily given by a measurable functional of the
Brownian path {~(w); 0 :s;; s :s;; t} and the initial condition ~(w). On the other



5.3. Weak Solutions 301

hand, because W is a Brownian motion relative to {.?;}, the solution XI(w)
at time t cannot anticipate the future of the Brownian motion; besides {l¥.(w);
o~ s ~ t} and ~(w),whatever extra information is required to compute X,(w)
must be independent of {We(w) - Jt;(w); t ~ () < oo}.
One consequence of this arrangement is that the existence of a weak

solution (X, W), (n,:iF, P), {.?;} does not guarantee, for a given Brownian
motion {a:;, 9;; 0 ~ t < oo} on a (possibly different) probability space
(0, ff', P), the existence of a process X such that the triple (X, W), (0, ff', P),
{9;} is again a weak solution. It is clear, however, that strong solvability
implies weak solvability.

A. Two Notions of Uniqueness

There are two reasonable concepts of uniqueness which can be associated
with weak solutions. The first is a straightforward generalization of strong
uniqueness as set forth in Definition 2.3; the second, uniqueness in distribution,
is better suited to the concept of weak solutions.

3.2 Definition. Suppose that whenever (X, W), (n,:iF,p), {.?;}, and (X, W),
(n,:iF,p), {9;}, are weak solutions to (2.1) with common Brownian motion
W (relative to possibly different filtrations) on a common probability space
(n,:iF,p) and with common initial value, i.e., P[Xo = Xo] = 1, the two pro
cesses X and X are indistinguishable: P[X, = XI; VO ~ t < 00] = 1. We say
then that pathwise uniqueness holds for equation (2.1).

3.3 Remark. All the strong uniqueness results of Section 2 are also valid for
pathwise uniqueness; indeed, none of the proofs given there takes advantage
of the special form of the filtration for a strong solution.

3.4 Definition. We say that uniqueness in the sense of probability law holds for
equation (2.1) if, for any two weak solutions (X, W), (n,:iF, P), {.?;}, and (X, W),
(0, ff', P), {9;}, with the same initial distribution, i.e.,

P[XoEr] = p[XoEr]; vTE~(lRd),

the two processes X, X have the same law.

Existence of a weak solution does not imply that of a strong solution,
and uniqueness in the sense of probability law does not imply pathwise
uniqueness. The following example illustrates these points amply. However,
pathwise uniqueness does imply uniqueness in the sense of probability law
(see Proposition 3.20).

3.5 Example. (H. Tanaka (e.g., Zvonkin (1974»). Consider the one-dimen
sional equation
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(3.1)

where
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{
I; x> 0,

sgn(x) = .
-1, x ~ O.

If (X, W), (O,g;-,P), {g;-;} is a weak solution, then the process X = {X" g;-;;
o~ t < oo} is a continuous, square-integrable martingale with quadratic
variation process <X), = J~sgn2(Xs)ds = t. Therefore, X is a Brownian
motion (Theorem. 3.3.16), and uniqueness in the sense of probability law holds.
On the other hand, (- X, W), (0, g;-, P), {g;-;} is also a weak solution, so once
we establish existence of a weak solution, we shall also have shown that
pathwise uniqueness cannot hold for equation (3.1).
Now start with a probability space (0, g;-, P) and a one-dimensional

Brownian motion X = {X" :F,x; 0 ~ t < oo} on it; we assume P[Xo = 0] = 1
and denote by {:Fn the augmentation of the filtration {g;-n under P. The
same argument as before shows that

a; ~Lsgn(Xs)dXs; 0 ~ t < 00

is a Brownian motion adapted to {:Fn. Corollary 3.2.20 shows that (X, W),
(0, g;-, P), {:Fn is a weak solution to (3.1). With {:F,W} denoting the augmen
tation of {g;-,W}, this construction gives :F,w ~ :F,x, which is the opposite
inclusion from that required for a strong solution!
Let us now show that equation (3.1) does not admit a strong solution. Assume

the contrary; i.e., let X satisfy (3.1) on a given (0, g;-, P) with respect to a given
Brownian motion J.v, and assume :FIX ~ :F,w for every t ~ O. Then X is
necessarily a Brownian motion, and from Tanaka's formula (3.6.13) with
a = 0, we have

a; =Lsgn(Xs)dXs = IX,I - 2L~(0)

= IXII - lim ~meas{O ~ s ~ t; IXsl ~ 8}, 0 ~ t < 00, a.s. P,
,,l.o 28

where L~(O) is the local time at the origin for X. Consequently, :F,w ~ :F!XI,
and thus also :F,x ~ :F!XI holds for every t ~ O. But this last inclusion is
absurd.

B. Weak Solutions by Means of the Girsanov Theorem

The principal method for creating weak solutions to stochastic differential
equations is transformation of drift via the Girsanov theorem. The proof of
the next proposition illustrates this approach.
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3.6 Proposition. Consider the stochastic differential equation

303

(3.2) dX, = b(t,X,)dt + da-;; 0::; t::; T,

where T is a fixed positive number, W is a d-dimensional Brownian motion, and
b(t, x) is a Borel-measurable, ~d-valued function on [0, T] x ~d which satisfies

(3.3) IIb(t,x)lI::; K(1 + Ilxll); 0::; t::; T, XE~d

for some positive constant K. For any probability measure Jl on (~d, ~(~d)),

equation (3.2) has a weak solution with initial distribution Jl.

PROOF. We begin with a d-dimensional Brownian family X = {X".?;; 0::;
t ::; T}, (n,§"), {PX}XElRd. According to Corollary 3.5.16,

Z, ~ exp{f I' bj(s, X s)dX1
j
) - -2
1 II Ilb(s, Xs )11 2 dS}

j=l 0 0

is a martingale under each measure p x, so the Girsanov Theorem 3.5.1 implies
that, under QX given by (dQx/dpX) = ZT' the process

(3.4) a-; ~ X, - X o - I b(s,Xs)ds; 0::; t ::; T

is a Brownian with QX[Wo = 0] = 1, VXE ~d. Simply rewriting (3.4) as

x, = X o +I b(s,Xs)ds + a-;; 0::; t::; T,

we see that, with QIt(A) ~ JlRdQX(A)Jl(dx), the triple (X, W), (n,.?,QIt), {.?;}
is a weak solution to (3.2). 0

3.7 Remark. If we seek a solution to (3.2) defined for all 0 ::; t < 00, we can
repeat the preceding argument using the filtration {.?,x} instead of {.?;} and
citing Corollary 3.5.2 rather than Theorem 3.5.1. Whereas {.?;} in Proposition
3.6 can be chosen to satisfy the usual conditions, {.?,x} does not have this
property. Thus, as a last step in this construction, we take ,AI to be the
collection of null sets of (n, .?,;, QIt), set ~, = u(.?,x u ,AI) and'§, = ~I+' The
filtration {'§,} satisfies the usual conditions.

3.8 Remark. It is apparent from Corollary 3.5.16 that Proposition 3.6 can
be extended to include the case

(3.5) X, = X 0 + I b(s, X) ds + a-;; 0::; t ::; T,

where b(t, x) is a vector of progressively measurable functionals on CEO, 00 )d;
see Definition 3.14.

3.9 Remark. Even when the initial distribution Jl degenerates to unit point
mass at some x E ~d, the filtration {.?,W} of the driving Brownian motion in
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(3.5) may be strictly smaller than the filtration {~/} of the solution process
(see the discussion following Definition 3.1). This is shown by the celebrated
example of Cirel'son (1975). Nice accounts of Cirel'son's result appear in
Liptser & Shiryaev (1977), pp. ISO-lSI, and Kallianpur (1980), pp. 189-191.

The Girsanov theorem is also helpful in the study of uniqueness in law of
weak solutions. We use it to establish a companion to Proposition 3.6.

3.10 Proposition. Assume that (X (i), W(i»), (n(i),~(i),P(i»), {~/i)}; i = 1,2, are
weak solutions to (3.2) with the same initial distribution. If

(3.6) p(i)[tT

IIb(t, X?»)11 2dt < 00 ] = 1; i = I, 2,

then (X(I), W(I») and (X(2), W(2») have the same law under their respective
probability measures.

PROOF. For each k ~ 1, let

(3.7) ,~) ~ T 1\ inf{O::; t::; T; t IIb(s,X~i»)1I2ds = k}'

According to Novikov's condition (Corollary 3.5.13),

{ f
ti\t~) 1 fti\t~) }

(3.8) ~~k)(X(i») ~ exp - 0 (b(s, X~i»), d~(i») - 2 0 IIb(s, X~i»)112 ds

is a martingale, so we may define probability measures p~i) on ~¥), i = 1, 2,
according to the prescription (dP~i)/dP(i») = ~~)(X(i»). The Girsanov Theorem
3.5.1 states that, under p~i), the process

f
ti\t~)

(3 9) X li) . - Xli) + b( Xli») d + ...1(i) • 0 T
• t i\ t~) - 0 0 s, s S ..t i\ t~), ::; t ::;

is a d-dimensional Brownian motion with initial distribution Jl, stopped at
time ,~), But ,ii), {It;(i); 0::; t ::; ,~)}, and ~~)(X(i») can all be defined in terms
of the process in (3.9) (see Problem 3.5.6). Therefore, for 0 = to < t 1 < ... <
tn = T and r E GJ(1R2d(n+I»), we have

(3.10) P(l)[(X(l) J.v.(I) XlI) J.v.(l») E r· ,(1) = T]
to' to' ... , 'n' t n 'k

= p(2) [(X(2) J.v.(2) X(2) J.v.(2») E r· ,(2) = T]
to' to' ... , tn"n 'k .
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By assumption (3.6), limk-ct, p(i)[t~i) = T] = 1; i = 1,2, so passage to the limit
as k -+ 00 in (3.10) gives the desired conclusion. 0

3.11 Corollary. If the drift term b(t, x) in (3.2) is uniformly bounded, then
uniqueness in the sense of probability law holds for equation (3.2). Furthermore,
with°~ t 1 < t2 < ... < tn ~ T and with the notation developed in the proof of
Proposition 3.6, we have then

(3.11) Q"[(X", ... ,X,)er] = r EX[l{(x, ..... x, )er}ZT]Jl(dx); feaJ(!Rdn
).JRd 1 n

3.12 Exercise. According to Proposition 3.6 and Corollary 3.11, the one
dimensional stochastic differential equation

(3.12)

possesses a weak solution which is unique in the sense of probability law.
Show that if (X, W), (il,.?, Q), {g;;} is such a solution and L,(O) is the local
time at the origin for the Brownian family {X,,~}, (Q,.?), {PX}xeR, then

(3.13) Q[X,er] = e-'/2E°[l{x,er}exp(-IX,1 + 2L,(0))]; reaJ(!R).

(An explicit formula for the right-hand side of (3.13) can be derived from
Theorem 3.6.17 and relation (2.8.2). See Problem 6.3.4 and Exercise 6.3.5.)

3.13 Problem. Consider the stochastic differential equation (2.1) with O'(t, x)
a (d x d) nonsingular matrix for every t ~°and x e !Rd. Assume that b(t, x) is
uniformly bounded, the smallest eigenvalue of 0'(1, X)O',r(l, x) is uniformly
bounded away from zero, and the equation

(3.14)

has a weak solution with initial distribution Jl. Show that (2.1) also has a weak
solution for 0 ~ t ~ T with initial distribution Jl. (We shall have more to say
about existence and uniqueness of solutions to (3.14) in Sections 4 and 5.)

3.14 Definition. Let b;(t, y) and O'ij(t, y); 1 ~ i ~ d, 1 ~ j ~ r, be progressively
measurable functionals from [0, (0) x C[O, oo)d into !R (Definition 3.5.15). A
weak solution to the functional stochastic differential equation

(3.15) dX, = b(t,X)dt + O'(t,X)dJ¥.; 0 ~ t < 00,

is a triple (X, W), (Q,~, P), {~} satisfying (i), (ii) of Definition 3.1, as well as

(iii) I {1b;(s,X)1 + O'i](s,X)}ds < 00; l~i~d, l~j~r, t~O,

(iv) X, = X o +I b(s,X)ds +I a(s,X)dJ¥.; 0 ~ t < 00,

almost surely.
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3.15 Problem. Suppose Mt, y) and aij(t, y); 1 :s; i :s; d, 1 :s; j :s; r, are progres
sively measurable functionals from [0,00) x C[O, oo)d into IR satisfying

(3.16) IIb(t,Y)11 2 + lIa(t,Y)11 2 :s; K(I + ~~~, IIY(S)11 2}

VO:s; t < 00, yEC[O,oo)d,

where K is a positive constant. If (X, W), (n,~,p), {Y;;} is a weak solution
to (3.15) with E II X 0 11

2m < 00 for somem ~ I, then for any finite T > 0, we have

(3.17) EC~~~, IIXs Il 2m
):s; C(I + EIiXoIl 2m

)e
C

'; O:s; t:s; T,

(3.18) EIiX t - Xs l1
2m :s; C(I + EIIXo I1

2m)(t - s)m; O:s; s < t :s; T,

where C is a positive constant depending only on m, T, K, and d.

C. A Digression on Regular Conditional Probabilities

We know that indistinguishable processes have the same finite-dimensional
distributions, and this causes us to suspect that pathwise uniqueness implies
uniqueness in the sense of probability law. The remainder of this section is
devoted to the confirmation of this conjecture. As preparation, we need to
state certain results about regular conditional probabilities, in the spirit of
Definition 2.6.12, but in a form better suited to our present needs. We refer
the reader to Parthasarathy (1967), pp. 131-150, and Ikeda & Watanabe
(1981), pp. 12-16, for proofs and further information.

3.16 Definition. Let (n,~,P) be a probability space and <'§ a sub-a-field of~.
A function Q(w; A): n x ~ --+ [0, 1] is called a regular conditional probability
for ~ given <'§ if

(i) for each WEn, Q(w; .) is a probability measure on (n, ~),
(ii) for each A E~, the mapping W f---+ Q(w; A) is <'§-measurable, and
(iii) for each AE~, Q(w;A) = P[AI<'§] (w); P-a.e. WEn.

Suppose that, whenever Q'(w; A) is another function with these properties,
there exists a null set N E~ such that Q(w; A) = Q'(w; A) for all A E~ and
wEn\N. We then say that the regular conditional probability for ~ given <'§
is unique.

Note that if X in Definition 2.6.12 is the identity mapping, then conditions
(i)-(iii) of that definition coincide with those of Definition 3.16.

3.17 Definition. Let (n,~) be a measurable space. We say that~ is countably
determined if there exists a countable collection of sets Jt £ ~ such that,
whenever two probability measures agree on Jt, they also agree on ~. We
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say that ff' is countably generated if there exists a countable collection of sets
ct ~ ff' such that ff' = u(ct).

In the space C[O, oo)m, for an arbitrary integer m ~ 1, let us introduce the
u-fields

(3.19) elt(C[O, oo)m) ~ u(z(s);°:s;; s :s;; t) = qJ,-l(el(C[O, oo)m))

for °:s;; t < 00, where qJt: C[O, oo)m -> C[O, oo)m is the truncation mapping
(qJ,z)(s) ~ z(t /\ s); ZEC[O,oo)m, O:s;; s < 00. As in Problem 2.4.2, it is shown
that elt(C[O, oo)m) = u(~), where ~ is the countable collection of all finite
dimensional cylinder sets of the form

C = {ZEC[0,oot;(z(t1), ... ,Z(tn))EA}

with n ~ I, ti E[0, t] n Q, for 1 :s;; i :s;; n, and A Eel(lRmn) equal to the product
of intervals with rational endpoints. The continuity of ZE C[0, oo)m allows us
to conclude that a set of the form C is in u(ctt ), even if the points ti are not
necessarily rational.

It follows that el,(C[O, oo)m) is countably generated. On the other hand, the
generating class ~ is closed under finite intersections, so any two probability
measures on el,(C[O, oo)m) which agree on ct, must also agree on elt(C[O, oo)m),
by the Dynkin System Theorem 2.1.3. It follows that el,(C[O, oo)m) is also
countably determined.
More generally, Theorem 2.1.3 shows that if au-field ff' is generated by

a countable collection of sets ct which happens to be closed under pairwise
intersection, then ff' is also countably determined. In a topological space with
a countable base (e.g., a separable metric space), we may take this ct to be the
collection of all finite intersections of complements of these basic open sets.

3.18 Theorem. Suppose that Q is a complete, separable metric space, and denote
the Borel u-field ff' = el(Q). Let P be a probability measure on (Q, ff'), and let
t§ be a sub-u-field of ff'. Then a regular conditional probability Q for ff' given
t§ exists and is unique. Furthermore, if Jf is a countably determined sub-u-field
of t§, then there exists a null set N E t§ such that

(iv)

In particular, if X is a t§-measurable random variable taking values in another
complete, separable metric space, then with Jf denoting the u-field generated
by X, (iv) implies

(ivY Q(w; {W'EQ; X(w') = X(w)}) = 1; P-a.e. wEQ.

When the u-field t§ is generated by a random variable, we may recast the
assertions of Theorem 3.18 as follows.

3.19 Theorem. Let (Q, ff', P) be as in Theorem 3.18, and let X be a measurable
mapping from this space into a measurable space (S,5I'), on which it induces the
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distribution PX-1(B) ~ PEw En; X(w) EB], BEY'. There exists then a function
Q(x; A): S x fi' ~ [0, I], called a regular conditional probability for fi' given
X, such that

(i) for each XES, Q(x; .) is a probability measure on (n, fi'),
(ii) for each A E fi', the mapping x H Q(x; A) is Y'-measurable, and
(iii) for each AEfi', Q(x;A) = P[AIX = x], PX-1-a.e. XES.

If Q'(x; A) is another function with these properties, then there exists a
set NEY' with PX-1(N) = 0 such that Q(x;A) = Q'(x;A) for all AEfi' and
x E S\N. Furthermore, if S is also a complete, separable metric space and
Y' = !!l(S), then N can be chosen so that we have the additional property:

(iv)

(iv)'

Q(x; {WEn; X(w)EB}) = IB(x); BEY', xES\N.

In particular,

Q(x; {WEn; X(w) = x}) = I; PX-1-a.e. XES.

D. Results of Yamada and Watanabe on
Weak and Strong Solutions

Returning to our initial question about the relation between pathwise unique
ness and uniqueness in the sense of probability law, let us consider two weak
solutions (XU), WU»), (nj, $'j, v), {fi'tU)}; j = I, 2, of equation (2.1) with

(3.20) /1(B) ~ V1[X&1)EB] = V2[X&2)EB]; BE!!l(lRd).

We set Yr(j) = X:j) - X~); 0 :s; t < 00, and we regard the j-th solution as
consisting ofthree parts: X~), WU), and yU). This triple induces a measure ~ on

(8,.1l(8))~(lRd x C[O,oo)' X C[O,oo)d,

!!l(lRd)® .1l(C[0, 00n ® !!l(C[0, 00 )d))

according to the prescription

(3.21) ~(A) ~ Vj[(X~), WU), yU»)EA]; AE.1l(8),j = 1,2.

We denote by () = (x, w, y) the generic element of 8. The marginal of each ~
on the x-coordinate of () is /1, the marginal on the w-coordinate is Wiener
measure P*, and the distribution of the (x, w) pair is the product measure
/1 x P* because X~) is fi'bj)-measurable and WU) is independent of fi'/;>
(Problem 2.5.5). Furthermore, under ~, the initial value of the y-coordinate
is zero, almost surely.
The two weak solutions (X(I), W(l») and (X(2), W(2») are defined on (possibly)
different sample spaces. Our first task is to bring them together on the same,
canonical space, while preserving their joint distributions. Toward this end,
we note that on (8, 86(8),~) there exists a regular conditional probability for
!!l(8) given (x, w). We shall be interested only in conditional probabilities of
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sets in .?4(0) ofthe form jRd x CEO, (0)' x F, where FE .?4(C[O, 00 )d). Thus, with
a slight abuse of terminology, we speak of

Q)x, w;F): jRd x CEO, (0)' x .?4(C[O, oo)d) --+ [0,1]

as the regular conditional probability for .?4(C[0, 00 )d) given (x, w). According
to Theorem 3.19, this regular conditional probability enjoys the following
properties:

(3.22) (i) for each x E jRd, W E CEO, (0)', Qj(x, w; .) is a probability measure on
(C [0, 00 )d, .?4(C[0, 00 )d)),

(3.22) (ii) for each FE.?4(CEO, 00 )d), the mapping (x, w) I->Qix, w; F) is .?4(jRd)@

8l(C[0, oo)')-measurable, and

(3.22) (iii) P)G x F) = JGQj(x, w;F)Il(dx)P*(dw); FE.?4(C[O, oo)d),

G E .?4(jRd) ® .?4(CEO, 00n
Finally, we consider the measurable space (Q, ff), where Q = 0 x C[0, oo)d

and ff is the completion of the a-field .?4(0) ® 8l(CEO, 00 )d) by the collection
JV' of null sets under the probability measure

(3.23) P(dw) & Q1(x, w; dYl )Q2(X, w; dY2)Il(dx)P*(dw).

We have denoted by w = (x, W'Yl,Y2) a generic element of Q. In order to
endow (Q, ff, P) with a filtration that satisfies the usual conditions, we take

'§, & a{ (x, w(s), Yl (s), Y2(S));°::; s ::; t}, ~ & a(~ v JV'), ff, & ~+,

for°::; t < 00. It is evident from (3.21), (3.22) (iii), and (3.23) that

(3.21)' P[WEQ; (x, W, Yj)E A] = Vj[(X~), W(j), yU»)E A]; A E81(0),j = 1,2,

and so the distribution of (x + Yj' w) under P is the same as the distribution of
(XU), W(j») under Vj' In particular, the w-coordinate process {w(t), ~; °::; t < oo}
is an r-dimensional Brownian motion on (Q, ff, P), and it is then not difficult
to see (cf. Ikeda & Watanabe (1981), Lemma IV. 1.2) that the same is true for
{w(t),ff,;O ::; t < oo}.

3.20 Proposition (Yamada & Watanabe (1971)). Pathwise uniqueness implies
uniqueness in the sense of probability law.

PROOF. We started with two weak solutions (XU), WU»), (Qj'.?j, Vj), {ff,U)};
j = I, 2, of equation (2.1), with (3.20) satisfied. We have created two weak
solutions (x + Yj' w), j = I, 2, on a single probability space (Q,ff,P), {ff,},
such that (XU), WU») under Vj has the same law as (x + Yj' w) under P. Pathwise
uniqueness implies P[x + Yl (t) = X + Y2(t), If 0::; t < 00] = 1, or equivalently,

(3.24) PEw = (x, W'Yl'Y2)EQ; Yl = Y2] = 1.

It develops from (3.21)', (3.24) that
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VI [(Xbll, W(l), y(ll)EA] = P[wEil; (x, w,ydEA]

= P[wEil; tx,W'Y2)E A]

= v2[(Xb2), W(2 l , y(2»)EA]; A Eg;f(0),

and this is uniqueness in the sense of probability law. o
Proposition 3.20 has the remarkable corollary that weak existence and

pathwise uniqueness imply strong existence. We develop this result.

3.21 Problem. For every fixed t ~ 0 and FE g;f,(C [0, 00 )d), the mapping
(x, w) H Qix, w; F) is ~,-measurable, where {~,} is the augmentation of the
filtration {g;f(lRd) ® ei,(C[0, oo)')} by the null sets of fl(dx)P*(dw).

(Hint: Consider the regular conditional probabilities Qj(x, w; F): IRd x
C[O,oo)' x ei,(C[O,OO)d)--+ [0, 1] for ei,(C[O,OO)d), given (x,qJ,w). These
enjoy properties analogous to those of Qj(x, w; F); in particular, for every
FE g;f,(C[O, 00 )d), the mapping (x, w) H Qj(x, w; F) is g;f(lRd)(81 g;f,(CEO, (0)')
measurable, and

(3.25) ~(G x F) =LQj(x, w; F)fl(dx)P*(dw)

for every GEei(lRd) ® g;f,(C [0, 00n If (3.25) is shown to be valid for every
G Eg;f(lRd) ® g;f(C[O, oon, then comparison of (3.25) with (3.22) (iii) shows
that Qix, w; F) = Qj(x, w; F) for fl x P*-a.e. (x, w), and the conclusion follows.
Establish (3.25), first for sets of the form

(3.26) G = Gl X (qJ,-IG2 (1O",-IG3 ); Gl Eei(lR
d), G2 , G3 Eei(C[0, oon,

where (0", w)(s) ~ w(t + s) - w(t); s ~ 0, and then in the generality required.)

3.22 Problem. In the context of Proposition 3.20, there exists a function
k: IRd x CEO, (0)' --+ CEO, OO)d such that, for fl x P*-a.e. (x, W)E IRd X CEO, (0)',
we have

(3.27) Ql (x, w; {k(x, w)}) = Q2(X, w; {k(x, w)}) = 1.

This function k is g;f(lRd) <8l g;f(CEO, 00 )')/g;f(CEO, 00 )d)-measurable and, for each
Os t < 00, it is also ~,/g;f,(C[O,oo)d)-measurable (see Problem 3.21 for the
definition of ~,). We have, in addition,

(3.28) PEw = (x, W'Yl'Y2)Eil; Yl = Y2 = k(x, w)] = 1.

3.23 Corollary. Suppose that the stochastic differential equation (2.1) has a weak
solution (X, W), (il,~, P), {~} with initial distribution fl, and suppose that
pathwise uniqueness holds for (2.1). Then there exists a g;f(lRd) ® ei(C[O, (0)')/
g;f(C[O, oo)d)-measurable function h: IRd x CEO, (0)' --+ CEO, OO)d, which is also
~,/ei,(C[O, oo)d)-measurable for every fixed 0 s t < 00, such that

(3.29) X. = h(Xo, W), a.s. P.
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Moreover, given any probability space (0.,#, P) rich enough to support an
IHd-valued random variable ~ with distribution J1 and an independent Brownian
motion {a;, ff;w; 0 ~ t < oo}, the process

(3.30) X. ~ h(~, W)
is a strong solution of equation (2.1) with initial condition~.

PROOF. Let h(x, w) = x + k(x, w), where k is as in Problem 3.22. From (3.28)
and (3.21)' we see that (3.29) holds. For ~ and Was described, both (Xo,W)
and (~, W) induce the same measure J1 x P* on IHd x 86'(C[O, oo)'}, and since
(X. = h(Xo, W), W) satisfies (2.1), so does (X. = h(~, W), W). The process X is
adapted to {3";} given by (2.3), because h is ~r/86'r(C[O, oo)d)-measurable. D

The functional relations (3.29), (3.30) provide a very satisfactory formulation
of the principle of causality articulated in Remark 2.2.

5.4. The Martingale Problem of Stroock
and Varadhan

We have seen that when the drift and dispersion coefficients of a stochastic
differential equation satisfy the Lipschitz and linear growth conditions of
Theorem 2.9, then the equation possesses a unique strong solution. For more
general coefficients, though, a strong solution to the stochastic differential
equation might not exist (Example 3.5); then the questions of existence and
uniqueness, as well as the properties of a solution, have to be discussed in
a different setting. One possibility is indicated by Definitions 3.1 and 3.4:
one att~mpts to solve the stochastic differential equation in the "weak" sense
of finding a process with the right law (finite-dimensional distributions), and
to do so uniquely. A variation on this approach, developed by Stroock &
Varadhan (1969), formulates the search for the law of a diffusion process with
given drift and dispersion coefficients in terms of a martingale problem. The
latter is equivalent to solving the related stochastic differential equation in the
weak sense, but does not involve the equation explicitly. This formulation has
the advantage of being particularly well suited for the continuity and weak
convergence arguments which yield existence results (Theorem 4.22) and
"invariance principles", i.e., the convergence of Markov chains to diffusion
processes (Stroock & Varadhan (1969), Section 10). Furthermore, it casts the
question of uniqueness in terms of the solvability of a certain parabolic
equation (Theorem 4.28), for which sufficient conditions are well known.
This section is organized as follows. First, the martingale problem is for
mulated and its equivalence with the problem of finding a weak solution to
the corresponding stochastic differential equation is established. Using this
martingale formulation and the optional sampling theorem, we next establish
the strong Markov property for these solution processes. Finally, conditions
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for existence and uniqueness of solutions to the martingale problem are
provided. These conditions are different from, and not comparable to, those
given in the previous section for existence and uniqueness of weak solutions
to stochastic differential equations.

4.1 Remark on Notation. We shall follow the accepted practice of denoting
by Ck(E) the collection of all continuous functions f: E -+ [R which have
continuous derivatives ofevery order up to k; here, E is an open subset of some
Euclidean space [Rd. If f(t, x): [0, T) x E -+ [R is a continuous function, we
write f E q[O, T) x E), and if the partial derivatives (of/at), (of/oxJ, (o2f/oXiOXj);
1 ::;; i,j ::;; d, exist and are continuous on (0, T) x E, we write f E C1 ,2((0, T) x
E). The notation f E C1,2([0, T) x E) means that f E C1,2 ((0, T) x E) and the
indicated partial derivatives have continuous extensions to [0, T) x E. We
shall denote by C:(E), C~(E), the subsets of Ck(E) of bounded functions and
functions having compact support, respectively. In particular, a function in
C~(E) has bounded partial derivatives up to order k; this might not be true for
a function in q(E).

A. Some Fundamental Martingales

In order to provide motivation for the martingale problem, let us suppose
that (X, W), (0, jO,P), {~} is a weak solution to the stochastic differential
equation (2.1). For every t ~ 0, we introduce the second-order differential
operator

(4.1) (d,j)(x) ~ ~ it J1 aik(t, x) :~:~~ + it Mt, x) O~~~); fEC2
([Rd),

where aik(t, x) are the components of the diffusion matrix (2.2). If, as in the
next proposition, f is a function of t E [0, (0) and x E [Rd, then (d,j)(t, x), is
obtained by applying d l to f(t, ').

4.2 Proposition. For every continuous function f( t, x): [0, (0) X [Rd -+ [R which
belongs to C1,2([0, (0) x [Rd), the process MJ = {M(, ~;O ::;; t < oo} given by

(4.2) M( ~ f(t,X I ) - f(O,Xo) - I (~ + dsf}s,Xs)dS

is a continuous, local martingale; i.e., MI E .Ac,loc. If g is another member of
C1,2([O, (0) x [Rd), then MY E .Ac,Joc and

d d fl a a
(4.3) <MI, MY)I = i~ k~l 0 aik(s, Xs)OXi f(s, Xs)oX

k
g(s, Xs)ds.

Furthermore, if f E Co([O, (0) X [Rd) and the coefficients aij; 1 ::;; i ::;; d, 1 ::;;j ::;; r,
are bounded on the support of f, then MI E.A2.
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PROOF. The Ito rule expresses Mf as a sum of stochastic integrals:

d r (,'.J') _6. II _0 U)
(4.4) Mf = i~ j~ M?·j), with Mt - J0 O'ij(s, X s)ox/(s, X s)dJ.v, .

Introducing the stopping times

Sn ~ inf{t ~ 0; IIXIII ~ n orLO'i](s,Xs)ds ~ n for some (i,j)}

and recalling that a weak solution must satisfy condition (iii) ofDefinition 2.1,
we see that limn_oo Sn = 00 a.s. The processes

dri"'S" 0
(4.5) Mf(n) ~ MfAS" = i~ j~ Jo O'ij(S'Xs)ox/(s,Xs)dJ.v,(j); n ~ 1,

are continuous martingales, and so MI Evllc•toc. The cross-variation in (4.3)
follows readily from (4.5). If f has compact support on which each O'ij is
bounded, then the integrand in the expression for M(i,j) in (4.4) is bounded, so
WE~. 0

With the exception of the last assertion, a completely analogous result is
valid for functional stochastic differential equations (Definition 3.14). We
elaborate in the following problem.

4.3 Problem. Let bi(t, y) and O'ij(t, y); 1 :::; i :::; d, 1 :::; j :::; r, be progressively
measurable functionals from [0, (0) x CEO, oo)d into lIt By analogy with (2.2),
we define the diffusion matrix a(t, y) with components

r

(4,6) aik(t, y) ~ L O'ij(t, Y)O'kj(t, y); 0:::; t < 00, Y E CEO, 00t
j=1

Suppose that (X, W), (n,~,p), {g;;}, is a weak solution to the functional
stochastic differential equation (3.15), and set

1 d d 02 U (y(t)) d ou(y(t))
(4.1)' (.w'-;u)(y) ="2 i~ k"f aik(t,y) OXiOXk + i~ bi(t,y) oX

i
;

°:::; t < 00, UE C2(lRd), Y E CEO, 00 )d.

Then, for any functions f, 9 E C1,2([O, (0) x IRd), the process

(4.2)' Mf ~ f(t, Xt) - f(O, X o) - L[~ + d;f}s, X s) ds,~; 0:::; t < 00

is in vIIc.toe, and

d d il
0 0

(4.3)' <MI, M9\ = L L aik(s, X);l f(s, X s);;- g(s, X s ) ds,
i=1 k=1 0 vXi vXk

Furthermore, if the first derivatives off are bounded, and for each°< T < 00
we have
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where K T is a constant depending on T, then Mf E .#~.

The simplest case in Proposition 4.2 is that of a d-dimensional Brownian
motion, which corresponds to Mt, x) == °and O"ij(t, x) == <5ij; 1 :$; i,j :$; d. Then
the operator in (4.1) becomes

df = !dJ = -2
1 t ~2~; f E C2 (lRd).

2 i=l UXj

4.4 Problem. A continuous, adapted process W = {Jt;, 3";; °:$; t < oo} is a
d-dimensional Brownian motion if and only if

1 I'f(Jt;) - f(Wo) - - dJ(Jv.)ds, 3";;
2 0

is in .#c,loc for every f E C2 (lRd).

o:$; t < 00,

B. Weak Solutions and Martingale Problems

Problem 4.4 provides a novel martingale characterization ofBrownian motion.
The basic idea in the theory of Stroock & Varadhan is to employ Mf of (4.2)
in a similar fashion to characterize diffusions with general drift and dispersion
coefficients.
To explain how this characterization works, we shall find it convenient
to deal temporarily with progressively measurable functionals Mt,Y),
O"ij(t, y): [0,00) x CEO, oo)d -> IR, 1 :$; i :$; d, 1 :$; j :$; r. We recall the family of
operators {d;} of (4.1)'.

4.5 Definition. A probability measure P on (C[0, 00 )d, £1l(C[0, 00 )d)), under
which

(4.8) M( = f(y(t)) - f(y(O)) - I (d;J)(y)ds, 3";; O:$; t < 00,

is a continuous, local martingale for every f E C2 (lRd), is called a solution to
the local martingale problem associated with {d;}. Here 3"; = <;§,+, and {<;§,}
is the augmentation under P of the canonical filtration fIll ~ fIlI(C[O, oo)d) as
in (3.19).

According to Problem 4.3, a weak solution to the functional stochastic
differential equation (3.15) induces on (C[O, oo)d,£1l(C[O, oo)d)) a probability
measure P which solves the local martingale problem associated with {d;}.
The converse of this assertion is also true, as we now show.
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4.6 Proposition. Let P be a probability measure on (C[O, oo)d,.?4(C[O, oo)d»
under which the process MJ of (4.8) is a continuous, local martingale for the
choices f(x) = Xi and f(x) = XiXk; 1 ~ i, k ~ d. Then there is an r-dimensional
Brownian motion W = {J-t;, .#;; °~ t < oo} defined on an extension (fl,~, P)
of(C[O, 00 )d, 8iJ(CEO, 00)d), P), such that (X, ~ y(t), J-t;), (fl,~, p), {.#;}, is a weak
solution to equation (3.15).

PROOF. By assumption,

M,(i) ~ XIi) - xg) - tbi(s, X) ds, g;; °~ t < 00

is a continuous, local martingale under P. In particular,

(4.9) P[t Ib;(s, X)I ds < 00;°~ t < 00 ] = 1; 1 ~ i ~ d.

With f(x) = XiXk' we see that

MIi.k)~ XIi)XIk) - XglX&kl - t [X~i)bk(S,X) + X~k)b;(s,X) + aik(s,X)]ds

is also a continuous, local martingale. But one can express

(4.10) MJi)MIk) - taik(s,X)ds

as the sum of the continuous local martingale MIi.k) - xg)MIk) - X&klMIi) and
the process

(4.11) t (X~i) - X,(i»bk(s,X)ds +t (X~k) - XIk»b;(s,X)ds

+ t bj(s, X) ds t bk(s, X) ds

=t (M~i) - MIi»bk(s, X) ds + t (M~k) - M,(kl)b;(s, X) ds

= - t [J: bk(U,X)duJdM~i) - t [J: bi(U,X)duJdM~k).

The last identity may be verified by applying Ito's rule to both processes
claimed to be equal. We see then that the process of (4.11) is a continuous
local martingale. Therefore, the process of (4.10) is in ./Ifc

•
loe

, and

(4.12) <M(i),M(k», =t aik(s,X)ds; °~ t < 00, a.s.
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We may now invoke Theorem 3.4.2 to conclude the existence of ad-dimensional
Brownian motion {a;, !J;; 0 :s;; t < oo} on an extension (0, fi;, P) of(C[O, OO)d,
~(C[O, OO)d), P) endowed with a filtration {!J;} which satisfies the usual condi
tions, as well as the existence of a matrix P = {Pij(t),!J;; 0 :s;; t < 00 k~i,jS;d
of measurable, adapted processes with

(4.13) p[I Pi](s)ds < 00]= 1; 1:s;; i,j:S;; d,O :s;; t < 00,

such that

(4.14) M: i ) = f ft pij(s)dJ¥.(j); 1:s;; i :s;; d,O :s;; t < 00
j~l 0

holds a.s. P. This last equation can be rewritten as

(4.15) Xt=Xo +I b(s,X)ds + Ip(S)dJ¥.; O:S;;t<oo.

In order to complete the proof, we need to establish the existence of an
r-dimensional Brownian motion W = {HI;, !J;; 0 :s;; t < oo} on (0, fi;, P), such
that

(4.16) Ip(S)dJ¥.= Ia(S,X)d~; O:s;;t<oo

holds P-almost surely. From (4.12), (4.14) and with the notation (4.6), it will
then be clear that

PLt Piit)Pkit) = aik(t, X), for a.e. t ~ 0] = 1; 1:s;; i, k :s;; d

and (4.13) will imply

(4.17) p[I ai](s,X)ds < 00 ] = 1; 1:s;; i:S;; d, 1 :S;;j:S;; r,O:s;; t < 00.

The relations (4.9), (4.15)-(4.17) will then yield (X, W), (O,fi;,p), {!J;} as a
weak solution to (3.15).

It suffices to construct W satisfying (4.16) under the assumption r = d.
Indeed, if r > d, we may augment X, b, and 0' by setting X{i) = b;(t,y) =
aiit, y) = 0; d + 1 :s;; i :s;; r, 1 :s;; j :s;; r. This r-dimensional process X satisfies
an appropriately modified version of (4.8), and we may proceed as before
except now we shall obtain a matrix P which, like 0', will be of dimension
(r x r). On the other hand, if r < d, we need only augment 0' by setting
aij(t, y) = 0; 1 :s;; i :s;; d, r + 1 :s;; j :s;; d, and nothing else is affected. Both P and
0' are then (d x d) matrices.
According to Problem 4.7 following this proof, there exists a Borel

measurable, (d x d)-matrix-valued function R(p, 0') defined on the set

(4.18) D ~ {(p, 0'); P and 0' are (d x d) matrices with pp T = aa T
}
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such that (J = pR(p, (J) and R(p, (J) ~T(p, (J) = I, the (d x d) identity matrix.
We set

J.t; ~ tRT(p.,(J(s,X))dJ¥,; 0::;; t < 00.

Then W(i)E,Ac,loc; 1 ::;; i::;; d, and

<Wei), WUl), = tbij; 1::;; i,j ::;; d, 0::;; t < 00.

It follows from Levy's Theorem 3.3.16 that {J.t;, fJ,; 0 ::;; t < oo} IS a
d-dimensional Brownian motion. Relation (4.16) is apparent. 0

4.7 Problem. Show that there exists a Borel-measurable, (d x d)-matrix-valued
function R(p,(J) defined on the set D of(4.18) and such that

(J = pR(p,(J), R(p,(J)RT(p,(J) = I; (p,(J)ED.

(Hint: Diagonalize ppT = (J(JT and study the effect of the diagonalization
transformation on p and (J.)

4.8 Corollary. The existence of a solution P to the local martingale problem
associated with {d;} is equivalent to the existence of a weak solution (X, W),
(O,~, P), {fJ,} to the equation (3.15). The two solutions are related by P =
PX-I; i.e., X induces the measure P on (C[O, oo)d, Yl(C[O, oo)d)).

4.9 Corollary. The uniqueness of the solution P to the local martingale problem
with fixed but arbitrary initial distribution

is equivalent to uniqueness in the sense ofprobability law for the equation (3.15).

Because of the difficulty in computing expectations for local martingales, it
is helpful to introduce the following modification of Definition 4.5.

4.10 Definition (Martingale Problem of Stroock & Varadhan (1969)). A
probability measure P on (C[O, oo)d, Yl(C[O, oo)d)) under which Mf in (4.8)
is a continuous martingale for every f E C5(lRd) is called a solution to the
martingale problem associated with {d;}.

Given progressively measurable functionals b;(t, y), (Jij(t, y): [0,00) x
C[0, oo)d ---> IR; 1 ::;; i ::;; d, 1 ::;; j ::;; r, the associated family of operators {d;},
and a probability measure /.I. on Yl(lRd

), we can consider the following three
conditions:

(A) There exists a weak solution to the functional stochastic differential
equation (3.15) with initial distribution /.I..

(B) There exists a solution P to the local martingale problem associated with
{d;} with P [y(O) E r] = /.I.(r); r E Yl(lRd

).
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(C) There exists a solution P to the martingale problem associated with {d;}
with P [yeO) Er] = Ii(r); r E.?4(lRd).

4.11 Proposition. Conditions (A) and (B) are equivalent and are implied by (C).
Furthermore, (A) implies (C) under either of the additional assumptions:

(A.l) For each 0< T < 00, condition (4.7) holds.
(A.2) Each (Jij(t,y) is of the form (Jij(t,y) = O'ij(t,y(t)), where the Borel

measurable functions O'ij: [0, 00) X IRd -> IR are bounded on compact sets.

PROOF. We have already established the equivalence of (A) and (B.) If P is a
solution to the martingale problem and f EC2 (lRd) does not necessarily have
compact support, we can define for every integer k ~ 1 the stopping time

(4.19) Sk £ inf{t ~ 0: Ily(t)11 ~ k}.

Let gkEC~(lRd) agree with f on {XElRd; IIxll ::5: k}. Under P, each Mrk is a
martingale which agrees with M( for t ::5: Sk' It follows that MI Evltc,loc; thus
(C) =(B). Under (A.1), Problem 4.3 shows (A) =(C); under (A.2), the argument
for this implication is given in Proposition 4.2.

4.12 Remark. It is not always necessary to verify the martingale property of
MI under P for every f EC~(lRd), in order to conclude that P solves the
martingale problem. To wit, consider f(x) £ Xi and fj(x) £ xixj for 1 ::5: i,
j ::5: d, and choose sequences {glk)}r~l' {glJ)}r~l of functions in C~(lRd) such
that glkl(X) = f(x), glJ)(x) = f)x) for Ilxll ::5: k. If M9\kl and M9\~) are mar
tingales for 1 ::5: i, j ::5: d and k ~ 1, then M/; and MI'j are local martingales.
According to Proposition 4.6, there is a weak solution to (3.15), and Corollary
4.8 now implies that P solves the local martingale problem. Under either of
the assumptions (A. 1) or (A.2), P must also solve the martingale problem.

It is also instructive to note that in the Definitions 3.1 and 3.14 of weak
solution to a stochastic differential equation, the Brownian motion Wappears
only as a "nuisance parameter." The Stroock & Varadhan formulation elimi
nates this "parametric" process completely. Indeed, the essence of the implica
tion (B)= (A) proved in Proposition 4.6 is the construction of this process.

In keeping with our practice of working with filtrations which satisfy the
usual conditions, we have constructed from .?4, £ .?4,(C[0, 00 )d) such a filtra
tion {~} for the Definitions 4.5 and 4.10. Later in this section, we shall instead
want to deal with {.?4,} itself, because this filtration does not depend on the
probability measure under consideration and each .?4, is countably determined.
Toward this end, we need the following result.

4.13 Problem. Assume either

(A.1)' IIb(t,y)11 + II(Jij(t,y)11 ::5: K T ; 0::5: t ::5: T, yE C[O, oo)d, for every°< T < 00, where KT is a constant depending on T, or else
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(A.2)' bi(t, y) and (jij(t, y) are of the form bi(t, y) = bi(t, y(t»,
(jij(t, y) = aiit, y(t», where the Borel-measurable functions bi' aij: [0,(0) X

~d -+ ~ are bounded on compact sets.

Let P be a probability measure on (C[O, oo)d,9iJ(C[O, oo)d»; {~} be as in
Definition 4.5; and f ECJ(~d). Show that if {M(, 9iJt ; °::s; t < oo} is a martin
gale, then so is {M(, ~;°::s; t < oo}.

C. Well-Posedness and the Strong Markov Property

We pause here in our development of the martingale problem to discuss the
strong Markov property for solutions of stochastic differential equations.
Consistent with our discussion of Markov families in Chapter 2, we shed
the trappings of time-dependence. Thus, we have time-homogeneous and
Borel-measurable drift and dispersion coefficients bi: ~d -+~, (ji/ ~d -+ ~;

1 ::s; i ::s; d, 1 ::s; j ::s; r, and we shall study the time-homogeneous version of (2.1),
written here in integral form as

(4.20) XI = x +Lb(Xs)ds +L(j(X.)dJ.v,.; O::s; t < 00.

This model actually does allow for time-dependence because time can be
appended to the state variable; i.e., we may take X~d+l) = t, bd+1(x) = 1,
(jd+l,iX) = 0; 1 ::S;j ::s; r. We adopt the time-homogeneous assumption pri
marily for simplicity of exposition. Note, however, that some results (e.g.,
Remark 4.30 and Refinements 4.32) require the nondegeneracy of the diffusion
coefficient, which is not valid in such an augmented model.

4.14 Definition. The stochastic integral equation (4.20) is said to be well posed
if, for every initial condition x E ~d, it admits a weak solution which is unique
in the sense of probability law.

We know, for instance, that (4.20) is well posed if band (j satisfy Lipschitz
and linear growth conditions (Theorems 2.5, 2.9). If (j is the (d x d) identity
matrix and b is uniformly bounded, (4.20) is again well posed (Proposition 3.6
and Corollary 3.11). Later in this section, we shall obtain well-posedness under
even less restrictive conditions on (j (Theorems 4.22 and 4.28, Corollary 4.29).

If (4.20) is well posed, then the solution X with initial condition X o = x
induces a measure p x on (C[O, oo)d,9iJ(C[O, oo)d». One can then ask whether
the coordinate mapping process on this canonical space, the filtration {~,},

and the family of probability measures {PX
} XE IRd constitute a strong Markov

family. We shall see that if band d are bounded on compact subsets of ~d,
the answer to this question is essentially affirmative. Our analysis proceeds
via the martingale problem, which we now specialize to the case at hand. We
denote by
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(1.2)
1 d d 02f(x) d of(x)

(df)(x) = 2i~ k~l aik(X) oX
i
oX

k
+ i~ bi(x) oX

i

the time-homogeneous version of the operator in (4.1).

4.15 Definition. Assume that bi : !Rd -+ !R and aij: !Rd -+ !R; 1 ~ i ::; d, 1 ::; j ::; r
are bounded on compact subsets of !Rd. A probability measure P on (O,~) ,£!:
(C[O, OO)d,.?4(C[O, OO)d)) under which

(4.21) E[f(y(t)) - f(y(s» - f (df)(y(u))du l.?4sJ= 0, a.s. P

holds for every °::; s < t < 00, f E CJ(!Rd
), is called a solution to the time

homogeneous martingale problem. We denote by px any solution for which

(4.22) PX[YEC[O,OO)d;y(O)=X] = 1.

We say that the time-homogeneous martingale problem is well posed if, for
every x E!Rd, there is exactly one such measure PX.

4.16 Remark. The replacement of ff. by ~s in (4.21) is justified by Problem
4.13.

4.17 Remark. Under the conditions of Definition 4.15, well-posedness of the
time-homogeneous martingale problem is equivalent to well-posedness of the
stochastic integral equation (4.20) (Corollaries 4.8 and 4.9 and Proposition
4.11 ).

4.18 Lemma. For every bounded stopping time T of the filtration {.?4t }, we have

.?4T = a(y(t 1\ T); °::; t < 00).

PROOF. The .?4r measurability ofeach y(t 1\ T) follows directly from Definition
1.2.12 and Proposition 1.2.18. It remains to show .?4T £; a(y(t 1\ T); °~ t < 00).
Let ({Jt: CEO, OO)d -+ CEO, OO)d be given by «(JtY)(s) = y(t 1\ s);°~ s < 00, for

arbitrary t ~ 0. Problem 1.2.2 shows that T(y) = T«{JT(Y)(Y» holds for every
y EC [0, OO)d and so, with A E~T and t ~ T(y), we have

yEA <:> YE [A n {T ::; t}] <:> ({JtY E [A n {T ::; t}] <:> ({JtY EA.

The second of these equivalences is a consequence of the facts A n {T ::; t} E.?4t

and y(s) = «{Jt(Y»)(s);°::; s ::; t. We conclude that

A = rYE CEO, OO)d; ({JT(y)(Y)E A} = ryE CEO, 00 )d; y(. 1\ T)E A}. D

For the next lemma, we recall the discussion of regular conditional prob
abilities in Subsection 3.C, as well as the formula (2.5.15) for the shift operators:
(Osy)(t) = y(s + t);°::; t < 00 for s ~ °and y E CEO, 00t
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4.19 Lemma. Let T be a bounded stopping time of {[j'/} and ~ a countably
determined sub-a-field of f14T such that y(T) is ~-measurable. Suppose that b
and a are bounded on compact subsets of IRd, and that the probability measure
P on (0, [j') = (C[O, oo)d,[j'(C[O, oo)d» solves the time-homogeneous martingale
problem of Definition 4.15. We denote by Q",(F) = Q(w; F): 0 x [j' -. [0,1]
the regular conditional probability for f14 given ~.

There exists then a P-null event N E ~ such that,for every w ¢N, the probability
measure

solves the martingale problem (4.21), (4.22) with x = w(T(w».

PROOF. We notice first that, thanks to the assumptions imposed on ~,

Theorem 3.18 (iv)' implies the existence of a P-null event N E~, such that

Q(w; {y E 0; y(T(y» = w(T(w»}) = 1,

and therefore also

P",[yEO; y(O) = w(T(w))] = Q",[yEO; y(T(y» = w(T(w))] = 1

hold for every w ¢ N. Thus (4.22) is satisfied with x = w(T(w».
In order to establish (4.21), we choose O:-s; s < t < 00, GE~, FE[j'.,

f E C5(lRd
); define

Z(y) & f(y(t» - f(y(s» - f (dfHy(u» du; y E CEO, 00)d,

and observe that

(4.23) In Z(y) 1F(y)P",(dy) = In Z(0T(YlY) 1F(0T(Yly)Q(W; dy)

= E[1oi'IF(Z a OT)I~](w)

= E[E(Z a 0TIf14T+s)' 10i'IFI~] (w)

= 0, P-a.e. w.

We have used in the last step the martingale property (4.21) for P and the
optional sampling theorem (Problem 1.3.23 (i».
Let us observe that, because of our assumptions, the random variable Z

is bounded; relation (4.23) shows that the ~-measurable random variable
w r-. IF Z(y)P",(dy) is zero except on a P-null event depending on s, t, f, and F.
Consider a countable subcollection Iff of f14s and a P-null event N(s, t,f) E~,
such that

LZ(y)P",(dy) = 0; V (J) ¢ N(s, t,f), V FE Iff.
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Then the finite measures vj=(F) ~ SFZ±(y)Pw(dy); FE£fIs agree on $, and since
flJs is countably determined, the subcollection $ can be chosen so as to permit
the conclusion

LZ(y)Pw(dy) = 0; Vw¢N(s,t,f), V FE£fIs '

We may set now N(f) = Us.teQ N(s,t,f), and use the boundedness and
0::;;5<t<00

continuity (in s, t) of Z to conclude that

M( ~ f(y(t)) - f(y(O)) - L(df)(y(u))du, fIJI; O:s;; t < 00

is a martingale under Pw, for every w ¢NU). Finally, we see that there exists
a P-null event NE':1 under which Mf is a Pw-martingale for all w¢N and
countably many f E cg(\Rd); because of Remark 4.12, Pw solves the time
homogeneous martingale problem for all w ¢ N. 0

4.20 Theorem. Suppose that the coefficients b, (j are bounded on compact subsets
of \Rd

, and that the time-homogeneous martingale problem of Definition 4.15
(or equivalently, the stochastic integral equation (4.20)) is well posed. Then for
every stopping time T of {fIJI}, FE fIJ(C[0, 00 )d) and x E \Rd

, we have the strong
Markov property

(4.24) PX[Oi1FlflJT](w) = PW(T)[F], PX-a.s. on {T < oo}.

PROOF. If the stopping time T is bounded, we let ':1 in Lemma 4.19 be £fiT'which
is countably determined by Lemma 4.18. Using the notation of Lemma 4.19,
we may write then, for every FE fIJ(C[O, 00 )d):

PX[Oi1FlflJT](w) = Q(w;Oi1F) = Pw(F) = pw(T(W»[F],

for PX-a.e. w E!1. The last identity is a consequence of the uniqueness of
solution to the time-homogeneous martingale problem with initial condition
x = w(T(w)).
Unbounded stopping times are handled as in Problem 2.6.9 (iii). 0

4.21 Remark. The strong Markov property of (4.24) is the same as condition
(eO) of Theorem 2.6.10, except that we have succeeded in proving it only for
stopping (rather than optional) times.
Condition (a) of Definition 2.6.3 is satisfied under the assumptions of
Theorem 4.20. Indeed, well-posedness implies that the mapping x 1-+ PX(F)
is Borel-measurable for every FE £fI(C[0, 00 )d), but the proof of this state
ment requires a rather extensive set-theoretic development (see Stroock &
Varadhan (1979), Exercise 6.7.4, and Parthasarathy (1967), Corollary 3.3,
p. 22). This result is of rather limited interest, however, because when a proof
of well-posedness is given, it typically provides a constructive demonstration
of the measurability of the mapping x 1-+ PX(F).
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D. Questions of Existence
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It is time now to use the martingale problem in order to establish the funda
mental existence result for weak solutions of stochastic differential equations
with bounded, continuous coefficients.

4.22 Theorem (Skorohod (1965), Stroock & Varadhan (1969». Consider the
stochastic differential equation

(4.25) dX, = b(X,)dt + a(X,)dJ.t;,

(4.26)

where the coefficients bi' ai/ IR d
--+ IR are bounded and continuous functions.

Corresponding to every initial distribution )1 on 81(lRd
) with

r IIxI1 2m )1(dx) < 00, for some m > I,
JRd

there exists a weak solution of (4.25).

PROOF. For integers j ~ 0, n ~ I we consider the dyadic rationals tj") = jTn
and introduce the functions l/Jn(t) = tj"l; tE[t)n),t)~l)' We define the new
coefficients

b(n)(t, y) ~ b(y(l/Jn(t))), a(nl(t, y) ~ a(y(l/Jn(t»;

°~ t < 00, YEC[O,oo)d,

which are progressively measurable functionals.
Now let us consider on some probability space (O,!F, P) an r-dimensional
Brownian motion W = {J.t;, !F,w; °~ t < oo} and an independent random
vector ~ with the given initial distribution )1, and let us construct the filtration
{g;;} as in (2.3). For each n ~ I, we define the continuous process x(n) =
{X1n), g;;; °~ t < oo} by setting x&n) = ~ and then recursively:

X,(n) = x:~2J + b(x:~2J)(t - tj"» + a(X:~2J)(J.t; - J.t;(nJ); j ~ 0, tj"l < t ~ t)~l'
J J J J

Then x(n) solves the functional stochastic integral equation

(4.27) x1n)= ~ +I b(n)(s, x(n» ds +I a(n)(s, x(nl)dW,; °~ t < 00.

Fix°< T < 00. From Problem 3.15 we obtain

sup EIlX,(nl - x~nlIl2m:s; CCI + EII~1I2m)(t - s)m; °~ S < t ~ T,
n~l

where C is a constant depending only on m, T, the dimension d, and the bound
on IIbll 2 + lIall 2 • Let pin) ~ p(x(n»-l; n ~ I be the sequence of probability
measures induced on (C[O, oo)d,81(C[O, oo)d» by these processes; it follows
from Problem 2.4.11 and Remark 2.4.13 that this sequence is tight. We may
then assert by the Prohorov Theorem 2.4.7, relabeling indices if necessary,
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that the sequence {p(nl}~=l converges weakly to a probability measure p* on
this canonical space.
According to Proposition 4.11 and Problem 4.13, it suffices to show

(4.28) P*[yEC[O,oo)d; y(O)Er] = J,l(r); rEP4(~d),

(4.29) E*[J(y(t)) - f(y(s)) - f(df)(y(u))dul~sJ = 0, a.s. P*,

for every°s:; s < t < 00, f EC5(~d). For every f ECb(~d), the weak convergence
of {p(nl}~=l to p* gives

E*f(y(O)) = ~~~ E<nlf(y(O)) = t/(X)J,l(dX),

and (4.28) follows. In order to establish (4.29), let us recall from (4.27) and
Proposition 4.11 that for every f E C5(~d) and n ~ 1,

f(y(t)) - f(y(O)) - I (djnlf)(y)du, ~r; Os:; t < 00

is a martingale under pIn>, where

Therefore, with °s:; s < t < 00 and g: C[0, oo)d --+ ~ a bounded, continuous,
~s-measurablefunction, we have

(4.30) E<n{ {f(y(t)) - f(y(s)) - f (djnlf)(Y)dU} g(y)J = 0.

We shall show that for fixed °s:; s < t < 00, the expression

Fn(y) ~ f(y(t)) - f(y(s)) - f (djnlf)(y) du

converges uniformly on compact subsets of C[O, oo)d to

F(y) ~ f(y(t)) - f(y(s)) - f (df)(y(u))du.

Then Problem 2.4.12 and Remark 2.4.13 will imply that we may let n --+ 00 in
(4.30) to obtain E*[F(y)g(y)J = °for any function g as described, and (4.29)
will follow. Let K ~ C[O, oo)d be compact, so that (Theorem 2.4.9 and (2.4.3)):

M ~ sup II y(u) II < 00, lim sup ml(y, 2-n) = 0.
ye K n-oo ye K
O:S;u:s;r

Because band (J are uniformly continuous on {x E ~d; Ilxll s:; M}, we can find
for every e > °an integer n(e) such that
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sup (1Ib(n)(s,y) - b(y(s»11 + lIer(n)(s,y) - er(y(s»IJ) ~ e; n ~ n(e).
O:Ss:S1

yeK

The uniform convergence on K of Fn to F follows.
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o

(4.31)

4.23 Remark. It is not difficult to modify the proof of Theorem 4.22 to allow
band er to be bounded, continuous functions of (t, x) E [0, 00) X !Rd, or even to
allow them to be bounded, continuous, progressively measurable functionals.

E. Questions of Uniqueness

Finally, we take up the issue of uniqueness in the martingale problem.

4.24 Definition. A collection ~ of Borel-measurable functions q>: !Rd~ !R is
called a determining class on !Rd if, for any two finite measures J1.1 and J1.2 on
P4(!Rd ), the identity

r q>(X)J1.1 (dx) = r q>(x)J1.2(dx), V q> E ~
J~d J~d

implies J1.1 = J1.2·

4.25 Problem. The collection CO'(!Rd) is a determining class on !Rd.

4.26 Lemma. Suppose that for every f E CO'(!Rd), the Cauchy problem

au
- = duo in (0 00) x !Rdat ' , ,

(4.32) u(O, .) = f; in !Rd,

has a solution uJEC([O, 00) x !Rd)nC1•2 ((0,00) x !Rd) which is bounded on
each strip of the form [0, T] x !Rd. Then, if px and p x are any two solutions of
the time-homogeneous martingale problem with initial condition x E !Rd, their
one-dimensional marginal distributions agree; i.e., for every°~ t < 00:

(4.33)

PROOF. For a fixed finite T> 0, the function g(t, x) ~ uJ(T - t, x);°~ t ~ T,
X E!Rd is of class Cb([O, T] x !Rd) n C1.2((O, T) x !Rd) and satisfies

agat + d g = 0; in (0, T) x !Rd,

g(T, .) = f; in !Rd.

Under either px or px, the coordinate mapping process XI = y(t) on CEO, oo)d
is a solution to the stochastic integral equation (4.20) (with respect to some



326 5. Stochastic Differential Equations

Brownian motion, on some possibly extended probability space; see Proposi
tion 4.11). According to Proposition 4.2, the process {g(t, y(t», Pi,; °~ t ~ T}
is a local martingale under both p x and P\ being bounded and continuous,
the process is in fact a martingale. Therefore,

Pf(y(T» = Pg(T,y(T» = g(O, x) = £Xg(T,y(T» = £Xf(y(T».

Since f can be any function in the determining class CO'(!Rd), we conclude that
(4.33) holds. D

We are witnessing here a remarkable duality: the existence of a solution
to the Cauchy problem (4.31), (4.32) implies the uniqueness, at least for one
dimensional marginal distributions, of solutions to the martingale problem.
In order to proceed beyond the uniqueness of the one-dimensional marginals
to that of all finite-dimensional distributions, we utilize the Markov-like
property obtained in Lemma 4.19. (We cannot, of course, use the Markov
property contained in Theorem 4.20, since uniqueness is assumed in that
result.)

4.27 Proposition. Suppose that for every x E !Rd, any two solutions p x and px of
the time-homogeneous martingale problem with initial condition x have the same
one-dimensional marginal distributions; i.e., (4.33) holds. Then, for every x E !Rd,

the solution to the time-homogeneous martingale problem with initial condition
x is unique.

PROOF. Since a measure on C [0, oo)d is determined by its finite-dimensional
distributions, it suffices to fix °~ t 1 < t2 < ... < tn < 00 and show that p x

and px agree on ':9'(t1'" ., tn) g a(y(t d, ... ,y(tn». We proceed by induction on
n. We have assumed the truth of this assertion for n = 1. Suppose now that p x

and px agree on ':9'(t 1" .. , tn- 1), and let Qy be a regular conditional probability
for .?4(C[O,oo)d) given ':9'(t 1,00.,tn_1), corresponding to PX. According to
Lemma 4.19, there exists a PX-null set NE':9'(t 1, ... ,tn_1) such that for yiN,
the measure Py g Qy 0 ((~, solves the time-homogeneous martingale problem
with initial condition y(tn-1)' Likewise, there is a regular conditional prob
ability Qy corresponding to px and a pX-null set iV E ':9'(t1"'" tn- 1), such that
Py g Qy 0 W~ solves this martingale problem whenever y ¢ iV. For y not in the
null (under

n

both P\ PX) set N u iV, we know that Py and Py have the same
one-dimensional marginals. Thus, with A E.?4(!Rd(n-1) and BE Pi(!Rd), we have

PX[(y(t 1)" .. , y(tn- 1» E A, y(tn)E B]

= E
X[I{(y(I,) y(rn_'))EA}Py{WEQ; w(tn - tn- 1)EB}]

= P[I{(y(r,) y(rn_'))EA}Py{w EQ; w(tn - tn-d E B}]

= £X[I{(y(r,) Y(rn_,))EA}PY{wEQ; w(tn - tn-dEB}]

= PX[(y(t 1),··· ,y(tn-d)E A, y(tn)EB],
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where we have used not only the equality of Py{WEQ; wet. - t._1)EB} and
Py{WEQ; wet. - t._1)EB}, but also their ~(tl, ... ,t._l)-measurability. It is
now clear that p x and px agree on ~(t1"'" t.). 0

We can now put the various results together.

4.28 Theorem (Stroock & Varadhan (1969». Suppose that the coefficients
b(x) and <rex) in Definition 4.15 are such that, for every f E CO'(jRd), the Cauchy
problem (4.31), (4.32) has a solution UfE C([O, 00) X jRd) n C1,2«O, 00) x jRd)

which is bounded on each strip of the form [0, T] x jRd. Then, for every x E jRd,
there exists at most one solution to the time-homogeneous martingale problem.

4.29 Corollary. Let the coefficients b(x), a(x) be bounded and continuous and
satisfy the assumptions of Theorem 4.28. Then the time-homogeneous martingale
problem is well posed.

4.30 Remark. A sufficient condition for the solvability of the Cauchy problem
(4.31), (4.32) in the way required by Theorem 4.28 is that the coefficients b;(x),
aik(x); 1 :5: j, k :5: d be bounded and Holder-continuous on jRd, and the matrix
a(x) be uniformly positive definite; i.e.,

d d

(4.34) L L aik(xKek ;;::: Aile 11
2 ; If x, eE jRd and some A> 0.

i~l k~l

We refer to Friedman (1964), Chapter 1, and Friedman (1975), §6.4, §6.5, or
Stroock & Varadhan (1979), Theorem 3.2.1, for such results; see also Remark
7.8 later in this chapter.

4.31 Remark. Ifaik E C
2(jRd) for 1 :5: i, k :5: d, then a(x) has a locally Lipschitz

continuous square root, i.e., a (d x d)-matrix-valued function O'(x) =
{O'ij(x)L ~i,j:"d such that aik(x) = L1~1 O'ij(x)O'kix); XE jRd (Friedman (1975),
Theorem 6.1.2). We do not necessarily have a(x) = O'(x) (indeed, one interest
ing case is the one-dimensional problem with a(x) = sgn(x) and O'(x) = 1;
x E /R). If, in addition, bi E C

1(jRd); 1 :5: i :5: d, then according to Theorem 2.5,
Remark 3.3, Proposition 3.20, Corollary 4.9, and Proposition 4.11, for every
x E jRd there exists at most one solution to the time-homogeneous martingale
problem. This result imposes no condition analogous to (4.34) and is thus
especially helpful in the study of degenerate diffusions.

4.32 Refinements. It can be shown that if the coefficients b(x), a(x) are bounded
and Borel-measurable, and the matrix a(x) is uniformly positive definite
on compact subsets of /Rd

, then the time-homogeneous martingale problem
admits a solution. In the cases d = 1 and d = 2, this solution is unique. See
Stroock & Varadhan (1979), Exercises 7.3.2-7.3.4, and Krylov (1969), (1974).
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4.33 Exercise. Assume that the coefficients bi: jRd -+ jR, (1i/ jRd -+ jR; 1 ~ i ~ d,
1 ~ j ~ r are measurable and bounded on compact subsets of jRd, and let d
be the associated operator (1.2). Let X = {X"~ 3";; 0 ~ t < oo} be a continuous
process on some probability space (n, 3", P) and assume that {3";} satisfies
the usual conditions. With f E C2(jRd) and a. E jR, introduce the processes

M, ~ f(Xt) - f(Xo) - t df(Xs)ds, 3";; 0 ~ t < 00,

A, ~ e-atf(Xt) - f(Xo) + t e-as(a.f(X.) - df(Xs»ds, 3";; 0 ~ t < 00,

and show ME ..Hc,loc ¢>AE ..Hc,loc. Iff is bounded away from zero on compact
sets and

N, ~ f(X,)exp { - t~r-;) dS} - f(Xo), 3";; 0 ~ t < 00,

then these two conditions are also equivalent to: N E ..Hc,loc. (Hint: Recall from
Problem 3.3.12 that if ME ..Hc,loc and C is a continuous process of bounded
variation, then C,M, - J~ MsdCs = J~ CsdMs is in ..Hc,loc.)

4.34 Exercise. Let (X, W), (n, 3", P), {3";} be a weak solution to the functional
stochastic differential equation (3.15), where condition (A.1)' of Problem 4.13
holds. For any continuous function f: [0,00) X jRd -> jR of class C 1,2([0, 00) X
jRd) and any progressively measurable, locally integrable process {kt ,3"t;

°~ t < oo}, show that ft (af )
At ~ f(t, Xt)e-J~kudU - f(O, Xo) - 0 as + d;f - ksf e-J~kudUds, 3";;

O~t<oo

is in ..Hc,loc. If, furthermore, f and its indicated derivatives are bounded and
k is bounded from below, then A is a martingale.

4.35 Exercise. Let the coefficients b, (1 be bounded on compact subsets of jRd,
and assume that for each x E jRd, the time-homogeneous martingale problem
of Definition 4.15 has a solution p x satisfying (4.22). Suppose that there exists
a function f: jRd -+ [0,00) of class C2(jRd) such that

df(x) + .If(x) ~ C, If x E jRd

holds for some A. > 0, C ~ 0. Then

C
Wf(y(t» ~ f(x)e-;'t +;:0 - e-;"); 0 ~ t < 00, XE jRd.
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This section presents the definitive results of Engelbert and Schmidt con
cerning weak solutions of the one-dimensional, time-homogeneous stochastic
differential equation

(5.1)

with Borel-measurable coefficients b: IR -+ IR and a: IR -+ IR. These authors
provide simple necessary and sufficient conditions for existence and unique
ness when b == 0, and sharp sufficient conditions in the case of general drift
coefficients. The principal tools required for this analysis are local time, the
generalized Ito rule, the Engelbert-Schmidt zero-one law (see Subsection 3.6.E),
and the notion of time-change.
Solutions of equation (5.1) may not exist globally, but rather only up to
an "explosion time" S; see, for example, Remark 2.8. We formalize the idea of
explosion.

5.1 Definition. A weak solution up to an explosion time of equation (5.1) is a
triple (X, W), (O,ff,P), {~}, where

(i) (0, ff, P) is a probability space, and {~} is a filtration of sub-a-fields of
ff satisfying the usual conditions,

(ii) X = {Xl' ~; 0 ~ t < oo} is a continuous, adapted, IR u {±00}-valued
process with IXol < 00 a.s., and {~,~; 0 ~ t < oo} is a standard, one
dimensional Brownian motion,

(iii) with

(5.2)

we have

(5.3) p[{ASn {lb(Xs)1 + a2(Xs )} ds < 00 ] = 1; \7'0 ~ t < 00

and
(iv)

(5.4) p[X IASn = Xo + { b(Xs)l{s~Sn} ds

+ { O'(Xs)l{s~Sn}d~; \7'0 ~ t < 00]= 1

valid for every n ~ 1.
We refer to

(5.5)
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as the explosion time for X. The assumption of continuity of X in the
extended real numbers implies that

(5.6) S = inf{t ~ 0: Xt¢lR} and Xs = ±oo a.s. on {S < oo}.

We stipulate that X t = X s ; S ~ t < 00.

(5.7)

The assumption of finiteness of Xo gives P[S > 0] = 1. We do not assume
that limt_ oo X t exists on {S = oo}, so X s may not be defined on this event. If
P[S = 00] = 1, then Definition 5.1 reduces to Definition 3.1 for a weak
solution to (5.1).
We begin with a discussion of the time-change which will be employed in

both the existence and uniqueness proofs.

A. The Method of Time-Change

Suppose we have defined on a probability space a standard, one-dimensional
Brownian motion B = {Bs' fFs

B
; °~ S < oo} and an independent random

variable ewith distribution J.I.. Let {C;§s} be a filtration satisfying the usual
conditions, relative to which B is still a Brownian motion, and such that
e is C;§o-measurable (a filtration with these properties was constructed for
Definition 2.1). We introduce

f
S+ du

T. ~ 0 (j2(e + B
u
); °~ s < 00,

a nondecreasing, extended real-valued process which is continuous in the
topology of [0,00] except for a possible jump to infinity at a finite time s.
From Problem 3.6.30 we have

(5.8) Too ~ lim T. = 00 a.s.
stoo

We define the "inverse" of T. by

(5.9) At ~ inf{s ~ 0; T. > t}; °~ t < 00 and Aoo ~ lim At.

Whether or not T. reaches infinity in finite time, we have a.s.

(5.10) A o = 0, At < 00; °~ t < 00 and Aoo = inf{s ~ 0: T. = oo}.
Because T. is continuous and strictly increasing on [0, Aoo), At is also continuous
on [0,(0) and strictly increasing on [0, ~oo-). Note, however, that if T. jumps
to infinity (at s = Aoo), then

(5.11)

if not, then ~oo- = ~oo = 00, and (5.11) is vacuously valid. The identities

(5.12)
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(5.13) AT. = s; O:s s < A ex"

hold almost surely. From these considerations we deduce that

(5.14) T" = inf{t ~ 0; AI> s}; O:s s < 00, a.s.

In other words, AI and T" are related as in Problem 3.4.5.
Let us consider now the closed set

(5.15)

and define

(5.16)

I(a) = {x E IR; II 2 dy = 00, V/;> o},
_I a (x + y)

R ~ inf{s ~ 0; ¢ + BsEI(a)}.

(5.17)

5.2 Lemma. We have R = A ex" a.s. In particular,

fR+ du
o a 2 (¢ + BJ = 00, a.s.

PROOF. Define a sequence of stopping times

R n ~ inf{s ~ 0; p(¢ + Bs' I(a)):s ~}; n ~ 1,

where

(5.18) p(x,I(a)) ~ inf{lx - YI; YEI(a)}.

Because I(a) is closed, we have Iimn_ oo R n = R, a.s. (recall Solution 1.2.7). For
n ~ 1, set

!
a(x); p(x,I(a)) ~~,

an(x) =
1

1; p(x,I(a))<-.
n

We have SK a;2(x) dx < 00 for each compact set K c IR, and the Engelbert
Schmidt zero-one law (Proposition 3.6.27 (iii) => Problem 3.6.29 (v)) gives a.s.

f
Rnl\S du fRnl\S du fS du

2 = 2 < 2 < 00; 0 < S < 00.
o a (¢ + BJ 0 an (¢ + BJ - 0 an (¢ + BJ -

For P-a.e.WEn and s chosen to satisfy s < R(w), we can let n --+ 00 to conclude

J: -a~2(c::-¢(,,--w--,-)d_:-B"--:(W---:-:-)) < 00.

It follows that T" < 00 on {s < R}, and thus A oo ~ R a.s. (see (5.10)).
For the reverse inequality, observe first that I(a) = 0 implies R = 00,

and in this case there is nothing to prove. If I(a) -# 0 then R < 00 a.s. and
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I
R+S du IS du

2 > 2 'o U (~ + BJ - 0 u (~ + BR + ~)

where ~ ~ BR +u - BR is a standard Brownian motion, independent of BR

(Theorem 2.6.16). Because ~ + BR E 1(u), Lemma 3.6.26 shows that the latter
integral is infinite. It follows that TR = 00, so from (5.10), A", ::; R a.s. 0

We take up first the stochastic differential equation (5.1) when the drift is
identically zero. One important feature of the resulting equation

(5.19)

is that solutions cannot explode. We leave the verification of this claim to the
reader.

5.3 Problem. Suppose (X, W), (O,ff,P), {~} is a weak solution of
equation (5.19) up to an explosion time S. Show that S = 00, a.s. (Hint: Recall
Problem 3.4.11.)

We also need to introduce the set

(5.20) 2(0") = {XE IR; u(x) = O}.

The fundamental existence result for the stochastic differential equation (5.19)
is the following.

5.4 Theorem (Engelbert & Schmidt (1984». Equation (5.19) has a non
exploding weak solution for every initial distribution ji. if and only if

(E)

i.e., if
1(u) ~ 2(u);

f
< dy
2( = 00, VE > 0 = u(x) = O.

_< U X + y)

5.5 Remark. Every continuous function u satisfies (E), but so do many dis
continuous functions, e.g., u(x) = sgn(x). The function O"(x) = l{o}(x) does not
satisfy (E).

PROOF OF THEOREM 5.4. Let us assume first that (E) holds and let {~ + B., ~s;

o::; s < oo} be a Brownian motion with initial distribution ji., as described at
the beginning of this subsection. Using the notation of (5.7)-(5.16), we can
verify from Problem 3.4.5 (v) that each A, is a stopping time for {~s}. We set

(5.21) Mt = BAt' X, = ~ + M" ~ = ~At; 0::; t < 00.

Because A is continuous, {~} inherits the usual conditions from {~s} (cf.
Problem 1.2.23). From the optional sampling theorem (Problem 1.3.23 (i» and
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the identity At /\ T
s
= At /\ s (Problem 3.4.5 (ii), (v», we havefor 0 ~ t 1 ~ t2 < 00

and n ?: 1:

E[M, /\T I~ J= E[BA /\"I~ J= BA /\" = Mt,/\T' a.s.2 n I t 2 tit I n

Since lim"_oo T" = 00 a.s., we conclude that ME vl[<,loc. Furthermore,
Mt

2/\ T - At /\ T = B;/\" - (At /\ n) is in vile for each n ?: 1, so
" " I

(5.22) <M), = At; 0 ~ t < 00, a.s.

As the next step, we show that the process of (5.9) is given by

(5.23) At =I 0-2(Xv)dv; 0 ~ t < 00, a.s.

Toward this end, fix WE {R = Aoo }. For s < Aoo(w), (5.7) and (5.10) show that
the function u 1---+ T,,(w) restricted to u E [0, sJ is absolutely continuous. The
change of variable v = T,,(w) is equivalent to Av(w) = u (see (5.12), (5.13)) and
leads to the formula

(5.24) At(w) = foAI(W) 0-2(e(w) + Bu(w))dT,,(w) = I 0-2(Xv(w))dv,

valid as long as At(w) < Aoo(w), i.e., t < r(w), where

(5.25) r g, ~.,_ = inf{u ?: 0; Au = Aoo }.

If r(w) = 00, we are done. If not, letting t i r(w) in (5.24) and using the
continuity ofA(w), we obtain (5.23) for 0 ~ t ~ r(w). On the interval [r(w), 00J,
A,(w) == At(w)(w) = Aoo(w) = R(w). If R(w) < 00, then

Xt(W)(w) = e(w) + BR(w)(w) E /(0-) ~ Z(o-),

and so

o-(X,(w)) = o-(Xt(W)(w)) = 0; r(w) ~ t < 00.

Thus, for t ?: r(w), equation (5.23) holds with both sides equal to At(w)(w).
From (5.22), (5.23), and the finiteness of A, (see (5.10)), we conclude that

<M) is a.s. absolutely continuous. Theorem 3.4.2 asserts the existence of
a Brownian motion W= {lY" fJ;; 0 ~ t < oo} and a measurable, adapted
process P = {Pt, fJ;; 0 ~ t < oo} on a possibly extended probability space
(O,~,P), such that

Mt =I Pv dlY", <M), =I P; dv; 0 ~ t < 00, Pa.s.

In particular,

P[p,2 = 0-2(Xt) for Lebesgue a.e. t ?: OJ = 1.
We may set
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observe that W is itself a Brownian motion (Theorem 3.3.16); and write

X, = ~ + M, = ~ + IO"(Xv)dWv; 0 ~ t < 00, P-a.s.

Thus, (X, W) is a weak solution to (5.19) with initial distribution J.l.
To prove the necessity of (E), we suppose that for every x E IR, (5.19) has

a nonexploding weak solution (X, W) with Xo = x a.s. Here W = {W;, §;;
o~ t < (f)} is a Brownian motion with Wo = 0 a.s. Then

(5.26)

is in vile. Joe and

(5.27) <M), =I 0"2(Xv)dv < 00; 0 ~ t < 00, a.s.

According to Problem 3.4.7, there is a Brownian motion B = {Bs' 'i9's; 0 ~
s < (f)} on a possibly extended probability space, such that

(5.28)

Let T. = inf{t ~ 0; <M). > s}. Then s /\ <M)oo = <M)TJProblem 3.4.5 (ii)),
so using the change of variable u = <M)v (ibid. (vi)) and the fact that d<M)
assigns zero measure to the set {v ~ 0; 0"2(XJ = O}, we may write

f
S/\<M>oo du f<M>TS du fTs d<M)v

(5.29) - - --
o 0"2(XO + Bu ) - 0 0"2(Xo + B.) - 0 0"2 (Xv)

fTS d<M)v
= 0 1{a2(X,»oj 0"2(X

v
)

= LTs 1{a2(X,»oj dv ~ T..

Let us choose the initial condition Xo = x in Z(O")'. Then O"(x) # 0, so a
solution to (5.19) with such an initial condition cannot be almost surely
constant. MoreoverP[<M)oo > 0] > 0, and thus for sufficiently small positive
s, P[T. < 00, <M)oo > 0] > O. Now apply Lemma 3.6.26 with

T(w) ~ {s /\ <M)oo(w); if T.(w) < 00, <M)oo(w) > 0,
s; otherwise.

We conclude from this lemma and (5.29) that x E 1(0")'. It follows that
1(0") s; Z(O"). D

5.6 Remark. The solution (5.21) constructed in the proof of Theorem 5.4 is
nonconstant up until the time

(5.30) r §, inf{t ~ 0; X,E/(O")}.

(This definition agrees with (5.25).) In particular, if Xo = x E 1(0")', then X is
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not identically constant. On the other hand, if XEZ(O'), then Y, == x also
solves (5.19). Thus there can be no uniqueness in the sense of probability law if
Z(O') is strictly larger than 1(0'). This is the case in the Girsanov Example 2.15;
if O'(x) = Ixla and 0 < IX < (1/2), then 1(0') = 0 and Z(O') = {O}.
Engelbert & Schmidt (1985) show that if 0': IR -+ IR is any Borel-measurable

function satisfying 1(0') = 0, then all solutions of (5.19) can be obtained from
the one constructed in Theorem 5.4 by "delaying" it when it is in Z(O'). An
identically constant solution corresponds to infinite delay, but other, less
drastic, delays are also possible.

5.7 Theorem. (Engelbert & Schmidt (1984». For every initial distribution jJ.,

the stochastic differential equation (5.19) has a solution which is unique in the
sense of probability law if and only if

(E + U) 1(0') = Z(O').

PROOF. The inclusion 1(0') s; Z(O'), i.e., condition (E), is necessary for existence
(Theorem 5.4); in the presence of (E), the reverse inclusion is necessary
for uniqueness (Remark 5.6). Condition (E) is also sufficient for existence
(Theorem 5.4), so it remains only to show that the equality 1(0') = Z(O') is
sufficient for uniqueness. We shall show, in fact, that the inclusion 1(0') :2 Z(O')
is sufficient for uniqueness.
Assume I(O'):2Z(O') and let (X,W), (n,.?,p), {§;} be a weak solution

of (5.19) with initial distribution jJ.. We define M as in (5.26) and obtain
(5.27)-(5.29), where B is a standard Brownian motion. We also introduce r
via (5.30). By assumption,

(5.31) 0'2(Xt ) > 0; 0:5: t < r, a.s.,

so <M) is strictly increasing on [0, r]. In particular,

(5.32) R ~ inf{s ;::: 0; X o + Bs E 1(0')} = <M)" a.s.

We set

(5.33) T. ~ inf{t ;::: 0; <M)t > s},

so Tis nondecreasing, right-continuous, and

(5.34)

We claim that

(5.35) fS 2 du =T.; O:5:s«M)oo,a.s.
o 0' (Xo + B.)

In light of (5.29), (5.31), to verify this claim it suffices to show

(5.36) R ;::: <M)oo' a.s.

Indeed, on the set {R < <M)oo} we have by the definition (5.33) that TR < 00;
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(5.37)

(5.38)

letting s! R in (5.29), we obtain then

fR+ du
2 ~ TR < 00 on {R < <M)oo}'

o er (Xo + BJ

Comparing this with (5.17), we see that PER < <M)oo] = 0, and (5.35) is
established.
We next argue that

f5+ du
T. = 2 ; 0 ~ S < 00, a.s.

o er (Xo + BJ

For s < <M)oo' we have T. < 00 and so (5.37) follows immediately from (5.35).
For s = <M)oo = R, it is clear from (5.33) that T. = 00, and (5.37) follows from
(5.17). It is then apparent that (5.37) also holds for s ~ <M)oo with both sides
equal to infinity.
Comparing (5.37) and (5.7), we conclude that the discussion preceding
Lemma 5.2 can be brought to bear. The process A defined in (5.9) coincides
then with <M), which is thus seen to be continuous and real-valued and to
satisfy

<M)t = inf{S ~ 0; f5+ 2 du > t}; 0 ~ t< 00.
o er (Xo + BJ

We now prove uniqueness in the sense of probability law by showing that
the distribution induced by the solution process X on the canonical space
(C[O,oo),9.6'(C[O, (0))) is completely determined by the distribution Jl of X o.
The distribution induced on this space by the process Xo + B is completely
determined by Jl because B is a standard Brownian motion independent ofXo
(Remark 3.4.10). For WEC[O, (0), define <P.(w) to be the right-continuous
process

{ f5+ du }
<Pt(w) ~ inf S~ 0; 2 > t ; 0 ~ t < 00

o er (w(u))

with values in [0,00]. Because of its right-continuity, <P is 9.6'([0,00)) (8)
~(C[O, oo))-measurable (Remark 1.1.14). Let 1t: [0, (0) x CEO, (0) -+ IR be the
measurable projection mapping 1tt(w) = w(t). Consider the ~([O, (0)) (8)
~(C[O, 00))-measurable process I/Jr(W) g, w(O) + 1tq>r(W)(w). We have

(5.39) X t = Xo + B<M\ = I/Jr(Xo + Bj, 0 ~ t < 00,

and so the law of X is completely determined by that of Xo + B.. 0

5.8 Remark. It is apparent from the proof of Theorem 5.7 that under the
assumption I(er) ;2 Z(er), any solution to (5.19) remains constant after arriving
in [(er). See, in particular, the representation (5.39) and recall that <M)t is
constant for r ~ t < 00.
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Using local time for continuous semimartingales, it is possible to give a
simple but powerful sufficient condition for pathwise uniqueness of the solution
to equation (5.19).

5.9 Theorem. Suppose that there exist functions f: IR --+ [0, (0) and h: [0, (0) --+

[0, (0) such that:

(i) at every x E I(u)', the quotient (I/U)2 is locally integrable; i.e., there exists
e > 0 (depending on x) such that

fx+' (f(y))2
-- dy < 00;

x-, u(y)

(ii) the function h is strictly increasing and satisfies h(O) = 0 and (2.25);
(iii) there exists a constant a > 0 such that

lu(x + y) - u(x)1 ~ f(x)h(lyl); Vx E IR, y E [ - a, a].

Then pathwise uniqueness holds for the equation (5.19).

PROOF. Observe first of all that if u(x) = 0, then (ii) and (iii) imply that

f' d I'2( Y ) ~ 2f-2(x) h- 2(y)dy = 00, "Ie> O.
_, u x + Y 0

Thus, Z(u) ~ I(u).
Suppose now that Xlil = {X(i l w;. 0 < t < oo}' i = 1 2 are solutions tot ,J"" _ , "

(5.19) relative to the same Brownian motion W = {Jt;,~; 0 ~ t < oo} on
some probability space (n,~,P), with P[Xbll = Xb2l] = 1. Defining r(i) =
inf{ t ~ 0; X:il E I(u)}, we recall from Remark 5.8 that X:il = X:~ «0; 0 ~ t < 00,
a.s., so it suffices to prove that

(5.40)

We set ~t = X:2l - Xp l. For each integer k ~ (l/a), there exists ek > 0
for which J;~k h- 2(y)dy = k. Using the continuity of the local time for ~
(Remark 3.7.8), (3.7.3), and assumption (iii), we may write for every random
time r:

1 fl/k
(5.41) A~(O) = lim k h-2(x)A~(x)dx

k-+oo £k

= lim -k
1 It h-2(~.)1[, •. (I/k)](~.)(U(X~2») - (1(X~ll))2 ds

k-oo 0

-1'- 1 I<f2( (Il)d~ 1m -k X. s, a.s. P.
k-oo 0

Now M t g, XPl - Xbll is in vIIe,I0c, and so M admits the representation
M t = B(M)" where B is a Brownian motion (Problem 3.4.7). Furthermore,
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and 0-2(X~1») > 0 for 0 ~ v < ,(1), so a change of variable results in the relation

We take

'n ~ inf{t ~ 0; p(X,(l), 1(0-)) ~ ~},

!:l . { I}Rn= <M)tn = mf s ~ 0; p(Xo + Bs ' 1(0-)) ~;; ,

where p is given by (5.18). We alter f and 0- near 1(0-) by setting

. 1
If p(x, 1(0-)) < -,

n

. 1
fn(x) = f(x), o-n(x) = o-(x); If p(x,1(0-)) ~-,

n

so f"z0-;;2 is locally integrable at every point in lIt From the implication
(iii) => (v) in Proposition 3.6.27 and Problem 3.6.29, it follows that

InF(X~l»)dv = foRn F(X&l) + BJo-- 2(X&1) + BJdu

J
Rn

= 0 f"z(X&l) + BJO-n- 2(X&1) + Bu)du < 00, a.s.

From (5.41) we see now that A~ (0) = 0; n ~ 1, a.s. Since 'n i ,(l) as n -. 00, we
conclude from the continuity ~f N(O) that A~I)(O) = 0, a.s. P. Remark 3.7.8
shows that E IX~~\{1) - X,(~\jI)l = 0; 0 ~ t < 00, and (5.40) follows. D

We recall from Corollary 3.23 that the existence of a weak solution and
pathwise uniqueness imply strong existence. This leads to the following result.

5.10 Corollary. Under condition (E) of Theorem 5.4 and conditions (i)-(iii) of
Theorem 5.9, the equation (5.19) possesses a unique strong solution for every
initial distribution f..I..

5.11 Remark. If the functionfis locally bounded, condition (i) ofTheorem 5.9
follows directly from the definition of 1(0-). We may take h(y) = y«; r:x ~ (1/2),
and (iii) becomes the condition that 0- be locally Holder-continuous with
exponent at least (1/2); see Examples 2.14 and 2.15.
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B. The Method of Removal of Drift
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It is time to return to the stochastic differential equation (5.1), in which a drift
term appears. We transform this equation so as to remove the drift and thereby
reduce it to the case already studied. This reduction requires assumptions of
nondegeneracy and local integrability:

(ND)

(LI)

(}2(X) > 0; VX E IR,

fX+E Ib(y)1 dy
Vx E IR, 3 e > 0 such that 2 < 00.

X-E (} (y)

Under these assumptions, we fix a number c E IR and define the scale function

(5.42) fx { f~ b(() d'}p(x)g exp -2 -2- d~; xEIR.
c c (} (()

(5.43)

(5.44)

The function p has a continuous, strictly positive derivative, and p" exists
almost everywhere and satisfies

"( ) 2b(x),( )
p x = - (}2(X) P x.

Henceforth, whenever we write p", we shall mean the (locally integrable)
function defined by (5.43) on the entire of IR; this definition is possible because
of (ND).
The function p maps IR onto (p( -00), p(00» and has a continuously differ

entiable inverse q: (p( -00), p(00» -+ IR. This latter function has derivative
q'(y) = (l/p'(q(y))), which is actually absolutely continuous, with

"( ) = _ p"(q(y» ( '( »2
q y p'(q(y» q y

2b(q(y» 1 .
(}2(q(y» (p'(q(y»f; a.e. III (p( -oo),p(oo».

We extend p to [-00,00] and q to [p( -oo),p(oo)] so that the resulting
functions are continuous in the topology on the extended real number system.

5.12 Problem. Although not explicitly indicated by the notation, p(x) defined
by (5.42) depends on the number c E IR. Let us for the moment display this
dependence by writing pAx). Show that

(5.45) Pa(x) = Pa(c) + p~(c)Pc(x).

In particular, the finiteness (or nonfiniteness) of Pc(±oo) does not depend on
the choice of c.

5.13 Proposition. Assume (ND) and (LI). A process X = {X" .?;; 0 ~ t < oo}
is a weak (or strong) solution of equation (5.1) if and only if the process
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(5.48)

(5.47)

Y = {Y, £ p(Xt ), ~; 0 :::;; t < oo} is a weak (or strong) solution of

(5.46) Y, = Yo +I 0'( 1";;) dJ¥.; 0:::;; t < 00,

where

p( -(0) < Yo < p(oo) a.s.,

O'(y) = {p'(q(y))a(q(y)); p( -(0). < y < p(oo),
0; otherwIse.

The process X may explode in finite time, but the process Y does not.

PROOF. Let X satisfy (5.1) up to the explosion time S, define Y, = p(Xt ), and
recall Sn from (5.2); we obtain from the generalized Ito rule (Problem 3.7.3)
and (5.43):

(5.49) Y,ASn= p(Xo) + IAS
n

O'(1";;)dJ¥.; 0:::;; t < 00, n ~ 1.

Because X is a continuous, extended-real-valued process defined for all 0 :::;;
t < 00 (Definition 5.1) and p: [ -00,00] --+ [p( -(0), p( (0)] is continuous, Y is
also continuous for all 0 :::;; t < 00. Hence, as n --+ 00, the left-hand side of
(5.49) converges to Y, A S, and the right-hand side must also have a limit. In
light of Problem 3.4.11, this means that J~AS O' 2 ( 1";;) ds < 00; 0 :::;; t < 00, a.s.
Because X., and hence 1";;, is constant for S :::;; s < 00, we must in fact have
J~O'2(1";;)ds < 00; 0:::;; t < 00, a.s. It follows that J~O'(1";;)dJ¥. is defined for all
0:::;; t < 00 and is a continuous process. From (5.49) we see that (5.46) holds
for 0:::;; t < S. This equality must also hold for 0:::;; t :::;; S on the set {S < oo},
because of continuity. The integrand 0'(1";;) vanishes for S :::;; s < 00, and so
(5.46) in fact holds for all 0 :::;; t < 00. The solution of this equation cannot
explode in finite time; see Problem 5.3.
For the converse, let us begin with a process Y satisfying (5.46), (5.47) which

takes values in [p( -oo),p(oo)]. We can always arrange for Y to be constant
after reaching one of the endpoints of this interval, because the integrand in
(5.46) vanishes when 1";;~(p( -oo),p(oo)). Define Xl £ q(Y,); 0:::;; t < 00, and let
Sn be given by (5.2). Then the generalized Ito rule of Problem 3.7.3 gives, in
conjunction with the properties of the function q (in particular, (5.44)) and
(5.48),

X IASn = X o + flASn q'(1";;)d1";; + ~ f'ASn q"(1";;)d(Y)s
o 2 0

f

lASn 1 flASn b(X) 1
= X o + 0 p'(Xs)O'(1";;)dJ¥. + 0 a2(;s) (p'(Xs))2

O'2
(1";;)ds

= X o + IAS
n

b(Xs)ds + IASn a(Xs)dJ¥.; 0:::;; t < 00

almost surely, for every n ~ 1. o
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(5.50)

5.14 Exercise. Show by example that if (LI) holds but (NO) fails, then (5.46)
can have a solution Y which is not of the form p(X), for some solution X of
(5.1).

5.15 Theorem. Assume that a- 2 is locally integrable at every point in ~, and
conditions (NO) and (LI) hold. Then for every initial distribution !J., the equation
(5.1) has a weak solution up to an explosion time, and this solution is unique in
the sense of probability law.

PROOF. Let?i be defined by (5.48). According to Theorem 5.7 and Proposition
5.13, it suffices to prove that l(?i) = Z(?i). Now Z(?i) = (p( -oo),p( +00»", and
l(?i) contains this set. We must show that ?i- 2 is locally integrable at every
point Yo E(p( -00), p(00». At such a point, choose e > 0 so that

p( -00) < Yo - e < Yo + e < p( (0),

and write

f
YO + E dy Iq(yo+El dx

yo-E ?i 2 (y) = q(Yo-E) p'(x)a2 (x)'

The second integral is finite, because p' is bounded away from zero on finite
intervals and a- 2 is locally integrable. 0

5.16 Corollary. Assume that a- 2 is locally integrable at every point in ~, and
that conditions (NO), (LI), and

Ib(x) - b(y)1 ~ Klx - yl; (X,Y)E~2

la(x) - a(y)1 ~ h(lx - yl); (X,Y)E~2

hold, where K is a positive constant and h: [0,00) -+ [0,00) is a strictly increasing
function for which h(O) = 0 and (2.25) hold. Then, for every initial condition
~ independent of the driving Brownian motion W = {Jot;,.?;; 0 ~ t < oo}, the
equation (5.1) has a unique strong solution (possibly up to an explosion time).

PROOF. Weak existence (Theorem 5.15) and pathwise uniqueness (Proposition
2.13 and Remark 3.3) imply strong existence (Corollary 3.23). These results
can easily be localized to deal with the case of possible explosion of the
~~oo. 0

5.17 Proposition. Assume that b: ~ -+ ~ is bounded and a: ~ -+ ~ is Lipschitz
continuous with a 2 bounded away from zero on every compact subset of ~.

Then, for every initial condition ~ independent of the driving Brownian motion
W = {Jot;, .?;; 0 ~ t < oo}, equation (5.1) has a nonexploding, unique strong
solution.

PROOF. We show first that the boundedness of b prevents the explosion of any
solution X to (5.1). We fix t E(0,00) and let n -+ 00 in (5.4); the Lebesgue integral
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Sh b(Xs)1is,; Sn} ds converges to Sh" S b(Xs)ds, a finite expression because b
is bounded. On the other hand, the stochastic integral Sh /T(X.) l{s';Sn} dl¥.
converges to Shl\s /T(Xs)dl¥. on the event A ~ {Jhl\s /T2(Xs)ds < oo}, and does
not have a limit on AC

; cf. Problem 3.4.11. It develops that the limit of the
right-hand side of (5.4) exists and is finite a.s. on A, and does not exist on AC

•

On the left-hand side of (5.4) we have limn_ oo X, 1\ S = X, 1\ s' which is defined
a.s. and is equal to ±oo on {S < t}. It follows th~t PES < t] = °holds for
every t > 0, so PES = 00] = 1.
We turn now to the questions of existence of a weak solution, and of

pathwise uniqueness, for equation (5.1). The assumptions on band /T imply
(ND), (LI), and the local integrability of /T-2, so weak existence follows from
Theorem 5.15. According to Proposition 5.13, the pathwise uniqueness of (5.1)
is equivalent to that of (5.46). Because p" ~ -(2b//T2)p' is locally bounded,
p' is locally Lipschitz. It follows that O'(y) defined by (5.48) is locally Lipschitz
at every point ye(p( -oo),p(oo». We have shown that any solution X to (5.1)
does not explode, so any solution Y to (5.46), (5.47) must remain in the interval
(p( -00 ),p( 00». Under these conditions, the proofgiven for Theorem 2.5 shows
that pathwise uniqueness holds for (5.46). We appeal to Corollary 3.23 in order
to conclude the argument. 0

Proposition 5.13 raises the interesting issue of determining necessary and
sufficient conditions for explosion of the solution X to (5.1). Since Y given
by (5.46) does not explode, and Y, = p(X,), it is clear that the condition
p( ±oo) = ±oo guarantees that X is also nonexploding; however, this sufficient
condition is unfortunately not necessary (see Remark 5.18). We develop the
necessary and sufficient condition known as Feller's test for explosions in
Theorem 5.29.

5.18 Remark. Consider the case of b(x) = sgn(x), /T(x) == /T > 0. The scale
function p of(5.42) is bounded, and according to Proposition 5.17 the equation
(5.1) has a nonexploding, unique strong solution for any initial distribution.

5.19 Remark. The linear growth condition

Ib(x)1 + 1/T(x)1 ~ K(1 + Ixl); VX e IR

is sufficient for PES = 00] = 1; cf. Problem 3.15.

C. Feller's Test for Explosions

We begin here a systematic discussion of explosions. Rather than working
exclusively with processes taking values on the entire real line, we start with
an interval

I = (t, r); -00 ~ t < r ~ 00
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and assume that the coefficients a: 1 --+ IR, b: 1 --+ IR satisfy

(ND)' VXE1,

vX E 1, 3 e > 0 such that(LI)' fX+E 1 + Ib(y)1
2 dy < 00.

X-E a (y)

We define the scale function p by (5.42), where now the number c must be
in 1. We also introduce the speed measure

(5.51)
2dx

m(dx)~ ; xE1
p'(x)a2 (x)

and the Green's function

(5.52) G (x )
~ (p(x 1\ y) - p(a»(p(b) - p(x v y». [b] 1

a b , Y '
x, YEa, £;.

, p(b) - p(a)

In terms of these two objects, a solution to the equation

(5.53) b(x)M'(x) + ta2 (x)M"(x) = -1; a < x < b,

(5.54) M(a) = M(b) = 0

is given by

(5.55) Ma,b(X) ~rGa,b(X, y)m(dy)

f

x p(x) - p(a) fb
= - a (p(x) - p(y»m(dy) + p(b) _ p(a) a (p(b) - p(y»m(dy).

As was the case with p", the second derivative M;.b exists except possibly on
a set of Lebesgue measure zero; we define M;,b at every point in (a, b) by using
(5.53). Note that Ga,b(', '), and hence Ma,b('), is nonnegative.

5.20 Definition. A weak solution in the interval 1 = (t, r) of equation (5.1) is
a triple (X, W), (Q,ff,P), {g;}, where

(i)' condition (i) of Definition 5,1 holds,
(ii)' X = {X,, g;; 0 ~ t < oo} is a continuous, adapted, [t, r]-valued process
with X oE 1 a,s., and {H-;, g;; 0 ~ t < oo} is a standard, one-dimensional
Brownian motion,

(iii)' with {t'}~=l and {r'}~=l strictly monotone sequences satisfying t < t. <
r. < r, lim._oo t. = t, lim._oo r. = r, and

(5.56) S. ~ inf{t ~ 0: X,¢(t.,r.)}; n ~ 1,

the equations (5.3) and (5.4) hold,

We refer to

(5.57) S = inf{t ~ 0: X,¢(t,r)} = lim S.
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(5.61)

as the exit time from I. The assumption X oE I a.s. guarantees that PES > 0] = 1.
If 1 = -00 and r = +00, Definition 5.20 reduces to Definition 5.1, once we
stipulate that X, = X s; S ~ t < 00.
Let (X, W) be a weak solution in I of equation (5.1) with X o = xE(a,b) s;;; I,

and set

Tn = inf{t ~ 0:I (J2(X.)ds ~ n}; n= 1,2, ... ,
T..,b = inf{t ~ 0; X, !f(a, b)}; 1 < a < b < r.

We may apply the generalized Ito rule (Problem 3.7.3) to Ma,b(X,) and obtain

f
'/\tn/\ Ta.b

Ma,b(X, /\ t n /\ Ta) = Ma,b(X) - (t 1\ Tn 1\ T..,b) + 0 M~,b(XS)(J(Xs) dJv,.

Taking expectations and then letting n~ 00, we see that

(5.58) E(t 1\ T..,b) = Ma,b(X) - EMa,b(X, /\ Ta) ~ Ma,b(X) < 00,

and then letting t ~ 00 we obtain ET..,b ~ Ma,b(X) < 00.
In other words, X exits from every compact subinterval of (I, r) in finite

expected time. Armed with this observation, we may return to (5.58), observe
from (5.54) that lim,_oo EMa,b(X, /\ Ta) = 0, and conclude

(5.59) ET..,b = Ma,b(X); a < x < b.

On the other hand, the generalized Ito rule applied in the same way to p(X,)
gives p(x) = Ep(X, /\ T

a
)' whence

(5.60) p(x) = Ep(XTa ) = p(a)P[XTa .
b

= a] + p(b)P[XTa .
b
= b],

upon letting t ~ 00. The two probabilities in (5.60) add up to one, and thus

p(b) - p(x) p(x) - p(a)
P[XTa .b = a] = p(b) _ p(a) , P[XTa .b = b] = p(b) _ p(a)'

These expressions will help us obtain information about the behavior of X
near the endpoints of the interval (I, r) from the corresponding behavior of
the scale function. Problem 5.12 shows that the expressions on the right-hand
sides of the relations in (5.61) do not depend on the choice ofc in the definition
of p.

5.21 Remark. For Brownian motion Won 1= (-00,00), we have (with c = 0
in (5.42)) p(x) = x, m(dx) = 2dx. For a process Y satisfying

1; = x + IO'(Y,)dJv"

we again have p(x) = x, but m(dx) = (2 dXj0'2(X)). Now Y is a Brownian
motion run "according to a different clock" (Theorem 3.4.6), and the speed
measure simply records how this change of clock affects the expected value of
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exit times:

(5.62) __ - _ fb «x 1\ ji) - a)(b - (x v ji)). 2 dji
ETa,b(X) - b- - -2(-)

ii -a (J Y

345

Once drift is introduced, the formulas become a bit more complicated, but the
idea remains the same. Indeed, suppose that we begin with X satisfying (5.1),
compute the scale function p and speed measure m for X by (5.42) and (5.51),
and adopt the notation x = p(x), ji = p(y), a= p(a), b= p(b); then (5.55), (5.59)
show that ET",b(X) is still given by the right-hand side of (5.62), where now (j

is the dispersion coefficient (5.48) of the process Y, ~ p(X,). We say Y, = p(X,)
is in the natural scale because it satisfies a stochastic differential equation
without drift and thus has the identity as its scale function.

5.22 Proposition. Assume that (ND)', (LI)' hold, and let X be a weak solution
of (5.1) in I, with nonrandom initial condition Xo = x E I. Let p be given by (5.42)
and S by (5.57). We distinguish four cases:

(a) p(t +) = -00, p(r-) = 00. Then

P[S = 00] = p[ sup X, = rJ = p[ inf X, = tJ = 1.
0:::;;1<00 OSI<OO

In particular, the process X is recurrent: for every y E I, we have

P[X, = y; some 0 s; t < 00] = 1.

(b) p(t+) > -00, p(r-) = 00. Then

p[lim X, = tJ = p[ sup X, < rJ = 1.
'ts O$l<S

(c) p(t +) = -00, p(r-) < 00. Then

P [lim X, = rJ = P [ inf X, > tJ = 1.
Its 05;I<S

(d) p(t +) > -00, p(r-) < 00. Then

[ . J [. J p(r-)-p(x)
P lim Xl = t = 1 - P lim Xl = r = )'
'ts Its p(r-)-p(t+

5.23 Remark. In cases (b), (c), and (d), we make no claim concerning the
finiteness of S. Even in case (d), we may have P[S = 00] = 1, as demonstrated
in Remark 5.18.

PROOF OF PROPOSITION 5.22. For case (a), we have from (5.61) for t < a <
x < b < r:

[ . J 1 - (p(x)jp(b))
(5.63) P o~~~s Xl s; a ~ P[XTa . b = a] = 1 _ (p(a)/p(b))'
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Letting b i r, we obtain P[info:s:t<s X t :::; a] = I for every a E I. Now we let a! t
to get P[info:s:t<sXt = t] = 1. A dual argument shows that P[suPo:S:t<sXt =
r] = 1. Suppose now that PES < 00] > 0; then the event {lim,ts Xt exists and
is equal to t or r} has positive probability, and so {suPo:S:t<sXt = r} and
{info:s:t<sXt = t} cannot both have probability one. This contradiction shows
that PES < 00] = O.
For case (b), we first observe that (5.63) still implies P[info:s:t<s X t = t] = 1.

If, however, we recall P[XTa,b = b] = (p(x) - p(a»/(p(b) - p(a» from (5.61)
and let a ! t, we see that

p(x) - p(t +)
P[Xt = b; some 0:::; t < S] = b) ( ) .

p( - p t+

Letting now b i r, we conclude that P[suPo:s;t<sXt = r] = O. We have thus
shown

p[ inf X, = tJ = p[ sup X t < rJ = 1.
O:S;t<S O:s;t<S

It remains only to show that limttsXt = info:s:t<sX" and for this it suffices to
establish that the limit exists, almost surely. With Sn as in (5.56), the process
1';(n) ,@, p(Xt AsJ - p(t +); 0 :::; t < 00 is for each n ~ 1 a nonnegative local
martingale (see (5.49»; letting n --. 00 and using Fatou's lemma, we see that
1'; ,@, p(Xt AS) - p(t +); 0:::; t < 00 is a nonnegative supermartingale. As such,
it converges almost surely as t --. 00 (Problem 1.3.16). Because p: [t, r) --. IR
has a continuous inverse, limr_ oo Xl ASmust exist.
Case (c) is dual to (b), and case (d) is obtained easily, by taking limits in

(5.61). D

5.24 Example. For the Brownian motion Xl = J.1.t + 0' J.v, on I = (- 00, 00 ) with
drift /1 > 0 and variance 0'2 > 0, we have (setting c = 0 in (5.42» that p(x) =
(1 - e-PX )//3 and m(dx) = (2e PX/0'2)dx, where /3 = 2/1/0'2. We are in case (c).
Compare this result with Exercise 3.5.9.

5.25 Example. For the Bessel process with dimension d ~ 2 (Proposition
3.3.21), we have I = (0, (0), b(x) = (d - 1)/2x, and 0'2(X)=1. With c = 1, we
obtain

(i) for d = 2: p(x) = log x, m(dx) = 2xdx (case (a»,
(ii) for d ~ 3: p(x) = (1 - X2- d )/(d - 2), m(dx) = 2X d

-
1 dx (case (c».

Compare these results with Problem 3.3.23.

Proposition 5.17, Remark 5.19, and part (a) of Proposition 5.22 provide
sufficient conditions for nonexplosion of the process X in (5.1), i.e., for
PES = 00] = 1. In our search for conditions which are both necessary and
sufficient, we shall need the following result about an ordinary differential
equation.
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We define, by recursion, the sequence {un}~=O of real-valued functions on [,
by setting Uo == 1 and

(5.64) un(x) = IX p'(y)rUn- 1(z)m(dz) dy; x E [, n ~ 1

where, as before, c is a fixed number in I. In particular we set for x E [:

I
x l' 2dz IX(5.65) v(x)!!c. U1(x) = p'(y) I 2 dy = (p(x) - p(y))m(dy).
c c P (z)a (z) c

5.26 Lemma. Assume that (ND)' and (LI)' hold. The series

(5.66)
00

u(x) = L un(x); X E I
n=O

converges uniformly on compact subsets of I and defines a differentiable function
with absolutely continuous derivative on 1. Furthermore, u is strictly increasing
(decreasing) in the interval (c, r) (respectively, (t, c)) and satisfies

(5.67)

(5.68)

as well as

(5.69)

1a2(x)u"(x) + b(x)u'(x) = u(x); a.e. x E I,

u(c) = 1, u'(c) = 0,

1 + vex) ~ u(x) ~ ev(x); x E I.

PROOF. It is verified easily that the functions {Un}~=l in (5.64) are nonnegative,
are strictly increasing (decreasing) on (c, r) (respectively, (t, c)), and satisfy

(5.70) 1a2(x)U;(x) + b(x)u~(x) = Un- 1(x), a.e. x E [.

We show by induction that

(5.71)
vn(x)

un(x) ~ -,-; n = 0,1,2, ....
n.

Indeed, (5.71) is valid for n = 0; assuming it is true for n = k - 1 and noting
that

(5.72) u~(x) = p'(x) IX Uk- 1(z)m(dz); x E I,

we obtain for c ~ x < r:

rX r' Vk-1(Z) 1 rx
uk(x) ~ lc p'(y) lc (k - 1),m(dz)dY ~ (k - I)! lc p'(y)vk-1(y)m((c,y])dy

1 rx vk(x)
= (k - I)! lc Vk-1(y)dv(y) =~.

A similar inequality holds for t < x ~ c. This proves (5.71), and from (5.72)
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vn - 1 (x)
lu~(x)1 ~ Iv'(x)1 ; n = 1,2, ....

(n - 1)1

It follows that the series in (5.66), as well as L~=o u~(x), converges absolutely
on I, uniformly on compact subsets. Solving (5.70) for u;(x), we see that
L~=l u;(x) also converges absolutely, at each point xEI, to an integrable
function. Term-by-term integration of this sum shows that L~=l u;(x) is
almost everywhere the second derivative of u in (5.66), and that u'(x) =
L~=o u~(x) holds for every x E I. The other claims follow readily. 0

5.27 Problem. Prove the implications

(5.73)

(5.74)

p(r-) = 00 =v(r-) = 00,

p(t'+) = -00 =v(t'+) = 00.

5.28 Problem. In the spirit of Problem 5.12, we could display the dependence
of v(x) on c by writing

(5.75)

Show that for a, c E I:

f
x fY 2dz

ve(x) ~ p;(y) '() 2( ) dy.
cePe Z (J Z

(5.76)

In particular, the finiteness or nonfiniteness of vAr - ), ve(t' +)does not depend
on c.

5.29 Theorem (Feller's (1952) Test for Explosions). Assume that (ND)' and
(LI)' hold, and let (X, W), (0, Ji', P), {.?;} be a weak solution in I = (t', r) of
(5.1) with nonrandom initial condition X o = XEI. Then PES = ooJ = 1 or
PES = ooJ < 1, according to whether

(5.77)

or not.

v(t' +) = v(r - ) = 00

PROOF. Set t n~ inf{t ~ 0: J~ (J2(Xs)ds ~ n} and z~n) ~ u(Xt /\ Sn 1\ tJ According
to the generalized Ito rule (Problem 3.7.3) and relation (5.67), z<n) has the
representation

ftl\Snl\tn f'I\Snl\tn

z~n) = z&n) + 0 u(Xs)ds + 0 u'(Xs)(J(Xs)da:;.

Consequently, M1n) ~,!-II\Snl\tnZ1n) has the representation
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as a nonnegative local martingale. Fatou's lemma shows that any nonnegative
local martingale is a supermartingale, and that this property is also enjoyed
by the process MI ~ lim"~oo M:"l = e-II\Su(XIl\s); o::s; t < 00. Therefore,

(5.78)

exists and is finite, almost surely (Problem 1.3.16).
Let us now suppose that (5.77) holds. From (5.69) we see that u(t +) =

u(r-) = 00, and (5.78) shows that Moo = 00 a.s. on the event {S < oo}. It
follows that PES < 00] = 0.
For the converse, assume that (5.77) fails; for instance, suppose that v(r-) <

00. Then (5.69) yields u(r-) < 00. In light of Problem 5.28, we may assume
without loss of generality that c < x < r, and set 1;, = inf{t ~ 0; XI = c}. The
continuous process

M = e-(II\SI\ TclU(X ). 0< t < 00
t 1\ Tc 1/\ S 1\ Tc ' -

is a bounded local martingale, hence a bounded martingale, which therefore
converges almost surely (and in L 1) as t -> 00; cf. Problem 1.3.20. It develops
that

u(x) = Ee-SI\Tcu(XSI\T) = u(r-)Ee-sl{s<Tc} + u(c)Ee- Tc l{Tc<s}'

If PES = 00] = 1, the preceding identity gives u(x) = u(c)Ee- Tc ::s; u(c), con
tradicting the fact that u is strictly increasing on [c,x]. It follows that
PES = 00] < 1. D

5.30 Example. For Brownian motion Won 1= (-00,00), we have already
computed p(x) = x, m(dx) = 2dx (with c = 0). Consequently, v(x) = x2 and
v(±oo) = 00.

5.24 Example (continued). For Brownian motion with drift fJ. > °and vari
ance (J2 > 0, it turns out that v(x) = 2(f3x - 1 + e- fJx )/f32(J2, with f3 = (2fJ./(J2)
and c = 0. Again, v(±oo) = 00.

5.25 Example (continued). For the Bessel process with dimension d ~ 2
and c = 1, we have v(x) = [x 2 - 1 - 2p(x)]/d; °< x < 00, and v(o+) =
v(oo) = 00.

5.31 Exercise. Consider the geometric Brownian motion X, which satisfies the
stochastic integral equation

(5.79) XI = x + fJ. LXsds + vLXsd~,
where x > 0. Use Theorem 5.29 and Proposition 5.22 to show that XI E (0,00)
for all t, and

(i) if fJ. < v2/2, then lim,~oo XI = 0, SUPO<I<O() XI < 00, a.s.;
(ii) if fJ. > v2/2, then info<l<oo XI> 0, lim~~oo XI = 00, a.s.;
(iii) if fJ. = v2/2, then info :1<00 XI = 0, supo ~I<o() XI = 00, a.s.
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(The solution to (5.79) is given by

Xl = xexp{(/l- !v2)t + vl¥,},
and so (i)-(iii) can also be deduced from the properties of Brownian motion
with drift (see, e.g., Problem 2.9.3 and Proposition 2.9.23).)

Let us suppose now that (5.77) is violated, so that PES < 00] is positive.
Under what additional conditions can we guarantee that this probability is
actually equal to one, i.e., that explosion occurs almost surely?

5.32 Proposition. Assume that (ND)' and (LI)' hold. We have PES < 00] = 1
if and only if one of the following conditions holds:

(i) v(r-) < 00 and v(t+) < 00,
(ii) v(r-) < 00 and p(t+) = -00, or
(iii) v(t +) < 00 and p(r-) = 00.

In the first case, we actually have ES < 00.

5.33 Remark. If (i) prevails, then we also have finiteness of p(r - ) and p(t+)
(Problem 5.27), and we can define by analogy with (5.52) the Green's function

G( )
_ [p(x t\ y) - p(t+)] [p(r-) - p(x v y)]. ( ) 12x,y - , x,y E

p(r-) - p(t+)

for the entire interval I = (t, r). We also define the counterpart of (5.55):

M(x) = f G(x,y)m(dy); xE(t,r).

This function satisfies M(t +) = M(r-) = 0, has an absolutely continuous
derivative on I, and satisfies the equation (5.53) there. The same procedure
that led to (5.59) now gives ES = M(x) < 00, justifying the last claim in
Proposition 5.32.

PROOF OF SUFFICIENCY IN PROPOSITION 5.32. We just dealt with (i). Suppose
that (ii) holds; then with {tn}::"=1 and {rn}::"=l as in Definition 5.20 (iii)', we
introduce the stopping times

Rn~inf{t~O;XI=tn}; n~l,

T, ~ inf{t ~ 0; XI = r}, Tt ~ inf{t ~ 0; Xl = t} = lim Rn ·

Because v(r-) < 00, v(tn ) < 00, we obtain as in Remark 5.33 that E(Rn t\ T,) <
00; n ~ 1. On the other hand, (5.73) gives p(r-) < 00, so we are in the case (c)
of Proposition 5.22. Therefore, for P-a.e. WEn, Rn(w) = 00 for sufficiently
large n (depending on w), and thus S(w) = T,(w) < 00.
Condition (iii) is dual to (ii). D
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PROOF OF NECESSITY IN PROPOSITION 5.32. Assume that PEs < 00] = 1; from
Theorem 5.29 we conclude that either vet +) < <X) or v(r-) < 00. Let us
suppose vet +) < 00, and that none of (i), (ii), (iii) holds. Then necessarily
p(r-) < <X) = v(r-) and pet+) > -<X) (remember (5.74)), so we are in case
(d) of Proposition 5.22, and thus Ar ~ {lim,ts X, = r} has positive probability.
But now we recall from the proof of Theorem 5.29 that M, = e-II\Su(X,l\s)

is a nonnegative supermartingale with Moo of (5.78) an almost surely finite
random variable. According to (5.69), u(r-) = 00, and so S = <X) on A r • This
shows that PES < 00] < 1, contradicting our initial assumption. It follows
that at least one of (i), (ii), (iii) must hold, if PES < 00] = I does. 0

D. Supplementary Exercises

5.34 Exercise. Take O"(x) == 1 and I = (-<X), (0).

(a) If b(x) = Jx 2
, show that PES < 00] = 1.

(b) If b(x) = 2x 3
, show that ES < 00.

5.35 Exercise. Take I = (0, (0) and b(x) == k, O"(x) = t fi, where k and tare
positive constants.

(i) Show that we are in case (a), (b), or (c) of Proposition 5.22 according as
j1 ~ (2k/t2

) is equal to, less than, or greater than one, respectively.
(ii) In the first and third cases, the solution is nonexploding; in the second
case the origin is reached in finite time with probability one.

(iii) The cases t = 2, k = 2,3, ... should be familiar; can you relate the solution
to a known process?

(iv) Solve the stochastic differential equation explicitly in the case t 2 = 4k.
(Hint: Recall Proposition 2.21.)

5.36 Exercise. Show that the solution of the equation

dX, = (1 + X,HI + X,2)dt + (1 + X,2 )da;; XOE( -~,~).

explodes (to ±oo) in finite expected time.

5.37 Exercise. Discuss the possibility of explosion in the cases:

(i) b(x) = -x, O"(x) = J2(i + x 2
), 1= IR;

(ii) b(x) = j1X, O"(x) = <5x, I = (0, (0), and j1 E IR, f> > 0;
(iii) b(x) = I + <5j1X, O"(x) = <5x, I = (0, (0), and j1 E IR, f> > 0.

(Hint for (iii): Recall Exercise 3.3.33.)

5.38 Exercise. Let the function b: IR ---+ IR be locally square-integrable, i.e.,
Vx E IR, 3 e > °such that J~~~b2 (y) dy < 00.
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(i) Show that, corresponding to every initial distribution fJ. on (1R,.?4(IR)), the
equation

has a weak solution up to an explosion time S, and this solution is unique
in the sense of probability law.

(ii) Prove that for every finite T > 0, this solution obeys the generalized
Girsanov formula:

p[X.Er, S > T] = E[exp(LT b(J¥.)dJ¥. - ~ LT b2(J¥.)dS} I{W
o

erl]

for every r E .?4T (CEO, (0)), the a-field of (3.19) with m = 1. Here, W is a
one-dimensional Brownian motion with P(WoEB) = fJ.(B); BE.?4(IR).
(Hint: Try to emulate the proof of Proposition 3.10, and recall the
Engelbert-Schmidt zero-one law of Section 3.6.)

(iii) In particular, conclude that with W as in (ii), the nonnegative super
martingale

Z, = exp{I b(J¥.)dJ¥. - ~ I b2 (J¥.)dS}; O:s; t < 00,

is a martingale if and only if PES = 00] = 1; this is equivalent to
qJ( ±oo) = 00, where

qJ(x) = f: f: exp { -2rb(U)dU} dz dy.

5.39 Exercise. In the setting of Subsection C, show that for every bounded,
piecewise continuous function h: 1--+ [0,(0) and x E (a, b) ~ I, we have

fTa. fb
ex 0 h(X,) dt = a Ga.b(x, y)h(y)m(dy).

Here and in the following exercises we denote by a superscript x on probabilities
and/or expectations the initial condition X o = x. (Hint: Proceed by analogy
with (5.55), (5.59).)

5.40 Exercise (Pollack & Siegmund (1985)). In the setting of Subsection C
with b and a bounded on compact subintervals of I and with the scale function
p(x) and the speed measure m(dx) satisfying

p(t+) = -00, p(r-) = 00, m(l) < 00,

the solution X to (5.l) starting at x E I never exits I (Proposition 5.22). We
assume that

(5.80) PX(X, = z) = 0; V x, zEI, t > O.

Show in the following steps that the normalized speed measure (m(dx)/m(l))
is the limiting distribution of X:
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x, zEI.I· PX(X ) m((t,z»1m <z - .
,~oo ' - m(l) ,

(i) Introduce the stopping times T;, = inf{t ~ 0; X, = a}, Snob = inf{t ~ T;,;
X, = b} for a, bEl. Deduce from the assumptions and (5.59) the positive
recurrence properties, with t < a < x < u < b < r:

(5.81)

£XT;, = -Lx (p(x) - p(y»m(dy) + (p(x) - p(a»· m((a, r)) < 00,

EXI;, = - r(p(y) - p(x»m(dy) + (p(b) - p(x»· m((t, b» < 00,

£XSu;x = EXT" + EUTx = (p(u) - p(x))· m(l) < 00.

(ii) Show that the same methodology as in (i) allows us to conclude, with the
help of Exercise 5.39:

EX LSu,x l(t.z)(X,) dt = (p(u) - p(x»· m((t, z»; Vz E I.

(iii) With the aid of assumption (5.80), show that for t < x < U < rand Z E I,
Z =I- x, the function

a(t) ~ PX(X, < Z, Su;x > t); 0::;; t < 00,

is continuous and L::'=l maxn - 1 ~l~n a(t) < 00. This last condition implies
direct Riemann integrability of a(·) (see Feller (1971), Chapter XI,
Section 1).

(iv) Establish a renewal-type equation

F(t) = a(t) +I F(t - s)v(ds); 0::;; t < 00

for the function F(t) ~ PX(X, < z), with appropriate measure v(dt) on
[0,(0). Show that the renewal theorem (Feller (1971), Chapter XI) implies
(5.81).

5.41 Exercise (Le Gall (1983». Provide a proof of Proposition 2.13 based on
semimartingale local time.

(Hint: Apply the Tanaka-Meyer formula (3.7.9) to the difference X £ X(l) 

X(2) between two solutions X(l), X(2) of (2.1). Use Exercise 3.7.12 to show that
the local time at the origin for X is identically zero, almost surely.)

5.42 Exercise (Le Gall (1983)). Suppose that uniqueness in the sense of
probability law holds for (2.1), and that for any two solutions X(l), X(2) on the
same probability space and with respect to the same Brownian motion and
initial condition, the local time of X = X(l) - X(2) at the origin is identically
equal to zero, almost surely. Then pathwise uniqueness holds for (2.1).

(Hint: Use a Tanaka-Meyer formula to show that X(I) v X(2) also solves
(2.1 ).)
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5.6. Linear Equations

5. Stochastic Differential Equations

In this section we consider d-dimensional stochastic differential equations in
which the solution process enters linearly. Such processes arise in estimation
and control of linear systems, in economics (see Section 5.8), and in various
other fields. As we shall see, one can provide a fairly explicit representation
for the solution of a linear stochastic differential equation.
For most of this section, we study the equation

(6.1) dXI = [A(t)XI + a(t)]dt + a(t)dlt;, 0:::;; t < 00,

X o =~,

where W is an r-dimensional Brownian motion independent of the d
dimensional initial vector ~, and the (d x d), (d xl) and (d x r) matrices A(t),
a(t), and a(t) are nonrandom, measurable, and locally bounded. In Problem
6.15 we generalize (6.1) for one-dimensional equations by allowing the solution
X also to appear in the dispersion coefficient.
The deterministic equation corresponding to (6.1) is

(6.2) ~(t) = A(t)~(t) + a(t); ~(O) = ~.

Standard existence and uniqueness results (Hale (1969), Section 1.5) imply that
for every initial condition ~ E IRd, (6.2) has an absolutely continuous solution
~(t) defined for 0 :::; t < 00. Likewise, the matrix differential equation

(6.3) <t>(t) = A(t)<I>(t), <1>(0) = I

has a unique (absolutely continuous) solution defined for 0:::; t < 00. (Here I
is the (d x d) identity matrix.) This matrix function <I> is called the fundamental
solution to the homogeneous equation

(6.4) ~(t) = A(t)~(t).

(6.5)

For each t ~ 0, the matrix <I>(t) is nonsingular, for otherwise there would be
a to ~ 0 and a nonzero vector AE IRd such that <I>(to),1. = O. But <I>(t),1. is a
solution to (6.4), and since the identically zero function is the unique solution
which vanishes at to, we must have <I>(t),1. = 0 for all t. This would contradict
the initial condition <1>(0) = I.
In terms of <1>, the solution of the deterministic equation (6.2) is simply

~(t) = <I>(t)[~(O) +I <1>-1 (s)a(s)ds].

(See Hale (1969), Chapter 3, for additional information.)
A pleasant fact is that the solution of (6.1) has a representation similar to

(6.5). Indeed, it is easily verified by Ito's rule that

(6.6) XI ~ <I>(t{Xo +I <1>-1 (s)a(s)ds +I <1>-1 (s)a(s) dJ-v,} 0:::; t < 00

solves (6.1). Pathwise uniqueness for equation (6.1) follows from Theorem 2.5.
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met) ~ EX/,

pes, t) ~ E[(Xs - m(s))(Xt - m(tW],

Vet) ~ pet, t).

6.1 Problem. Suppose that EliXo l1 2 < 00, and introduce the mean vector and
covariance matrix functions

(6.7)

(6.8)

(6.9)

Show that

(6.10) met) = $(t{m(O) +I $-1 (s)a(s) dS}

(6.11) pes, t) = $(s{V(O) + f: At $-1 (u)a(u)($-1 (u)a(uW duJ $T(t),

hold for every 0 ~ s, t < 00. In particular, met) and Vet) solve the linear
equations

(6.12)

(6.13)

met) = A(t)m(t) + aCt),

Vet) = A(t) Vet) + V(t)AT(t) + a(t)a T(t).

6.2 Problem. Show that if Xo has a d-variate normal distribution, then X is
a Gaussian process (Definition 2.9.1).

A. Gauss-Markov Processes

If X o is normally distributed, then the finite-dimensional distributions of the
Gaussian process X in (6.6) are completely determined by the mean and
covariance functions. In this case, we would like to know under what addi
tional conditions we can guarantee the nondegeneracy of the distribution of
Xt, i.e., the positive definiteness of the matrix

for every t 2 O. In order to settle this question, we shall introduce the concept
of controllability from linear system theory.

6.3 Definition. The pair of matrix-valued, measurable, locally bounded func
tions (A, a) is called controllable on [0, T] iffor every pair x, y E /Rd, there exists
a measurable, bounded function v: [0, T] --+ IRt, such that

(6.15) Yet) = x +I A(s) Yes) ds +I a(s)v(s) ds; 0 ~ t ~ T,

satisfies YeT) = y. In other words, for every pair x, y E /Rd, there exists a control
function v(·) which steers the linear system (6.15) from YeO) = x to YeT) = y.
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6.4 Proposition. The pair offunctions (A, a) is controllable on [0, T] if and only
if the matrix

(6.16)

is nonsingular.

PROOF. Let G(t) = <1>-1 (t)a(t). From (6.5), the solution to (6.15) is

Y(t) = <1>(t{x + I: G(s)v(s) ds1
and because of the nonsingularity of <1>(T), controllability is equivalent to the
condition that g G(s)v(s) ds range over all of jRd as v ranges over the bounded,
measurable functions from [0, T] to jRr.
Choose an arbitrary z E jRd. Under the assumption of nonsingularity of

M(T), we may set v(s) = GT(s)M-1(T)z, and then we have z = g G(s)v(s)ds.
On the other hand, ifM(T) is singular, then there exists a nonzero z E jRd such
that zTM(T)z = 0, i.e., gzTG(s)GT(s)zds = 0, which shows that zTG(s) = °
for Lebesgue-almost every s E [0, T]. Consequently, zTg G(s)v(s) ds = °for
any bounded, measurable v, which contradicts controllability. 0

We see from its definition that V(O) is positive semidefinite, so the non
singularity (and hence the positive-definiteness) of M(T) implies the same
property for V(T). We obtain thereby the following result: if the pair (A, a) is
controllable on [0, T], then the matrix V(T) of (6.14) is nonsingular. A bit of
reflection shows that the two conditions are actually equivalent, provided
V(O) = 0, i.e., X o in (6.1) is nonrandom.
When the matrices A and a appearing in (6.1) are constant, this result takes

a more explicit form. In this case, the fundamental solution to (6.4) is

(6.17)
00 t"

<1>(t) = etA ~ L ,A",
"=0 n.

and controllability reduces to the following rank condition.

6.5 Proposition. The pair of constant matrices (A, a) is controllable (on any
interval [0, T]) if and only if the (d x d) controllability matrix C ~ [a, Aa,
A 2 a, ... ,Ad

-
1a] has rank d.

PROOF. Let us first assume that rank(C) < d, and show that M(T) given
by (6.16) is singular for every 0< T < 00. The assumption rank(C) < d is
equivalent to the existence of a nonzero vector z E jRd for which

(6.18)

By the Hamilton-Cayley theorem, A satisfies its characteristic equation; thus,
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every positive, integral power of A can be written as a linear combination of
I, A, A 2, ... , Ad-I. It follows from (6.18) that z TAna = 0; n ~ 0, and thereby

The singularity ofM(T) follows from zTM(T)z = O.
Let us now assume that for some T> 0, M(T) is singular and show that

rank(C) < d. The singularity ofM(T) enables us to find a nonzero vector z E IRd

such that

0= zTM(T)z = IT IIz Te- A' aI1 2 dt.

From this we see that f(t) ~ zTe-A1a is identically
evaluating f(O), l'(0), ... ,j<d-I )(0) we obtain (6.18).

zero on [0, TJ, and
D

(6.13)'

(6.14)'

When A and a are constant, equations (6.13) and (6.14) take the simplified
form

V(t) = A V(t) + V(t)A T + aa T,

V(t) = elA [V(O) +Le-sAaa Te-SAT dsJ eIAT.

One could hope that by proper choice of V(O), it would be possible to obtain
a constant solution to these equations. Under the assumption that all the
eigenvalues of A have negative real parts, so that the integral

(6.19)

converges, one can verify that V(t) == V does indeed solve (6.13)', (6.14)'. We
leave this verification as a problem for the reader.

6.6 Problem. Show that if V(O) in (6.14)' is given by (6.19), then V(t) == V(O).
In particular, V of (6.19) satisfies the algebraic matrix equation

(6.20) AV + VAT = -aaT.

We have established the following result.

6.7 Theorem. Suppose in the stochastic differential equation (6.1) that a(t) == a,
a(t) == 0, all the eigenvalues of A(t) == A have negative real parts, and the initial
random vector ~ = X o has a d-variate normal distribution with mean m(O) = 0
and covariance V = E(XoXJ") as in (6.19). Then the solution X is a stationary,
zero-mean Gaussian process, with covariance function

(6.21) {

e(S-llA V·
p(s, t) = Ve(I-S)A:;

O~t~s<oo

o~ s ~ t < 00.
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(6.23)

PROOF. We have already seen that V(t) == V; (6.21) follows from (6.14)' and
(6.11). D

6.8 Example (The Ornstein-Uhlenbeck Process). In the case d = r = 1, a(t) ==
0, A(t) = -IX < 0, and O"(t) == 0" > 0, (6.1) gives the oldest example

(6.22) dX, = - lXX, dt + 0" dl-t;

of a stochastic differential equation (Uhlenbeck & Ornstein (1930), Doob
(1942), Wang & Uhlenbeck (1945)). This corresponds to the Langevin (1908)
equation for the Brownian motion of a particle with friction. According to
(6.6), the solution of this equation is

XI = Xoe- al + 0" Le-a(l-s) dJ¥.; 0:5: t < 00.

If EXJ < 00, the expectation, variance, and covariance functions in (6.7)-(6.9)
become

m(t) &, EX, = m(O)e-a"

0"2 ( 0"2)V(t) &, Var(X,) = 2IX + V(O) - 2IX e- 2al,

0"2
p(S,t) &, Cov(X

S
' X,) = [V(O) + 2IX (e 2a

(1 AS) - l)]e-a(,+s).

If the initial random variable Xo has a normal distribution with mean zero
and variance (0"2/2IX), then X is a stationary, zero-mean Gaussian process with
covariance function p(s, t) = (0"2/2IX)e-all-sl.

B. Brownian Bridge

Let us consider now the one-dimensional equation

b-X
dX, = --' dt + dl-t;; 0:5: t < T, and X o = a,

T- t

for given real numbers a, band T> O. This is of the form (6.1) with A(t) =
-1/(T - t), a(t) = bl(T - t) and O"(t) == 1, whence <I>(t) = 1 - (tiT). From (6.6)
we have

XI = a (1 - ~) + b~ + (T - t) II dJ¥.; 0:5: t < T
T T oT-s

6.9 Lemma. The process

(6.24) { II dW
(T - t) __S; 0:5: t < T,

1";= oT-s

0; t = T,
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is continuous, zero-mean, and Gaussian, with covariance function
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(6.25)
st

p(s, t) = (s 1\ t) - y; 0:5; s, t :5; T.

(6.26)

PROOF. The process M, ~ J~ (T - sr1 dlv,,; 0 :5; t < T is a continuous, square
integrable martingale with quadratic variation

t;. f' ds I 1
<M), = 0 (T - S)2 = T - t - y.

According to Theorem 3.4.6, there exists a standard, one-dimensional
Brownian motion B such that M, = B(M),; 0:5; t < T. It follows from the
strong law of large numbers for Brownian motion (Problem 2.9.3) that ¥. ~
B(M).I(<M), + T- 1) converges almost surely to zero as tiT. The process Y
of (6.24) is thus seen to be almost surely continuous on [0, T], and to be a
zero-mean Gaussian process with

f'I\S du st
E(Y, ¥.) = (T - t)(T - s) 0 (T _ U)2 = (s 1\ t) - y'

provided 0 :5; s, t < T. If s v t = T, the preceding expectation is trivially zero,
in agreement with (6.25). 0

6.10 Corollary. The process

{
a(1 _!-) + b!- + (T - t) f' dlv,,; 0:5; t < T,

X, = T T 0 T- s

b; t = T,

is Gaussian with a.s. continuous paths, expectation function

(6.27) m(t) ~ E(X,) = a (I - ~) + b~; 0:5; t :5; T,

and covariance function p(s, t) given by (6.25). This process is the pathwise unique
solution of equation (6.23) on [0, T).

6.11 Problem. Show that the finite-dimensional distributions for the process
X in (6.26) are given by

(6.28) P[X"Edx1, ... ,X'nEdxn]

nn p(T - tn ; x n , b)
=. p(t;-ti- 1;X i-"xJ· (. b) dx, ... dxn,

.=1 p T, a,

where 0 = to < t 1 < ... < tn < T, Xo = a, (x" ... ,Xn)ElRn, and p(t; x,y) is the
Gaussian kernel (2.2.6). (Hint: The normal random variables Z; ~ X,I.
(T - tJ - X,,_.!(T - ti-d; i = I, ... ,n, are independent.)
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6.12 Definition. A Brownian bridge from a to b on [0, T] is any almost surely
continuous process defined on [0, T], with finite dimensional distributions
specified by (6.28).

It is apparent that any continuous, Gaussian process on [0, T] with mean
and covariance functions specified by (6.27) and (6.25), respectively, is a
Brownian bridge from a to b. Besides the representation of Brownian bridge
as the solution to (6.23), there are two other ways of thinking about this
process; they appear in the next two problems.

6.13 Problem. Let {If;,§;; O::s; t < oo}, (Q,ff), {pa}ael;l be a one-dimensional
Brownian family. Show that for 0 = to < t 1 < ... < tn < T, Xo = a, and
(Xl"'" X n ) E IRn, the conditional finite-dimensional distributions pa[lf;, E
dx 1 , ••. , If;" Edxnl WT = b] are given by the right-hand side of (6.28), for
Lebesgue-almost every bE IR. In other words, Brownian bridge from a to b on
[0, T] is Brownian motion started at a and conditioned to arrive at b at time T.

6.14 Problem. Let W be a standard, one-dimensional Brownian motion and
define

(6.29) B~-b£a(I-~)+b~+(lf;-~WT} O::s;t::s;T.

Then Ba
-

b is a Brownian bridge from a to b on [0, T].

C. The General, One-Dimensional Linear Equation

Let us consider the one-dimensional (d = l,r ~ 1) stochastic differential
equation

r

(6.30) dXt = [A(t)Xt + a(t)] dt + L [Sit)Xt + (Tj(t)] dlf;Ul,
j=l

where W = {If; = (If;( I), .•• , If;(r)), §;; O::s; t < oo} is an r-dimensional
Brownian motion, and the coefficients A, a, Sj' (Tj are measurable, {§;}
adapted, almost surely locally bounded processes. We set

(6.31)

6.15 Problem. Show that the unique solution of equation (6.30) is
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In particular, the solution of the equation

(6.33)

is given by

[I' 1 r r I' ](6.34) Xl = Xoexp 0 {A(u) - 2j~l S/(u)} du + j~l 0 Sj(u) dw"UJ .

In the case of constant coefficients A(t) == A, Sit) == Sj with 2A < IJ=l S/ in
(6.34), show that lim l _ co X, =°a.s., for arbitrary initial condition X o. 0

D. Supplementary Exercises

6.16 Exercise. Write down the stochastic differential equation satisfied by
1'; = x~; °~ t < 00, with k > 1 arbitrary but fixed and X the solution of
equation (5.79). Use your equation to compute E(X~).

6.17 Exercise. Define the d-dimensional Brownian bridge from a to b on [0, T]
(a, b E ~d) to be any almost surely continuous process defined on [0, T], with
finite dimensional distributions specified by (6.28), where now

{
IIx - Y11 2 }p(t; X, y) = (2nt)-(d/2) exp - 2t ; x, YE ~d, t > 0.

(i) Prove that the processes X given by (6.26) and B"-b given by (6.29),
where W is a d-dimensional Brownian motion with Wo = °a.s., are
d-dimensional Brownian bridges from a to b on [0, T].

(ii) Prove that the d-dimensional processes {B~-b;°~ t ~ T} and {B~-:'~;°~ t ~ T} have the same law.
(iii) Show that for any bounded, measurable function F: CEO, T]d -+ ~, we
have

(6.35) EF(a + W) = r EF(B~-b)p(T; a, b) db.
JRd

6.18 Exercise. Let <1>: ~d -+ ~ be of class C2 with bounded second partial
derivatives and bounded gradient V<I>, and consider the Smoluchowski equa
tion

(6.36) dX, = V<I>(XI ) dt + dJt;; .°~ t < 00,
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where W is a standard, [Rd-valued Brownian motion. According to Theorems
2.5, 2.9 and Problem 2.12, this equation admits a unique strong solution for
every initial distribution on X o. Show that the measure

(6.37)

is invariant for (6.36); i.e., if x(a) is the unique strong solution of (6.36) with
initial condition x&a) = a E [Rd, then

(6.38) Jl(A) = r p(x~a) E A)Jl(da); VA E ~([Rd)
J~d

holds for every°:::; t < 00.

(Hint: From Corollary 3.11 and the Ito rule, we have

(6.39) Ef(x~a») = E [f(a + Jt;) exp {<I>(a + Jt;) - <I>(a)

-~I (~<I> + IIV<I>11 2 )(a + JtY.)dS} ]

for every f E C.f([Rd). Now use Exercise 6.17 (ii), (iii) and Problem 4.25.)

6.19 Remark. If d = 1 in Exercise 6.18, the speed measure of the process X is
given by m(dx) = 2 exp{ - 2<1>(c) }Jl(dx) and is therefore invariant. Recall
Exercise 5.40.

6.20 Exercise (The Brownian Oscillator). Consider the Langevin system

dX, = Y;dt

dY; = -flX,dt - exY;dt + adJt;,

where W is a standard, one-dimensional Brownian motion and fl, a, and ex are
positive constants.

(i) Solve this system explicitly.
(ii) Show that if (Xo, Yo) has an appropriate Gaussian distribution, then

(X" Y;) is a stationary Gaussian process.
(iii) Compute the covariance function of this stationary Gaussian process.

6.21 Exercise. Consider the one-dimensional equation (6.1) with a(t) == 0,
a(t) == a > 0, A(t):::; -ex < 0, "10:::; t < 00, and ~ = XE [R. Show that

6.22 Exercise. Let W = {Jt; = (Jt;(l), ... , Jt;(r»),.?;; 0:::; t < oo} be an r
dimensional Brownian motion, and let A(t), S(p)(t); p = 1, ... , r, be adapted,
bounded, (d x d) matrix-valued processes on [0, T]. Then the matrix stochas-
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tic integral equation

X(t) = I +I A(s)X(s)ds + JI I S(Pl(s)X(s)dJ¥.(P)
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has a unique, strong solution (Theorems 2.5, 2.9). The componentwise for
mulation of (6.40) is

Show that X(t) has an inverse, which satisfies

(6.41 ) X-I(t) = I +I X-I(s) [ptl (S(Pl(s»2 - A(S)]dS

ptl I X-I (s)S(Pl(s) dJ¥.(Pl.

5.7. Connections with Partial Differential Equations

The connections between Brownian motion on one hand, and the Dirichlet
and Cauchy problems (for the Poisson and heat equations, respectively) on
the other, were explored at some length in Chapter 4. In this section we
document analogous connections between solutions of stochastic differential
equations, and the Dirichlet and Cauchy problems for the associated, more
general elliptic and parabolic equations. Such connections have already been
presaged in Section 4 of this chapter, in the prominent role played there by
the differential operators .sit and (ajat) + .sI" as well as in the relevance of
the Cauchy problem to the question of uniqueness in the martingale problem
(Theorem 4.28).

In Chapter 4 we employed probabilistic arguments to establish the exis
tence and uniqueness of solutions to the Dirichlet and Cauchy problems
considered there. The stochastic representations of solutions, which were so
useful for uniqueness, will carryover to the generality of this section. As far
as existence is concerned, however, the mean-value property for harmonic
functions and the explicit form of the fundamental solution for the heat
equation will no longer be available to us. We shall content ourselves, there
fore, with representation and uniqueness results, and fall back on standard
references in the theory of partial differential equations when an existence
result is needed. The reader is referred to the notes for a brief discussion of
probabilistic methods for proving existence.
Throughout this section, we shall be considering a solution to the stochastic
integral equation
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(7.1) x~t,X) = x + f b(8,Xr X»)d8 + f 0"(8,X~"X»)dW8; t:s; s < 00

under the standing assumptions that

{
the coefficients Mt, x), O"ij(t, x): [0,00) X [Rd -> [R are

(7.2)
continuous and satisfy the linear growth condition (2.13);

{
the equation (7.1) has a weak solution (X(I,X), W),

(7.3)
(Q,ff,P), {~} for every pair (t,x); and

(7.4) this solution is unique in the sense of probability law.

We frequently suppress the superscripts (t, x) in X(I,X), and write E"x to indicate
the expectation computed under these initial conditions, Associated with (7.1)
is the second-order differential operator .91, of (4.1). When band 0" do not
depend on t, we write .91 (as in (1.2)) instead of .91, and £X instead of E"x.

A. The Dirichlet Problem

Let D be an open subset of [Rd, and assume that band 0" do not depend on t.

7.1 Definition. The operator .91 of (1.2) is called elliptic at the point x E [Rd if

d d

L L a;k(xK(k > 0; V'(E[Rd\{O}.
;=1 k=1

If .91 is elliptic at every point ofD, we say that .91 is elliptic in D; if there exists
a number b > 0 such that

d d

L L aik(xK(k ~ bW1 2; V'xED, (E[Rd,
i=1 k=1

we say that .91 is uniformly elliptic in D.

Let .91 be elliptic in the open, bounded domain D, and consider the con
tinuous functions k: i5 -> [0,00), g: i5 -> [R, and f: cD -> [R. The Dirichlet
problem is to find a continuous function u: i5 -> [R such that u is of class C 2(D)
and satisfies the elliptic equation

(7.5) du - ku = - g; in D

as well as the boundary condition

(7.6) u = f; on cD.

7.2 Proposition. Let u be a solution of the Dirichlet problem (7.5), (7.6) in the
open, bounded domain D, and let rD ~ inf{t ~ 0; X,rlD}. If

(7.7) EXrD<oo; V'xED,
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then under the assumptions (7.2)-(7.4) we have
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(7.8)

u(x) = P[f(Xtv)exp { - IV k(X.)dS} + Iv g(x/)exp { - I k(Xs)dS}dt]

for every x E D.

7.3 Problem. Prove Proposition 7.2.

When should the condition (7.7) be expected to hold? Intuitively speaking, if
there is enough "diffusion" to guarantee that, in at least one component, X
behaves like a Brownian motion, then (7.7) is valid. We render this idea precise
in the following lemma.

7.4 Lemma. Suppose that for the open, bounded domain D, we have for some
1 ~ t ~ d:

(7.9)

Then (7.7) holds.

min a{t(x) > o.
XE i5

PROOF (Friedman (1975), p. 145). With b ~ maxXEvlb(x)l, a ~ minxEvatAx),
q ~ minxEvx(, and v > (2bja), we consider the function h(x) = -j.lexp(vxt);
x = (x 1' ... ' x d ) E D, where the constant j.l > 0 will be determined later. This
function is of class COO(D) and satisfies

Choosing j.l sufficiently large, we can guarantee that dh ~ -1 holds in D.
Now the function h and its derivatives are bounded on D, so by Ito's rule we
have for every xED, t ~ 0:

P(t /\ !D) ~ h(x) - Ph(X,Atv) ~ 2 ma~ Ih(y)1 < co.
YED

Let t --+ co to obtain (7.7). o

7.5 Remark. Condition (7.9) is stronger than ellipticity but weaker than
uniform ellipticity in D. Now suppose that in the open bounded domain D,
we have that

(i) d is uniformly elliptic,
(ii) the coefficients aij, bi' k, g are Holder-continuous, and
(iii) every point a E aD has the exterior sphere property; i.e., there exists a ball

B(a) such that B(a) n D = 0, B(a) n aD = {a}.

We also retain the assumption that f is continuous on aD. Then there exists
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a function u of class qi5) (') C 2 (D) (in fact, with Holder-continuous second
partial derivatives in D), which solves the Dirichlet problem (7.5), (7.6); see
Gilbarg & Trudinger (1977), p. 101, Friedman (1964), p. 87, or Friedman
(1975), p. 134. By virtue of Proposition 7.2, such a function is unique and is
given by (7.8).

B. The Cauchy Problem and a Feynman-Kac Representation

With an arbitrary but fixed T > °and appropriate constants L > 0, A. ~ 1,
we consider functions f(x): IRd -+ IR, g(t, x): [0, T] x IRd -+ IR and k(t, x):
[0, T] x IRd -+ ro, 00) which are continuous and satisfy

(7.10)

as well as

(i) If(x)1 :$; L(l + Ilxll 2A ) or (ii) f(x) ~ 0; VX E IRd

(7.12)

(7.11) (i) Ig(t,x)l:$; L(1 + Ilxll 2A) or (ii) g(t,x) ~ 0; VO:$; t:$; T, xElRd.

We recall also the operator sit of (4.1), and formulate the analogue of the
Feynman-Kac Theorem 4.4.2:

7.6 Theorem. Under the preceding assumptions and (7.2)-(7.4), suppose that
v(t, x): [0, T] x IRd -+ IRd is continuous, is of class C1.2([O, T) x IRd ) (Remark
4.1), and satisfies the Cauchy problem

OV- at + kv = sll V + g; in [0, T) x IRd,

(7.13) v(T,x)=f(x); xElRd
,

as well as the polynomial growth condition

(7.14) max Iv(t,x)l:$; M(l + IIxIl 21J ); xElRd,
O~I~T

for some M > 0, J1. ~ 1. Then v(t, x) admits the stochastic representation

(7.15) v(t,x) = Et'x[f(XT)exp { -iT k(8,Xe)d8}

+ iT g(s,xs)ex p { - f k(8,Xe)d8}dS]

on [0, T] x IRd ; in particular, such a solution is unique.

PROOF. Proceeding as in the proof of Theorem 4.4.2, we apply the Ito rule to
the process v(s,X.)exp{ -J:k(8,Xe)d8}; SE[t, T], and obtain, with Tn &,

inf{s ~ t; IIXsl1 ~ n},
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(7.16) v(t,x) = E,.x[iTl\t
n
g(s,Xs)exp { - rk(O,Xo)dO}dS]

+ E"X [V(Tn,XtJexp{ - fn k(O,Xo)dO} l{tnHI]
+ E"x[f(XT)exp { - iT k(O,Xo)dO} l{tn >TI}
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Let us recall from (3.17) the estimate

(7.17) E,.X[max IIXo1l2m] ~ C(1 + IlxII 2m )eC(S-'); t ~ s ~ T,
IS,OS,S

valid for every rn ~ 1 and some C = C(rn, K, T, d) > O. Now the first term on
the right-hand side of (7.16) converges as n -+ 00 to

E"x iT g(s, Xs ) exp { - rk(O, Xo)dO} ds,

by either the dominated convergence theorem (thanks to (7.11) (i) and (7.17»
or the monotone convergence theorem (if(7.11) (ii) prevails). The second term
is bounded in absolute value by

(7.18) E"X[lv(Tn,XtJI1{tns,TI] ~ M(l + n21l )pl,X[Tn~ T].

However, this last probability can be written as

pl,X[Tn~ T] = pI.X[ max IIXol1 ~ n] ~ n- 2m E"X [ max IIXoI1
2m]

IS,OS,T IS,OS,T

~ Cn- 2m (1 + IlxII 2m)eCT,

by virtue of (7.17) and the Cebysev inequality. Simply selecting rn > j1-, we see
that the right-hand side of (7.18) converges to zero as n -+ 00. Finally, the last
term in (7.16) converges to

E"x[f(XT)exp { - iT k(O,Xo)dO}1
either by the dominated or by the monotone convergence theorem. 0

7.7 Problem. In the case of bounded coefficients, i.e.,

r

(7.19) lb;(t,x)1 + I (Ji7(t,x) ~ p; 0 ~ t < 00, xElR
d
, 1 ~ i ~ d,

j=1

the polynomial growth condition (7.14) in Theorem 7.6 may be replaced by

(7.20) max Iv(t,x)I~MellllxII2; XElRd

OS,IS,T

for some M > 0 and 0 < j1- < (1/18pTd). (Hint: Use Problem 3.4.12.)
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(7.21)

7.8 Remark. For conditions under which the Cauchy problem (7.12), (7.13)
has a solution satisfying the exponential growth condition (7.20), one should
consult Friedman (1964), Chapter I. A set of conditions sufficient for the
existence of a solution v satisfying the polynomial growth condition (7.14) is:

(i) Uniform ellipticity: There exists a positive constant fJ such that

d d

L L aik(t,x)¢i¢k ~ fJlI¢1I 2
i=l k=l

holds for every ¢E ~d and (t, x) E [0, (0) X ~d;

(ii) Boundedness: The functions aik(t, x), Mt, x), k(t, x) are bounded in
[0, T] x ~d;

(iii) Holder continuity: The functions aik(t,x), bi(t,x), k(t,x), and g(t,x) are
uniformly Holder-continuous in [0, T] x ~d;

(iv) Polynomial growth: The functions f(x) and g(t, x) satisfy (7.10) (i) and (7.11)
(i), respectively.

Conditions (i), (ii), and (iii) can be relaxed somewhat by making them local
requirements. We refer the reader to Friedman (1975), p. 147, for precise
formulations.

7.9 Definition. A fundamental solution of the second-order partial differential
equation

au-- + ku = duat I

is a nonnegative function G(t, x; r, ¢) defined for °~ t < r ~ T, x E ~d, ¢ E ~d,

with the property that for every f E CO(~d), r E (0, TJ, the function

(7.22) u(t,x)~ I G(t,x;r,¢)f(¢)d¢; O~t<r,xE~d
JRd

is bounded, of class CU, satisfies (7.21), and

(7.23) lim u(t, x) = f(x); x E ~d.
It t

Under conditions (i)-(iii) of Remark 7.8 imposed on the coefficients Mt, x),
aik(t, x), and k(t, x), a fundamental solution of(7.21) exists (see Friedman (1975),
pp. 141, 148 and Friedman (1964), Chapter I). For fixed (r, ¢)E(O, TJ x ~d, the
function

cp(t, x) ~ G(t, x; r, ¢)

is of class C1,2([0, r) x ~d) and satisfies the backward Kolmogorov equation
(7.21) in the backward variables (t, x). If, in addition, the functions (a/axJMt, x),
(a/axJaik(t, x), (a 2/axiaxk)aik(t, x) are bounded and Holder-continuous, then
for fixed (t, x) E [0, T) X ~d the function

l/t(r, ¢) ~ G(t, x; r, ¢)
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(7.24)

is of class C1.2((t, T] x !Rd ) and satisfies the forward Kolmogorov equation

aId d a2

al: l/J(I:,~) = 2i~ k~l a~i a~k [aik(I:, ~)l/J(I:,~)]

d a
- i~ a~i [bi(I:, ~)l/J(I:, ~)] - k(I:, ~)l/J(I:,~)

in the forward variables (I:, ~).
Returning to the Cauchy problem (7.21), (7.23) with k == 0, we recall from

Theorem 7.6 that its solution is given by

(7.25)

(7.27)

A comparison of (7.22), (7.25), in conjunction with Problem 4.25, leads to the
conclusion that any fundamental solution G(t, x; I:,~) is also the transition
probability density for the process X(I,X) determined by (7.1); i.e.,

(7.26) P[X?,x)EA] =LG(t,x; I:,~)d~; AE~(!Rd), 0:::;; t < 1::::;; T.

In particular, under the conditions (7.2)-(7.4), this fundamental solution is
unique, and the representation (7.15) of the solution to the Cauchy problem

av _ .' d-iii - dlv + g, In [0, T) x !R ,

(7.28)

now takes the form

v(T, x) = f(x); x E !Rd,

(7.29) v(t, x) = I G(t,x; T,~)f(~)d~ + IT I G(t,x; I:,~)g(I:,~)d~dl:.
JRd Jr JRd

C. Supplementary Exercises

7.10 Exercise. The Cauchy problem (7.27), (7.28) does not include the potential
term kv appearing in (7.12). The case of nonzero k corresponds to a diffusion
with killing. In particular, let X(I,X) be the solution to (7.1); let Y be an
independent, exponentially distributed random variable with mean 1; and
define the lifetime

p(I,X) ~ inf{s ;::: t; f k(O, X~I,X)) dO;::: y}.
The killed diffusion process is

{

X(I'X).
X(I.X) ~ s ,

s ~;

t :::;; s < p(l,X),

s ~ p(I,X),
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where A is a cemetery state isolated from jRd. Assume the conditions of
Theorem 7.6 and let G(t, x; t,~) be a fundamental solution of (7.21). Then we
have

(7.30) P[x?,X) E A] =LG(t, x; t,~) d~; A E .14(jRd), 0::; t < t ::; T,

and the solution (7.15) of the Cauchy problem (7.12), (7.13) takes the form
(7.29).

7.11 Exercise. Suppose that Mt, x); 1 ::; i ::; d, are uniformly bounded on
[0, T] x jRd and that f(x) and g(t, x) satisfy (7.1 0) and (7.11), respectively. If
v(t, x) is a solution to the Cauchy problem

ov 1- ot = 2Av + (b, Vv) + g; in [0, T) x jRd

v(T, x) = f(x); x E jRd

and (7.20) holds, then

v(t,x) = e[f(WT-t)exp {LT-t (b(t + e, We),dJ.t8)

I f T
-

t

}-2 0 Ilb(t + e, We) II 2 de

+ LT-t g(t + s, ~) exp {J: (b(t + e, J.t8), dJ.t8)

-~ J: IIb(t + e, J.t8)11 2 de} ds1
where {Jt;,sr-;; 0::; t ::; T}, (n,ff), {PX}XElRd is a d-dimensional Brownian
family.

7.12 Exercise. Write down the Kolmogorov forward and backward equations
with k == 0 for one-dimensional Brownian motion with constant drift j.L, and
verify that the transition probability density of this process satisfies these
equations in the appropriate variables.

7.13 Exercise. Let the coefficients b, (J in (7.1) be independent of t, and assume
that condition (7.9) holds for every open, bounded domain D c jRd. Suppose
also that there exists a function f: jRd\{O} --+ jR of class C 2

, which satisfies

(7.31) df(x) ::; 0 on jRd\{O}

and is such that F(r) ~ minllxlI=J(x) is strictly increasing with limr _ oo F(r) = 00.

(i) Show that we have the recurrence property
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(7.32) PX('r< (0)= 1; VXElRd\Rr

for every r > 0, where Br = {XE IR d
; Ilxll < r} and 'r = inf{t ~ 0; XrERr}.

(ii) Verify that (7.32) holds in the case

1 d (x, a(x)x). d
(7.33) (x,b(x»+2i~aii(x)~ IIxI1 2 ' VXEIR\{O}.

(iii) If (7.31) is strengthened to df(x) ~ -1; VXElRd\{O}, then we have the
positive recurrence property

(7.34)

5.8. Applications to Economics

In this section we apply the theory of stochastic calculus and differential
equations to two related problems in financial economics. The first of these
is option pricing, where we derive the celebrated Black & Scholes (1973) option
pricing formula. The second application is the optimal consumption/investment
problem formulated by Merton (1971). These problems are unified by their
reliance on the theory of stochastic differential equations to model the trading
of risky securities in continuous time. In the second problem, this theory
allows us to characterize the value function and optimal consumption process
in a context more general than considered heretofore. We subsequently spe
cialize the model to the case of constant coefficients, so as to illustrate the use
of the Hamilton-Jacobi-Bellman equation in stochastic control.

A. Portfolio and Consumption Processes

Let us consider a market in which d + 1 assets (or "securities") are traded
continuously. We assume throughout this section that there is a fixed time
horizon 0 ~ T < 00. One of the assets, called the bond, has a price Po(t) which
evolves according to the differential equation

(8.1)

The remaining d assets, called stocks, are "risky"; their prices are modeled by
the linear stochastic differential equation for i = 1, ... ,d:

d

(8.2) dP;(t) = b;(t)Pi(t) dt + Pi(t) L lTij(t) dJ.t;(j), Pi(O) = Pi; 0 ~ t ~ T
j=l

The process W = {J.t; = (J.t;(ll, ... , J.t;(dl)T,~; 0 ~ t ~ T} is ad-dimensional
Brownian motion on a probability space (n,~,p), and the filtration {~} is
the augmentation under P ofthe filtration {~W} generated by W The interest
rate process {r(t),~; 0 ~ t ~ T}, as well as the vector of mean rates of return
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{b(t) = (bl(t), ... ,bAtW,ffi;: O::s; t::s; T} and the dispersion matrix {rr(t) =
(rrij(t)) 1 Sj,jSd, ffi;; 0 ::s; t ::s; T}, are assumed to be measurable, adapted, and
bounded uniformly in (t,W)E[O, T] x n, We set a(t) ~ rr(t)rrT(t) and assume
that for some number e > 0,

(8.3)

a,s.

8.1 Problem. Under assumption (8.3), rrT(t) has an inverse and

I
(8.4) lI(rr T (t))-lell::s; 0 11ell ; VeElRd,O::S;t::s;T,

Moreover, with a(t) ~ rr T(t)rr(t), we have

(8.5)

so rr(t) also has an inverse and

(8.6)

We imagine now an investor who starts with some initial endowment x ~ 0
and invests it in the d + I assets described previously, Let Nj(t) denote the
number of shares of asset i owned by the investor at time t, Then Xo == x =
2:.1=0 N;(O)p;, and the investor's wealth at time t is

(8.7)
d

X, = L Nj(t)Pj(t).
j=O

If trading of shares takes place at discrete time points, say at t and t + h, and
there is no infusion or withdrawal of funds, then

(8.8)
d

X'+h - X, = 2:. Nj(t) [Pj(t + h) - Pj(t)].
;=0

If, on the other hand, the investor chooses at time t + h to consume an amount
hC'+h and reduce the wealth accordingly, then (8.8) should be replaced by

d

(8.9) X'+h - Xc = L N;(t) [P;(t + h) - P;(t)] - hCc+h.
j=O

The continuous-time analogue of (8.9) is

d

dX, = 2:. N;{t) dPj(t) - C, dt,
;=0

Taking (8,1), (8.2), (8.7) into account and denoting by 1l:;(t) ~ Nj(t)Pj(t) the
amount invested in the i-th stock, I ::s; i ::s; d, we may write this as

(8.10)
d d d

dX, = (r(t)X, - C,)dt + 2:. (b;(t) - r(t))1l:j(t)dt + L L 1l: j(t)rrij(t)dW;Ul.
j=1 j=1 j=1



5.8. Applications to Economics 373

(8.11)

8.2 Definition. A portfolio process n = {n(t) = (n t (t), ... ,nit)f,9';;O ~ t ~ T}
is a measurable, adapted process for which

d IT
j~ 0 n;(t)dt < 00, a.s.

A consumption process C = {Ct , 9';; 0 ~ t ~ T} is a measurable, adapted
process with values in [0, co) and

(8.12) LT Cldt < 00, a.s.

8.3 Remark. We note that any component ofn(t)may become negative, which
is to be interpreted as short-selling a stock. The amount invested in the bond,

d

no(t) ~ XI - L nj(t),
i=l

may also be negative, and this amounts to borrowing at the interest rate r(t).

8.4 Remark. Conditions (8.11), (8.12) ensure that the stochastic differential
equation (8.10) has a unique strong solution. Indeed, formal application of
Problem 6.15 leads to the formula

(8.13) X, = eJ~r(S)dS{x +Le-Jor(U)dU[n(sf(b(s) - r(s)l) - C.]ds

+Le-Jor(U)dUnT(S)(J(S)dJ.V,}; 0 ~ t ~ T,

where! is the d-dimensional vector with every component equal to 1. All
vectors are column vectors, and transposition is denoted by the superscript
T. The verification that under (8.11), (8.12), the process X given by (8.13) solves
(8.10) is straightforward.

8.5 Definition. A pair (n, C) of portfolio and consumption processes is said to
be admissible for the initial endowment x 2 0 if the wealth process (8.13)
satisfies

(8.14) XI 2 0; 0 ~ t ~ T, a.s.

If b(t) = r(t)! for 0 ~ t ~ T, then the discount factor e-J~r(S)dS exactly offsets
the rate of growth of all assets and (8.13) shows that

(8.15)

is a stochastic integral. In other words, the process consisting ofcurrent wealth
plus cumulative consumption, both properly discounted, is a local martingale.
When b(t) #- r(tn, (8.15) is no longer a local martingale under P, but becomes
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one under a new measure Pwhich removes the drift term n(tf(b(t) - r(t)!)
in (8.10). More specifically, recall from Problem 8.1 that the process

(8.16) O(t) ~ (<T(t)rl (b(t) - r(t)!)

(8.23)

is bounded, and set

(8.17) ZI = exp{- f It OJ(s)dJ¥.(j) - -2
1 It IIO(S)1I2dS}.

J;l 0 0

Then Z = {ZI'~; 0 ~ t ~ T} is a martingale (Corollary 3.5.13); the new
probability measure

(8.18) P(A) ~ E[ZT 1A ]; A EffT

is such that P and P are mutually absolutely continuous on ffT , and the
process

(8.19) llj ~ JoY, +LO(s)ds; 0 ~ t ~ T,

is a d-dimensional Brownian motion under P(Theorem 3.5.1). In terms of tV,
(8.13) may be rewritten as

(8.20) Xte-S~r(s)dS +Le-Str(u)duCsds = x +Le-Str(u)dunT(s)<T(s)dl¥,,;

o~ t ~ T, a.s.

For an admissible pair (n, C) the left-hand side of (8.20) is nonnegative and
the right-hand side is a P-Iocal martingale. It follows that the left-hand side,
and hence also Xle- S~ r(s) ds, is a nonnegative supermartingale underP(Problem
1.5.19). Let

(8.21) '0 = T /\ inf{ t E [0, T]; XI = O}.

According to Problem 1.3.29,

XI = 0; '0 ~ t ~ T holds a.s. on {TO < T}.

If '0 < T, we say that bankruptcy occurs at time '0'
From the supermartingale property in (8.20) we obtain

(8.22) E[XTe-g r(s) ds + IT cre-S~r(S)dSdtJ ~ x,

whence the following necessary condition for admissibility:

E IT e-S~r(S)dS Ctdt ~ x.

This condition is also sufficient for admissibility, in the sense of the following
proposition.
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8.6 Proposition. Suppose x ~ 0 and a consumption process C are given so that
(8.23) is satisfied. Then there exists a portfolio process n such that the pair (n, C)
is admissible for the initial endowment x.

PROOF. Let D ~ g C,e-J~r(S)dS dt, and define the nonnegative process

~,~ E[fT Cse-J:r(U)dUdsl~] + (x - ED) eJ~r(S)dS,

so that

(8.24)

where

m, ~ E[DI~] - ED = E[DZTI~] - E(DZT)
Z,

from the Bayes rule of Lemma 3.5.3. Thanks to Theorem 1.3.13, we may
assume that P-a.e. path of the martingale

N, ~ E(DZTI~),~; 0 ~ t ~ T,

is RCLL, and so, by Problem 3.4.16, there exists a measurable, {~}-adapted,
IRd-valued process Y with

(8.25) IT II Y(t)11 2 dt < 00 and

(8.26) N, = E(DZT) + Jl I lj(s)d~(j); 0 ~ t ~ T,

valid a.s. P. Nowm, = u(N" Z,) - E(DZT), where u(x, y) = (x/y), and from Ito's
rule we obtain with lp(t) ~ (Y(t) + N,()(t))/Z,:

(8.27) m, = t I' lpj(S) dlt;;(j); 0 ~ t ~ T.
j=l 0

We have used the relations dZ, = -Z,()T(t)dJ.t; and (8.19). Now define

(8.28) n(t) ~ eJ~r(S)dS«(J T(tW1lp(t),

so that (8.24) becomes (8.20) when we make the identification ~ = X. Condi
tion (8.11) follows from (8.4), (8.25), the boundedness of (), and the path
continuity of Z and N (the latter being a consequence of (8.26)). 0

Remark. The representation (8.27) cannot be obtained from a direct applica
tion of Problem 3.4.16 to the .P-martingale {m,,~; 0 ~ t ~ T}. The reason is
that_the filtration {~} is the augmentation (under P or.P) of {~W}, not of
{~W}.
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(8.29)

In the context of the previous subsection, suppose that at time t = 0 we sign
a contract which gives us the option to buy, at a specified time T (called
maturity or expiration date), one share of stock 1 at a specified price q, called
the exercise price. At maturity, if the price P}l) of stock 1 is below the exercise
price, the contract is worthless to us; on the other hand, if P}l) > q, we can
exercise our option (i.e., buy one share at the preassigned price q) and then
sell the share immediately in the market for P}l). This contract, which is called
an option, is thus equivalent to a payment of (P}l) - q)+ dollars at maturity.
Sometimes the term European option is used to describe this financial instru
ment, in contrast to an American option, which can be exercised at any time
between t = 0 and maturity.
The following definition provides a generalization of the concept of option.

8.7 Definition. A contingent claim is a financial instrument consisting of:

(i) a payojJrate g = {g,,~; 0::;; t ::;; T}, and
(ii) a terminal payojJIT at maturity.

Here g is a nonnegative, measurable, and adapted process,fT is a nonnegative,
ffT-measurable random variable, and for some J.l > 1we have

E[/T + foT g,dtJ < 00.

8.8 Remark. An option is a special case of a contingent claim with g == 0 and
IT = (P}l) - q)+.

8.9 Definition. Let x ~ 0 be given, and let (n, C) be a portfolio/consumption
process pair which is admissible for the initial endowment x. The pair (n, C)
is called a hedging strategy against the contingent claim (g,IT)' provided

(i) C, = g,; 0 ::;; t ::;; T, and
(ii) X T = IT

hold a.s., where X is the wealth process associated with the pair (n, C) and
with the initial condition X o = x.

The concept of hedging strategy is introduced in order to allow the solution
of the contingent claim valuation problem: What is a fair price to pay at time
t = 0 for a contingent claim? If there exists a hedging strategy which is
admissible for an initial endowment X o = x, then an agent who buys at time
t = 0 the contingent claim (g,fT) for the price x could instead have invested
the wealth in such a way as to duplicate the payoff of the contingent claim.
Consequently, the price of the claim should not be greater than x. Could one
begin with an initial wealth strictly smaller than x and again duplicate the
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(8.30)

payoffofthe contingent claim? The answer to this question may be affirmative,
as shown by the following exercise.

8.10 Exercise. Consider the case r == 0, d = 1, bl == 0 and (J == 1. Let the
contingent claim 9 == 0 and fT == 0 be given, so obviously there exists a hedging
strategy with x = 0, C == 0, and n == O. Show that for each x > 0, there is a
hedging strategy with X o = x.

The fair price for a contingent claim is the smallest number x ;;:: 0 which
allows the construction of a hedging strategy with initial wealth x. We shall
show that under the condition (8.3) and the assumptions preceding it, every
contingent claim has a fair price; we shall also derive the explicit Black &
Scholes (1973) formula for the fair price of an option.

8.11 Lemma. Let the contingent claim (g,fT) be given and define

Q = e-f{,r(U)dUfT + JoT e-f~r(U)dUgsds.

Then EQ is finite and is a lower bound on the fair price of (g, fT).

PROOF. Recalling that r is uniformly bounded in t and w, we may write
Q~ L(fT + g gsds), where L is some nonrandom constant. From (8.17) we
have for every v ;;:: 1:

Zr = exp{-.f fT vOis)dJ¥.(j) - ~ fT II vO(s) II 2 dS}
,=1 0 2 0

x exp{V(V ~ I) JoT 1I 0(S)1I 2dS},

and because 11011 is bounded by some constant K, it follows that

EZr~ exp{V(V ~ 1) K2T} < OJ.

With /l as in (8.29) and v given by (l/v) + (l//l) = 1, the Holder inequality
implies

~ L(EZ1Y/v[E(fT + JoT 9sdS)"r" < OJ.

Now suppose that (n, C) is a hedging strategy against the contingent claim
(g,fT)' and the corresponding wealth process is X with initial condition
X o = x. Recalling the Definition 8.9 and (8.30), we rewrite (8.22) as EQ ~ x.

o
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8.12 Theorem. Under condition (8.3) and the assumptions preceding it, the fair
price of a contingent claim (g,fT) is EQ. Moreover, there exists a hedging
strategy with initial wealth x = EQ.

PROOF. Define

(8.31) ~t ~ ef~r(SldS[ EQ + mt - I e-fOr(UldugsdS].

where mt = E[QI~] - EQ. Proceeding exactly as in the proof of Proposition
8.6 with D replaced by Q, we define n by (8.28) and C =g, so that (8.31)
becomes (8.20) with the identifications X = ~, x = EQ. But then (8.31) can also
be cast as

(8.32) Xt = E[e-f;r(UldUfT + IT e-J:r(U)dugsdSI~} 0::; t::; T,

whence X t ~ 0; °::; t ::; T and XT = fT are seen to hold almost surely. D

8.13 Exercise. Show that the hedging strategy constructed in the proof of
Theorem 8.12 is essentially (in the sense ofmeas x P-a.e. equivalence) the only
hedging strategy corresponding to initial wealth x = EQ. In particular, the
process X of (8.32) gives the unique wealth process corresponding to the fair
price; it is called the valuation process of the contingent claim.

8.14 Example (Black & Scholes (1973) option valuation formula). In the
setting of Remark 8.8 with d = 1 and constant coefficients r(t) =r> 0,
lT11(t) =IT > 0, the price of the bond is

Po(t) = poert ; 0::; t ::; T,

and the price of the stock obeys

dP1 (t) = b1(t)Pl(t)dt + lTP1(t)d»'; = rP1 (t)dt + lTP1(t)dJ¥,.

For the option to buy one share of the stock at time T at the price q, we have
from (8.32) the valuation process

(8.33) X t = E[e-r(T-t)(Pl (T) - qt I~]; 0::; t ::; T.

In order to write (8.33) in a more explicit form, let us observe that the function

(8.34)

( )
1;;. {X<l>(P+(T - t,x)) - qe-r(T-tl<l>(p_(T - t,x)); 0::; t < T, x ~ 0,

v t,x - ( +
x - q) ; t = T, x ~°

with

p±(t,x) = lTfi[IOg~ + t(r ± ~2)]. 1 IX<I>(x) = -- e- z2
/
2 dz,

~ -00
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satisfies the Cauchy problem

av 1 2 2 a2 v av- - + rv = - (J x - + rx-' on [0, T) x (0, 00 )
at 2 ax2 ax'

379

v(T,x) = (x - qt; x;;:: 0,

as well as the conditions of Theorem 7.6. We conclude from that theorem and
the Markov property applied to (8.33) that

(8.36) XI = vet, PI (t)); O::s; t ::s; T, a.s.

We thus have an explicit formula for the value of the option at time t in terms
of the current stock price PI (t), the time-to-maturity T - t, and the exercise
price q.

8.15 Exercise. In the setting of Example 8.14 but with fT = h(P1 (T)), where
h: [0, (0) --+ [0, (0) is a convex, piecewise C2 function with h(O) = h'(O) = 0,
show that the valuation process for the contingent claim (O,fT) is given by

(8.37) X, = E[e-r(T-t)h(PI(T))I~] = LX) h"(q)vq.T(t,PI(t))dq.

We denote here by vq , T(t, x) the function of (8.34).

C. Optimal Consumption and Investment (General Theory)

In this subsection we pose and solve a stochastic optimal control problem for
the economics model of Subsection A. Suppose that, in addition to the data
given there, we have a measurable, adapted, uniformly bounded discount
process f3 = {f3(s),~; °::s; s::s; T} and a strictly increasing, strictly concave,
continuously differentiable utility function V: [0, 00) --+ [0, (0) for which
V(O) = ° and V'(oo) ~ limc~CXl V'(c) = 0. We allow the possibility that
V'(O) ~ limc-l- oV'(c) = 00. Given an initial endowment x ;;:: 0, an investor
wishes to choose an admissible pair (n, C) of portfolio and consumption
processes, so as to maximize

V".dx) ~ E IT e-f~P(u)du V(Cs)ds.

We define the value function for this problem to be

(8.38) Vex) = sup V",dx),
(",C)

where the supremum is over all pairs (n, C) admissible for x. From the
admissibility condition (8.23) it is clear that YeO) = 0.
Recall from Proposition 8.6 that for a given consumption process C, (8.23)

is satisfied if and only if there exists a portfolio n such that (n, C) is admissible
for x. Let us define .0}(x) to be the class of consumption processes C for which
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(8.39) EIT e-J~r(S)dSC,dt = x.

It turns out that in the maximization indicated in (8.38) we may ignore the
portfolio process n and we need only consider C E ~(x).

8.16 Proposition. For every x ~ °we have

V(x) = sup E IT e-J~P(S)ds V(C,)dt.
Ce!1i'(x) 0

PROOF. Suppose (n, C) is admissible for x > 0, and set

y ~ EIT e-J~r(S)dS C, dt ::;; x.

If y > 0, we may define C, = (x/y)C, so that CE ~(x). There exists then a
portfolio process ft such that (ft, C) is admissible for x, and

(8.40) V",dx) ::;; V",e(x).

If y = 0, then: C, = 0; a.e. t E [0, TJ, almost surely, and we can find a constant
c > °such that C, =c satisfies (8.39). Again, (8.40) holds for some ft chosen
so that (ft, C) is admissible for x. 0

Because V': [0,00]~ [0, V' (0)] is strictly decreasing, it has a strictly
decreasing inverse function 1: [0, V'(O)]~ [0,00]. We extend 1 by setting
1(y) = °for y > V'(O). Note that 1(0) = 00 and 1(00) = 0. It is easily verified
that

(8.41) V(I(y)) - y1(y) ~ V(c) - yc; 0::;; c < 00, °< Y < 00.

Define a function f!{: [0,00] --+ [0,00] by

(8.42) El(y) = E IT e-J~r(U)dU 1(yZseJ~(P(U)-r(U))dU)ds,

and assume that

(8.43) El(y) < 00; °< Y < 00.

We shall have more to say about this assumption in the next subsection, where
we specialize the model to the case of constant coefficients. Let us define
y ~ sup{y ~ 0; f!{ is strictly decreasing on [O,y]}.

8.17 Problem. Under condition (8.43), f!{ is continuous and strictly decreasing
on [0, y] with f!{(0) = 00 and f!{(y) = 0.

Let 11JJ: [0, 00]~ [0, y] be the inverse of f!{. For a given initial endow
ment x ~ 0, define the processes
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(8.46)

(8.44) '1: ~ '??I(x)Zsef~ (p(u)-r(u)) du

(8.45) c.* ~ I('1i).

The definition of '??I implies C* E .@(x). We show now that C* is an optimal
consumption process.

8.18 Theorem. Let x ~ 0 be given and assume that (8.43) holds. Then the
consumption process given by (8.45) is optimal:

V(x) = E IT e-f~P(S)dS U(C,*)dt.

PROOF. It suffices to compare c* to an arbitrary C E .@(x). For such a C, we
have

E IT e-f~P(S)dS(U(C,*) - U(C,»dt

= E IT e-f~P(S)dS[(U(I('1~» - '1~I('1i» - (U(C,) - '1~C,)]dt

+ '??I(x)E IT e-f~r(S)dS(C,* - C,)dt.

The first expectation on the right-hand side is nonnegative because of (8.41);
the second vanishes because both C* and C are in .@(x). 0

Having thus determined the value function and the optimal consumption
process, we appeal to the construction in the proof of Proposition 8.6 for the
determination of a corresponding optimal portfolio process n*. This does not
provide us with a very useful representation for n*, but one can specialize the
model in various ways so as to obtain V, C* and n* more explicitly. We do
this in the next subsection.

D. Optimal Consumption and Investment
(Constant Coefficients)

We consider here a case somewhat more general than that originally studied
by Merton (1971) and reported succinctly by Fleming & Rishel (1975),
pp. 160-161. In particular, we shall assume that U is three times continuously
differentiable and that the model data are constant:

(8.47) [3(t) =[3, r(t) =r, b(t)=b, O'(t) =0',
where bE [Rd and 0' is a nonsingular, (d x d) matrix. We introduce the linear,
second-order partial differential operator given by
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Lcp(t,y) ~ -cpl(t,y) + pcp(t,y) - (P - r)ycpy(t,y) - H8112y2cpyy(t,y),

where 8 = (J-l(b - r1) in accordance with (8.16). Our standing assumption
throughout this subsection is that 8 is different from zero and there exist Cl, 3
functions G: [0, T] x (0, (0) --+ [0, (0) and S: [0, T] x (0, (0) --+ [0, (0) such that

(8.48) LG(t, y) = U(I(y»; O~t::;T,y>O

(8.49) G(T,y) = 0; y>O

and

(8.50) LS(t, y) = yI(y); O::;t::;T,y>O

(8.51 ) S(T, y) = 0; y > 0.

Here we mean that G1(t, y), G1y(t, y), Gy(t, y), Gyy(t, y), and Gyyy(t, y) exist for all°::; t ~ T, y > 0, and these functions are jointly continuous in (t, y). The same
is true for S. We assume, furthermore, that G, Gy, S, and Sy all satisfy poly
nomial growth conditions of the form

(8.52) max H(t,y)::; M(1 + y-). + y).); y > °
O$;I$;T

(8.56)

(8.55)

for some M > °and A. > 0.

8.19 Problem. Let H: [0, T] x (0, (0) --+ [0, (0) be of class C1•2 on its domain
and satisfy (8.52). Let g: [0, T] x (0, (0) --+ [0, (0) be continuous, and assume
that H solves the Cauchy problem

LH(t,y) = g(t,y); 0::; t::; T, y > °
H(T,y) = 0; y > 0.

Then H admits the stochastic representation

H(t,y) = E iT e-P(S-I)g(s, Y,,(,·y»ds,

where, with t ::; s ::; T:

(8.53) Y,,(I.y) ~ ye(P-')(S-I)Z~,

(8.54) Z~ ~ exp{ -8T (W: - ~) - H811 2(s - t)}.

(Hint: Consider the change of variable t = log y.)

From Problem 8.19 we derive the stochastic representation formulas

G(t,y) = E iT e-P(S-t) U(I(Y,,(t. y») ds,

S(t,y) = yE iT e-r(s-t)z~ I(Y,,(,·y»ds.



5.8. Applications to Economics 383

It is useful to consider the consumption/investment problem with initial
times other than zero. Thus, for°::;; t ::;; T fixed and x ~ 0, we define the value
function

(8.57) V(t,x) = sup E IT e-Ps U(Cs)ds,
(>t,C) JI

where (n, C) must be admissible for (t, x), which means that the wealth process
determined by the equation

(8.58) Xs= x + f (rXu - C.)du + it f (bi - r)ni(u)du

remains nonnegative. Corresponding to a consumption process C, a portfo
lio process n for which (n, C) is admissible for (t, x) exists if and only if
(cf. Proposition 8.6)

(8.59)

(8.60)

For °::;; t ::;; T, define a function !![(t,'): [0,00J --+ [0, 00J by

!![(t,y) ~ E iT e-r(s-t)Z~I(y'(I'Y»)ds.

Comparison of (8.56) and (8.60) shows that

(8.61) y!![(t, y) = S(t, y) < 00; °< Y < 00.

Now Y(t) ~ sup{t ~ 0; !![(t,') is strictly decreasing on [O,yJ} = 00, and we
have just as in Problem 8.17 that for °::;; t < T, !![(t, .) is strictly decreasing
on [0, 00] with !![(t, 0) = 00 and !![(t, 00) = 0. We denote by qy(t, .): [0,00J~
[0,00J the inverse of !![(t, .):

(8.62) qy(t,!![(t,y)) = y; 0::;; y::;; 00, 0::;; t < T.

Ifwe now define for t ::;; s ::;; T:

(8.63)

(8.64)

then

17~I,X) ~ qy(t, x)Z~ e(p-r)(s-I),

q ~ I(17~I,X»),

(8.65) V(t,X) = E iT e-PSU(Cs*)ds.

This claim is proved as in Theorem 8.18; the new feature here is that for
y = qy(t, x), one has 17(t,x) = y(I,y), and consequently
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(8.66) V(t, x) = e- pt G(t, '!!I(t, x»; 0:$ t < T, x > 0.

Thus, if we can solve the Cauchy problems (8.48), (8.49) and (8.50), (8.51), then
we can express V(t, x) in closed form.

8.20 Exercise. Let U(c) = co, where°< 6 < 1. Show that if

c:,.1( 1 2 6)k=-- /3-r6--11811 --
1-6 2 1-6

is nonzero, then

1 (y){)f(O-l)G(t,y) = k(l - e-k(T-t) ~

S(t, y) = 6G(t, y),

(
1 - e-k(T-t))l-O

V(t x) = e-Pt X O
, k .

If k = 0, then G(t, y) = (T - t)wo/(O-l),
V(t, x) = e-Pt(T - t)l-O x O.

S(t,y) = 6G(t,y), and

Although we have the representation (8.66) for the value function in our
consumption/investment problem, we have not as yet derived representations
for the optimal consumption and portfolio processes in feedback form, i.e., as
functions of the optimal wealth process. In order to obtain such representa
tions, we introduce the Hamilton-Jacobi-Bellman (HJB) equation for this
model. This nonlinear, second-order, partial ditTerential equation otTers a
characterization of the value function and is the usual technique by which
stochastic control problems are attacked. Because of its nonlinear nature, this
equation is typically quite difficult to solve. In the present problem, we have
already seen how to circumvent the HJB equation by solving instead the two
linear equations (8.48) and (8.50).

8.21 Lemma (Verification Result for the HJB Equation). Suppose Q: [0, T] x
[0, 00 ) ..... [0, 00) is continuous, is of class C1,2([0, T) x (0, 00», and solves the
H J B equation

(8.67)

Qt(t,x) + max {[rx - c + (b - rVTn]QAt, x) + ~ Ilu TnIl 2QxAt, x)
c~O 2
1t E IRd

+e-PtU(c)} =0; O:$t<T, O<x<oo.

Then

(8.68) V(t,x):$ Q(t,x); 0:$ t < T, 0:$ x < 00.
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(8.70)

PROOF. For any initial condition (t, x) E [0, T) x (0,00) and pair (n, C) admis
sible at (t, x), let {Xs ; t ~ s ~ T} denote the wealth process determined by
(8.58). With

'.£(T-~r /\ inf{sE[t,T];Xs~norxs~~or f: II n(U)1I 2du =n},

we have ES;"QAs,Xs)nT(s)ad~= O. Therefore, Ito's rule implies, in con
junction with (8.58) and (8.67),

o~ EQ('., X t )

= Q(t, x) + E f" {Q,(s,Xs) + [rXs - Cs + (b - r!)Tn(s)] QAs, Xs)

1 f.~+ 2:llaTn(s)1I 2QxAs,Xs)} ds ~ Q(t,x) - E , e-Ps U(Cs)ds.

Letting n -> 00 and using the monotone convergence theorem, we obtain
EST e-Ps U(C.) ds ~ Q(t, x). Maximization ofthe left-hand side over admissible
pairs (n, C) gives the desired result. 0

A solution to the HJB equation may not be unique, even if we specify the
boundary conditions

(8.69) Q(t,O) = 0; 0 ~ t ~ T and Q(T,x) = 0; 0 ~ x < 00.

This is because different rates ofgrowth ofQ(t, x) are possible as x approaches
infinity. One expects the value function to satisfy the H JB equation, and, in
light of (8.68), to be distinguished by being the smallest nonnegative solution
of this equation.

8.22 Proposition. Under the conditions set forth at the beginning of this sub
section, the value function V: [0, T] x [0,00) -> [0, 00) is continuous, is of class
C1.2([O, T) x (0,00)), and satisfies the HJB equation (8.67) as well as the
boundary conditions (8.69).

PROOF. If 0 < Y ~ U'(O), then

:y U(/(y)) = U'(/(y))I'(y) = yI'(y);

if y > U'(O), then I(y) = I'(y) = 0 and (8.70) still holds. Because of our as
sumption that G and S are of class CU , we may differentiate (8.48), (8.50)
with respect to y and observe that <'P.(t,y) £ -yGy(t,y) and <'P2(t,y) £
- y2(<3j<3y)(S(t, y)jy) both satisfy

L<'P;(t, y) = - y2 I'(y); 0 ~ t ~ T, Y > 0,

<'Pi(T, y) = 0; y > O.
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In particular, I' is continuous at y = U'(O), i.e., a necessary condition for our
assumptions is U"(O) = 00. Problem 8.19 implies qJI = qJ2' because both func
tions have the same stochastic representation. It follows that

(8.71) Git,y) = y~(~S(t,y)) = yEl"y(t,y)
ay y

and from (8.66), (8.62) we have

(8.72) VAt, x) = e-P'iIY(t, x),

(8.73) i?Yr(t,El"(t,y)) = -iIYAt,El"(t,y)) El",(t,y).

Finally, (8.50) and (8.61) imply that

(8.74)

o< Y < 00, 0 ~ t < T.

We want to check now that the function V(t, x) of (8.66) satisfies the HiE
equation (8.67). With Q= V, the left-hand side of this equation becomes e-P'
times

(8.75) G,(t, iIY(t, x)) - {3G(t, iIY(t, x)) + Gy(t, iIY(t, x)) iIY,(t, x)

+ ~~a: [«rx - c) + (b - r!)T n)iIY(t, x) + ~ II00 TnIl 2 iIYAt,x) + U(C)}
1tERd

The maximization over c is accomplished by setting

(8.76) c = I(iIY(t,x)).

(8.77)

Because of the negativity of iIYx , the maximization over n is accomplished by
setting

T -I iIY(t, x)
n = -(0-0-) (b - r1)--.

- iIYAt, x)

Upon substitution of (8.76), (8.77) into (8.75), the latter becomes

(8.78) G,(t, iIY(t, x)) - {3G(t, iIY(t, x)) + Gy(t, iIY(t, x))iIY,(t, x)

1 iIY 2 (t, x)
+ rxiIY(t, x) - iIY(t, x)I(iIY(t, x)) - "2118112 iIYAt, x) + U(I(iIY(t, x))).

We may change variables in (8.78), taking y = iIY(t,x) and using (8.71), (8.73),
(8.48) to write this expression as

G,(t,y) - {3G(t,y) - yEl",(t,y) + ryEl"(t,y) - yI(y) - tIl811 2 y2 El"y(t,y) + U(I(y))

= y[ -~(t,y)+ rEl"(t,y) - ({3 - r + 11811 2 )yEl"y(t,y)

- tI1811 2 y2 El"yy(t,y) - I(y)],
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c.* = 1(C!Y(s, Xs*)),

* _ ( T)-l(b I) C!Y(s, Xs*)n - - aa - r
s - C!YAs, Xs*) ,

which vanishes because of(8.74). This completes the proof that V satisfies the
HiB equation (8.67). The boundary conditions (8.69) are satisfied by V by
virtue of its definition (8.57) and the admissibility condition (8.59) applied
when x = 0. D

In conclusion, we have already shown that for fixed but arbitrary (t, x) E
[0, T) x (0,00), there is an optimal pair (n*, C*) of portfolio/consumption
processes. Let {Xs*; t :::; s :::; T} denote the corresponding wealth process. If
we now repeat the proof of Lemma 8.21, replacing (n, C) by (n*, C*) and Q by
V, we can derive the inequality

(8.79)

0:::; V(t, x) + E JT {Yr(S, X.*) + [rXs* - c.* + (b - r!fn*(s)] VAs, Xs*)

+ ~ IlaTn*(s)112VxAS,Xs*)}dS:::; V(t, x) - E JT e-PSU(Cs*)ds.

We have used the monotone convergence theorem and the inequality

(8.80) Yr(s, Xs*) + [rXi - Ci + (b - r!fn*(s)] Vx(s, Xi)

+ illa Tn*(s)11 2VxAs,Xs*):::; -e-PSU(Cs*):::; 0; t:::; s:::; T,

which follows from the HJB equation for V. But (8.65) holds, so equality
prevails in (8.79) and hence also in the first inequality of (8.80), at least for
meas x P-almost every (s, w) in [t, T] x Q. Equality in (8.80) occurs if and
only if n: and Ci maximize the expression

[rXi - c + (b - r!)Tn]VAs,Xs*) + illa TnI1 2VxAs,Xs) + e-PtU(c);

i.e. (cf. (8.76), (8.77)),

(8.81)

(8.82)

where again both identities hold for meas x P-almost every (s, w) E [t, T] x Q.
The expressions (8.81), (8.82) provide the optimal consumption and portfolio
processes in feedback form.

8.23 Exercise. Show that in the context of Exercise 8.20, the optimal con
sumption and portfolio processes are linear functions of the wealth process
X*. Solve for the latter and show that X1 = °a.s.
5.9. Solutions to Selected Problems
2.7. We have from (2.10)

:t (e- PtI g(S)dS) = (g(t) - f3I g(s)ds)e-Pl ~ cx(t)e- pl
,
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whence S~g(s)dS::5: eP' S~IX(s)e-Psds. Substituting this estimate back into (2.10),
we obtain (2.11).

2.10. We first check that each X!k) is defined for all t ~ O. In particular, we must show
that for k ~ 0,

t (1Ib(s,X~kl)1I + IICT(s,X~kl)f)ds < 00; 0::5: t < 00, a.s.

In light of (2.13), this will follow from

(9.1) sup EIIX!kI 1l2 < 00; 0::5: T < 00,
O",,,T

a fact which we prove by induction. For k = 0, (9.1) is obvious. Assume (9.1) for
some value of k. Proceeding similarly to the proof ofTheorem 2.5, we obtain the
bound for 0 ::5: t ::5: T:

(9.2) EIIX!k+1)1I 2 ::5: 9EII~112 + 9(T + I)K2 t (I + EIIX~k)1I2)ds,

which gives us (9.1) for k + 1. From (9.2) we also have

EIIX!k+11 1l2 ::5: C(1 + EWI 2) + C t EIIX~k)1I2 ds; 0::5: t ::5: T,

where C depends only on K and T. Iteration of this inequality gives

[
(Ct)2 (Ct)k+IJ

EIIX(k+11 112 < C(I + EWI 2 ) 1 + Ct +-- + .,. +--
, - 2! (k + I)! '

and (2.17) follows.

2.11. We will obtain (2.4) by letting k --> 00 in (2.16), once we show that the two integrals
on the right-hand side of (2.16) converge to the proper quantities. With T > 0,
(2.21) gives maxO",,,T IIX,(w) - X,(k)(w)1I ::5: Z-k, 'if k ~ N(w). Consequently,

lit b(S,X~kl)ds - t b(S,Xs)d{ ::5: K 2T IT IIX~kl - Xsl1
2ds

converges to zero a.s. for 0 ::5: t ::5: T, as k --> 00. In order to deal with the stochastic
integral, we observe from (2.19) that for fixed 0 ::5: t ::5: T, the sequence of random
variables {Xnr'=1 is Cauchy in U(Q, ff, P), and since X!k) --> X, a.s., we must have
EIIX!k) - X,1I 2 --> 0 as k --+ 00. Moreover, (2.17) shows that Ell X,(k) f is uniformly
bounded for 0 ::5: t ::5: T and k ~ 0, and from Fatou's lemma we conclude that
EIIX,I1 2 ::5: limk~oo Ell X,(k) II 2 is uniformly bounded as well. From (2.12) and the
bounded convergence theorem, we have

Ejlt CT(S,X~k»dW, - t CT(S,Xs)dW,r = E tIlCT(S,X~k» - CT(s,XsWds

::5: K 2 t EIIX~kl - Xsll 2ds --+ 0 as k --+ 00; 0::5: t ::5: T.

2.12. For each positive integer k, define the stopping time for {.?;}:

7;. = {O if II ~ II > k,
00 if II~II ::5: k,
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and set ~k = ~Imll';k)' We consider the unique (continuous, square-integrable)
strong solution X(k) of the equation

X!kl = ~k + { b(s, X~k») ds + { u(s, X~kl) dJ.¥.; 0 ~ t < 00.

For t > k, we have that (X!k) - X!(l)1{W:';k} is equal to

{A T. {b(s, X~kl) _ b(s, XYI)} ds + {A T. {u(s, X~kl) _ u(s, XYI)} dJ.¥.

= { {b(s, X~kl) - b(s, XY»)} I Is,; T.} ds + { {u(s, X~kl) - u(s, X~t))} I Is,; T.} dJ.¥..

By repeating the argument which led to (2.18), we obtain for 0 ~ t ~ T:

E[max IIXY) - X~k)1121 lWI';k1] ~ Lit E[max IIXY' - X~klI121{11~II';k}]dt,
O:s;;s:s;;t 0 O:S;;s:5:t

and Gronwall's inequality (Problem 2.7) now yields

max Ilxyl - X~k)11 = 0, a.s. on {WI ~ k}.
O:S;;s:s;;T

We may thus define a process {X,; 0 ~ t < oo} by setting X,(w) = X,(k)(W), where
k is chosen larger that 1I~(w)ll. Then

= ~k + {AT. b(s,Xs)ds + {AT. u(s,Xs)dJ.¥.

= [~+ {b(S,Xs)dS +{U(s,Xs)dJ.¥.}{Ii~iI$k}'

Since P[U:'=l {WI ~ k}] = I, we see that X satisfies (2.4) almost surely.

3.15. We use the inequality for p > 0;

(9.3) la,IP + ... + lanlP~ n(la,1 + ... + lanlV ~ nP+1(la.IP + ... + lann

We shall denote by C(m,d) a positive constant depending on m and d, not
necessarily the same throughout the solution. From (iv) and (9.3) we have, almost
surely:

and the Holder inequality provides the bound
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The stopping times Sk ~ inf{t ~ 0; IIX,II ~ k} tend almost surely to infinity as
k ---. 00, and truncating at them yields

O$~$~~Sk IIXs 11 2m
:;; C(m,d{IIXoIl

2m + t
2m

- 1 I~Sk Ilb(u,X)11
2m

du

+ o~~~, Ilt~Sk a(u,X)dWurml a.s.

Remark 3.3.30 and Holder's inequality provide a bound for the last term, to wit,

Therefore, upon taking expectations, we obtain

EC$~$~~Sk II
Xs 11

2m

)

:;; C(m,d{EIiXo Il 2m + C(T)E L~Sk (1Ib(u,X)11 2m + Ila(u,X)11 2m)du]

for every 0 :;; t :;; T, where C(T) is a constant depending on T, m, and d. But now
we employ the linear growth condition (3.16) to obtain finally,

t/!k(t) ~ EC$~$~~Sk IIXs Il
2m

):;; C[I + EIIXoll
2m +I t/ldu)du];

O:;;t:;; T,

and from the Gronwall inequality (Problem 2.7);

t/lk(t):;; C(I + EIIXoIl 2m )eC
'; 0:;; t:;; T.

Now (3.17) follows from Fatou's lemma. On the other hand, if we fix S < t in
[0, T] and start from the inequality IIX, - X s l1 2m :;; C(m,d)(IIJ~b(u,X)duI12m +
IIJ~a(u,X)dWuIl2m), we may proceed much as before, to obtain

EIIX, - X s ll
2m

:;; C(t - s)m-l f[I + EC~::u IIXe I1
2m
)}u

:;; C(I + CeCT)(1 + EIIXo I1 2m )(t - s)m.

3.21. We fix FE fl,(C[0, 00 )d). The class of sets G satisfying (3.25) is a Dynkin system.
The collection of sets of the form (3.26) is closed under pairwise intersection and
generates the a-field fl(lRd) ® fl(C[O, 00n By the Dynkin System Theorem, it
suffices to prove (3.25) for G of the form (3.26). For such a G, we have

LQj(x, w; F)J1(dx)P.(dw)

= E. [L, Qj(x,'; F)J1(dx)' I",,-IG, • p. {a,-IG3 Ifl,(C[0, 00y)}]
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= E*[L, Qj(x,; F)Jl(dX)'Iq>I-IG}p*[al-
1G3]

= ~[Gl X ({J,-IG2 X F]' P* [a,-IG3 ].

The crucial observation here is that, under Wiener measure P*, a,-IG3 is inde
pendent of ~,(C[O, (0)'). From (3.2\), we have

P*[a,-IG3] = ~[(X,W,Y)Ee;a,wEG3] = vj [a,WUl EG3],

~[Gl X ({J,-IG2 X F] = vlX!iIEG1,({J,WUl EG2, yU)EF].

Therefore,

L Qj(x, w; F)Jl(dx)P*(dw) = Vj[X!i1 EG1 , ({J, WUl EG2, yUI EF] . vj[a, WU) EG3]

= vj[X!i) EG1 , ({J, WU) EG2, a, WUI EG3, yUI EF]

= vl(X!i), WU))EG, yUlEF] = ~[G x F],

because {X!iIEG1 ,({J,WUI EG2 , y(jIEF} belongs to the a-field ff,Ul, and
{a, WU) EG3 } is independent of it.

3.22. The essential assertion here is that Qix, w; . ) assigns full measure to a singleton,
which is the same for j = 1, 2. To see this, fix (x, w) E IRd X C[O, (0)' and
define the measure Q(x, w; dYI,dY2) £ QI(X, w; dyJlQ2(X, w; dY2) on (S,Y') £
(C[O, oo)d X C[O, oo)d,~(C[O, oo)d) @ ~(C[O, oo)d). We have from (3.23)

(9.4) P(G x B) = L Q(x, w; B)Jl(dx)P*(dw); BEY', GE.?J(lRd) @ .?J(C[O, (0)').

With the choice B = {(YI'Y2)ES;YI = Y2} and G = IRd X C[O,oo)', relations
(3.24) and (9.4) yield the existence of a set N E~(lRd) @ .?J(C[O, 00nwith (Jl x P*)
(N) = 0, such that Q(x, w; B) = I for all (x, w) ¢N. But then from Fubini,

1 = Q(x,w;B)= r Ql(X,W;{y})Q2(X,w;dy); (x,w)¢N,
Jero.OO)d

which can occur only if for some Y, call it k(x, w), we have Qj(x, w; {k(x, w)}) = 1;
j = 1,2. This gives us (3.27). For (x,w)¢N, and any BE~(C[O,oo)d),we have
k(x, W)E B ¢>Qix, w; B) = 1. The .?J(lRd) @ .?J(C[O, 00 )r)j~([O, I])-measurability
of (x, w) I-> Qix, w; B) implies the ~(lRd)@ ~(C[O, 00n/~(c[O,00)d)-measurability
of k. The .si,/~,(C[O,oo)d)-measurability of k follows from a similar argument,
which makes use of Problem 3.21. Equation (3.28) is a direct consequence of
(3.27) and the definition (3.23) of P.

4.7. For(p, a)ED, let A = pp T = (J"(J"T. Since A is symmetric and positive semidefinite,

tl\. ' OJthere is an orthogonal matrix Q such that QAQT = - - ~ - - ,where I\. is a (k x k)
0,0

diagonal matrix whose diagonal elements are the nonzero eigenvalues ofA. Since

QAQT = (Qp)(Qp)T = (Qa)(Qaf,

Qp must have the form Qp = t~l-l where YI l';T = 1\.. Likewise, Qa = [~Ij.
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where ZI Z; = A. We can compute an orthonormal basis for the (d - k)
dimensional subspace orthogonal to the span of the k rows of YI' Let Y2 be the
(d - k) x d matrix consisting of the orthonormal row vectors of this basis, and

set y= t~:j.Then(QP)YT= t~t~l yy
T
= t~t-~lwherelisthe(d - k) x

(d - k) identity matrix. In the same way, define Z = ttj so that (Qa)ZT =

(Qp) yT, ZZT = yyT. Then a = pyT(ZTrl, so we set R = yT(ZTr l
. It is easily

verified that RRT = I. All of the steps necessary to compute R from p and a can
be accomplished by Borel-measurable transformations.

4.13. Let us fix 0 :$ s < t < 00. For any integer n > (t - sri and every A EC;§s+(1/')' we
can find BEfJls+(1/') such that P(ALB) = 0 (Problem 2.7.3). The martingale
property for {M!, fflu ; 0 :$ U < oo} implies that

(9.5) E [{f(Y(t» - f(Y(S +~))- 1'+(1/') (dJ)(y)dU} lAJ

= E[ {f(y(t)) - f(Y(S +~))- 1'+(1/.) (dJ)(Y)dU} IBJ= O.

If follows that the expectation in (9.5) is equal to zero for every A Eff. = C;§s+ .
We can then let n -+ 00 and obtain the martingale property E[(M{ - Mf) l A ] =
o from the bounded convergence theorem.

4.25. Suppose Illdq>(X)IlI(dx) = Illdq>(X)1l2(dx) for every q>ECO'(lRd
), and take ljJE

CO(lRd
). Let PECO'(lRd

) satisfy p ~ 0, Illdp(x)dx = 1, and set q>.(x) ~ IlldljJ(X +
(y/n»p(y) dy = n Illd ljJ(z)p(nz - nx) dz. Then q>. ECO'(lRd

) and q>.(x) -+ ljJ(x) for
every x E IRd

. It follows from the bounded convergence theorem that
Illd ljJ(X)1l1 (dx) = Illd ljJ(X)1l2(dx), for every ljJ ECO(lRd

). Now suppose G c IRd is
open and bounded. Let ljJ.(x) = 1 1\ infY~GnllY - xII. Then ljJ.ECo(lRd ) for all n,
and ljJ. l1G • It follows from the monotone convergence theorem that III (G) =
1l2(G) for every bounded open set G. The collection of sets CC = {B EffI(lRd

);

III (B) = 1l2(B)} form a Dynkin system, and since every bounded, open set is in
CC, the Dynkin System Theorem 2.1.3 shows that CC = ffI(lRd

).

5.3. For t ~ 0, let E, = {J~ASa2(Xs)ds = oo}. Using the method of Solution 3.4.11,
we can show that

l 'ASnlim X'ASn = X o + lim a(Xs)dl¥, = - 00, a.s. on E,.
n-oo "-00 0

But X, is continuous in the topology ofthe extended real numbers, so P(E,) = O.
Consequently, X'AS = Xo + I~ASa(Xs)dl¥, is real-valued a.s., for every t ~ 0,
so S = 00 a.s.

5.27. For e > 0 and c + e :$ x < r, we have

v(x) = rp'(y)rP'(:)~:(z) dy ~ [p(x) - p(c + e)] f+' P'(:)~:(z)'
and (5.73) follows. A similar argument works for (5.74).
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i = 1, .,', n.

6.2. It suffices to show that if Q(t) is a locally bounded, measurable, (d x r)-matrix
valued function of t, then Yr = J~ Q(s) dl¥. is a Gaussian process. This is
certainly true if the components of Q are simple, and the general Q can be
approximated by simple matrix functions Q(n) so that for each fixed t, we have
Iimn_", EIIJ~ [Q(n)(s) - Q(s)] dl¥.11 2 = O. Because the L 2 limit of normal random
vectors must be normal, we have the desired result.

6.11. The jointly normal random variables ZI' Z2"'" Zn are uncorrelated, as one can
see from (6.25) or by observing from (6.26) that

b(t j - ti-d f" dl¥.Z,= + ----'
I (T-tj)(T-tj_d "_I T-s'

It is also apparent that

b(t j - tj-d t. - tj_1EZ = Var(Zi) = ------,-
I (T - tj)(T - tj-d' (T - t.)(T - t.-d

Now write down the joint density of (ZI' ... , Zn) and make the change ofvariables
Zj = xJ(T - tJ - xj-d(T - ti-d to obtain the desired result.

6.15. Observe that

dZ, = Z,[A(t)dt + jt
l

Sj(t)dJ¥.U}

and apply Ito's rule to the right-hand side of (6.32) to see that X defined by this
formula satisfies (6.30). Uniqueness follows from Theorem 2.5.
In the case of constant coefficients for 6.33, the solution becomes X, =

Xoexp(Yr), where Yr ~ J1.t + aB" a ~ LJ=I Sf, J1. = A - a2/2 and Bt ~

(Jla) LJ=l SjJ¥.U) is Brownian motion (by the P. Levy characterization, Theo
rem 3.3.16). The strong law of large numbers (Problem 2.9.3) shows that
Iim,_", (Yrlt) = J1., and hence also lim,_", X, = 0, a.s.

7.3. Proceeding as in Solution 4.2.25, we show that

M, ~ U(X'~t.)exp{ - t~t. k(Xs)dS}

+ tAt. g(Xs)exp { - s: k(X9) dO} ds; 0 ~ t < 00

is a uniformly integrable martingale under P". The identity PMo = PM", is
(7.8).

8.1. For a (d x d) matrix r, define the operator norm IWII = sup~ .. o(llreII/WI). We
show that lin! = IjrTIi. According to the Cauchy-Schwarz inequality,

Now set '1 = r Te to obtain IIrTell ~ lin lIell, and thus by definition IIrTIl ~ lin.
We obtain the opposite inequality by reversing the roles of rand r T.
Now (8.3) implies that a T(t) is nonsingular, for otherwise we could find a

nonzero vector e which makes C a(t)e = III1 T(t)eIl 2 = O. Letting e = (aT(tW I '1,
we may rewrite (8.3) as



394 5. Stochastic Differential Equations

1
II(uT(tW I '111 ~ ;;;11'111; 'v''1ElRd,O ~ t ~ T,

a.s., which is equivalent to II(UT(tW111 ~ (l/;;;). Because II (er(tJr I II = II(uT(tJrIII,
we have the equivalence of(8.3) and (8.5). We have already proved (8.4), and (8.6)
is established similarly.

8.17. Because I is strictly decreasing on [0, U'(O)] and identically zero on [U'(O), (0),
we see that PI is nondecreasing and for 0 < YI < Yz < 00:

PI(yd = PI(Yz)=p[ min (ZteJ~(P(S)-r(s))ds) < U'(O)] = 0,
O$t$T YI

in which case PI(Yt) = PI(yz) = O. The equality PI(y) = 0 follows. The equality
PI(O) = Iimy+oPI(y) = 00 is a consequence ofthe monotone convergence theorem.
Continuity of PI on (0, y], and hence its surjectivity, follows from (8.43) and the
dominated convergence theorem.

8.19. Let .Jf'(t,t) = H(t,e t ), so.Jf' is defined and of class Cl,z on [0, T] x R A bit of
computation shows that .Jf' solves the Cauchy problem

(
1 z) 1 z t

-~ + P.Jf' - P - r - 2"11011 .Jf't - 2"11011 .Jf'tt = g(t,e );

.Jf'(T, t) = 0;

O~t~T, tEIR

tER

Condition (8.52) on H implies that .Jf' satisfies (7.20) for every J1 > 0 and M > 0
depending on J1. It follows from Problem 7.7 that

.Jf'(t,t) = E [fT e-P(s-tlg(s, eLS)dSI L t = t1
where dLs= (P - r - 11011 Z12) ds - OT dJ¥.. This is the stochastic differential
equation satisfied by log y'(t. y ), and thus

H(t,Y) = .Jf'(t,logy) = E[fT e-P(S-t)g(s, Y.(t,y))dS}

5.10. Notes

Section 5.1: The term stochastic differential equation was actually introduced
by S. Bernstein (1934, 1938) in the limiting study of a sequence of Markov
chains arising in a stochastic difference scheme. He was only interested in the
distribution of the limiting process and showed that the latter had a density
satisfying the Kolmogorov equations. However, according to Gihman &
Skorohod (1972), it would be an exaggeration to consider Bernstein the
founder of this theory.
Independently of Ito's work, I. I. Gihman (1947, 1950) developed a theo
ry of stochastic differential equations, complete with results on existence,
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uniqueness, smooth dependence on the initial conditions, and Kolmogorov's
equations for the transition density.
Since the early work of Ito and Gihman, the interest in the methodology
and the mathematical theory of stochastic differential equations has enjoyed
remarkable successes. The constructive and intuitive nature of the concept, as
well as its strong physical appeal, have been responsible for its popularity
among applied scientists; for instance, the "dW" term on the right-hand side
of (1.9) has an important interpretation as white noise in statistical com
munication theory. Apart from its original and continued relevance to physics
(see the notes to Section 6, as well as Nelson (1967), Freidlin (1985)), the new
methodology became gradually indispensable in fields such as stochastic
systems (Arnold & Kliemann (1983)) and stability theory (Friedman (1976),
Khas'minskii (1980)), stochastic control and game theory (Fleming & Rishel
(1975), Friedman (1976), Krylov (1980)), filtering (Liptser & Shiryaev (1977),
Kallianpur (1980)), communication and dynamical systems (Wong & Hajek
(1985)), mathematical economics (cf. Section 5.8), mathematical biology and
population genetics (cf. examples in Chapter XV of Karlin & Taylor (1981)).
Stochastic partial differential equations arise in filtering (Pardoux (1979)) and
neurophysiology (Walsh (1984, 1986)).
On the other hand, the analytical approach to diffusions and, more gener
ally, Markov processes, has been further developed in conjunction with the
Hille-Yosida theory of semigroups; see, for instance, the lecture notes of Ito
(1961a) and Chapter I of Ethier & Kurtz (1986).

Section 5.2: Theorems 2.5, 2.9 are standard; they are due to Ito (1942a, 1946,
1951) and can be found in several monographs such as those by Skorohod
(1965), Mc Kean (1969), Gihman & Skorohod (1972, 1979), Arnold (1973),
Friedman (1975), Liptser & Shiryaev (1977), Stroock & Varadhan (1979),
Kallianpur (1980), Ikeda & Watanabe (1981). These sources, as well as Fried
man (1976), should be consulted for further reading on the subject matter of
this chapter and some of its applications.
The study ofcomparison results for stochastic differential equations started
with Skorohod (1965). The article by Ikeda & Watanabe (1977) contains
important refinements of Proposition 2.18 and Exercise 2.19, with applica
tions to stochastic control and to tests for explosions; see also Chapter VI in
Ikeda & Watanabe (1981), Yamada & Ogura (1981), Hajek (1985).
Doss (1977) and Sussmann (1978) were the first authors who studied the
possibility of pathwise solutions to stochastic differential equations, via an
appropriate reduction to an ordinary differential equation in the spirit of
Proposition 2.21. Extension of the latter to several dimensions has Lie
algebraic ramifications; see Ikeda & Watanabe (1981), pp. 107-110. The
modeling issue of Subsection 5.2.D was first raised by Wong & Zakai (1965a),
who obtained Proposition 2.24 under more restrictive conditions. The one
dimensional equation (2.34) was studied in detail by Chitasvili & Toronjadze
(1981).
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Stochastic differential equations driven by general semimartingales, instead
of just Brownian motion, have been studied by Doleans-Dade (1976) and
Protter (1977, 1984) among others; see also Elliott (1982), Chapter XIV.
Stochastic integral equations of the Volterra type have also been considered;
see, for instance, Kleptsyna & Veretennikov (1984) and Protter (1985).

Section 5.3: The methodology that leads to Proposition 3.20 and Corollary
3.23 was developed by Yamada & Watanabe (1971); we follow Ikeda &
Watanabe (1981) in our exposition.
Further instances of one-dimensional equations dXt = IT(Xt ) dJ+; admitting

no strong solution, in the spirit of Example 3.5 but with continuous dispersion
coefficients IT('), have been discovered by Barlow (1982).

Section 5.4: The book by Stroock & Varadhan (1979) should be consulted
for further reading on martingale problems and multidimensional diffusions.
For the martingale approach to more specialized questions on diffusions, such
as the support theorem, boundary behavior, degeneracy, and the construction
of diffusion processes on manifolds, the reader is referred to the articles by
Stroock & Varadhan (1970, t97 t, t972) and the lecture notes of Priouret
(1974), respectively.
The "martingale problem" approach of this section can also be employed
to characterize more general Markov processes in terms of their correspond
ing infinitesimal operators; a good part ofChapter IV in Ethier & Kurtz (1986)
is devoted to this subject.

Section 5.5: Material for the first two subsections was drawn primarily from
the papers of Engelbert & Schmidt (t 98 t, 1984, 1985). The use of local time
to prove pathwise uniqueness in Theorem 5.9 is due to Perkins (1982c),
although Perkins's result has been sharpened by the use of the Engelbert and
Schmidt zero-one law. Proposition 5.17 is a time-homogeneous version of a
more general result due to Zvonkin (1974); according to the latter, the equa
tion (2.1) with d = 1 has a unique strong solution, provided that

(i) the drift b(t, x) is bounded and Borel-measurable,
(ii) the dispersion IT(t, x) is bounded (both above and away from the
origin), is continuous in (t, x), and satisfies a Holder condition of the type
(2.24) with h(u) = Ku a

; (X ~ (1/2).

Zvonkin's results were extended to the multidimensional case by Vereten
nikov (1979,1981,1982), who showed in particular that the equation (3.2) with
d ~ t has a unique strong solution for any bounded, Borel-measurable drift
b(t, x).
In another important development, Nakao (1972) showed that pathwise
uniqueness holds for the equation (5.1), provided that the coefficients b, IT
are bounded and Borel-measurable, and IT is bounded below by a positive
constant and is of bounded variation on any compact interval. For further
extensions of this result (to time-dependent coefficients), see Veretennikov
(1979), Nakao (1983), and Le Gall (1983).
The material of Subsection C is fairly standard; we relied on sources such
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as McKean (1969), Kallianpur (1980), and Ikeda & Watanabe (1981), partic
ularly the latter. A generalization of the Feller test to the multi-dimensional
case is due to Khas'minskii (1960) and can be found in Chapter X of Stroock
& Varadhan (1979), together with more information about explosions.
A complete characterization of strong Markov processes with continuous
sample paths, including the classification of their boundary behavior, is
possible in one dimension; it was carried out by Feller (1952-1957) and
appears in Ito & Me Kean (1974) and Dynkin (1965), Chapters XV-XVII. See
also Meleard (1986) for an approach based on stochastic calculus. The recur
rence and ergodic properties of such processes were investigated by Maruyama
& Tanaka (1957); see also §18 in Gihman & Skorohod (1972), as well as
Khas'minskii (1960) and Bhattacharya (1978) for the multi-dimensional case.

Section 5.6: Langevin (1908) pioneered an approach to the Brownian
movement that centered around the "dynamical" equation (6.22), instead of
relying on the parabolic (Fokker-Planck-Kolmogorov) equation for the tran
sition probability density. In (6.22), X t represents the velocity of a free particle
with mass m in a field consisting of a frictional and a fluctuating force, IX is the
coefficient of friction, and (72 = 2IXkT/m, where T denotes (absolute) tem
perature and k the Boltzmann constant. Langevin's ideas culminated in the
Ornstein-Uhlenbeck theory for Brownian motion; long considered a purely
heuristic tool, unsuitable for rigorous work, this theory was placed on firm
mathematical ground by Doob (1942). Chapters IX and X of Nelson (1967)
contain a nice exposition of these matters, including the Smoluchowski equa
tion for Brownian movement in a force field.

Section 5.7: The monograph by Freidlin (1985) offers excellent follow-up
reading on the subject matter of this section, as well as on degenerate and
quasi-linear partial differential equations and their probabilistic treatment.

In the setting ofTheorem 7.6 with k := 0, g := 0 it is possible to verify directly,
under appropriate conditions, that the function

(10.1)

on the right-hand side of (7.15) possesses the requisite smoothness and solves
the Cauchy problem (7.12), (7.13). We followed such an approach in Chapter
4 for the one-dimensional heat equation. Here, the key is to establish
"smoothness" of the solution X(t,x) to (7.1) in the initial conditions (t,x) so as
to allow taking first and second partial derivatives in (10.1) under the expec
tation sign; see Friedman (1975), p. 124, for details.
Questions of dependence on the initial conditions have been investigated
extensively. The most celebrated of such results is the diffeomorphism theorem
(Kunita (1981), Stroock (1982)), which we now outline in the context of the
stochastic integral equation (4.20). Under Lipschitz and linear growth condi
tions as in Theorem 2.9, this equation has, for every initial position x E IRd

,

a unique strong solution {Xt(x); 0 s t < oo}. Consider now the (d + 1)
dimensional random field q; = {Xt(x,w); (t,X)E[O, 00) x IRd,WEn}. It can be
shown, using the Kolmogorov-Centsov theorem (Problem 2.2.9) in conjunc-
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tion with Problems 3.3.29 and 3.15, that there exists a modification :!t of f[
such that:

(i) (t, x) 1--+ X,(x, w) is continuous, for a.e. wen;
(ii) For fixed t ~ 0, X 1--+ xAx, w) is a homeomorphism of IRd into itself for a.e.
wen.

Furthermore, if the coefficients b, (J have bounded and continuous deriva
tives of all orders up to k ~ 1, then for every t ~ 0,

(iii) x 1--+ xAx, w) is a Ck-1-diffeomorphism for a.e. wen.

For an application of these ideas to the modeling issue of Subsection 5.2.0,
see Kunita (1986).

Malliavin (1976, 1978) pioneered a probabilistic approach to the questions
of existence and smoothness for the probability densities of Brownian func
tionals, such as strong solutions of stochastic differential equations. The
resulting "functional" stochastic calculus has become known as the stochastic
calculus of variations, or the Malliavin calculus; it has found several exegeses
and applications beyond its original conception. See, for instance, Watanabe
(1984), Chapter V in Ikeda & Watanabe (1981), and the review articles ofIkeda
& Watanabe (1983), Zakai (1985) and Nualart & Zakai (1986). For applica
tions of the Malliavin calculus to partial differential equations, see Stroock
(1981,1983) and Kusuoka & Stroock (1983, 1985).

Section 5.8: The methodology of Subsection A is new, as is the resulting
treatment of the option pricing and consumption/investment problems in
Subsections Band C, respectively. Similar results have been obtained indepen
dently by Cox & Huang in a series ofpapers (e.g., (1986,1987)). For Subsection
B, the inspiration comes in part from Harrison & Pliska (1981) and Bensoussan
(1984); this latter paper, as well as Karatzas (1988), should be consulted for
the pricing of American options. Material for Subsection C was drawn from
more general results in Karatzas, Lehoczky & Shreve (1987). The problem of
Subsection D was introduced by Samuelson (1969) and Merton (1971); it has
been discussed in Karatzas et al. (1986) on an infinite horizon and with very
general utility functions. An application of these ideas to equilibrium analysis
is presented in Lehoczky & Shreve (1986). See also Duffie (1986) and Huang
(1987).



CHAPTER 6

P. Levy's Theory of Brownian
Local Time

6.1. Introduction

This chapter is an in-depth study of the Brownian local time first encountered
in Section 3.6. Our approach to this subject is motivated by the desire to
perform computations. This is manifested by the inclusion of the conditional
Laplace transform formulas of D. Williams (Subsections 6.3.B, 6.4.C), the
derivation of the joint density of Brownian motion, its local time at the origin
and its occupation time of the positive half-line (Subsection 6.3.C), and the
computation of the transition density for Brownian motion with two-valued
drift (Section 6.5). This last computation arises in the problem of controlling
the drift of a Brownian motion, within prescribed bounds, so as to keep the
controlled process near the origin.
Underlying these computations is a beautiful theory whose origins can be
traced back to Paul Levy. Levy's idea was to use Theorem 3.6.17 to replace
the study of Brownian local time by the study of the running maximum (2.8.1)
ofa Brownian motion, whose inverse coincides with the process offirst passage
times (Proposition 2.8.5). This latter process is strictly increasing, but increases
by jumps only, and these jumps have a Poisson distribution. A precise state
ment of this result requires the introduction of the concept of Poisson random
measure, a notion which has wide application in the study of jump processes.
Here we use it to provide characterizations of Brownian local time in terms
of excursions and downcrossings (Theorems 2.21, 2.23).

In Section 6.3 we take up the study of the independent, reflected Brownian
motions obtained by looking separately at the positive (negative) parts of a
standard Brownian motion. These independent Brownian motions are tied
together by their local times at the origin, a fact which does not violate their
independence. Exactly this situation was encountered in the Discussion of
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F. Knight's Theorem 3.4.13, where we observed that intricately connected
processes could become independent if we time-change them separately and
then forget the time changes. The first formula of D. Williams (Theorem 3.6)
is a precise statement of what can be inferred about the time change from
observing one of these reflected Brownian motions.
Section 6.4 is highly computational, first developing Feynman-Kac for

mulas involving Brownian local time at several points, and then using these
formulas to perform computations. In particular, the distribution oflocal time
at several spatial points, when the temporal parameter is equal to a passage
time, is computed and found to agree with the finite-dimensional distribution
of one-half the square of a two-dimensional Bessel process. This is the Ray
Knight description of local time; it allows us finally to prove the Dvoretzky
Erdos-Kakutani Theorem 2.9.13.

6.2. Alternate Representations of
Brownian Local Time

In Section 3.6 we developed the concept of Brownian local time as the density
of occupation time. This is but one of several equivalent representations of
Brownian local time, and in this section we present two others. We begin with
a Brownian motion W = {~, ~; 0 =:; t < oo} where P[Wo = 0] = 1and {~}
satisfies the usual conditions, and we recall from Theorem 3.6.17 (see, in
particular, (3.6.34), (3.6.35)) that

(2.1) P[I~I = M, - B" 2L,(0) = M,; 'VO =:; t < 00] = 1,
where B, = - J~ sgn(J¥.) dJ¥. is itself a Brownian motion,

(2.2) M, = max Bs ; 0 =:; t < 00,
O~s~,

(3.6.2)

and L,(O) is the local time of W at the origin:

L,(O) = lim ~meas{O =:; s =:; t; IJ¥.I =:; e}.
t+O 4e

Thus, a study of the local time of W at the origin can be reduced to a study
of the more easily conceived process M. The idea of this reduction and much
of what follows originated with P. Levy (1939,1948).

A. The Process of Passage Times

The process M of (2.2) is continuous, nondecreasing, and "flat" (constant)
during excursions ofthe reflected Brownian motion IWI away from the origin.
Because the Lebesgue measure of the set {O =:; t < 00; I~I = O} is zero, P-a.s.
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(Theorem 2.9.6), the process M has time derivative almost everywhere equal
to zero; it is very much like the Cantor function.
We may regard M as a new clock, which stops when IWI is away from the

origin and runs at an accelerated rate when IWI is at the origin. In order to
pass from this new clock to the original one, we introduce the right-continuous
inverse of M, defined as in Problem 3.4.5:

(2.3) Sb ~ inf{t ~ 0; M, > b} = inf{t ~ 0; B, > b}; °~ b < 00.

Each Sb is an optional (and hence also a stopping) time ofthe right-continuous
filtration {~}. The left-continuous inverse of the process M is simply the
family of passage times

(2.4) 1/, ~ inf{t ~ 0; M, = b} = inf{t ~ 0; B, = b}; 0 ~ b < 00.

Regarded as processes parametrized by the spatial variable b, T = {1/,;°~ b < oo} and S = {Sb; °~ b < oo} are modifications of one another
(Problem 2.7.19). The existence of two inverses for M reflects the fact that M
identifies the starting and ending points of the excursions of IWI away from
the origin. These excursions correspond to jumps of the process T, as we now
elaborate.
Recall from Remark 2.8.16 that for each t > 0, the time in SE [0, t] for which

Bs = M, is almost surely unique. Thus, for each w in an event Q* of probability
one, this assertion holds for every rational t. Fix WE Q*, a positive number t
(not necessarily rational), and define

(2.5) y,(w) ~ SUp{SE [0, t]; J¥.(w) = o} = SUp{SE[O,t]; Bs(w) = M,(w)},

(2.6) P,(w) ~ inf{s E [t, 00); J¥.(w) = O} = inf{s E [t, 00); Biw) = M,(w)}.

If J.t;(w) = 0, then P,(w) = t = y,(w). We are interested in the case J.t;(w) #- 0,
which implies

(2.7) y,(w) < t < P,(w).

In this case, the maximum of Bs(w) over °~ S ~ t is attained uniquely at
S = y,(w), hence TM,(w)(w) = y,(w). Similarly TM,(w)+(w) = SM,(w)(W) = P,(w), for
otherwise there would be a rational q > P,(w) such that Bp,(w)(w) = By,(w)(w) =
Mq(w), a contradiction to the choice of WEQ*. We see then that for wEQ*
and t chosen so that J.t;(w) #- 0, the size of the jump in 1/,(w) at b = M,(w) is
the length of the excursion interval (y,(w), P,(w)) straddling t:

(2.8) TM,(w)+(w) - TM,(w)(w) = P,(w) - y,(w).

It is clear from (2.4) that 1/, is strictly increasing in b, and To = 0. It is less
clear that T grows only by jumps. To see this, consider the zero set of W(w),
namely

!!l'w ~ {O ~ t < 00; J.t;(w) = OJ,
which is almost surely closed, unbounded, and of Lebesgue measure zero
(Theorem 2.9.6). As with any open set, !!l'!" n (0, 00) can be written as a countable
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union of disjoint open intervals
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.2'~ n (0, (0) = U fa (W),
aeA

and each of these intervals contains a number ta(w). In the notation of (2.5),
(2.6), we have

fa = (YI.' PI); IX E A.

Because meas(.2'",) = 0 for P-a.e. WEn, we have

YI = L (PI. - YI) = I. (TMl + - TMl ):s;; I. (Tx+ - Tx); o:s;; t < 00,
creA aeA oz Q: x~M£

P,. 5, I P,. 5, I

almost surely. Now set t = T" to obtain

T,,:s;; L (Tx + - Tx ), o:s;; a < 00;
xS:;a

letting a i b and using the left-continuity of T, we see finally that, except on a
P-null set,

I;, :s;; L ('T,,+ - Tx ), o:s;; b < 00.
x<b

The reverse inequality is obvious.
We summarize our observations thus far.

2.1 Theorem. The processes S = {Sb; 0 :s;; b < oo} of (2.3) and T = {1/,;
o :s;; b < oo} of (2.4) are modifications of one another. Being the right
(respectively, left-) continuous inverses of the process M in (2.2), they are
strictly increasing. Moreover, they increase by jumps only:

(2.9) Sb = L (Sx - Sx-), I;, = I. (Tx+ - 'T,,); O:s;; b < 00,
x~b x<b

a.s., where So- g O. These processes have stationary and independent incre
ments, with distribution

(2.10)

(2.11)

b-a
PES - S Edt] = PES Edt] =__e-(b-a)2/2I dt

b a b-a J2nt 3 '

0< a < b, t > 0,

Ee- aS• = e-b.j"i.;.; O:s;; IX, b < 00.

PROOF. The only new assertions are those contained in the last sentence; these
follow from Proposition 2.8.5. 0

It is apparent from Theorem 2.1 that T must have infinitely many jumps
on any interval [0, b], b > 0, but T can have only finitely many jumps whose
size exceeds a given number t > o. We want to know the distribution of the
(random) number of such jumps. To develop a conjecture about the answer
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to this question, we ask another. How large must b be in order for T to have a
jump on [O,b] whose size exceeds t? We designate by !I the minimal such
b, and think of it as a "waiting time" (although b is a spatial, rather than
temporal, parameter for the underlying Brownian motion W). Suppose we
have "waited" up to "time" c and not seen a jump exceeding size t; i.e., ! I > c.
Conditioned on this, what is the distribution of! I? After waiting up to "time"
c, we are now waiting on the reflected Brownian motion IW+TJ = IW+ Tc 

WTJ to undergo an excursion of length exceeding t; thus, the conditional dis
tribution of the remaining wait is the same as the unconditional distribution
of !I:

(2.12) P[!I > c + bl!1 > c] = P[!I > b].

This "memoryless" property identifies the distribution of ! I as exponential
(Problem 2.2).

2.2 Problem. Let I = [0,(0) or I = JR. Show that if G: I -+ (0, (0) is monotone
and

(2.13) G(b + c) = G(b)G(c); b, c E I,

then G is of the form G(b) = e- Job; bEl, for some constant AE JR. In particular,
(2.12) implies that for some A> 0,

P[!I > b] = e- Job
; °~ b < 00.

After! I' we may begin the wait for the next jump of T whose size exceeds
t, i.e., the wait for IW+T I = IW+T - WT I to have another excursion of

(1 'I 'I

duration exceeding t. It is not difficult to show, using the strong Markov
property, that the additional wait!2 is independent of !I. Indeed, the "inter
arrival times" ! I' !2' !3' ... are independent random variables with the same
(exponential) distribution. Recalling the construction in Problem 1.3.2 of the
Poisson process, we now see that for fixed b > 0, the number of jumps of the
process T on [0, b], whose size exceeds t, is a Poisson random variable. To
formalize this argument and obtain the exact distributions of the random
variables involved, we introduce the concept of a Poisson random measure.

B. Poisson Random Measures

A Poisson random variable takes values in No ~ {O, 1,2, ... } and can be
thought of as the number of occurrences of a particular incident of interest.
Such a concept is inadequate, however, if we are interested in recording the
occurrences of several different types of incidents. It is meaningless, for example,
to keep track ofthe number ofjumps in (0, b] for the process S of(2.3), because
there are infinitely many of those. It is meaningful, though, to record the
number ofjumps whose size exceeds a positive threshold t, but we would like
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to do this for all positive t' simultaneously, and this requires that we not only
count the jumps but somehow also classify them. We can do this by letting
v((0, b] x A) be the number ofjumps ofSin (0, b] whose size is in A E &I( (0, (0)),
and then extending this counting measure from sets of the form (0, b] x A to
the collection &1((0, (0)2). The resulting measure v on ((0, (0)2, gH((0, (0)2)) will
of course be random, because the number of jumps of {Sa; 0 < a .:::;; b} with
sizes in A is a random variable. This random measure v will be shown to be
a special case of the following definition.

2.3 Definition. Let (n, ff, P) be a probability space, (H, Yf) a measurable
space, and v a mapping from n to the set of nonnegative counting measures
on (H,Yf), i.e., v",(C)ENou{oo} for every WEn and CEYf. We assume
that the mapping W f-+ v",(C) is ff j&l(N o u {oo} )-measurable-; i.e., v(C) is an
No u {oo}-valued random variable, for each fixed C E Yf. We say that v is a
Poisson random measure if:

(i) For every C EYf, either P[v(C) = 00] = I, or else

A(C) ~ Ev(C) < 00

and v(C) is a Poisson random variable:

P[v(C) = n] = e-~(C)(A(~))n; nENo.n.

(ii) For any pairwise disjoint sets C1 , ... , Cm in Yf, the random variables
v(C1 ),.··, v(Cm ) are independent. .

The measure A(C) = Ev(C); C EYf, is called the intensity measure of v.

2.4 Theorem (Kingman (1967)). Given a a-finite measure Aon (H, Yf), there
exists a Poisson random measure v whose intensity measure is A.

PROOF. The case A(H) < 00 deserves to be singled out for its simplicity. When
it prevails, we can construct a sequence of independent random variables ¢10
¢2"" with common distribution P[¢l EC] = A(C)/A(H); CEYf, as well as an
independent Poisson random variable N with PEN = n] = e-~(H)(A(H))"jn!;

nE No. We can then define the counting measure

N

v(C) ~ L Id¢); C EYf.
j=l

It remains to show that vis a Poisson random measure with intensity A. Given
a collection C1 , ... , Cm of pairwise disjoint sets in Yf, set Co = H\Uk'=l Ck

so Lk'=o v(Ck ) = N. Let no, n1 , ... , nmbe nonnegative integers with n = no +
n1 + ... + nm . We have

P[v(Co) = no, v(Cd = n l ,· .. , v(Cm) = nm]

= PEN = n]'P[v(Co) = no, v(Cd = nl , ... , v(Cm) = nmlN = n]
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= e-l(H) (A(H»n. n! (A(CO»)no (A(c1»)n t ••• (A(cm»)n m

n! nO!n1! ... nm! A(H) A(H) A(H)

= Ii e-;'(Ck ) (A(ck»nk

k;O nk!'

and the claim follows upon summation over no E No.
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2.5 Problem. Modify the preceding argument in order to handle the case of
u-finite A.

C. Subordinators

2.6 Definition. A real-valued process N = {Nt; °:::;; t < oo} on a probability
space (n, Y;, P) is called a subordinator if it has stationary, independent incre
ments, and if almost every path of N is nondecreasing, is right-continuous,
and satisfies No = 0.

A prime example of a subordinator is a Poisson process or a positive linear
combination of Poisson processes. A more complex example is the process
S = {Sb; °:::;; b < oo} described in Theorem 2.1. P. Levy (1937) discovered that
S, and indeed any subordinator, can be thought of as a superposition of
Poisson processes.

2.7 Theorem (Levy (1937), HinCin (1937), Ito (1942b». The moment gen
erating function of a subordinator N = {Nt; °:::;; t < oo} on some (n, Y;, P) is
given by

(2.14) Ee-aN, = exp [ -t{ma + 10.00) (1 - e-at)J.l(dt)}1 t ~ 0, a ~ 0,

for a constant m ~ °and a u-finite measure J.l on (0, 00) for which the integral
in (2.14) is finite. Furthermore, if vis a Poisson random measure on (0, 00)2 (on
a possibly different space (n, ff, P» with intensity measure

(2.15) A(dt x dt) = dt· J.l(dt),

then the process

(2.16) Nt ,§ mt + f tv«O, t] x dt); 0:::;; t < 00
)(0.00)

is a subordinator with the same finite-dimensional distributions as N.

2.8 Remark. The measure J.l in Theorem 2.7 is called the Levy measure of the
subordinator N. It tells us the kind and frequency of the jumps of N. The
simplest case of a Poisson process with intensity A> °corresponds to m =°
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and p. which assigns mass..1. to the singleton {I}. If p. does not have support
on a singleton but is finite with A. = p.((0, (0», then N is a compound Poisson
process; the jump times are distributed just as they would be for the usual
Poisson process with intensity A., but the jump sizes constitute a sequence of
independent, identically distributed random variables (with common distribu
tion p.(dt)/..1.), independent of the sequence of jump times. The importance
of Theorem 2.7, however, lies in the fact that it allows p. to be a-finite; this is
exactly the device we need to handle the subordinator S = {Sb; °:s:: b < oo},
which has infinitely many jumps in any finite interval (0, b].

PROOF OF THEOREM 2.7. We first establish the representation (2.14). The
stationarity and independence of the increments of N imply that for rx > 0,
the nonincreasing function p~(t) ~ Ee-~N,;°:s:: t < 00, satisfies the functional
equation p~(t + s) = p~(t)p~(s). It follows from Problem 2.2 that

(2.17)

(2.18)

holds for some continuous, nondecreasing function t/J: [0, (0) -+ [0, (0) with
t/J(O) = 0. Because the function g(x) ~ xe-~X; x 2: 0, is bounded for every rx > 0,
we may differentiate in (2.17) with respect to rx under the expectation sign to
obtain the existence of t/J' and the formula

t/J'(rx)e-Il"(~)=~E[N,e-~N,] =! r te-atP[N,Edt]; rx > 0, t > 0.
t t J[O,oo)

Consequently, we can write

t/J'(rx) = lim kCk r (1 + t)e-~tpk(dt),
k~oo J[o.oo)

where

~ [ N 1/k J t;. 1 tck-E 1 N ,Pk(dt)=---tP [N1/kEdt].+ l/k Ck 1 +

IfN == °a.s., the theorem is trivially true, so we may assume the contrary and
choose a > °so that /; ~ E(N1 I{N, sa}) is positive. For Ck we have the bound

(219) C >E[ N1/k ' l J>_I- E [N 1 ]. k - 1 + N1/k {NI/k Sa } - 1 + a l/k {N,/kSa}

1 k

k(1 + a) j~ E[(~/k - NU-1)/k)I{NJ/k-Nu_,,/ksa}]

2: k(1 + a)'

We can establish now the tightness of the sequence of probability measures
{pd~l' Indeed,
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P[NI ~ t] ~ P[Njlk - NU-Il/k ~ t; j = 1, ... , k]

= (P[Nl/k ~ t])\

and thus, using (2.19), we may write

(2.20) Pk«t, (0» ~ 1 + a kP[N
'/k
> t] ~ k(l + a) {1 - (P[N, ~ t])l/k}.

e e
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(2.23)

Because limk--:o k( I - ~ Ilk) = -log~;°< ~ < 1, we can make the right-hand
side of (2.20) as small as we like (uniformly in k), by taking t large. Prohorov's
Theorem 2.4.7 implies that there is a subsequence {PkJ.~1 which converges
weakly to a probability measure P on ([0, (0),91([0, (0))). In particular, be
cause the function t H (1 + t)e- llt is bounded for every positive a, we must
have

Combined with (2.18), this equality shows that kjckj converges to a constant
C ~ 0, so that

(2.21) ljI'(a) = C r (l + t)e- lltp(dt)
J[o.OO)

=cp( {O}) + c r (l + t)e- lltp(dt); °< a < 00.
J(o.oo)

Note, in particular, that ljI' is continuous and decreasing on (0, (0). From the
fundamental theorem of calculus, the Fubini theorem, (2.21), and ljI(O) = 0, we
obtain now

I 1 + t
(2.22) ljI(a) = acp({O}) + c --(1 - e-ot)p(dt); °< a < 00.

(0.00) t

The representation (2.14) follows by taking m = cp( {O}) and

c(l + t)
J.L(dt) = t p(dt); t > 0,

the latter being a a-finite measure on (0, (0). In particular, we have from (2.22):

(2.24) ljI(a) = ma + r (l - e-lIt )J.L(dt) < 00; 0:5; ex < 00.
JIO.ool

We can now use Theorem 2.4 with H = (0,00)2 and Jff = 91(H), to construct
on a probability space (Cl,#, p) a random measure ii with intensity given by
(2.15); a nondecreasing process N can then be defined on (C1,#, p) via (2.16).
It is clear that No = 0, and because of Definition 2.3 (ii), N has independent
increments (provided that (2.25), which follows, holds, so the increments are
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defined). We show that N is a subordinator with the same finite-dimensional
distributions as N. Concerning the stationarity of increments, note that for a
nonnegative simple function cp(t) = L?=1 ai l A ,(t) on (0, co), where A l' ... , An
are pairwise disjoint Borel sets, the distribution of

r cp(t) ii«t, t + h] x dt) = .t a i ii«t, t + h] x A;)
JIO.OO) ,=1

is a linear combination of the independent, Poisson (or else almost surely
infinite) random variables {ii«t, t + h] x A;) }?=1 with respective expectations
{hJ.l(A;)}?=1' Thus, for any nonnegative, measurable cp, the distribution of
flo.oo) cp(t)ii«t, t + h] x dt) is independent of t. Taking cp(t) = t, we have the
stationarity of the increment N'+h - N,.

In order to show that N is a subordinator, it remains to prove that

(2.25) N, < co; O::s; t < co

and that N is right-continuous, almost surely. Right-continuity will follow
from (2.25) and the dominated convergence theorem applied in (2.16), and
(2.25) will follow from the relation

(2.26)

where t/J is as in (2.24). With n ~ I, and ~ln) ~ jrn, It) = (~~i, ~(n)]; 1 S j ::s; 4n,
we have from the monotone and bounded convergence theorems:

(2.27)

Eexp{-cx r tii«O,t] x dt)} = lim Eexp{-cx.~ tJ~\ii«O,t] x ItJ)}.
J(O,OO) n~oo )=2

But the random variables ii«O, t] x It); 2 ::s; j ::s; 4n are independent, Poisson,
with expectations tJ.lUtJ); 2 ::s; j ::s; 4n, and these quantities are finite because
the integral in (2.14) is finite. The expectation on the right-hand side of (2.27)
becomes

~ { ~ }J] E'exp{ -cxtJ'21 ii«O,t] x It)}} = exp -t J2 (1 - e-at)~I)J.lUr» ,

which converges to exp{ -t flo.oo)(1 - e-at)J.l(dt}} as n ~ co. Relation (2.26)
follows and shows that for each fixed t ~ 0, N, has the same distribution as
N,. The equality of finite-dimensional distributions is a consequence of the
independence and stationarity of the increments of both processes. 0

Theorem 2.7 raises two important questions:

(I) Are the constant m ~ 0 and the Levy measure J.l unique?
(II) Does the original subordinator N admit a representation of the form
(2.16)?

One is eager to believe that the answer to both questions is affirmative; for
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the proofs of these assertions we have to introduce the space of RCLL
functions, where the paths of N belong.

2.9 Definition. The Skorohod space D[O, co) is the set of all RCLL functions
from [0, co) into IR. We denote by £i(D[O, co)) the smallest u-field containing
all finite-dimensional cylinder sets of the form (2.2.1).

2.10 Remark. The space D[O, co) is metrizable by the Skorohod metric in
such a way that £i(D[O, co)) is the smallest u-field containing all open sets
(Parthasarathy (1967), Chapter VII, Theorem 7.1). This fact will not be needed
here.

2.11 Problem. Suppose that P and P are probability measures on (D[O, co),
£i(D [0, co))) which agree on all finite-dimensional cylinder sets of the form

{YED[O, co); y(t1)Er1, ... , y(tn)Ern},

where n 2: 1, 0::; t 1 < t 2 < ... < tn < co, and r;E£i(IR); i = 1, ... , n. Then P
and P agree on £i(D[O, co)). (Hint: Use the Dynkin System Theorem 2.1.3.)

2.12 Problem. Given a set C S (0, co)2, let n('; C): D[O, co) -+ No u {co} be
defined by

(2.28) n(y; C) £ # {(t,t) E C; Iy(t) - y(t -)1 = t},

where # denotes cardinality. In particular, n(y; (t, t + h] x (t, co)) is the num
ber of jumps of y during (t, t + h] whose sizes exceed t. Show that n(·; C) is
£i(D[O,co))-measurable, for every CE8i((0,co)2). (Hint: First show that
n( .; (0, t] x (t, co)) is finite and measurable, for every t > 0, t > 0.)

Returning to the context of Theorem 2.7, we observe that the subordinator
N on (n,!F, P) may be regarded as a measurable mapping from (n,!F) to
(D[O, co), 8i(D[O, co))). The fact that N defined on (ri, §", P) by (2.16) has the
same finite-dimensional distributions as N implies (Problem 2.11) that Nand
N induce the same measure on D[O, co):

PEN EA] = PEN EA]; V A E£i(D[O, co)).

We say that N under P and N under P have the same law. Consequently, for
C1 , C2 , ••. , Cm in £i((0, co)2), the distribution under P of the random vector
(n(N; Cd, ... , n(N; Cm)) coincides with the distribution under P of (n(N; Cd,
... , n(N; Cm)). But

(2.29) n(N; C) = ii(C); CE£i((O, co) x (0, co))

is the Poisson random measure (under P) of Theorem 2.7, so

(2.30) v(C)~n(N;C)= #{(t,t)EC;N,-N,_ =t}; CE8i((0,co)2)

is a Poisson random measure (under P) with intensity given by (2.15).
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We observe further that for t > 0, the mapping Cp,: D [0, 00) -+ [0, 00] defined
by

cp,(y) ~ r tn(y; (0, t] x dt)
)(0.00)

is e4(D[O, oo))/.?J([O, oo])-measurable, and

cp,(N) = r tv«O, t] x dt), cp,(N) = r tv«O, t] x dt).
Jo.OO) )(0.00)

It follows that the differences {Nt - cp,(N); °::s; t < oo} and {Nr - cpt(N);
O::s; t < oo} have the same law. But N, - cpt(N) = mt is deterministic, and thus
Nt - cp,(N) = mt as well. We are led to the representation

(2.31) Nr = mt + r tv«O, t] x dt); O::s; t < 00.
)(0,00)

We summarize these remarks as two corollaries to Theorem 2.7.

2.13 Corollary. Let N = {Nt; °::s; t < oo} be a subordinator with moment gen
erating function (2.14). Then N admits the representation (2.31), where v given
by (2.30) is a Poisson random measure on (0, 00)2 with intensity (2.15).

2.14 Corollary. Let N = {N,; °::s; t < oo} be a subordinator. Then the constant
m ~ °and the a-finite Levy measure J1 which appear in (2.14) are uniquely
determined.

PROOF. According to Corollary 2.13, J1(A) = Ev«O, 1] x A); A E e4(0, 00), where
v is given by (2.30); this shows that J1 is uniquely determined. We may solve
(2.31) for m to see that this constant is also unique. 0

2.15 Definition. A subordinator N = {Nt; °::s; t < oo} is called a one-sided
stable process if it is not almost surely identically zero and, to each a: ~ 0,
there corresponds a constant P(a:) ~ °such that {a:N,; °::s; t < oo} and {NrP(I1.);

O::s; t < oo} have the same law.

2.16 Problem. Show that the function P(a:) of the preceding definition is con
tinuous for °::s; a: < 00 and satisfies
(2.32)

as well as

(2.33)

P(a:y) = P(a:)P(y); a: ~ 0, y ~ °
Ij;(a:) = rp(a:); a: ~ 0,

where r = 1j;(1) is positive and Ij; is given by (2.17), or equivalently, (2.24). The
unique solution to equation (2.32) is P(a:) = a: t , and from (2.33) we see that for
a one-sided stable process N,
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(2.34) Ee-aN, = exp{ -tl/!(cx)} = exp{ -trcx'}; 0< cx < 00.

The constants r, a are called the rate and the exponent, respectively, of the
process. Because l/! is increasing and concave (cf. (2.21)), we have necessarily
0< a ::::;; 1. The choice a = 1 leads to m = r, j.l. = °in (2.14). For 0< a < 1, we
have

(2.35) m=O,
re dt

j.l.(dt) = r(l _ a) t 1 +'; t > 0.

D. The Process of Passage Times Revisited

The subordinator S ofTheorem 2.1 is one-sided stable with exponent a = (1/2).
Indeed, for fixed cx > 0, (l/cx)Sbj; is the first time the Brownian motion
(Lemma 2.9.4 (i)) w* = {J.t;* & (1/}a) ~,; 0::::;; t < oo} reaches level b; i.e.,

1
-Sbj; = S: ~ inf{t ;;:: 0; J.t;* > b}.
(X

Consequently, {cxSb ; °::::;; b < oo} has the same law as {cxS: = Sbj;;°::::;; b < oo},
from which we conclude that (J(cx) appearing in Definition 2.15 is}a. Com
parison of(2.11) and (2.34) shows that the rate of Sis r = fl, and (2.35) gives
us the Levy measure

dt
j.l.(dt) = ;;c-;s; t > 0.

V 2nt3

Corollary 2.13 asserts then that

Sb = f tv((O,b] x dt); 0::::;; b < 00,
J(o.oo)

where, in the notation of (2.1 )-(2.4), (2.30)

(2.36) v(C)= #{(b,t)EC;Sb-Sb- =t}

= # {(b, t) E C; IWI has an excursion of duration t starting at
time ~}; CE.?4((O, (0)2),

is a Poisson random measure with intensity measure (dt dt/J2n(3
). In par

ticular, for any IE.?4( (0, (0)) and °< b < a ::::;; 00, we have
(2.37) Ev(I x [b,a)) = meas(I) f' ~= meas(I) g( ~- ~).

tl v 2nA.3 ."j ;, v b v a

For°< b < a ::::;; 00 and b ;;:: 0, let us consider the random variables

(2.38) Nt·, ~ v((O,b] x [b,a))

= Number of jumps of size t E [b, a) sutTered by {Sa; °::::;; a ::::;; b},
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(2.39) L~,t & r tv((O, b] x dt)
J[d,tl

= Total length of jumps of size t E [b, 1:) suffered by
{Sa;O~a~b}.

We also agree to write

Nt & Nt,oo = v((O,b] x [b,oo)), L b& L~,t = r tv((O,b] x dt).
J(O,t)

The process Nt,t = {Nt't; 0 ~ b < oo} is Poisson with intensity

J(2/n)((I/J;5) - (1/0)); the process Ld,t = {L~,t; 0 ~ b < oo} is a sub
ordinator which grows only by jumps (see the last paragraph of the proof of
Theorem 2.7). Furthermore,

Ee-aLt·, = eXP[-b r (1 - e-a{)~J,
J(d.t) JW3

and these assertions concerning L~,t hold even if b = O.
The behavior ofNt as b ! 0 merits some attention. Ofcourse, limd-l- oNt = 00

a.s., and any meaningful statement will require some normalization.

2.17 Proposition. For almost every WEn,

(2.41) lim ;;gNt(w) = b; '10 ~ b < 00.
d-l-O -.)2

PROOF. The process

Q, & v ((0, b] x [t~' 00)); 0 ~ t< 00,
has nondecreasing, right-continuous paths and independent increments. For
o~ s < t, the increment Q, - Qs = v((O,b] x [t- 2,S-2)) is Poisson with
expectation

1
S

-

2

dt lE(Q, - Qs) = b M:::R3 = b -(t - s).
,-2 V 2nt3 n

We conclude that Q is a Poisson process, for which the strong law of large
numbers of Remark 1.3.10 gives lim,_oo (Q,/t) = bJ(2/n) a.s. By definition we

have Nt = Q1/,fi, so (2.41) holds a.s. for each fixed b. Except for W in a null
set A £ n, this relation must hold for all rational, nonnegative b. The mono
tonicity in b of sides of(2.41) then gives us its validity for W En\A, 0 ~ b < 00.

o

As I:! 0, the dominated convergence theorem shows that Lb! 0 a.s. In other
words, since Sb is finite, the total length of its jumps of size less than I: must
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approach zero with e. We thus normalize L~ in a manner "opposite" to the
normalization of (2.41).

2.18 Proposition. For almost every WEn,

(2.42) lim 0
2
n L~(w) = b; V°~ b < 00 .

..1.0 './2i
PROOF. Given e > 0 and 0 < p < I, we have for all n ~ 1:

(2.43)
" IL fi p2k V((O,b] x [ ep 2k, ep2(k-l))) ~ r:L~

k;l v e
00

~ L 0p2(k-l)V((O,b] x [ ep 2k, ep2(k-l»)).
k;l

The left-hand side of (2.43) may be written as

which converges as e!°(see (2.41)) to
f; " f;b - L (pk - pk+l) = b _(p _ p"+l).

n k;l n

It follows that lim,+o (1/0)L~ ~ bJ(2/n)(p - p"+l), a.s., and letting first
n --+ 00 and then pi 1, we obtain

. I , f;hm r:.Lb ~ b - a.s.
,+0 v e n

Now let '1(e) ~ supo<.s~, IjbNt - bJ(2/n) I, so that lim,+o '1(e) = 0 a.s.
(Proposition 2.17). The right-hand side of (2.43) is subject to the bound
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This proves that (2.42) holds a.s. for each fixed b. We conclude as in Propo
sition 2.17. 0

2.19 Exercise. Show that for fixed, positive (), the process Xb({») §. Nt 
bj2/n{); 0::; b < 00, is a right-continuous, square-integrable martingale
(with respect to the filtration {~Xl~)}). This process has stationary, inde
pendent increments and

<X({»))b = b1"£; 0::; b < 00.

Furthermore, we have the law of large numbers

1. I ~ 1"£1m -bNb = ~, a.s.
b~oo nu

2.20 Exercise. Show that for fixed, positive e, the process l'/,(e) §. L" 
bj(2e/n); 0::; b < 00 is a right-continuous, square-integrable martingale
(with respect to the filtration {~Vl£)}). This process has stationary, inde
pendent increments and

(2.44) 2b~3<V(e) = - -.
b 3 2n

Establish the representation

(2.45) L" = - eN: + r Nt dt; 0::; b < 00, a.s.,
JIO.£)

as well as the law of large numbers

(2.46) lim -b
l

L" = f2i, a.s.
b~oo V--;

(Hint: Obtain the moment generating function

(2.47) Ee-aVbl
£) = exp[rxb f2e - b r (I - e-at)~J.)v-; JIO.£l j2nt3

E. The Excursion and Downcrossing Representations
of Local Time

Let us now discuss the significance of Propositions 2.17, 2.18, for Brownian
local time. Returning to the context of (2.1)-(2.4) and with v the Poisson
random measure given by (2.36), we may recast these propositions as

(2.48) P [lim rm v«O, M,] x [e, (0)) = M,; 'r/ 0 ::; t < ooJ = I,
£,/,o V2
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(2.49) p[lim r; r tv((O,M,] x dt) = M,;VO ~ t < ooJ = 1.
d,o V~ J(O,£)

But, by (2.36),

v((O,M,] x [1>,00»= # {jumps of size ~l>sufferedby{Sb;O~b~M,}}

= # {excurSion intervals away from the origin, }
of duration ~ 1>, made by {J¥,,; 0 ~ u ~ SM,} .

As observed earlier, if we have Jt; oF 0 so that (2.7) holds, then SM, = P, is the
time of conclusion of the excursion of W straddling t, and

{

excursion intervals away frOm}
(2.50a) v((O,M,] x [1>,00» = # the origin, of duration ~ 1>, .

initiated by W before t

On the other hand, if Jt; = 0, then

{

excursion intervals away from the}
(2.50b) v((O,M,] x [1>,00»= # origin, of duration ~I>,initiated .

by Wat or before time t

Instead of the expressions on the right-hand side of (2.50a, b), it is perhaps
easier to visualize the "number of excursion intervals away from the origin,
of duration ~I>, completed by W at or before time t." This expression differs
from v((O,M ,] x [1>,00» by at most one excursion, and such a discrepancy in
counting would be of no consequence in formulas (2.48), (2.49): in the former,
it would be eliminated by the factor 0 as I> 10; in the latter, the effect on the
integral would be at most 1>, and even after being divided by 0, the effect
would be eliminated as I> 1o. Recalling the identifications (2.1), we obtain the
following theorem.

2.21 Theorem (P. Uvy (1948». The local time at the origin of the Brownian
motion W satisfies

L (0) = lim r;i. # {excursion intervals away from the origin, Of}
I £,l.o V8 duration ~ 1>, completed by {~; 0 ~ s ~ t}

JK [
Total duration of all excursion intervals away]

= lim "8' from the origin of individual duration < 1>, ;
£,l.o I> completed by {~; 0 ~ s ~ t}

V0 ~ t < 00, a.s.

2.22 Remark. The notion of local time 2L,(0) as occupation density suggests
that this quantity is determined by the behavior of the Brownian path W near,
rather than at, the origin. Theorem 2.21 shows that local time is actually
determined by the way in which Brownian motion spends time at the origin,
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for both representations in that theorem can be computed from knowledge
of the zero set !ZW = {O :s; t < 00; Jv, = O} alone.

A third representation of local time in the spirit of Theorem 2.21, the
downcrossings theorem, was conjectured by Levy (1959) and proved by Ito &
McKean (1974). We offer a proof taken from Stroock (1982).
Recalling the notation introduced immediately before Theorem 1.3.8, let

D/(t:) = D[o,tj(O, t:; IWI)

be the number of downcrossings of the interval [0, t:] by the Brownian motion
{I ~I; O:s; s :s; t}.

2.23 Theorem (P. Levy's Downcrossings Representation of Local Time). The
local time at the origin of the Brownian motion W satisfies

(2.51) 2L,(0) = lim t:D/(t:); O:s; t < 00, a.s.
d.o

PROOF. For fixed £ > 0, let us define recursively the stopping times!o == 0 and

an ~ inf{t ~ !n-1; \Jv,1 = £}, !n ~ inf{t ~ an; 1Jv,1 = O}

for n ~ 1.With '1n = an - !n-1' ~n = !n - an' we have from the strong Markov
property as expressed by Theorem 2.6.16 that the pairs ('11' ~ d, ('12' ~2)' ... are
independent and identically distributed. Moreover, Problem 2.8.14 asserts
that

(2.52)

and we also have

Suppose that t E [an, !n) for some n ~ 1; then
00 n-l

L {1Jv,,,,I-IJv,,,,,1} = I {1Jv,1-IWal} + 1Jv,1- t:
j=l J J j=l J J

= -£D/(£) + IJv,1 - £.

If t¢ U~=l [an, !n), then IJ=l {I Jv,,,,) - IJv,,,a)} = -t:D/(t:). In either case,
00 00

(2.54) .L {I Jv,,,,) -1Jv,,,a)} = -£D/(£) + (1Jv,1- t:) I l[aj"j)(t).
)=1 j=l

On the other hand, the local time L.(O) is flat on U~=l [an, !n) (cf. Problem
3.6.13 (ii», and thus from the Tanaka formula (3.6.13) we obtain, a.s.:

(2.55) j~ {I Jv,At) - IJv, ""jl} = IJv,1 - 2L,(0) - j~ f,,",~:, sgn(~) d~.

From (2.54), (2.55) we conclude that
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00 00

(2.56) 6D,(6) - 2L,(0) = -I «-;1 L 1['j_t. Uj)(t) - 6 L l[uj"j)(t)
j=l j=l

+ t ('AUj sgn(J¥,)dJ¥" a.s.
}-I JtAtj-l

417

2.24 Problem. Conclude from (2.56) that, for some positive constant C(t)
depending only on t, we have

(2.57)

VO::;; t < 00,

v0 ::;; t < 00,

Cebysev's inequality and (2.57) give

P[ln- 2 D,(n- 2 ) - 2L,(0)1 ~ n- 1/4 ] ::;; C(t)n- 3/2 ,

and this, coupled with the Borel-Cantelli lemma, implies

lim n- 2 D,(n- 2 ) = 2L,(0), a.s.

But for every 0 < 6 < 1, one can find an integer n = n(6) ~ 1 such that
(n + 1r2 ::;; 6 < n-2

, and obviously

(n + 1)-2D,(n- 2 ) ::;; 6D,(6) ::;; n- 2 D,«n + 1)-2)

holds. Thus, (2.51) holds for every fixed t E [0, 00); the general statement follows
from the monotoncity in t of both sides of (2.51) and the continuity in t of

~~ 0

2.25 Remark. From (2.51) and (2.1), (2.2) we obtain the identity

(2.58) lim 6D[0.tJ(0, 6; M(w) - B(w)) = M,(w); VO::;; t < 00
,-1.0

for P-a.e. wE!l The gist of (2.58) is the "miraculous fact," as Williams (1979)
puts it, that the maximum-to-date process M of (2.2) can be reconstructed
from the paths of the reflected Brownian motion M - B, in a nonanticipative
way. As Williams goes on to note, "this reconstruction will not be possible for
any picture you may draw, because it depends on the violent oscillation ofthe
Brownian path." You should also observe that (2.58) offers just one way of
carrying out this reconstruction; other possibilities exist as well. For instance,
we have from Theorem 2.21 that

f; {
excursion intervals away from the}

lim ~6. # origin, of duration ~ 6, completed = M,;
,-1.0 by {Ms-Bs;O::;;s::;;t}

l
total duration of all excursion 1

r r;. intervals, away from the origin, =M'
:~ ..J~ of individual duration < 6, "

completed by {Ms - Bs; 0::;; s ::;; t}

hold almost surely.
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6.3 Two Independent Reflected Brownian Motions

Our intent in this section is to show how one can create two independent,
reflected Brownian motions by piecing together the positive and negative
excursions of a standard, one-dimensional Brownian motion. This result has
important consequences, and we develop some of them, most notably the first
formula of D. Williams (Theorem 3.6). Our basic tools will be the F. Knight
Theorem 3.4.13 and the theory of Brownian local time as developed in Section
3.6; we shall retain the setting, assumptions, and notation of that section.

A. The Positive and Negative Parts of a Brownian Motion

We start by examining the Tanaka formulas (3.6.11-12) a bit more closely.
With a = z = 0, L(t) ~ L/(O), and

(3.1) I+(t) ~ - I l(o.oo)(l¥.)dl¥., L(t) ~ I l(-oo.Oj(l¥.)dl¥.,
these formulas read

(3.2) Jv.± = -I±(t) + L(t); 0 ~ t < 00

a.s. pO. The processes in (3.1) are continuous, square-integrable martingales,
with quadratic variations

(3.3)

(3.4)

<I+)(t) = r+(t) ~ meas{O ~ s ~ t; l¥. > O}

<L)(t) = L(t) ~ meas{O ~ s ~ t; l¥. ~ O}

and cross-variation equal to zero:

(3.5)

We also have

(3.6) lim r ±(t) = 00, a.s. pO

from Problem 3.6.30.
On the other hand, W ± are nonnegative processes which satisfy

(3.7) Ioo l(o,oo)(W±(s»dL(s) = 0

a.s. pO (Problem 3.6.13 (ii». It becomes evident then from (3.2), (3.7) that the
pairs (L, W±) are solutions to the Skorohod equation of Lemma 3.6.14 for the
functions - I ±' respectively. From the explicit form (3.6.32) of the solution to
this equation, we deduce

(3,8) L(t) = max I +(s), Jv.± = max I +(s) - I +(t); 0::;; t < 00, a.s. pO.°Sss/ - °Sss/ - -
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Now let us introduce the right-continuous inverses of the occupation times
r ± of (3.3), (3.4), namely

(3.9) r;l(r) = inf{t ;;::: 0; r ±(t) > r}; 0:::;; r < 00.

Theorem 3.4.13 asserts, in conjunction with (3.3)-(3.6), that the processes

(3.10)

are independent, standard, one-dimensional Brownian motions under pO, and
from Theorem 3.4.6 we also have the representations

(3.11 )

Here then is the fundamental result of this section.

3.1 Theorem. The processes

(3.12) W±(r) g, ± Wql(t); 0:::;; r < 00

are independent, reflected Brownian motions under pO.

PROOF. We start by introducing

(3.13)

(3.16)

and observing that because of(3.8), (3.11), and Problem 3.4.5 (ii), (iii) we have,
a.s. pO;

(3.14) L±(r) = max I +(s) = max B+(r+(s)) = max B+(u)
osssr±l(t) - o~r±(S)St - - O~U~t-

for all 0:::;; r < 00; in particular, L± are independent, continuous nondecreas
ing processes.
Now for each r ;;::: 0, r +(r+.l(r)) = r < r +(r+.l(r) + 15) for all 15 > 0, and

consequently Wr.. l(t) ;;::: 0, Wr::I~) :::;; °hold a.s~ po~ It follows then that

(3.15) W±(r) = wrt1(t) = L±(r) - B±(r) = max B±(u) - B±(r)
O~U~t

also hold a.s. pO, first for a fixed r ;;::: 0, and then by continuity, for all r ;;::: °
simultaneously. From Theorem 3.6.17, each of the processes W± is a reflected
Brownian motion starting at the origin; W± are independent because B± are.

o

3.2 Remark. Theorem 3.6.17 also yields that the pairs {(W+(r), L+(r));
0:::;; r < oo} have the same law as {(IJ.v,I, 2L,(0); 0:::;; t < oo}, undoer pO.
In particular, we obtain from (3.6.36) and (3.14), (3.15):

. 1
L+(r) = hm -2meas{O:::;; (J :::;; r; W+«(J) :::;; e}, a.s. pO
- • .1-0 e -

for every r E [0, 00). The processes L + are thus adapted to the augmentations
of the filtrations ~t± ~ (J(W±(u); °:::;;-u:::;; r).
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3.3 Remark. As suggested by the accompanying figure, the construction of
W+(·) = Wr:;:l(.) amounts to discarding the negative excursions ofthe Brownian
path and shifting the positive ones down on the time-scale in order to close
up the gaps thus created. A similar procedure, with a change of sign, gives the
construction ofW-O = Wr:;:I(.). Theorem 3.1 asserts then, roughly speaking,
that the motions of Won the two half-lines (0, 00) and (-00,0) are independent.

r

o Wt

W+ (r) = Wr-1(T)
+

3.4 Problem. Derive the bivariate densities

b+ lal {(b + lal)2}(3.17) pO [Jt; E da; 2Lr(0) E db] = M:::3 exp 2 da db; a E IR
V 2m 3 t

2(a+b) {(a+b)2}(3.18) pO[IJt;IEda; 2Lr(0)Edb] = M:::3 exp - 2 dadb; a> 0
v 2m3 t

for b > O.

3.5 Exercise. Show that the right-hand side of(5.3.13), Exercise 5.3.12, is given
by Jr qr(a) da, where

1 [ {(Ial + tf } roo {(V - t)2} ]
(3.19) qr(a) = .j2."m exp 2t + e- 2lal

Jlal exp 2t dv.



6.3. Two Independent Reflected Brownian Motions

B. The First Formula of D. Williams
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The processes L± of(3.13) are continuous and nondecreasing (cf. (3.14)), with
right-continuous inverses

(3.20) Lj/(b) ~ inf{r ~ 0; L±(r) > b} = inf{r ~ 0; max B±(u) > b}.
O~u:S;;t

For every fixed bE [0, co), L,±l(b) is pO-a.s. equal to the passage time

(3.21) T,,± ~ T"B± = inf{t ~ 0; B+(t) ~ b}

of the Brownian motion B± to the level b; cf. Problem 2.7.19 (i).

3.6 Theorem (D. Williams (1969)). For every fixed a> 0, r > 0 we have

(3.22) EO[e-ar:;:'(t)1 W+(u); 0::;; u < co] = e-at - j2;L+(t); a.s. pO.

PROOF. The argument hinges on the important id~ntity

(3.23) r~l(r) = r + L=l(L+(r)) = r + TL~(t); a.s. pO

which expresses the inverse occupation time r~l(r) as r, plus the passage time
of the Brownian motion B_ to the level L+(r). But L+(r) is a random variable
measurable with respect to the completion ofa(W+(u); 0 ::;; u < co), and hence
independent of the Brownian motion B_. It follows from Problem 2.7.19 (ii) that

(3.24) L=l(L+(r)) = TL~(t)' a.s. pO,

and this takes care of the second identity in (3.23). The first follows from the
string of identities (see Problem 3.7)

(3.25) L=l(L+(r)) = inf{t ~ 0; L(t) > L+(r)}

= inf{t ~ 0; L(r..=-l(t)) > L(r;l(r))}

= inf{t ~ 0; r..=-l(t) ~ r;l(r)}

= L(r;l(r)) = r;l(r) - r+(r;l(r))

= r;l(r) - r, a.s. pO.

Now the independence of {B_(u); 0::;; u < co} and {W+(u); 0::;; u < co}, along
with the formula (2.8.6) for the moment generating function for Brownian
passage times, express the left-hand side of (3.22) as

e -atEOe-aTbl = e-at -j2;L+(t) a s pO
b=L+(t) , .. .

3.7 Problem. Establish the third and fourth identities in (3.25).

o

Following McKean (1975), we shall refer to (3.22), or alternatively (3.23), as
the first formula of D. Williams. This formula can be cast in the equivalent
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I
I e-L~(t)/2(6-t)

= L+(r) dO
t J2n(O - r)3

a.s. pO, which follow easily from (3.23) and (2.8.4), (2.8.5). We use the notation
<Il(z) = (1/~) f:.oo e-u2

/
2 duo

We otTer the following interpretation of Williams's first formula. The re
flected Brownian motion {W+(u); 0 ~ u < oo} has been observed, and then a
time r has been chosen. We wish to compute the distribution of r;l(r) based
on our observations. Now W+ consists of the positive part of the original
Brownian motion W, but W+ is run under a new clock which stops whenever
W becomes negative. When r units of time have accumulated on this clock
corresponding to W+, r;l(r) units of time have accumulated on the original
clock. Obviously, r;l(r) is the sum of r and the occupation time L(r;l(r)).
Because W_ is independent of the observed process W+, one might surmise

that nothing can be inferred about L(t) from W+. However, the independence
between W+ and W_ holds only when they are run according to their respec
tive clocks. When run in the original clock, these processes are intimately con
nected. In particular, they accumulate local time at the origin at the same
rate, a fact which is perhaps most clearly seen from the appearance of the same
process L in both the plus and minus versions of (3.2). After the time changes
(3.12) which transform W± intoWi' this equal rate oflocal time accumulation
finds expression in (3.13). (From (3.16) we see that L± is the local time ofW±.)
In particular, when we have observed W+ and computed its local time L+(r),
and wish to know the amount of time W has spent on the negative half-line
before it accumulated r units of time on the positive half-line, we have a
relevant piece of information: the time spent on the negative half-line was
enough to accumulate L+(r) units oflocal time.
Suppose L+(r) = b. How long should it take the reflected Brownian motion

W- to accumulate b units of local time? Recalling from Theorem 3.6.17 that
the local time process for a reflected Brownian motion has the same distribu
tion as the maximum-to-date process of a standard Brownian motion, we see
that our question is equivalent to: How long should it take a standard
Brownian motion starting at the origin to reach the level b? The time required
is the passage time 1;,- appearing in (3.23), (3.26). Once L+('r) = b is known,
nothing else about W+ is relevant to the computation of the distribution of
L(r;l(r)).

3.8 Exercise. Provide a new derivation of P. Levy's arc-sine law for r+(t)
(Proposition 4.4.11), using Theorem 3.6.
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a> 0, b > 0,

Here is a more interesting application ofthe first formula ofO. Williams. With
'! > °fixed, we obtain from (3.26):

be-b2/2(,-t)

(3.27) PO[r.;l('!)EdtIW+('!) = a; L+('!) = b] = dt; '! < t < 00,
)21[(t _ ,!)3

for almost every pair (a, b) of positive numbers. Remark 3.2 and the bivariate
density (3.18) give

2(a + b) 2
pO[W+(r)Eda; L+(r)Edb] =~ e-(a+b) /2t dadb;

21[r

and in conjunction with (3.27):

(3.28) PO[W+('!)Eda; L+(r)Edb; r;l(r)Edt] = f(a, b; t, r)dadbdt;

a > 0, b > 0, t > '!

where

r:" b(a+b) { b2 (a+b)2}
(3.29) f(a, b; t, '!) = 1[r3/2(t _ r)3/2 exp 2(t _ '!) - 2'! .

We shall employ (3.28) in order to derive, at a given time t E(0,00), the
trivariate density for the location Jt; of the Brownian motion; its local time
L(t) = L,(O) at the origin; and its occupation time r+(t) of (0, (0) as in (3.3),
up to t.

3.9 Proposition. For every finite t > 0, we have

(3.30) pO[Jt;Eda; L(t)Edb; r+(t)Ed'!]

{
f(a, b; t, r)dadbd'!; a> 0, b > 0, °< '! < t,

= f(-a,b;t,t-r)dadbdr; a<O, b>O, O<'!<t,

in the notation of (3.29).

3.10 Remark. Only the expression for a > °need be established; the one for
a < °follows from the former and from the observation that the triples
(Jt;, L(t), r+(t)) and (- Jt;, L(t), t - r+(t)) are equivalent in law.

Now in order to establish (3.30) for a > 0, one could write formally

1
dt pO [W+('!) Eda; L+('!)Edb; r;l(r)Edt]

1
= dr pO[Jt;Eda; L(t)Edb; r+(t) Edr]; a> 0, b > 0, °< '! < t,
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(3.34)

and then appeal to (3.28). On the left-hand side of this identity, f is fixed and
we have a density in (a, b, t); on the right-hand side, t is fixed and we have a
density in (a, b, f). Because the two sides are uniquely determined only up to
sets of Lebesgue measure zero in their respective domains, it is not clear how
this identity should be interpreted.
We offer now a rigorous argument along these lines; we shall need to recall
the random variable PI of (2.6), as well as the following auxiliary result.

3.11 Problem. For a E IR, t > 0, e > 0 we have

(3.31) pO [max Jv. ~ a + e; min Jv..:s;; a - eJ = o(h)
l:<;;s:<;;l+h l:<;;s:<;;l+h

and for a > 0, f > 0:

(3.32) pO[W+(f) > a; t .:s;; r;l(f) < t + h; PI < t + h] = o(h)

(3.33) pO[Jv, > a; PI < t + h] = o(h)

as h! O.

PROOF OF PROPOSITION 3.9. For arbitrary but fixed a > 0, b > 0, t > 0, f E (0, t)
we define the function

F(a, b; t, f) ~ f" L'" !(rx, P; t, f) drx dP

which admits, by virtue of (3.28), (3.32), the interpretation

(3.35) F(a, b; t, f)

= lim -hI pO [W+(f) > a; L+(f) > b; t .:s;; r;l(f) < t + h]
h,J.O

= lim -hI pO [W+(f) > a; L+(f) > b; t .:s;; r;l(f) < t + h; PI ~ t + h].
h,J.O

For every h > 0 we have

r+(s) = r+(t) + s - t, L(s) = L(t); VSE [t, t + h]

on the event {Jv, > 0, PI ~ t + h}. Therefore, with 0 < e < a and

(3.36) A ~ {L(t) > b; f - h < r+(t) .:s;; f; PI ~ t + h},

we obtain

(3.37)

pO[W+(f»a+e; L+(f»b; t.:s;;r;l(f)<t+h; PI~ t+h] -pO[Jv,>a; A]

.:s;; pO [max Jv. > a + e; AJ-PO [min Jv.>a; AJ = o(h),
l:<;;s:<;;l+h l:<;;s:<;;l+h
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by virtue of (3.31). Dividing by h in (3.37) and then letting h! 0, we obtain in
conjunction with (3.35), (3.32):

(3.38) F(a + t:, b; t, t) ~ lim -hi pO[J¥, > a; L(t) > b; t - h < r+(t) ~ t]'
h.j.O

Similarly,

(3.38)

pO[J¥,>a; A]-pO[W+(t»a-t:; L+(t»b; t~r;l(t)<t+h;p, ~ t+h]

~ pO [max l¥.>a; AJ-PO [min l¥.>a-e; AJ = o(h),
,~s~'+h '~s~'+h

and we obtain from (3.33):

-1
(3.39) F(a - e, b; t, t) ~ lim -hPO[J¥, > a; L(t) > b; t - h < r+(t) ~ t]'

h.j.O

Letting e ! 0 in both (3.38), (3.39) we conclude that

F(a, b; t, t) = lim -hi pO[J¥, > a; L(t) > b; t - h < r+(t) ~ t],
h.j.O

from which (3.30) for a > 0 follows in a straightforward manner. 0

3.12 Remark. From (3.30) one can derive easily the bivariate density

bte-,b2/8T('-T)

(3.40) PO[2L,(0)Edb;r+(t)Edt]= 3/2 3/2dbdt; b>O,O<t<t
41tt (t - t)

as well as the arc-sine law of Proposition 4.4.11.

The reader should not fail to notice that for a < 0, the trivariate density
of (3.30) is the same as that for (J¥" M" 8,) in Proposition 2.8.15, for M, =
maxo~s~' l¥., 8, = sup{s ~ t; l¥. = M,}. This "coincidence" can be explained
by an appropriate decomposition of the Brownian path {l¥.; 0 ~ s ~ t}; cf.
Karatzas & Shreve (1987).

6.4. Elastic Brownian Motion

This section develops the concept of elastic Brownian motion as a tool for
computing distributions involving Brownian local time at one or several
points. This device allows us to study local time parametrized by the spatial
variable, and it is shown that with this parametrization, local time is related
to a Bessel process (Theorem 4.7). We use this fact to prove the Dvoretzky
Erd6s-Kakutani Theorem 2.9.13.
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We employ throughout this section the notation of Section 3.6. In par
ticular, W = {~,~; 0::;; t < oo}, (n,.?"), {r}xeR;! will be a one-dimensional
Brownian family with local time

(4.1) Lr(a) = lim 4
1
meas{O::;; s ::;; t; I~ - al ::;; e}; 0::;; t < 00, aE IR.

•'/'0 e

On a separate probability space (n', .?"',P'), let R 1 , ... , Rn be independent,
exponential random variables with (positive) parameters Y1' ... , Yn' respec
tively, i.e.,

n

P'(R 1 Edr1 ,···,Rn Edrn ) = TI Yie-y,r'dri'
i=l

We consider n distinct points ai' ... , an on the real line and define a new
process Jf; which is the old Brownian motion W "killed" when local time at
any of these points ai exceeds the corresponding level R i . More precisely, with

'tAa;) = inf{t ~ 0; Lr(ai ) > r}; r ~ 0, and

(4.2) ( ~ inf{t ~ 0; Lr(a;) > R i for some 1 ::;; i ::;; n} = min t"R,(a;),
1 ~i~n

we define the new process

W; ~ {~; 0::;; t < (,
A; t ~ (,

and call it elastic Brownian motion with lifetime (. Here, A is a "cemetery" state
isolated from IR. We may regard Was a process onn ~ n x n', # = .?" ® .?"',
px = p x X P'.

A. The Feynman-Kac Formulas for Elastic Brownian Motion

Our intent is to study the counterpart

(4.3) u(x) = Ex {'X) f(w;)ex p { -(Xt - I k(~)dS}dt

= t t,tf(~)exp{ -(Xt - I k(~)dS}dtdP' dpx
.

of the function z in (4.4.14). The constant (X is positive, and the functions f and
k are piecewise continuous on IR (Definition 4.4.8), mapping IR u {A} into IR
and [0, (0), respectively, and with

(4.4) f(A) = k(A) = O.

Hereafter, we will specify properties of functions restricted to IR; condition
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(4.4) will always be an unstated assumption. In order to obtain an analytical
characterization of the function u, we put it into the more convenient form

whence

(4.5) u(x) = EX100

f(l'Yr)exp{-at - II k(J.V.)ds - t 'YiLI(a;)}dt.
o 0 1=1

4.1 Theorem. Let f: IR ~ IR and k: IR ~ [0, (0) be piecewise continuous func
tions, and let D = Df U Dk be the union of their discontinuity sets. Assume that,
for some a > 0,

(4.6)

and that there exists a function ii: IR ~ IR which is continuous on IR, CIon
IR\ {a l , ... , an}, C2 on IR\(D u {a l , . .. ,an}), and satisfies

1
(4.7) (a+k)ii=2ii"+f onlR\(Du{al, ... ,an}),

(4.8) u'(ai+) - ii'(ai-) = 'Y;ii(a;); 1 ~ i ~ n.

If f and ii are bounded, then ii is equal to the function u of (4.3), (4.5); iffand ii
are nonnegative, then u ~ u.

PROOF. An application of the generalized Ito rule (3.6.53) to the process

XI ~ ii(l'Yr)exp {-at - II k(J.V.)ds - .f 'YiLI(a;)}; 0 ~ t < 00,
o 1=1

yields

I

nlls. {II n }EX f(l'Yr)exp -at - k(J.V.)ds - .L 'Y;LI(a;) dt = ii(x) - EX XnII S.'
o 0 1=1

where

(4.9) Sn = inf{t ~ 0; 1l'YrI ~ n}.

Iff and ii are bounded, we may let n ~ 00 and use the bounded convergence
theorem to obtain u = ii. If f and ii are nonnegative, then EX X n II s. ~ 0 and
we obtain ii ~ u from the monotone convergence theorem.
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4.2 Remark. Theorem 4.1 is weaker than its counterpart Theorem 4.4.9 be
cause the former assumes the existence of a solution to (4.7), (4.8) rather than
asserting that u is a solution. The stronger version of Theorem 4.1, which
asserts that u defined by (4.5) satisfies all the conditions attributed to ii, is
also true, but the proof of this result is fairly lengthy. In our applications,
the function u with the required regularity will be explicitly exhibited. These
comments also apply to Theorem 4.3.

A variation of Theorem 4.1 can be obtained by stopping the Brownian
motion W when it exits from the interval [b, c], where - 00 < b < c .::;; 00 are
fixed constants not in {a 1 , ••• , an}. With the convention Too = 00, define

(4.10)

v(x) = EX [1{Tb<Tcl exp { -aT" - ITb k(J.v.)ds - i~ YiLTb(aJ}1 b.::;; x .::;; c.

4.3 Theorem. Let k: [b, c] -+ [0,00) be piecewise continuous, a ~ 0, and assume
that there exists a function iJ: [b,c] -+ IR which is continuous on [b,c], C1 on
(b, c)\{a 1 , ... , an}, C2 on (b, c)\(Dk U {a 1 , ... , an}), and satisfies

1
(4.11) (a + k)iJ = 2"iJ" on (b, c)\(Dk U {a 1 ,· .. , an}),

(4.12)

(4.13)

(4.14)

iJ'(ai+) - iJ'(ai-) = yiiJ(aJ; 1.::;; i.::;; n,

iJ(b) = 1,

iJ(c) = 0,

(except that (4.13) should be omitted if c = 00). If iJ is bounded, then iJ is the
function v of (4.10); if iJ is nonnegative, then iJ ~ v.

PROOF. With

Y, ~ iJ(~)exp{-at - II k(J.v.)ds - t YiLI(aJ}; 0.::;; t < 00,
o ,=1

the generalized Ito rule (3.6.53) yields iJ(x) = EX X T" 1\ T
c

1\ n 1\ s"; b .::;; x .::;; c, where
Sn is given by (4.9). If iJ is bounded, we may let n -+ 00 to conclude that iJ(x) =
EX I{Tb<Tcl YTb = v(x). If iJ is nonnegative, Fatou's lemma gives

D

The following exercises illustrate the usefulness of Theorem 4.3 in computa
tions of distributions.

4.4 Problem. For any positive numbers a, p, Y, b,justify the formula



6.4. Elastic Brownian Motion 429

°~ x ~ b,

r:l:. ' x < 0.
y + v 2a c-:----=.
---;======:=sinh(bj2(a + {3)) + cosh(bj2(a + {3))
J2(a + {3)

eexp( -aT" - {3r+(T,,) - yLT.(O))

y+fi ,.---
j

sinh(xj2(a + {3)) + cosh(xj2(a + {3))
2(a + {3) .

y+fi '
---;======sinh(bj2(a + {3)) + cosh(bj2(a + {3))
J2(a + {3)

eX..ji.;.

(4.15)

(4.16)

With x = 0, we obtain in the limit as a 10, {31 0:

1
EOexp(-yLT(O))=--; y>O.

• 1 + yb

In other words, LT. (0) under pO is an exponential random variable with expecta
tion EO LT.(O) = b. On the other hand, as a 10, y10, (4.15) becomes

(4.17) ee-pr.(T.) = cosh(xJ2/J). 0< x < b
cosh(bJ2/J) , - - ,

and we recover (4.4.23) by setting x = 0. Can you also derive (4.4.23) from
(2.8.29) and Theorem 3.1 without any computation at all?

4.5 Exercise. Let Rb be the first time that the Brownian path a; falls b > °
units below its maximum-to-date M t ~ maxos s s, Jv,,; i.e.,

R b = inf{t ~ 0; M, - a; = b}.

Show that

(4.18) fiEO exp( - aRb - yMR ) = --::=--------:==--------;::=_

• ficosh(bfi) + ysinh(bfi)

holds for every a> 0, y > 0. Deduce the formula

(4.19)
1

EOexp(-yMR ) = --b; y > 0,
• 1 + Y

which shows that MR. is an exponential random variable under pO with expecta
tion EO MR. = b. (Hint: Recall Theorem 3.6.17.)

The following exercise provides a derivation based on Theorem 4.1 of the
joint density of Brownian motion, its local time at the origin, and its occupa
tion time of [0, (0). This density was already obtained from D. Williams's first
formula in Proposition 3.9.
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(4.20)

4.6 Exercise.

(i) Use Theorem 4.1 to justify the Laplace transform formula

EO fco 1 (J-v.)e-a.t-pr+(tj-yL,(Oj dt
[a.co) t

°
2e-aJ2(a.+ P)

J2(tX + fJ) [y + .j2a + J2(tX + fJ)]

for positive numbers a, fJ, Y, and a.
(ii) Use the uniqueness ofLaplace transforms, the Laplace transform formula
in Remark 4.4.10, the formula

fco e-;'t ~exp{-b
2
}dt = exp{ -bJll}; b > 0, A> 0,

° V 2m3 2t

and (4.20) to show that for a > 0, b > 0,0 < r < t:

(4.21) pO[Jt;::2: a; Lt(O)Edb; r+(t)Edr]

b {b
2

(a + b)2}- exp - dbdr.
- nr l/2(t - r)3/2 2(t - r) 2r

(iii) Use (4.21) to prove (3.30).

B. The Ray-Knight Description of Local Time

We now formulate the Ray-Knight description oflocal time, evaluated at time
t = T", and viewed as a process in the spatial parameter.

4.7 Theorem (Ray (1963), Knight (1963)). Let {R,,~; 0 ~ t < oo}, (fi,§),
{i>r}r~O be a Bessel family of dimension 2, and let b > 0 be a given number.
Then aR~; 0 ~ t ~ b} under po has the same law as {LTb(b - t); 0 ~ t ~ b}
under pO.

In order to prove Theorem 4.7, it is necessary to characterize the finite
dimensional distributions of {R~; 0 ~ t ~ b}. Toward that end, we define
recursively

(4.22) fo = 1,

and for n::2: 1,

(4.23) fn(t 1 , Yl; t2, Y2;"'; tn' Yn) = fn-l(t2 - t 1 , Y2; t3 - t 1 , Y3;"'; tn - t 1 , Yn)
n

+ t 1 L Ykf.-k(tk+1 - tk, Yk+l; tk+2 - tko Yk+2; ... ; tn - tko Yn)'
k~1
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Although we will not need this fact, the reader may wish to verify that

fn(tl, YI; t2, Yz; ... ; tn' Yn) = 1 + L Yiti + L L Yiyjti(tj - tJ
I ::;i::;n I ::;i<j::;n

+ L L L YiYjYkti(tj - tJ(tk - tj) + ...
I ::;i<j<k::;n

431

+ YIY2"'Yn t l(t2 - tl)···(tn - tn-I)'

We will, however, need the relation

(4.24) /"+1 (t I' YI; ... ; tn' Yn; tn+l , Yn+1)

= [1 + Yn+1 (tn+1 - tn)]fn (t I' YI; ... ; tn-I' Yn-I; tn' Yn + 1 Y(+I _ »),+ Yn+1 tn+1 tn

valid for n ~ 1, which is easily proved from (4.22), (4.23) by induction.

4.8 Lemma. For 0 ::s; t I < t2 < ... < tn < 00 and positive numbers YI, ... , Yn,
the Laplace transform of the finite-dimensional distributions of the two
dimensional Bessel process is given by

(4.25) [ { In}J 1EO exp -- L YiR~ = .. .
2 i=1 fn(tl, YI,"" tn' Yn)

PROOF. The straightforward computation

gives

_ R2j2 1 { yr
2

}(4.26) E'e- Y ' = --exp - . Y > 0 t > 0 r > 01 + yt 2(1 + yt) , , , -,

which proves (4.25) for n = 1. Assume that (4.25) holds for some value of n,
and choose 0 ::s; t I < ... < tn < tn+1 < 00 and positive numbers YI, ... , Yn, Yn+I'
From the strong Markov property, (4.26), and (4.24), we obtain

EO [exp { -~:~ YiR~}J

= r eXP{--21.t Yir?}EO[exP(-~Yn+IR;"+,)IR," = rnJJ[0.00)" ,=1 2

X PO[R" Edrl, ... ,R,"Edrn]

= r eXP{--21.f. Yir?}Er"[exP(-~Yn+IRL,-,")J
J[O,oo)" 1=1 2

x PO[R" E drl>"" R," E drn]
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1
D

(4.32)

4.9 Lemma. With 0 = ~1 < ... < ~n .::;; b and positive numbers <>1' ... , <>n, we
have the Laplace transform formula

PROOF. Theorem 4.3 implies that the function

v(x) &: Ex(exp { - i~ <>jLTbK)}1-00 < x .::;; b

can be found by seeking a bounded, continuous function fj on (-00, b) which
is linear in each of the intervals (-00,0), (0, ~2)' ... (~n-l' ~n), (~n, b) and which
satisfies

fj/(~i+) - fj/(~j_) = <>jfj(~;); 1.::;; i .::;; n,

fj(b) = 1.

Thus, fj must be of the form

fj(x) = Ci + Ljx on (~j, ~i+l]' 0.::;; i .::;; n,

where ~o = -00, ~n+1 = b, and we must have

(4.28) L o = 0,

(4.29) Cj - 1 + ~iLj-l = Cj + ~jLj; 1.::;; i .::;; n,

(4.30) Li - Li- 1 = <>i(Cj- 1 + ~jLj-t>; 1.::;; i .::;; n,

(4.31) Cn + bLn = 1.

These 2n + 2 equations can be solved as follows. Let Bi- 1 = (Ci- 1 + ~iLi-l)j

Co; 1 .::;; i .::;; n + 1, so Bo = 1. We have

L·
Bi = Bi- 1 + (~i+1 - 0 C~; 1.::;; i .::;; n,

from (4.29), as well as

(4.33)

from (4.30). This last identity, along with (4.28), gives
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j

L j = Co L bj Bj _ 1 ; 1 ~ i ~ n,
j=l

which, substituted in (4.32), yields

j

(4.34) Bj = Bj-l + (~j+1 - U L bj Bj - 1 ; I ~ i ~ n.
j=l

The recursion (4.34) determines B 1 , B2 , ••• , Bn , and (4.31) together with the
definition of Bn gives Co = (1IBn ). The constants Ll> L 2 , .•• , Ln are now
determined by (4.33), and C1 , ••• , Cn can be found from (4.29).
Having thus solved the equations (4.28)-(4.31), we may conclude from

Theorem 4.3 that

Co = ~ = v(O) = v(O) = EO [exp {-.t bjLTb(U}J.Bn ,-1

But comparison of the recursion (4.34) with (4.23) shows that

B j = J;(~i+1 - ~;, bj ; ~i+1 - ~j-1' bi - 1 ; ... ; (+1 - ~ 1,151); 1 ~ i ~ n. 0

PROOF OF THEOREM 4.7. We simply make the identifications t j = b - ~n+1-i'

Yi = bn+1 - i in Lemmas 4.8 and 4.9. 0

Armed with the description of local time in Theorem 4.7, one can provide
a very simple proof for the Dvoretzky-Erdos-Kakutani Theorem 2.9.13 con
cerning the absence of points of increase on the Brownian path.

PROOF OF THEOREM 2.9.13. We first show that

(4.35) pO[wen; Jt:(w) has a point of strict increase] = O.

The event in (4.35) is equal to Ur.PEQ Ar,p, where
O$r<p

Ar,p £ {wen; 38e[r,p), such that ~(w) < JtVe(w) < Wv(w),

'v'uE[r,8), 'v've(8,p]},

and thus it suffices to prove, for given rationals 0 ~ r < P, that pO(Ar,p) = O.
Considering, if necessary, the Brownian motion {l'Y,.+t - l'Y,., ~+t; 0 ~ t < oo},
we may assume that r = O.
Because of the continuity of Brownian local time, Problem 3.6.13(ii),
Theorem 4.7, and Proposition 3.3.22, we may choose an event n* ~ n with
pO(n*) = 1 such that for every WEn*:

(4.36) the mapping (t, a) f-+ Lt(a, w) is continuous,

(4.37) for every bE Q, foal 1R\{b}(l¥.(W» dLs(b, w) = 0, and

(4.38) for every bEQn (0, (0), LTb(W)(a, w) > 0; 'v' 0 ~ a < b.
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Suppose that WE n* n Ao,p for some p > 0, let ebe as in the definition ofAo,p,
and choose a (positive) rational number bE(J.¥e(W), ~(w)). Let {bn}~=l be a
nondecreasing sequence of nonnegative rational numbers with limn_co bn =
J.¥e(w). From (4.38) we have

(4.39) 0< LTb(w)(J.¥e(w), w) = [LTb(w)(J.¥e(w), w) - LTb(w)(bn, w)]

+ [LTb(w)(bn, w) - Lo(bn, w)]

+ [Lo(bn, w) - LTb(w)(bn,w)]; Vn ~ 1,

thanks to (4.37). From the nature of e, the second difference on the right-hand
side of (4.39) vanishes for all n ~ 1, and we have limn_co T"Jw) = e.
We can now let n -> 00 in (4.39), and use the joint continuity property (4.36),

to arrive at the contradiction °< LTb(w)(J.¥e(w), w) = 0. This shows that
PO(Ao,p) = 0, and leads ultimately to (4.35).
Consider now the process J¥,(w) ~ J.t;(w) + t; °~ t < 00, WEn. From

Corollary 3.5.2, there exists a probability measure P on (n, ff:) with

P(A) = EO [IA exp { - WT - ~T2}1VAEff!

holding for every finite T > 0, and such that Wis standard Brownian motion
under P. For every WEn, the points of increase of W(w) become points of
strict increase of W(w), and (4.35) shows that

P[w E n; W(w) has a point of increase] = 0.

But the two measures pO and P are equivalent on ff!, and consequently
pO[WEn; W(w) has a point of increase on [0, T]] =°

for every fixed T E (0, (0). The assertion of the theorem follows easily. 0

4.10 Exercise. Verify the Cameron & Martin (1945) formula

EO exp{- f3 fb J.t;2 dt} = 1 ; f3 > 0, b > °
o vlcosh(b~)

for the Laplace transform of the integral J~ J.t;2 dt. (Hint: Use (4.17).)

C. The Second Formula of D. Williams

The first formula of O. Williams (relation (3.22)) tells us how to compute the
distribution of the total time elapsed r;l(r), given that W+ is being observed
and that r units of time have elapsed on the clock corresponding to W+. The
relevant information to be gleaned from observing W+ is its local time L+(r).
The second formula ofO. Williams (relation (4.43)) assumes the same observa-
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tions, but then asks for the distribution of the local time L r +l(t)(b) of W at a
point b :::;; O. Of course, if b = 0, the local time in question is just L+(r), which
is known from the observations. Ifb < 0, then L r + -1(t)(b) is not known, but as
in Williams's first formula, its distribution depends on the observation of W+
only through the local time L+(r) in the manner given by (4.43).

4.11 Problem. Under pO, the process {LTb (0); 0 :::;; b < oo} has independent
increments, and

(4.40)
1

EOexp{-IXLTb(O)} = 1 +IX/bl; IX>O,bEIR.

4.12 Lemma. Consider the right-continuous inverse local time at the origin

(4.41) Ps g, inf{t ~ 0; Lt(O) > s}; 0:::;; s < 00.

For fixed b =F 0, the process Ns ~ Lp'<b); 0:::;; s < 00 is a subordinator under
pO, and

(4.42)

PROOF. Let Lt = Lt(O), and recall from Problem 3.6.18 that limt~oo Lt = 00, pO
a.s. The process N is obviously nondecreasing and right-continuous with
No = 0, a.s. pO. (Recall from Problem 3.6.13 (iii) that Po = 0 a.s. pO.) We have
the composition property Pt = Ps + Pt-s 0 (Jps; 0 :::;; s < t, which, coupled with
the additive functional property of local time, gives pO-a.s.:

!Y, - Ns = Lpt_s09ps(b) 0 (Jps; 0:::;; s < t.

Note that ~s = 0 a.s. According to the strong Markov property as expressed
in Theorem 2.6.16, the random variable Lp,_s09p(b) 0 (Jps is independent of~s
and has the same distribution as Lpt_.<b) = Nt_s.'This completes the proof that
N is a subordinator.
As for (4.42), we have from Problem 3.4.5 (iv) for IX > 0, P> 0:

q ~ EO too exp{ -ps - IXLp,<b)}ds = EO tx) exp{ -PLt - IXLt(b)}dLt

= EO tTb
e-PLt dLt

+ EO [e-PLTb too exp{ - PLt 0 (JTb - IXLt(b) 0 (JTJ d(Lt 0 (JT.).

The first expression is equal to [1 - EOe-PLTb]/P, and by the strong Markov
property, the second is equal to EOe-PLTb times
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Eb IX) exp{ - f3Lt - aL,(b)} dLt

= Eb fro exp{ - f3Lt - aLt(b)} dLt
To

= Eb[e-aLTo(b) Lro exp{ - f3L t 0 eTo - aLt(b) 0 eTo} d(Lt 0 eTo)

= Eb[e-aLTo(b)]. EO Lro exp{ - f3L t - aLt(b)} dL,

= q'Eb[e-aLTo(b)] = q·EO[e-aLTb].

Therefore,

1
q = /3[1- EOe-PLTb] + q'EO[e-PLTb]'EO[e-aLTb],

and (4.40) allows us to solve for

q = fro e-PS EO(e-aN.) ds = (f3 + a )-1
° 1 + albl

Inversion of this transform leads to (4.42). o

4.13 Remark. Recall the two independent, reflected Brownian motions W±
of Theorem 3.1, along with the notation of that section. If b < 0 in Lemma
4.12, then the subordinator N is a function of W_, and hence is independent
of W+. To see this, recall the local time at 0 for W_: L_(r) ~ Lr::I(T)(O), and let

L~(r) ~ Lr::'(T)(b)

be the local time ofW_ at b. Both these processes can be constructed from W_
(see Remark 3.2 for L_), and so both are independent of W+. The same is true
for

L(ps) = inf{r ~ 0: L_(r) > s},

and hence also for

L~(L(ps)) = Lr::l(L(p.))(b).

But Wp • = 0 a.s., and so L(ps + e) > L(ps) for every e > 0 (Problem 2.7.18
applied to the Brownian motion W 0 epJ It follows from Problem 3.4.5 (iii)
that C 1(L(ps)) = P.. and so L~(L(ps)) = Ns.
A comparison of (4.42) with (2.14) shows that for the subordinator N, we

have m = 0 and Levy measure jJ(dt) = b- 2 e- l
/b dt.

4.14 Proposition (D. Williams (1969)). In the notation of Section 3, and for
fixed numbers a> 0, r > 0, b ~ 0, we have a.s. pO:
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PROOF. This is obvious for b = 0, so we consider the case b < 0. We have from
Problems 3.4.5 (iii) and 3.6.13 (iii) that with P as in (4.41),

PLr~'("(O) = sup{s ~ r;l(r); Ls(O) = Lr:;'(f)(O)}

= inf{s ~ r;l (r); Jv. = O}, a.s. pO.

Because ~ ~ °for r;l(r)::s; u ::s; PL -1 (0) = PL (f)' the local time Lu(b) mustr + (f) ..-

be constant on this interval. Therefore, with N the subordinator of Lemma
4.12, NL (f) = L p (b) = Lr-'(f)(b), a.s. pO. Remark 4.13, together with relation

+ L+(f) +

(4.42), gives

EO [exp {-exNL+(f)}IW+(u); O::s; u < 00] = EO[exp{ -exNI}JI,=L+(f)

{
exL+(r)} °

=exp -1+exlbl' a.s.P.

4.15 Exercise.

(i) Show that for P> 0, a > 0, b < 0, we have

EO[exp{ -PLT'<b)}IW+(u); O::s; u < 00}J = exp { - f~Tp(~I}' a.s. pO.

(ii) Use (i) to prove that for ex> 0, P> 0, a > 0, b < 0,

1
Eb[exp{ - pLT'<b) - exLT.<O)}J = f2(a, ex; a + Ibl, P)'

where f2 is given by (4.22), (4.23). (This argument can be extended to
provide an alternate proof of Lemma 4.9; see McKean (1975».

6.5. An Application: Transition Probabilities of
Brownian Motion with Two-Valued Drift

Let us consider two real constants (Jo < (Jl' and denote by d/I the collection of
Borel-measurable functions b(t, x): [0,(0) x IR -+ [(Jo, (Jl]. For every bE d/I and
x E IR, we know from Corollary 5.3.11 and Remark 5.3.7 that the stochastic
integral equation

(5.1) X, = x + Lb(s,X.)ds + a;; O::s; t < 00

has a weak solution (X, W), (n,~,PX), {~} which is unique in the sense of
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(5.2)

probability law, with finite-dimensional distributions given by (5.3.11) for
Os t 1 < t2 < ... < tn = t < co, rEgj(lRn

):

j5X[(X", ... ,X,JEr]

= EX [1{(W" .....w,.)eri" exp{I b(s, J¥.)dJ¥. - ~Ib
2
(s, J¥.) dS}1

Here, PV,,~}, (n,~), {PY}yeR is a one-dimensional Brownian family.
We shall take the point of view that the drift b(t, x) is an element of control,

available to the decision maker for influencing the path of the Brownian
particle by "pushing" it. The reader may wish to bear in mind the special case
80 < 0 < 81 , in which case this "pushing" can be in either the positive or the
negative direction (up to the prescribed limit rates 81 and 80 , respectively). The
goal is to keep the particle as close to the origin as possible, and the decision
maker's efficacy in doing so is measured by the expected discounted quadratic
deviation from the origin

J(x; b) = EX I" e-a
' x/ dt

for the resulting diffusion process X. Here, (1. is a positive constant. The control
problem is to choose the drift b* E IJIi for which J(x; b) is minimized over all
bEIJIi:

(5.3) J(x; b*) = min J(x; b), VXE IR.
be'PI

(5.5)

This simple stochastic control problem was studied by BeneS, Shepp &
Witsenhausen (1980), who showed that the optimal drift is given by b*(t, x) =
u(x); 0 S t < CO, X E IR and

(5.4) u(x) ~ {81 ; x SO}, 0 ~ 1 1
80 ; x> 0 J8t + 2(1. + 81 J8J + 2(1. - 80

This is a sensible rule, which says that one should "push as hard as possible
to the right, whenever the process Z, solution of the stochastic integral
equation

Z, = x +I u(Zs)ds + J.v,; 0 S t < co,

finds itself to the left of the critical point 0, and vice versa." Because there is
no explicit cost on the controlling effort, it is reasonable to push with full
force up to the allowed limits. If81 = - 80 = 8, the situation is symmetric and
0=0.
Our intent in the present section is to use the trivariate density (3.30) in
order to compute, as explicitly as possible, the transition probabilities

(5.6) p,(x,z)dz = EX[Z,Edz]
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of the process in (5.5), which is a Brownian motion with two-valued, state
dependent drift. In this computation, the switching point (j need not be related
to 00 and °1 , We shall only deal with the value (j = 0; the transition prob
abilities for other values of (j can then be obtained easily by translation.
The starting point is provided by (5.2), which puts the expression (5.6) in
the form

Further progress requires the elimination of the stochastic integral in (5.7).
But if we set

rz {o z· Z < O}
f(z) &: J0 u(y) dy = o:z; Z ~ 0

we obtain a piecewise linear function, for which the generalized Ito rule of
Theorem 3.6.22 gives

f(Jv,) = f(Wo) +Lu(~)d~ + (°0 - °l)L(t)

where L(t) is the local time of Wat the origin. On the other hand, with the
notation (3.3) we have

Lu2(~)ds = ott + (og - 0f)r+(t),

and (5.7) becomes

(5.8) p,(x; z)dz =exP[f(Z) - f(x) - ~Of ]

.L~o 1'=0 exp {b(Ol - ( 0 ) + ~(Of - Og)}

. PX[Jv,Edz; L(t)Edb; r+(t)Edr].

It develops then that we have to compute the joint density of(Jv" L(t), r+(t))
under P\ for every x E IR, and not only for x = 0 as in (3.30). This is accom
plished with the help of the strong Markov property and Problem 3.5.8; in
the notation of the latter, we recast (3.30) for b > 0,0 < r < t as

pO[Jv,Eda; L(t)Edb; r+(t)Edr]

{
2h(r; b, O)h(t - r; b - a, O)dadb dr;

= 2h(t - r; b, O)h(r; b + a, O)dadbdr;

and then write, for x ~ 0 and a < 0:
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(5.9) PX[Jv,Eda; L(t)Edb; r+(t)Edr]

= pX[Jv,Eda; L(t)Edb; r+(t)Edr; To ::; r]

= f: PX[Jv, E da; L(t) E db; r+(t) E drl To = s] .PX[ToE ds]

= f: pO [Jv,-s Eda; L(t - s)Edb; r+(t - s)Edr - s]· h(s; x, O)ds

= 2h(r; b + x, O)h(t - r; b - a,O)dadbdr.

For x ~ 0, a> °a similar computation gives
(5.10)

PX[Jv,Eda; L(t)Edb; r+(t)Edr] = 2h(t - r; b,O)h(r; b + a + x, 0) da db dr,

and in this case we have also the singular part

(5.11) pX[Jv,Eda; L(t) = 0, r+(t) = t] = pX[Jv,Eda; To > t] = p_(t; x,a)da

== [p(t; x, a) - p(t; x, - a)] da

(cf. (2.8.9)). The equations (5.9)-(5.11) characterize the distribution ofthe triple
(Jv"L(t), r+(t)) under px. Back in (5.8), they yield after some algebra:

(5.12) Pt(x, z) =

2 t'X) I e2b8 'h(t - r; b - z, -Odh(r; x + b, -Oo)drdb; x ~ 0, z::; °
2 LOCl I e2(b8,+z8ol h(t - r; b, -Odh(r; x + b + z, -Oo)drdb

+ _l_[exp { (x - z + Oot)2} _ exp { (x + z - °ot)2 - 200X}J;Jim 2t 2t

x ~ 0, z > 0.

Now the dependence on °0 , 01 has to be invoked explicitly, by writing
Pt(x, z;°0 ,(1 ) instead of Pt(x, z). The symmetry of Brownian motion gives

(5.13) Pt(x, z; °0 , ( 1 ) = Pt(-x, -z; -°1 , -(0 ),

and so for x::;°the transition density is obtained from (5.12) and (5.13). We
conclude with a summary of these results.

5.1 Proposition. Let u: IR --+ [00 ,01 ] be given by (5.4) for arbitrary real b, and
let Z be the solution of the stochastic integral equation (5.5). In the notation of
(5.6), plx + b, z + b) is given for every z E IR, °::; t < 00 by

(i) the right-hand side of (5.12) if x ~ 0, and
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(ii) the right-hand side of (5.12) with (x, z, 00 , 0d replaced by (- x, - Z, - 01 ,

- ( 0 ), if x ::; O.

5.2 Remark. In the special case 01 = - 00 = 0 > 0 = b, the integral term in
the second part of (5.12) becomes

2 too I e29(b-Z)h(t - r; b, -O)h(r; x + b + z, O)drdb

= 2 too I e- 29Z h(t - r; b, O)h(t; x + b + z,O)drdO

= 2 too e- 29Z h(t; x + 2b + z, O)db

_ 1 [ {(X + Z + Ot)2 2ll }--- exp - uX
~ 2t

foo {(V - Ot)2} ]+ Oe- 29z exp - dv ,
x+z 2t

where we have used Problem 3.5.8 again. A similar computation simplifies
also the first integral in (5.12); the result is

(5.14) p/(x,z) =

fim[exp { (x -~; Ot)2} + Oe-29z I:z exp { (v ~tOt)2}dvl

x ~ 0, Z > O.

fim[exP{20x - (x -~; Ot)2} + Oe29z I~z exp { _ (v ~tOt)2}dvl

x ~ 0, Z ::; O.

When 0 = 1 and x = 0, we recover the expression (3.19).

5.3 Exercise. When 01 = -00 = 1, b = 0, show that the function v(t,x) ~
£x(Z,2); t > 0, XE IR is given by

1 it { (Ixl - t)2 }
v(t,x) = 2 + V~(lxl- t - l)exp - 2t

{
2 I} (I xI- t)+ (Ixl - t) + t - 2 <I> jt

+ e2lx1 (ix i + t-D[1 - <I> (Ixfi t)]
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with <I>(z) = (1/$) J:.oo e-u2
/
2 du, and satisfies the equation

(5.16)

(5.17)

as well as the conditions

. 1
lim v(t,x) = x 2

, 11m v(t,x) = -2'
1.1.0 1-00

5.4 Exercise (Shreve (1981)). With (}1 = - (}o = 1, b = 0, show that the func
tion v of(5.15) satisfies the Hamilton-Jacobi-Bellman equation

1 .
VI = -Vxx + mm (uvx ) on (0, (0) x IR.
2 lul~l

As a consequence, ifX is a solution to (5.1) for an arbitrary, Borel-measurable
b: [0, (0) x IR ---. [-1,1] and Z solves (5.5) (under px in both cases), then

(5.18)

In particular, Z is the optimally controlled process for the control problem
(5.3).

6.6. Solutions to Selected Problems

2.5. If), is a-finite but not finite, then there exists a partition {Hj}~1 ~ .Yt' ofH with
o< A(HJ < 00 for every i ~ I. On a probability space (0, ff, P), we set up inde
pendent sequences gY);jE NO}~1 of random variables, such that for every i ~ 1:

(i) ~g), ~V), ~~), ... are independent,
(ii) Nj ~ ~g) is Poisson with ENj = A(HJ, and
(iii) P[~ji) EC] = A(C n Hj)/A(Hj); CE.Yt',j = 1,2, ....

As before, Vj(C) ~ L:f~IIC<~ji)); CE.Yt', is a Poisson random measure for every
i ~ 1, and VI' V2 , .•. are independent. We show that V ~ L:~1 Vi is a Poisson
random measure with intensity A.. It is clear that Ev(C) = EL:~1 vj(C n Hi) =

L:~1 A(C n HJ = A(C) for all C E.Yt', and whenever A(C) < 00, v(C) has the proper
distribution (the sum of independent Poisson random variables being Poisson).
Suppose A(C) = 00. We set Aj = A(C n HJ, so v(C) is the sum of the independent,
Poisson random variables {vi(C) }~1' where Evj(C) = Ai< There is a number a > 0
such that 1 - e-J. ~ A/2; 0 ~ A ~ a, and so with b ~ 2(1 - e-a

):

00 00 100

L: P[vj(C) ~ 1] = L: (1 - e-J.,) ~ - L: (Ai A b) = 00
j=1 j=1 2 j=1

because L:~I Aj = A(C) = 00. By the second half of the Borel-Cantelli lemma
(Chung (1974), p. 76), P[v(C) = 00] = P[vi(C) ~ 1 for infinitely many i] = 1.
This completes the verification that V satisfies condition (i) of Definition 2.3; the
verification of (ii) is straightforward.
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2.12. If for some YED[O, co), t > 0, and t > 0 we have n(y; (O,t] x (t, co)) = co, then
we can find a sequence of distinct points {tk}f=l £; (0, t] such that Iy(tk)
y(tk -)1 > t; k ~ 1. By selecting a subsequence if necessary, we may assume
without loss of generality that {tdf=l is either strictly increasing or else strictly
decreasing to a limit 8E[0,t]. But then {y(tk)}f=l and {y(tk-)}f=l converge to
the same limit (which is y(8 - ) in the former case, and y(8) in the latter). In either
case we obtain a contradiction.
For any interval (t, t + h], the set

A,.'+h(t) ~ {y E D[O, co); 3 SE (t, t + h] such that Iy(s) - y(s -)1 > t}

00 00 { I}
= k~ Dl ,<r<Y,;r+h YED[O, co); Iy(q) - y(r)1 > t +'k

q-r<(l/m).r. Q
qeQorq=t+1I

is in ~(D[O, co», as is

m

{YED[O,co); n(y; (O,t] x (t,co))~m} = U nAq,_,.q.(t).
0=40<41 < .. ·<4",=1 i=1
{q,··· .. q~-ds;;Q

Let us now fix 0 < t < co and t > 0 and let ~,.t be the Dynkin system of all
sets C E~((O, t] x (t, co» for which n(' ; C) is measurable. The a-field ~((O, t] x
(t, co)) is generated by the sets of the form (0, -r] x (..1., co); 0 < -r :s;; t, t :s;; ..1. < co,
the collection of such sets is closed under finite intersections, and each such set
belongs to ~r.t. It follows from Theorem 2.1.3 that n(' ; C) is measurable for
every C E~((O, t] x (t, co)). For C E~((O, CO)2), we write C as the disjoint union

2.16. From (2.17) and Definition 2.15 we have Ee-·N, = e-'/l(')"'(l), which gives (2.33)
and the continuity of fJ(·). Because N is not identically zero, 1/1(1) is strictly
positive. Furthermore, for every }' ~ 0,

and (2.32) follows from (2.33). To see that fJ((X) = (Xt, set G(a) = fJ(e a) and apply
Problem 2.2. For 0 < e :s;; 1, comparison of (2.24) and (2.33) yields

r(Xt = m(X + r (l - e-·()/l(dt).
Jo.OO)

Corollary 2.14 asserts that the constant m ~ 0 and a-finite measure /l satisfying
the equation are unique. If e = 1, they are given by m = r, /l = O. If 0 < e < 1,
we set m = 0, /l(dt) = redtjr(l - e)t1+t and integrate by parts to reduce the
integral to a standard Laplace transform:

r (1 _ e-at)/l(dt) = r(X r e-'(r t dt = r(Xt.
Jo.OO) r(l - e) J(o.OO)

2.24. We have from (2.56)

EleD,(e) - 2L,(OW :s;; 2e2 + 2E j~ (r,At~~, sgn(~)d~r
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This last expectation is computed as

00 1 +Dt(t) 00

E L {(t /\ aj ) - (t /\ rj-Il} ::; E L (aj - rj-Il = E L l{j$D,(t)) '7j+l
j=1 j=1 j=O

= e2(ED,(e) + 1)

by virtue of (2.52), (2.53). But now the downcrossing inequality (Theorem 1.3.8

1 1J¥t(iii)), applied to the submartingale IWI, gives ED,(e) ::; - EI H-;I = - -.
e e 7l:

3.7. The following are obviously valid, modulo pO-negligible events:

{t:?: 0; L(t) > L+(r)} = {t:?: 0; L(r.=-I(t)) > L(r;l(r))}

~ {t :?: 0; r.=-l(t):?: r;l(r)}

~ {t:?: 0; L(f.::-l(t)):?: L(r;l(r))}

= {t :?: 0; L(t) :?: L+(r)}.
Therefore, we have a.s. pO:

TL:(T) = inf{t:?: 0; L(t):?: L+(r)} ::; inf{t:?: 0; r.=-I(t):?: r;l(r)}

::; inf{t :?: 0; L(t) > L+(r)} = L: 1 (L+(r)).

The third identity in (3.25) follows now from (3.24). For the fourth, it suffices to
observe r ± (s) = inf{ t :?: 0; ril (t) :?: s}; 0::; s < 00, a.s. pO, which is a conse
quence of Lemma 3.4.5 (v).

3.11. Using the reflection principle in the form (2.6.2) and the upper bound in (2.9.20),
we obtain

pO [max J'Y.:?: a + e; min J'Y.::; a - eJ
t5s~t+h t~S$t+h

::;fa px[max J'Y.:?: a +eJ.pO[H-;EdX]
-co O::;;s:s;h

+foo px[min J'Y.::;a-eJ.pO[H-;EdX]
a Oss$',h

::; po [max J'Y.:?: a + eJ + po [min J'Y.::; a - eJ
O:s;s:s;h O::;;s::;;h

= 4pO[fY,. :?: e] ::; ~Ji;e-t2/2h = o(h).

For (3.32), we notice the inequality

pO[W+(r) > a; t ::; r;l(r) < t + h; f3(t) < t + h]

::; p O
[ max J'Y. > a; min J'Y.::; oJ,

t:s;sst+h tssst+h

where this term is o(h) as h ! 0, thanks to (3.31); a similar argument proves (3.33).
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4.11. Assume without loss of generality that b > O. From the additive functional
property of local time, its invariance under translation, and the composition
property Ii, = 1;, + Ii, 0 eT.; 0 < a < b, we see that pO-a.s.:

LTb(w)(O, w) - LT.(w)(O, w) = L Tb(6To".'(W))(0, eT.(W)(w»

= LTb-a(8~olwl(W))( -a, e1.(W)(w»; 0 < a < b,

where e,*(w)(s) ~ W(l + s) - W(l); S~ O. The independence of increments follows
from the strong Markov property as expressed by Theorem 2.6.16. Formula
(4.40) is just a restatement of (4.16).

6.7. Notes
Section 6.2: Most of the material here is due to P. Levy (1937,1939,1948).

The representation (2.14) is a special case of a general decomposition result
for processes with stationary, independent increments (Levy processes) into
Brownian and Poisson components, obtained by P. Levy (1937); see also
Loeve (1978). In our exposition of Theorem 2.7, we follow Ito & McKean
(1974) and Williams (1979). Both these books, as well as McKean (1975) and
Chapter VII of Knight (1981), may be consulted for further reading on
Brownian local time. Chung & Durrett (1976) and Williams (1977) also deal
with the subject of Theorem 2.23. Taking up a theme of Levy, Ikeda &
Watanabe (1981), pp. 123-136, show how to use local time to construct
Brownian motion from a Poisson random measure on the space ofexcursions
away from the origin. This should be read together with Chung's (1976)
excellent treatise on excursions. Ito (1961b) applied Poisson random measures
to the study ofMarkov processes. The characterizations ofTheorems 2.21 and
2.23 have been generalized to Markov processes by Fristedt & Taylor (1983);
see also Kingman (1973). Invariance principles are discussed by Perkins
(1982a) and Csaki & Revesz (1983); see also Borodin (1981). Perkins (1982b)
showed that Brownian local time is a semimartingale in the spatial parameter;
McGill (1982) studied its Markov properties.

Section 6.3: Theorem 3.1 appears in Ito & McKean (1974), section 2.11,
and in Ikeda & Watanabe (1981), pp. 122-124. Proposition 3.9 is taken from
Karatzas & Shreve (1984a); the bivariate density (3.40) was obtained by
Perkins (1982b), using different methodology. The use oflocal time in decom
position of Brownian paths is illustrated by the work of Williams (1974) and
Harrison & Shepp (1981).

Section 6.4: The strong version of Theorem 4.1 discussed in Remark 4.2,
but with n = 1, appears in Ito & McKean (1974), pp. 45-48. For more general
results along the lines of Theorems 4.1 and 4.3, the reader should consult
Knight (1981), Theorem 7.4.3. Exercise 4.5 comes from Taylor (1975), where
applications to finance and process control are discussed; see also Williams
(1976), Lehoczky (1977), and Azema & Yor (1979). We follow Ito & McKean
(1974) in our approach to the Ray-Knight theorem 4.7 and in Lemma 4.12,
and Knight (1981) for the proof of the Dvoretzky-Erdos-Kakutani Theorem
2.9.13.
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Section 6.5: This material is taken from Karatzas & Shreve (1984a). The
control problem of this section was introduced and solved by Benes, Shepp,
& Witsenhausen (1980) and has also been solved in the symmetric case of
Exercises 5.3, 5.4 by martingale methods (Davis & Clark (1979», stochastic
comparison methods (Ikeda & Watanabe (1977», and the stochastic maxi
mum principle (Haussmann (1981». See also Balakrishnan (1980). Stochastic
control problems in which the optimal control process is a local time have
been studied by a number of authors, including Bather & Chernoff (1967);
Benes, Shepp & Witsenhausen (1980); Chernoff (1968); Chow, Menaldi &
Robin (1985); Harrison (1985); Karatzas (1983); Karatzas & Shreve (1984b,
1985); and Taksar (1985).
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