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Preface 

This book is based on a first-year graduate course given regularly by 
the first author at the University of Chicago, most recently in the 
autumn quarters of 1991, 1992, and 1993. The lectures given in this 
course were expanded and prepared for publication by the second 
author. 

The aim of this book is to provide a concise yet thorough treat­
ment of some topics from group theory and representation theory 
with which every mathematician should be well acquainted. Of 
course, the topics covered naturally reflect the viewpoints and in­
terests of the authors; for instance, we make no mention of free 
groups, and the emphasis throughout is admittedly on finite groups. 
Our hope is that this book will enable graduate students from every 
mathematical field, as well as bright undergraduates with an interest 
in algebra, to solidify their knowledge of group theory. 

As the course on which this book is based is required for all in­
coming mathematics graduate students at Chicago, we make very 
modest assumptions about the algebraic background of the reader. 
A nodding familiarity with groups, rings, and fields, along with some 
exposure to elementary number theory and a solid knowledge of lin­
ear algebra (including, at times, familiarity with canonical forms of 
matrices), should be sufficient preparation. 
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We now give a brief summary of the book's contents. The first four 
chapters are devoted to group theory. Chapter 1 contains a review 
(largely without proofs) of the basics of group theory, along with 
material on automorphism groups, semidirect products, and group 
actions. These latter concepts are among our primary tools in the 
book and are often not covered adequately during one's first exposure 
to group theory. Chapter 2 discusses the structure of the general 
linear groups and culminates with a proof of the simplicity of the 
projective special linear groups. An understanding of this material 
is an essential (but often overlooked) component of any substantive 
study of group theory; for, as the first author once wrote: 

The typical example of a finite group is GL(n, q), the 
general linear group of n dimensions over the field 
with q elements. The student who is introduced to 
the subject with other examples is being completely 
misled. [3, p. 121] 

Chapter 3 concentrates on the examination of finite groups through 
their p-subgroups, beginning with Sylow's theorem and moving on 
to such results as the Schur-Zassenhaus theorem. Chapter 4 starts 
with the Jordan-Holder theorem and continues with a discussion of 
solvable and nilpotent groups. The final two chapters focus on finite­
dimensional algebras and the representation theory of finite groups. 
Chapter 5 is centered around Maschke's theorem and Wedderburn's 
structure theorems for semisimple algebras. Chapter 6 develops the 
ordinary character theory of finite groups, including induced charac­
ters, while the Appendix treats some additional topics in character 
theory that require a somewhat greater algebraic background than 
does the core of the book. 

We have included close to 200 exercises, and they form an integral 
part of the book. We have divided these problems into "exercises" 
and "further exercises;" the latter category is generally reserved for 
exercises that introduce and develop theoretical concepts not in­
cluded in the text. The level of the problems varies from routine 
to difficult, and there are a few that we do not expect any student to 
be able to handle. We give no indication of the degree of difficulty 
of each exercise, for in mathematical research one does not know in 
advance what amount of work will be required to complete any step! 
In an effort to keep our exposition self-contained, we have strived to 
keep references in the text to the exercises at a minimum. 



Preface vii 

The sections of this book are numbered continuously, so that Sec­
tion 4 is actually the first section of Chapter 2, and so forth. A cita­
tion of the form "Proposition Y" refers to the result of that name in 
the current section, while a citation of the form "Proposition X.Y" 
refers to Proposition Y of Section X. 

We would like to extend our thanks to: Michael Maltenfort and 
Colin Rust, for their thought-provoking proofreading and their many 
constructive suggestions during the preparation of this book; the stu­
dents in the first author's 1993 course, for their input on an earlier 
draft of this book which was used as that course's text; Efim Zel­
manov and the students in his 1994 Chicago course, for the same rea­
son; and the University of Chicago mathematics department, for con­
tinuing to provide summer support for graduate students, as without 
such support this book would not have been written in its present 
form. We invite you to send notice of errors, typographical or oth­
erwise, to the second author at bell(Dmath. uchicago . edu. 

In remembrance of a life characterized by integrity, devotion to 
family, and service to community, the second author would like to 
dedicate this book to David Wellman (1953-1995). 
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1 
Rudiments of Group Theory 

In this introductory chapter, we review the elementary notions of group 
theory and develop many of the tools that we will use in the remaining 
chapters. Section 1 consists primarily of those facts with which we assume 
the reader is familiar from some prior study of group theory; consequently, 
most proofs in this section have been omitted. In Section 2 we introduce 
some important concepts, such as automorphism groups and semidirect 
products, which are not necessarily covered in a first course on group the­
ory. Section 3 treats the theory of group actions; here we present both 
elementary applications and results of a more technical nature which will 
be needed in later chapters. 

1. Review 
Recall that a group consists of a non-empty set G and a binary 

operation on G, usually written as multiplication, satisfying the fol­
lowing conditions: 

• The binary operation is associative: (xy)z = x(yz) for any 
x,y,z E G. 

• There is a unique element lEG, called the identity element 
of G, such that xl = x and Ix = x for any x E G. 
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• For every x E G there is a unique element X-l E G, called the 
inverse of x, with the property that xx- l = 1 and X-lX = 1. 

Associativity allows us to consider unambiguously the product of any 
finite number of elements of a group. The order of the elements in 
such a product is critically important, for if x and yare elements of 
a group G, then it is not necessarily true that xy = yx. If this hap­
pens, then we say that x and y commute. More generally, we define 
the commutator of x and y to be the element [x, yJ = xyx-ly-l, 
so that x and y commute iff [x, yJ = 1. (Many authors define 
[x, yJ = x-ly-lxy.) We say that G is abelian if all pairs of elements 
of G commute, in which case the order of elements in a product is 
irrelevant; otherwise, we say that G is non-abelian. The group oper­
ation of an abelian group may be written additively, meaning that 
the product of elements x and y is written as x+y instead of xy, the 
inverse of x is denoted by -x, and the identity element is denoted 
by O. 

If x is an element of a group G, then for n E N we use xn 
(resp., x-n ) to mean the product X· •• x (resp., X-l ... x- l ) involving 
n terms. We also define XO = 1. (In an abelian group that is written 
additively, we write nx instead of xn for n E Z.) It is easily seen that 
the usual rules for exponentiation hold. We say that x is of finite 
order if there is some n E N such that xn = 1. If x is of finite order, 
then we define the order of x to be the least positive integer n such 
that xn = 1. Clearly, x is of order n iff 1, x, x 2, ... ,xn- l are distinct 
elements of G and xn = 1. 

A group G is said to be finite if it has a finite number of elements, 
and infinite otherwise. We define the order of a finite group G, 
denoted IGI, to be the number of elements of G; we may also use lSI 
for the cardinality of any finite set S. Every element of a finite group 
is of finite order, and there are infinite groups with this property; 
these groups are said to be periodic. However, there are infinite 
groups in which the identity element is the only element of finite 
order; such groups are said to be torsion-free. 

A subset H of a group G is said to be a subgroup of G if it forms 
a group under the restriction to H of the binary operation on G. 
Equivalently, H ~ G is a subgroup iff the following conditions hold: 

• The identity element 1 of G lies in H. 
• If x, Y E H, then their product xy in G lies in H. 
• If x E H, then its inverse X-l in G lies in H. 
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Clearly G is a subgroup of itself. The set {1} is also a subgroup 
of G; it is called the trivial subgroup, and for the sake of simplicity we 
denote it by 1. Every subgroup of a finite group is finite; however, an 
infinite group always has both finite and infinite subgroups, namely 
its trivial subgroup and itself, respectively. Similarly, every subgroup 
of an abelian group is abelian, but a non-abelian group always has 
both abelian and non-abelian subgroups. If H is a subgroup of G, 
then we write H ~ G; if H is properly contained in G, then we call H 
a proper subgroup of G, and we may write H < G. (This notational 
distinction is common, but not universal.) If K ~ Hand H ~ G, 
then evidently K ~ G. 

PROPOSITION 1. If Hand K are subgroups of a group G, then 
so is their intersection H n K. More generally, the intersection of 
any collection of subgroups of a group is also a subgroup of that 
group. • 

The following theorem gives important information about the na­
ture of subgroups of a finite group. 

LAGRANGE'S THEOREM. Let G be a finite group, and let H ~ G. 
Then IHI divides IGI. • 

If X is a subset of a group G, then we define <X> to be the in­
tersection of all subgroups of G which contain X. By Proposition 1, 
<X> is a subgroup of G, which we call the subgroup of G generated 
by X. We see that <X> is the smallest subgroup of G which con­
tains X, in the sense that it is contained in any such subgroup; hence 
if X ~ G, then <X> = X. If X = {x}, then we write <x> in lieu 
of <X>; similarly, if X = {Xl, ... ,Xn}, then we write <Xl, ... ,xn> 
for <X>. 

PROPOSITION 2. Let X be a subset of a group G. Then <X> 
consists of the identity and all products of the form X11 ... x~r where 
r E N, Xi E X, and fi = ±1 for all i. • 

A group G is said to be cyclic if G = <g> for some 9 E G; the 
element 9 is called a generator of G. For example, if G is a group 
of order n having an element 9 of order n, then G = <g> since 
g, . .. ,gn-l, gn = 1 are n distinct elements of G. By Proposition 2 
we have <g> = {gn I n E Z}, and consequently we see via the ex­
ponentiation relations that cyclic groups are abelian; nonetheless, 
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we will generally write cyclic groups multiplicatively instead of ad­
ditively. If 9 is of order n, then <g> = {l, g, . .. ,gn-l}, and hence 
l<g>1 = n. If 9 is not of finite order, then <g> is a torsion-free in­
finite abelian group. Any two finite cyclic groups of the same order 
are "equivalent" in a sense that will be made precise later in this 
section, and any two infinite cyclic groups are equivalent in the same 
sense. The canonical infinite cyclic group is Z, the set of integers 
under addition, while the canonical cyclic group of order n is Z/nZ, 
the set of residue classes of the integers under addition modulo n. 

Suppose that G is a finite group and 9 EGis of order n. Then 
<g> is a subgroup of G of order n, so by Lagrange's theorem we see 
that n divides IGI. Thus, the order of an element of a finite group 
must divide the order of that group. Consequently, if IGI is equal 
to some prime p, then the order of each element of G must be a 
non-trivial divisor of p, from which it follows that G is cyclic with 
every non-identity element of G being a generator. 

If X and Yare subsets of a group G, then we define the product 
of X and Y in G to be XY = {xy I x E X, Y E Y} ~ G. We can 
extend this definition to any finite number of subsets of G. We also 
define the inverse of X ~ G by X-1 = {x-1 I x E X} ~ G. If H is 
a non-empty subset of G, then H ~ G iff HH = Hand H-1 = H. 

PROPOSITION 3. Let Hand K be subgroups of a group G. Then 
HK is a subgroup of G iff HK = KH. • 

Observe that if Hand K are subgroups of G, then their product 
HK contains both Hand Kj if in addition K ~ H, then HK = H. 
(These properties do not hold if Hand K are arbitrary subsets of G.) 
If G is abelian, then HK = KH for any subgroups Hand K of G, 
and hence the product of any two subgroups of an abelian group is 
a subgroup. 

We can now describe the subgroup structure of finite cyclic groups. 

THEOREM 4. Let G = <g> be a cyclic group of order n. Then: 

(i) For each divisor d of n, there is exactly one subgroup of G of 
order d, namely <g!j>. 

(ii) If d and e are divisors of n, then the intersection of the sub­
groups of orders d and e is the subgroup of order gcd(d, e). 

(iii) If d and e are divisors of n, then the product of the subgroups 
of orders d and e is the subgroup of order lcm(d, e). • 
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If H ~ G and x E G, then we write xH instead of {x}H; the set 
xH is called a left coset of H in G. Similarly, we write H x instead 
of H { x }, and we call H x a right coset of H in G. In this book we 
shall use left cosets, and consequently from now on the word "coset" 
should be read as "left coset." Our use of left cosets instead of right 
cosets is essentially arbitrary, as any statement that we make about 
left cosets has a valid counterpart involving right cosets. Indeed, 
many group theory texts use right cosets where we use left cosets. 
There is a bijective correspondence between left and right cosets of 
H in G, sending a left coset xH to its inverse (XH)-l = Hx-1. 

Let H be a subgroup of G. Any two cosets of H in G are either 
equal or disjoint, with cosets xH and yH being equal iff y-1x E H. 
Consequently, an element x E G lies in exactly one coset of H, 
namely xH. For any x E G, there is a bijective correspondence 
between Hand xH; one such correspondence sends h E H to xh. 
We define the index of H in G, denoted IG : HI, to be the number of 
cosets of H in G. (If there is an infinite number of cosets of H in G, 
then we could define IG : HI to be the appropriate cardinal number 
without changing the truth of any statements made below, as long as 
we redefine IGI as being the cardinal number IG : 11.) The cosets of 
H in G partition G into IG : HI disjoint sets of cardinality IHI, and 
hence we have IGI = IG : HIIHI. (This observation proves Lagrange's 
theorem; however, it is possible to prove Lagrange's theorem without 
reference to cosets by means of a simple counting argument.) In 
particular, all subgroups of a finite group are of finite index, while 
subgroups of an infinite group may be of finite or infinite index. We 
denote the set of cosets (or the coset space) of H in G by G / H. 

We can now give a complete description of the subgroups of infinite 
cyclic groups. We invite the reader to restate Theorem 4 in such a 
way so as to make the parallelism between Theorems 4 and 5 more 
explicit. 

THEOREM 5. Let G = <g> be an infinite cyclic group. Then: 

(i) For each dEN, there is exactly one subgroup of G of index d, 
namely <gd>. Furthermore, every non-trivial subgroup of G 
is of finite index. 

(ii) Let d, e E N. Then the intersection of the subgroups of in­
dices d and e is the subgroup of index lcm(d, e). 

(iii) Let d, e E N. Then the product of the subgroups of indices d 
and e is the subgroup of index gcd(d, e). • 
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The following result generalizes Lagrange's theorem and shall be 
referred to as "factorization of indices." 

THEOREM 6. If K :::; H :::; G, then IG : KI = IG : HIIH : KI. • 

Let H be a subgroup of a group G, and let I be an indexing set 
that is in bijective correspondence with the coset space of H in G. 
A subset T = {ti liE I} of G is said to be a (left) transversal for H 
(or a set of (left) coset representatives of H in G) if the sets tiH are 
precisely the cosets of H in G, with no coset omitted or duplicated. 

Let N be a subgroup of a group G. We say that N is a normal 
subgroup of G (or that N is normal in G) if xN = Nx for all x E G, 
or equivalently if xNx-1 ~ N for all x E G. If G is abelian, then 
every subgroup of G is normal. The subgroups 1 and G are always 
normal in Gj if these are the only normal subgroups of G, then we 
say that G is simple. For example, a cyclic group of prime order 
is simple. (A group having only one element is by convention not 
considered to be simple.) If N is normal in G, then we write N ~ Gj 
if N is both proper and normal in G, then we may write N <J G. 
(Once again, many authors do not make this distinction and instead 
use N <J G to mean simply that N is normal in G.) If H ~ G and 
K ~ H, then it is not necessarily true that K ~ Gj we will provide 
a counterexample momentarily. However, it is clearly true that if 
K ~ G and K :::; H :::; G, then K ~ H. 

PROPOSITION 7. Let H and K be subgroups of a group G. If 
K ~ G, then H K :::; G and H n K ~ Hj if also H ~ G, then 
HK ~ G and HnK ~ G .• 

PROPOSITION 8. Any subgroup of index 2 is normal. 

PROOF. Let H :::; G, and suppose that IG : HI = 2. Then there 
are two left cosets of H in Gj one is H, and thus the other must 
be G - H. Similarly, Hand G - H are the two right cosets of H 
in G. It now follows that x E H iff xH = H = Hx, and x ~ H iff 
xH = G - H = HXj hence H ~ G .• 

Normal subgroups are important because they allow us to create 
new groups from old, in the following way: 

THEOREM 9. If N ~ G, then the coset space GIN forms a group 
under the binary operation defined by (xN)(yN) = (xy)N. • 
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If N ~ G, then we call GIN with the above binary operation the 
quotient group of G by N. The identity element of GIN is N, and 
the inverse of xN E GIN is X-I N. If G is abelian, then GIN is also 
abelian. 

Let x and 9 be elements of a group G. The conjugate of x by 9 
is defined to be the element gxg-l of G. (Some authors define the 
conjugate of x by 9 to be g-lxg. The notations gx and x g are some­
times used for gxg-l and g-lxg, respectively.) Two elements x and y 
of G are said to be conjugate if there exists some 9 E G such that 
y = gxg-l . No two distinct elements of an abelian group can be 
conjugate. A subgroup N of G is normal iff every conjugate of an 
element of N by an element of G lies in N. 

Let X be a set. A permutation of X is a bijective set map from 
X to X. The set of permutations of X, denoted ~x, forms a group 
under composition of mappings. If X = {I, ... ,n} for some n E N, 
then this group is called the symmetric group of degree n and is 
denoted ~n. (Many authors denote this group by Sn or 6 n.) The 
group ~n is finite and of order n! = n(n - 1)···2·1. 

An element p of ~n is called a cycle of length r (or an r-cycle) if 
there are distinct integers 1 ::; al, ... ,ar ::; n such that p(ai) = (ai+l) 
for alII::; i < r, p(ar) = aI, and p(b) = b for any 1 ::; b ::; n which 
is not equal to some ai. If the cycle p is as defined above, then we 
write p = (al ... ar). Of course, this can be done in r different ways; 
for example, (1 2 4), (2 4 1), and (4 1 2) denote the same 3-cycle 
in ~4. The cycle p as defined above is said to move each ai and fix 
every other number. Two cycles are said to be disjoint if there is 
no number that is moved by both cycles. The product of two cycles 
(al ... ar) and (bl ... bs ) is written (al ... arXbl ... bs ); if ai = bj , 

then this product moves bj - l to ai+l. (We read from "right to left" 
in this manner because we think of the cycles as being functions 
on {I,... ,n}, and so the product of two cycles corresponds to a 
composition of functions, which we choose to perform from right to 
left in the usual fashion. In many group theory texts, composition 
is performed from left to right.) 

Every element of ~n can be written as a product of disjoint cy­
cles; such an expression is called a disjoint cycle decomposition of 
the permutation. Any two disjoint cycle decompositions of a given 
permutation must necessarily include the same cycles, but possibly 
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in some different order. Therefore we can associate, in a well-defined 
way, a collection of positive integers whose sum is n to each element p 
of L;n; this partition of n consists of the lengths of the cycles that 
appear in a disjoint cycle decomposition of p and is called the cycle 
structure of p. For example, the cycle structure of an r-cycle in L;n 

is the partition (r, 1, ... ,1) having n - r ones; the cycle structure 
of (1 2 4X3 5) in ~6 is the partition (3,2,1). We generally omit 
1-cycles when writing a permutation as a product of disjoint cycles. 
As usual, we will use 1 to denote the identity element of L;n, whose 
disjoint cycle decomposition consists solely of 1-cycles. 

PROPOSITION 10. Let n E N. Then two elements of L;n are con­
jugate iff they have the same cycle structure. • 

For a proof, see [24, pp. 46-7]. 
A transposition in ~n is a 2-cycle. Every element of L;n can be 

written as a (not necessarily disjoint) product of transpositions in 
many different ways. However, it can be shown that any two ex­
pressions of a given permutation as a product of transpositions use 
the same number, modulo 2, of transpositions. (See [24, pp. 8-9].) 
Hence we can say that a permutation is even (resp., odd) if it can 
be written as a product of an even (resp., odd) number of transpo­
sitions, for a permutation is either even or odd, but never both. For 
example, since an r-cycle can be written as a product of r - 1 trans­
positions, we see that a cycle is an even permutation iff its length 
is odd. The subset of ~n consisting of all even permutations is a 
subgroup of index 2, and hence is normal in ~n by Proposition 8; it 
is called the alternating group of degree n and is denoted An. 

Consider H = {1, (1 2X3 4), (1 3X2 4), (1 4X2 3)} ~ A4 . One can 
show that H ::9 A4 • (In fact, H is normal in L;4. This group H is 
historically called the Klein four-group.) Let K = {1, (1 2X3 4)}. 
Then K is a subgroup of H with IH : KI = IHI/IKI = 4/2 = 2, and 
hence K ::9 H by Proposition 8. However, by conjugating (1 2X3 4) 
by the even permutation (1 2 3), we see that K is not normal in A4 . 

This provides the counterexample referred to on page 6. 

Let G and H be groups. A homomorphism is a map c.p: G --+ H 
with the property that c.p(xy) = c.p(x)c.p(y) for all x, y E G; that is, 
a homomorphism is a map between groups which preserves the re­
spective group structures. If c.p is a homomorphism, then cp(1) = 1, 
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and cp(x-1) = cp(X)-l for any element x. The trivial homomorphism 
from G to H is the map sending every element of G to the identity 
element of H. If a homomorphism cp is injective, then we call cp a 
monomorphism, and if cp is surjective, we call cp an epimorphism; 
we say that cp is an isomorphism if cp is bijective. (Recall that a 
set map !: X ----t Y is called injective if !(x) = !(x' ) forces x = x', 
surjective if for any y E Y we have !(x) = y for some x E X, and 
bijective if it is both injective and surjective.) If cp is an isomor­
phism, then so is cp-1: H ----t G. A homomorphism cp: G ----t G is 
called an endomorphism of G; a bijective endomorphism is called an 
automorphism. 

If G and H are groups and there is an isomorphism cp: G ----t H, 
then we say that G and H are isomorphic, or that G is isomorphic 
with H, and we write G ~ H. The notion of isomorphism is an 
equivalence relation on groups; that is, it is reflexive (G ~ G), sym­
metric (G ~ H implies H ~ G), and transitive (G ~ Hand H ~ K 
together imply G ~ K). Therefore, we can speak of the "isomor­
phism class" to which a given group belongs. Isomorphic groups 
are to be thought of as being virtually identical, in the sense that 
any statement made about a group is true (after making appropriate 
identifications) for any other group with which it is isomorphic. If 
we say that a group having certain properties is "unique," then we 
often mean that it is "unique up to isomorphism," by which we mean 
that any two groups having the specified properties are isomorphic. 

We now consider some standard examples . 

• Let G = <g> and H = <h> be two cyclic groups of order n. 
We define a map cp: G ----t H by setting cp(ga) = ha for every 
o ::; a < n. This map cp is an isomorphism. Consequently, 
any two finite cyclic groups of the same order are isomor­
phic. In particular, any cyclic group of order n is isomorphic 
with Z/nZ, and there is a unique group of order p for each 
prime p. We will use Zn to denote a cyclic group of order n, 
written multiplicatively. We can similarly show that any two 
infinite cyclic groups are isomorphic; we will use Z to denote 
an infinite cyclic group, written multiplicatively . 

• Let G be a group, let H ~ G, and let 9 E G. The conjugate 
of H by 9 is the set gH g-l = {ghg-1 I h E H} consisting 
of all conjugates of elements of H by g. It is easily verified 
that gHg-1 ~ G. We say that K ~ G is a conjugate of H 
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in G, or that K and H are conjugate in G, if K = gHg- I 

for some 9 E G. Given H :;:;; G and 9 E G, we define a map 
i.p: H -t gHg- I by i.p(h) = ghg- l for h E H. We see easily 
that i.p is an isomorphism; hence conjugate subgroups are 
isomorphic. However, it is not true that any two isomorphic 
subgroups of a group G are conjugate in G. For example, 
the Klein four-group has three subgroups of order 2 which 
are necessarily isomorphic but which, being subgroups of an 
abelian group, cannot be conjugate . 

• Let X = {Xl,'" ,Xn } and let Ex be the group of permuta­
tions of X. We define a map i.p: En -t Ex by i.p(P)(Xi) = Xp(i) 
for pEEn and 1 :::; i :::; n. The map i.p is easily seen to be an 
isomorphism . 

• Let G be a group and let N ~ G. There is an obvious map 
from G to the quotient group GIN, namely the projection 
.,,: G -t GIN defined by .,,(x) = xN for X E G. We see easily 
that this map ." is an epimorphism. We shall refer to ." as 
the natural map from G to GIN. 

If i.p: G -t H is a homomorphism, then we define the kernel of i.p to 
be the subset ker i.p = {g E G I i.p(g) = I} of G, and the image of i.p to 
be the subset im i.p = {i.p(g) I 9 E G} of H. We also use the notation 
i.p (G) for the image of i.p, and i.p (K) for the set {i.p (g) I 9 E K} for 
any K:;:;; G. For example, if N ~ G and.,,: G -t GIN is the natural 
map, then we have ker." = Nand .,,(K) = KN IN for any K :;:;; G. 
(Observe that .,,(K) = KIN if K contains N.) 

PROPOSITION 11. Let G and H be groups, and let i.p: G -t H 
be a homomorphism. Then ker i.p ~ G, and i.p( K) :;:;; H for any 
K:;:;;G .• 

The following theorem is the cornerstone of group theory. 

FUNDAMENTAL THEOREM ON HOMOMORPHISMS. If G and Hare 
groups and i.p: G -t H is a homomorphism, then there is an isomor­
phism 't/J: G I K -t i.p( G) such that i.p = 't/J 0 .", where K = ker i.p and 
.,,: G -t GIK is the natural map; moreover, the map 't/J is uniquely 
determined. 

(Many authors refer to this result as the "first isomorphism theo­
rem;" these authors give appropriate renumbering to the other iso­
morphism theorems below.) 
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PROOF. If xK = yK for some x, y E G, then y-1x E K; this gives 
1 = cp(y-1x) = cp(y)-lcp(X) and hence cp(y) = cp(x). It is therefore 
possible to define a map 'IjJ: G / K --t cp( G) by letting 'IjJ( xK) = cp( x) 
for xK E G/K. We leave it to the reader to verify that 'IjJ has the 
indicated properties. • 

As a consequence of the fundamental theorem, we see that any 
homomorphism cp: G --t H can be regarded as the composition of 
an epimorphism (of G onto cp( G)) with a monomorphism (of cp( G) 
into H). 

The final three results of this section are also of primary impor­
tance. 

FIRST ISOMORPHISM THEOREM. Let G be a group. If N ::g G 
and H ~ G, then HN/N ~ H/HnN. 

(Note that H N ~ G and H nN ::g H by Proposition 7, since N ::g G.) 

PROOF. Apply the fundamental theorem, taking cp to be the re­
striction to H of the natural map 'T/: G --t G / N. • 

The proof of the next result is straightforward, but somewhat 
tedious. 

CORRESPONDENCE THEOREM. Let G and H be groups, and let 
cp: G --t H be an epimorphism having kernel N. Then there is a 
bijective correspondence given by cp between the set of subgroups of 
G that contain N and the set of subgroups of H. If K is a subgroup 
of G containing N, then this correspondence sends K to cp( K); if 
L is a subgroup of H, then the subgroup of G sent to L under this 
correspondence is cp-l(L) = {x E G I cp(x) E L}. Moreover, if Kl 
and K2 are subgroups of G containing N, then: 

• K2 ~ Kl iff CP(K2) ~ cp(K1), and in this case we have 
IKl : K21 = Icp(K1 ) : cp(K2)1· 

• K2 ::g Kl iff CP(K2) ::g cp(K1), and in this case the map from 
Kd K2 to cp(K1)/cp(K2) sending XK2 to cp(X)CP(K2) is an iso­
morphism .• 

As a special case of the correspondence theorem, we have the fol­
lowing useful fact: If G is a group and N ::g G, then every subgroup of 
G / N is of the form K / N for some subgroup K of G that contains N. 
(Here we take cp to be the natural map from G to G / N.) 
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SECOND ISOMORPHISM THEOREM. Let Hand K be normal sub­
groups of a group G. If H contains K, then G/ H ~ (G/ K)/(H/ K). 

PROOF. Apply the correspondence theorem, taking r.p to be the 
natural map from G to G/K .• 

EXERCISES 

1. Prove, or complete the sketched proof of, each result in this section. 
2. We say that a group G has exponent e if e is the smallest positive 

integer such that xe = 1 for every x E G. Show that if G has 
exponent 2, then G is abelian. For what integers e is a group 
having exponent e necessarily abelian? 

3. Let G be a finite group, and suppose that the map <p: G -+ G 
defined by <p(x) = x 3 for x EGis a homomorphism. Show that 
if 3 does not divide IGI, then G must be abelian. (See [2] for a 
generalization. ) 

4. Let g be an element of a group G, and suppose that IGI = mn 
where m and n are coprime. Show that there are unique elements 
x and y of G such that xy = g = yx and xm = 1 = yn. (In the 
case where m is a power of some prime p, we call x the p-part of g 
and y the p' -part of gj more generally, if 7r is a set of primes which 
includes all prime divisors of m and no prime divisors of n, then x 
and yare called the 7r-part and 7r' -part, respectively, of g.) 

5. Let r, s, and t be positive integers greater than 1. Show that there 
is a finite group G having elements x and y such that x has order r, 
y has order s, and xy has order t. 

6. Let X and Y be subsets of a group G. Are <X> n <Y> and 
<X n Y> necessarily equal? Are < <X> u <Y> > and <X U Y> 
necessarily equal? 

7. Let G be a finite group and let H ~ G. Show that there is a 
subset T of G which is simultaneously a left transversal for H and 
a right transversal for H. 

8. Suppose that C is a family of subsets of a group G which forms 
a partition of G, and suppose further that gC E C for any g E G 
and C E C. (Recall that a partition of a set S is a collection S 
of subsets of S with the property that every element of S lies in 
exactly one member of S.) Show that C is the set of cosets of some 
subgroup of G. 

9. Suppose that C is a family of subsets of a group G which forms a 
partition of G, and suppose further that XY E C for any X, Y E C. 
Show that exactly one of the sets belonging to C is a subgroup of G, 
that this subgroup is normal in G, and that C consists of its cosets. 
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10. Prove the following generalization of Proposition 8: If G is a finite 
group and H ~ G is such that IG : HI is equal to the smallest 
prime divisor of IGI, then H ~ G. 

FURTHER EXERCISES 

If K ~ H ~ G, then HIK is called a section of G. We say that two 
sections Hl/ KI and H21 K2 of G are incident if every coset of KI in HI 
has non-empty intersection with exactly one coset of K2 in H2, and vice 
versa. (In other words, two sections are incident if the relation of non-empty 
intersection gives a bijective correspondence between their elements.) 

11. Show that incident sections are isomorphic. 
12. (cont.) Suppose that N ~ G and H ~ G. Show that HN IN and 

HI H n N are incident. (Exercises 11 and 12 provide an alternate 
proof of the first isomorphism theorem.) 

If LIM is a section of G and H ~ G, then the projection of H on LIM 
is the subset of LIM consisting of those cosets of M in L which contain 
elements of H. 

13. (cont.) Show that the projection of H on LIM is the subgroup 
(LnH)MIM of LIM. 

Let Hl/ KI and H21 K2 be sections of a group G. 

14. (cont.) Show that the projection of K2 on Hl/K1 is a normal 
subgroup of the projection of H2 on Hl/K1. The quotient group 
obtained thereby is called the projection of H21K2 on Hl/K1. 

15. (cont.) Show that the projection of Hl/KI on H21K2 and the 
projection of H21 K2 on Hl/ KI are incident. Deduce the following 
result: 

THIRD ISOMORPHISM THEOREM. Let HI, H2 ~ G, let KI ~ HI, 
and let K2 ~ H2. Then 

(HI n H2)Kl/(HI n K2)K1 ~ (HI n H2)K2/(K1 n H2)K2. • 

(This result is also called the fourth isomorphism theorem, or 
Zassenhaus' lemma (after its discoverer, who proved it as a stu­
dent at the age of 21), or even the butterfly lemma. This last 
name refers to the shape of the diagram showing the inclusion re­
lations between the many subgroups involved in the statement of 
this result; such a diagram appears in [22, p. 62].) 
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2. Automorphisms 
The set of automorphisms of a group G is denoted Aut(G). If 

'P and pare automorphisms of G, then their composition 'P 0 P is 
also an automorphism of G, and hence composition of mappings is a 
binary operation on Aut(G). This operation gives a group structure 
on Aut(G); the identity element is the trivial automorphism sending 
each element to itself, and the inverse of an automorphism 'P is its 
inverse 'P- 1 as a set map. We call Aut( G) with this binary operation 
the automorphism group of G, and we may write 'PP in lieu of 'P 0 P 
for 'P,P E Aut(G). 

Every element 9 of a group G defines a conjugation homomor­
phism 'Pg: G ----+ G by 'Pg(x) = gxg-1. (Observe that we indeed 
have 'Pg(xy) = 'Pg(x)'Pg(Y) and 'Pg(X-1) = 'Pg(X)-l.) Each such 
map 'Pg is actually an automorphism of G, for given x E G we have 
x = 'Pg(g-l xg), and if 'Pg(x) = 'Pg(Y) then we obtain x = Y by can­
cellation. These maps are called the inner automorphisms of G. We 
have 'Pg'Ph = 'Pgh for any g, hE G, since g(hxh-1 )g-l = (gh)x(gh)-l 
for any x E G; consequently, there is a homomorphism from G to 
Aut(G) sending 9 E G to 'Pg. The image of this homomorphism is 
called the inner automorphism group of G and is denoted Inn( G), 
while the kernel is called the center of G and is denoted Z(G). Ob­
serve that 

Z(G) = {g E G I 'Pg(x) = x for all x E G} 

= {g E G I gx = xg for all x E G}, 

and hence that Z (G) consists of those elements of G which commute 
with every element of G. Clearly, G is abelian iff Z( G) = G. 

If CT E Aut(G) and 'Pg E Inn(G), then it is easily verified that 
CT'PgCT-1 = 'Pu(g). This shows that Inn(G) ~ Aut(G); the quotient 
group Aut(G)/Inn(G) is called the outer automorphism group of G 
and is denoted Out(G). However, the term "outer automorphism" 
usually refers not to elements of Out( G) themselves, but rather to 
automorphisms of G which are not inner and which hence have non­
trivial image in Out( G) under the natural map. If G is abelian, then 
all non-trivial automorphisms of G are outer in this sense, since in 
this case we have Inn( G) = l. 

Given a group, we may wish to determine the structure of its 
automorphism group. This is often a difficult problem. We will now 
consider, in some detail, the automorphism groups of cyclic groups. 
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Let G = <x> ~ Z, and let cp be an automorphism of G. Then 
cp(x) must generate Gj but the only generators of G are x and X-I. 

Thus cp either fixes each element or sends each element to its inverse, 
and hence we have Aut(G) ~ Z2. 

Now let n E N and let G = <x> ~ Zn. Suppose that cp is an 
endomorphism of G. We have cp(x) = xm for some 0 :::; m < nj it 
follows that cp sends every element of G to its mth power. Hence 
we see that G has exactly n endomorphisms, namely the mth power 
maps am for 0:::; m < n. 

PROPOSITION 1. Let G = <x> ~ Zn for n EN, and for each 
o :::; m < n let am be the endomorphism of G sending x to xm. 
Then Aut(G) consists precisely of those am for which m 1= 0 and 
gcd(m, n) = 1. Furthermore, Aut(G) is abelian and is isomorphic 
with the group ('llln'll)X of units of the ring 'llln'll. 

PROOF. The map ao has trivial image and hence is not an auto­
morphism. Now let 1 :::; m < n, and consider am. If gcd(m, n) = 1, 
then there exist integers a and b such that am + bn = 1, and hence 
am(xa) = xam = X l - bn = X(Xn)-b = x, showing that am is surjec­
tive. Since G is finite, a surjective map from G to G must also be 
injectivej therefore am E Aut(G). Conversely, if am E Aut(G), then 
x = am(xa) = x am for some a E 'llj since xam- l = 1, we must have 
am - 1 = bn for some bE'll, which forces gcd( m, n) = 1. The first 
assertion now follows. 

Given 1 :::; ml, m2 < n, we have aml am2 = at = am2 amll where 
1 :::; t < n is such that mlm2 == t (mod n)j therefore Aut(G) 
is abelian. Since ('llln'll)X = {m+n'll11:::; m < n, gcd(m,n) = 1}, 
we easily see that the map sending am to m + n'll is an isomorphism 
from Aut(G) to ('llln'llY. • 

We define the totient of n E N to be the number of positive in­
tegers that are both less than n and coprime to n. (This number 
is also referred to as the value at n of the Euler phi-function.) If 
we write n = p~l ... p~r where the Pi are distinct primes, then the 
totient of n is (p~l - p~l-l) ... (p~r - p~r-I). We see immediately 
from Proposition 1 that the order of Aut(Zn) is the totient of n. In 
particular, I Aut(Zp)I = p - 1 when p is prime. 

PROPOSITION 2. Let p be a prime. Then Aut(Zp) ~ Zp-l. 
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PROOF. Let F be the field having p elements. By Proposition 1, 
Aut(Zp) is isomorphic with the multiplicative group F X of non-zero 
elements of F. For each divisor d of p - 1, let fd be the number of 
elements of order d in F X , and let Zd be the number of elements of 
order d in Zp-l' 

Let d be a divisor of p - 1. If x E FX is an element whose order 
divides d, then x must be a root of X d -1 E F[X], which has at most 
d roots. Consequently, if x is of order d, then the powers of x are the 
only elements of F X that are roots of X d - 1, and therefore every 
element of F X of order d must be contained in <x> ~ Zd. Hence 
either fd = 0, or fd is equal to the number of elements of order d 
in Zd. 

Using Theorem 1.4, we see that if d is any divisor of p - 1, then all 
elements of order d in Zp-l are contained in a single cyclic subgroup 
of order d; therefore, Zd is equal to the number of elements of order d 
in Zd. The above paragraph now implies that fd ::; Zd for every 
d I (p - 1). But we have 

2: fd = IFxl =p-1 = IZp-ll = 2: Zd, 
dl(p-l) dl(p-l) 

which forces fd = Zd for every d I (p - 1). In particular, we have 
fp-l = Zp-l > 0, and therefore F X ~ Zp-l' • 

Let G = <x> ~ Zn for n E N and consider the mth power auto­
morphism O'm of G, where 1 ::; m ::; nand gcd(m, n) = 1. A simple 
induction argument shows that (O'm)k(x) = xmk for any kEN; thus 
the order of O'm is the least positive integer k such that xmk = x, 
or equivalently the smallest kEN such that m k == 1 (mod n). If the 
order of O'm is equal to the totient of n, then we say that m is a prim­
itive root modulo n. (This terminology comes from classical number 
theory.) Clearly, Aut(Zn) is cyclic iff there exists a primitive root 
modulo n. 

For composite n, the determination of the structure of Aut(Zn) 
lies more in the domain of number theory than group theory. The 
following result, which we shall not prove, characterizes those n for 
which Aut(Zn) is itself cyclic. 

THEOREM 3. Aut(Zn) is cyclic iff n = 2 or 4, or n = pk or 2pk for 
some odd prime p and some kEN. • 
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A proof of the equivalent result about the existence and non-existence 
of primitive roots modulo n is given in [9, Section 8.3J. 

Let c.p be an automorphism of a group G, and let H be a subgroup 
of G. Then c.p maps H isomorphically to a subgroup c.p(H) of G; we 
say that H is fixed by c.p if c.p(H) = H. In this case, the restriction 
of c.p to H is an automorphism of H. If L is a subgroup of Aut(G), 
then we say that H is fixed by L if H is fixed by every c.p E L. With 
this terminology, we see that H is normal in G iff H is fixed by 
Inn( G). We say that H is a characteristic subgroup of G (or that 
H is characteristic in G) if H is fixed by Aut(G). (Some authors 
denote this by H char G.) For example, the center Z(G) is always 
a characteristic subgroup of G, for if x E Z(G) and c.p E Aut(G), 
then we have c.p(x)y = c.p(Xc.p-1(y)) = c.p(c.p-1(y)X) = yc.p(x) for any 
y E G, showing that c.p(x) E Z(G) as required. It is clear that 
characteristic subgroups are normal, but the converse is not true. In 
fact, an infinite abelian group need not have any non-trivial proper 
characteristic subgroups; see Exercise 5. 

We observed in Section 1 that being normal is not a transitive 
property of subgroups. However, being characteristic is transitive: 

LEMMA 4. If K is a characteristic subgroup of Hand H is a 
characteristic subgroup of G, then K is a characteristic subgroup 
ofG. 

PROOF. If c.p E Aut(G), then the restriction of c.p to H lies in 
Aut(H) since H is characteristic in G, and hence the restriction of 
c.p to K lies in Aut(K) since K is characteristic in H. Therefore, any 
automorphism of G fixes K, as required. • 

The reason that normality is not transitive stems from the fact 
that if N ~ G, then the restriction to N of an element of Inn(G) 
surely lies in Aut(N) but need not lie in Inn(N). 

Recall that if x and yare elements of a group G, then the com­
mutator of x and y is the element [x, yJ = xyx-1y-1. We define 
the derived group of G to be the subgroup G' of G generated by 
the set of all commutators in G; that is, G' = < {[x, yJ I x, Y E G} >. 
Clearly, G is abelian iff G' = 1; it is equally clear that if H :::::; G, then 
H' :::::; G'. It is important to remember that, in general, G' contains 
more than just the commutators of elements of G. Since for any ele­
ments x and y we have [x, yJ-1 = (xyx- 1y-1 )-1 = yxy-1 x-1 = [y, xJ, 
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we see via Proposition 1.2 that an arbitrary element of G' is a finite 
product of commutators of elements of G. 

LEMMA 5. Let G be a group. Then G' is characteristic in G. 

PROOF. Let cp E Aut(G). We have cp([x, y]) = [cp(x), cp(y)] for any 
x, y E G. If 9 E G', then we have seen that 9 is a product of com­
mutators; therefore the same is true for cp(g), and hence cp(g) E G'. 
Thus cp(G') ~ G'; but the same argument gives cp-l(G') ~ G' and 
hence G' = cp(cp-l(G')) ~ cp(G'). Therefore cp(G') = G', completing 
the proof. • 

The derived group has the following important property: 

PROPOSITION 6. Let G be a group, and let N ::;J G. Then GIN 
is abelian iff G' ~ N. 

PROOF. For any x,y E G, we have [xG',yG'] = [x,y]G' = G'; 
consequently, the derived group of GIG' is trivial, and so GIG' is 
abelian. Let N ::;J G. If G' ~ N, then by the second isomorphism 
theorem, GIN is isomorphic with a quotient of the abelian group 
GIG' and hence is abelian. Conversely, if GIN is abelian, then for 
any x, y E G we have (xN)(yN) = (yN)(xN) and hence [x, y] E N, 
which shows that G' ~ N. • 

We shall complete this section with an important application of 
automorphism groups, namely the construction of semidirect prod­
ucts. Before that, we shall review the more familiar notion of direct 
products. 

Let n E N, and let Gl , ... ,Gn be groups. We form their Cartesian 
product Gl x ... X Gn , and we give this set a binary operation by 
defining (gl, ... ,gn) (g~, ... ,g~) = (glg~, ... ,gng~). We call this op-
eration "componentwise multiplication," and it gives the Cartesian 
product a group structure; the identity element is (1, ... ,1), and the 
inverse of an arbitrary element (gl,'" ,gn) is (gIl, ... ,g;;l). We call 
G1 x ... x Gn with this binary operation the (external) direct product 
of Gl , ... ,Gn . The order of the factors is irrelevant, for we easily 
see that Gl x ... x Gn 9:'! Gp(l) X ••• x Gp(n) for any p E ~n' 

We observe that G = Gl X ••. x Gn has the following properties: 

• For each i, G has a normal subgroup Hi that is isomorphic 
with Gi; specifically, Hi = {(1, ... ,gi,··· ,1) I gi E Gi} 
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(where gi appears in the ith place). Moreover, G I Hi is iso­
morphic with the direct product of the remaining Gj • 

• Every 9 E G has a unique expression 9 = h1 ••• hn where 
hi E Hi; if 9 = (gl,'" ,gn), then hi = (1,... ,gi,'" ,1) for 
each i (where again gi appears in the ith place). Conse­
quently, if the groups G1 , .•• ,Gn are each finite, then we 
have IGI = IG11" ·IGnl· 

Now suppose that G is a group having subgroups H1, ... ,Hn such 
that the following conditions hold: 

(1) Hi ~ G for each 1 ~ i ~ n. 
(2) Every 9 E G has a unique expression 9 = h1 ••• hn where 

hi E Hi for each i. 

Conditions (1) and (2) imply the following: 

(3) G = H 1 " ·Hn . 

(4) Hi n H1 ... Hi- 1Hi+1 ... Hn = 1 for each i. 
(5) If i #- j, then elements of Hi commute with elements of H j • 

(6) If 9 = h1··· hn and g' = h~··· h~, where hi, h~ E Hi for 
each i, then gg' = (h1hD ... (hnh~). 

Under these circumstances, we see that there is a unique isomor­
phism from G to the external direct product H1 x ... x Hn, sending 
Hi to 1 x ... X Hi X ••• x 1. Consequently, we call G the (inter­
nal) direct product of its subgroups H1 , ••. ,Hn , and we may write 
G = H1 X ••• x Hn (although this is a slight abuse of notation). It is 
important to note that if (1) holds, then (2) holds iff both (3) and (4) 
hold; hence to determine that a given group is a direct product, it 
suffices to verify either (1) and (2) or (1), (3), and (4). (Note that 
(4) reduces to H1 n H2 = 1 when n = 2.) 

We now present some useful facts concerning direct products. 

LEMMA 7. Let G be a group having normal subgroups H and K 
such that G = H K. Then G I H n K = HI H n K x K I H n K. 

PROOF. Note first that L = H n K is normal in G by Proposi­
tion 1. 7. We see from the correspondence theorem that HILand 
KIL are normal subgroups of GIL, and clearly (HIL) n (KIL) is 
trivial. Hence it remains only to show that GIL = (HI L ) (K I L ). 
Let 9 E G; then 9 = hk for some h E Hand k E K since G = H K, 
and thus gL=hkL = hLkL E (HIL)(KIL) as required. • 
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LEMMA 8. Let n E N, and write n = p~l ... p~r where the Pi 
are distinct primes and the ai are positive integers. Then we have 
Zn ~ Zp~l X .•• X Zp~r. 

PROOF. Let Pi = <Xi> ~ Zp~1 for each 1 ~ i ~ r. We see easily 
that the order of (Xl,'" ,Xr ) E PI X ... X Pr is p~l ... p~r = nand 
hence that PI x ... X Pr ~ Zn. • 

This result has the following immediate consequence: 

COROLLARY 9. If gcd(a,b) = 1, then Zab ~ Za X Zb. • 

PROPOSITION 10. Suppose that a finite group G is the direct 
product of its subgroups HI,'" ,Hn , where the orders IHil are pair­
wise coprime. Then any subgroup L of G is the direct product of 
LnHI , ... ,LnHn . 

PROOF. We consider the case n = 2, from which the general case 
follows easily by induction. Write H = HI and K = H 2 , so that we 
have G = H x K and gcd(IHI, IKI) = 1. Let L ~ G. Observe that 
we have LnH ~ L,LnK ~ L, and (LnH)n(LnK) = 1; therefore 
we can, inside L, construct the direct product (L n H) x (L n K). 
Every element 9 of L can be written as 9 = hk for some h E H 
and k E K, and to show that L = (L n H) x (L n K) it suffices 
to show that h, k E L. Since hand k are commuting elements of 
coprime order, the order of hk equals the product of the orders of h 
and k. Corollary 9 now gives <h> x <k> ~ <hk>. As we already 
have <9> = <hk> ~ <h> x <k>, we now see that h, k E <9> ~ L 
as required. • 

Let G be a group. Suppose that G has a subgroup H and a 
normal subgroup N such that G = N Hand N n H = 1; then we 
call G the (internal) semidirect product of N by H, and we write 
G = N ><I H. (This notation is common, but not standard; other 
possible notations include N ~ H and H ><I N, and some authors do 
not adopt a notation.) If in addition we have H ~ G, then G is 
the direct product of Nand H. As an example, if we take G = E3 , 

N = A3 , and H = «1 2», then we see easily that G = N><I H; 
however, H is not normal in G, so G is not the direct product of N 
andH. 
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We now make some observations about semidirect products. Sup­
pose throughout that G = N ~ H. 

• We have H = H/(NnH) ~ NH/N = G/N by the first 
isomorphism theorem. Consequently, if G is finite, then we 
have IGI = INIIG: NI = INIIHI· 

• Since G = N H, each x E G can be written as x = nh for 
some n E Nand h E H. Suppose that this could be done 
in two different ways; that is, suppose that nIhl = n2h2 
for some nl, n2 E N and hI, h2 E H. Then we would have 
n2"lnl = h2hlI E N n H = 1, forcing nl = n2 and hI = h2. 
Hence each x E G has a unique expression x = nh where 
n E Nand h E H. 

• Let x, y E G, and write x = nIhl and y = n2h2 as above. 
We know that the element xy of G can be written as n' h' 
for some unique n ' E N and h' E H; explicitly, we have 
xy = nIhIn2hlI . hIh2' where n' = nIhIn2hlI E N (since 
N :s! G) and h' = hIh2 E H. 

• Let hE H. Since N is normal in G, conjugation by h maps N 
to N; consequently, we can define a map 'Ph: N --t N by 
'Ph(n) = hnh-I for n E N. It is easy to show that 'Ph is an 
automorphism of N, and also that 'Ph 0 'Ph' = 'Phh' for any 
h' E H. Therefore, we have constructed a homomorphism 
'P: H --t Aut(N), where 'P(h) = 'Ph; we call 'P the conjugation 
homomorphism of the semidirect product G. We now see that 
we have (nIhd(n2h2) = nl'P(hl )(n2) ·hI h2 for any nl, n2 E N 
and hI, h2 E H, and thus the group operation of G can be 
expressed in terms of the group operations of Nand Hand 
the homomorphism 'P. 

• Suppose that the homomorphism 'P: H --t Aut(N) defined 
above were the trivial homomorphism. Then we would have 
nhn- I = n'P(h)(n-l)h = nn-Ih = h for any n E Nand 
h E H, and consequently H :s! G; therefore G = N x H. 
Conversely, if G = N x H, then elements of H commute 
with elements of N, and thus the homomorphism 'P must be 
trivial. 

• If the conjugation homomorphism 'P: H --t Aut(N) is non­
trivial, then the group G must be non-abelian, for there must 
be some h E Hand n E N such that hnh- I = 'P(h)(n) i- n, 
in which case hand n do not commute. 
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These observations suggest that if G is the internal semidirect 
product of N by H, then the behavior of G is governed by the struc­
tures of Nand H and by the interaction between N and H inside G 
as determined by the conjugation homomorphism from H to Aut(N). 
Hence if we wish to develop a notion of an external semidirect prod­
uct, it would seem prudent to take as our starting point two groups 
Nand H along with a given homomorphism cp: H ---t Aut(N), and 
then construct somehow a group that behaves as if it were an inter­
nal semidirect product N ~ H having cp as its conjugation homomor­
phism. 

With this in mind, let N and H be groups, and let cp be a given 
homomorphism from H to Aut(N). We define a binary operation 
on N x H by (nl' hl )(n2, h2) = (nICP(h l )(n2), hIh2)' This definition 
gives N x H a group structure; the identity element is (1,1) and 
the inverse of (n,h) is (cp(h-I)(n-I),h- I ). We call this group the 
(external) semidirect product of N by H corresponding to cp, and we 
denote it by G = N ~ If' H. (Again this notation is common but not 
standard; other common notations include N D<If' H and HIf' x N.) 
This group structure on the set N x H generally differs from the 
direct product group structure; in the direct product, elements of 
1 x H commute with elements of N x 1, but that will not be the case 
here whenever cp is non-trivial. 

The group G = N ~ If' H has subgroups N = N x 1 and 1-£ = 1 x H 
that are isomorphic with Nand H, respectively. For (x, 1) EN and 
(n, h) E G, we have 

(n, h)(x, l)(n, h)-I = (ncp(h)(x), h)(cp(h-I)(n-I ), h-I ) 

= (ncp(h) (x)cp(h)( cp(h- I )(n- I )), hh-I ) 

= (ncp(h) (x)n-l, 1) EN, 

and hence N ~ G. Since we have (n, h) = (ncp(l)(l),.h) = (n, 1)(1, h) 
for any (n, h) E G, we see that G = N1-£; since N n 1-£ consists only 
of the identity element of G, we see that G is the internal semidirect 
product of N by 1-£. Furthermore, given (n,l) EN and (1, h) E 1-£, 
we have (1, h)(n, 1)(1, h)-I = (cp(h)(n), 1), and hence the conjuga­
tion homomorphism from 1-£ to Aut(N) of G = N ~ 1-£ corresponds, 
after identifying N with Nand 1-£ with H in the natural ways, with 
our original homomorphism cp: H ---t Aut(N). 

We conclude that given groups Nand H and a homomorphism 
cp: H ---t Aut(N), we can construct a new group, namely N ~If' H, 



2. Automorphisms 23 

which is the internal semidirect product of a subgroup isomorphic 
with N by a subgroup isomorphic with H. By identifying N with 
Nand 'H with H, we can write N ~<p H = {nh I n E N, h E H}, 
where multiplication is defined by (n1h1)(n2h2) = nlCP(h1)(n2) ·h1h2· 
Observe that in this instance we have hnh-1 = cp(h)(n). As noted 
above, this group will be non-abelian whenever cp is a non-trivial 
homomorphism. 

If cp and 'l/J are distinct homomorphisms from H to Aut(N), then 
the groups N ~ <p Hand N ~ '" H are by no means necessarily isomor­
phic. However, we are able to obtain a few results in this direction 
that will be useful in later sections. 

PROPOSITION 11. Let H be a cyclic group and let N be an ar­
bitrary group. If cp and 'l/J are monomorphisms from H to Aut(N) 
such that cp(H) = 'l/J(H), then we have N ~<p H ~ N ~'" H. 

PROOF. Let H = <x>. Since cp(H) = 'l/J(H) by hypothesis, we see 
that cp(x) and 'l/J(x) generate the same cyclic subgroup of Aut(N). 
Hence we can find a, bE Z such that cp(x)a = 'l/J(x) and 'l/J(X)b = cp(x). 
As H is cyclic, we will have cp(ha) = 'l/J(h) and 'l/J(hb) = cp(h) for any 
hE H. Now define T: N ~'" H --t N ~<p H by T(nh) = nha. Then 

T(n1h1n2h2) = T(nl'l/J(h1)(n2)h1h2) 
= nl'l/J(hd(n2)(h1h2)a 
= nlcp(hn(n2)h~h~ 

= nlh~n2h~ = T(nlhdT(n2h2)' 

which shows that T is a homomorphism. We can similarly show that 
the map >.: N ~<p H --t N ~'" H defined by >'(nh) = nhb is also a 
homomorphism. To complete the proof, it suffices to show that the 
maps T and>' are mutually inverse. The map TO>' sends nh E N~<pH 
to nhab. But cp(x) = 'l/J(X)b = (cp(x)a)b = cp(xab), and cp is injective; 
therefore xab = x, and hence hab = h for all h E H. Thus TO>' is the 
identity map on N ~ <p H, and similarly>. 0 T is the identity map on 
N ~ '" H, as required. • 

PROPOSITION 12. Let Nand H be groups, let 'l/J: H --t Aut(N) 
be a homomorphism, and let j E Aut(N). If j is the inner automor­
phism of Aut(N) induced by j, then N ~jo", H ~ N ~'" H. 



24 1. Rudiments of Group Theory 

PROOF. Define (): N ~,p H -+ N ~ jo,p H by ()(nh) = f(n)h. We 
have 

()(n1h1n2h2) = ()(nl7J;(hd(n2)h1h2) 
= f(n1)f(7J;(h1)(n2))h1h2 
= f(nd . (f 0 7J;(h1) 0 f- 1 0 f)(n2) . h1h2 

= f(n1) . (/0 7J;)(h1)(f(n2)) . h1h2 
= f(n1)hd(n2)h2 = ()(n1 hd()(n2h2), 

which shows that () is a homomorphism. But the homomorphism 
sending nh E N ~ jo,p H to f-1(n)h E N ~,p H is inverse to (), and 
therefore () is an isomorphism. • 

As an example of a semidirect product, let N ~ Zn for any n E N, 
let H ~ Z2, and let <p: H -+ Aut(N) be the map that sends the 
generator h of H to the automorphism sending each element of N 
to its inverse (so that <p(h) = O"n-1 in the notation given earlier in 
this section). The group N ~ cp H is called the dihedral group of 
order 2n and is denoted by D 2n . (Some authors denote this group 
by Dn.) It is non-abelian whenever n > 2; when n = 2, <p is the 
trivial homomorphism, and hence D4 ~ Z2 X Z2. The group D2n 
has a geometric interpretation as the symmetry group of a regular 
n-gon; the generator of N corresponds to rotation by 21T / n radians, 
and the generator of H corresponds to reflection through some fixed 
axis. There is also the infinite dihedral group Doo = N ~cp H, where 
N ~ Z and Hand <p are as above. 

We close this section with an illustration of how dihedral groups 
arise naturally in group theory. 

PROPOSITION 13. Let sand t be elements of order 2 in a group G. 
(Such elements are called involutions.) Then <s, t> is a dihedral 
group; in particular, <s, t> = <st> ~ <s>. 

PROOF. Let L = <s, t>, N = <st>, and H = <s>. To show that 
L = N ~ H, we must show that L = N H, that N n H = 1, and 
that N ~ L; to further show that L is dihedral, we must show that 
conjugation by s sends each element of N to its inverse. We have 
s(st)S-l = s2ts = ts = r1 S-l = (st)-l, and so this latter condition 
is satisfied. We similarly have t(st)t-1 = (st)-l, and hence N ~ L. 
Using Proposition 1.2, we find without difficulty that any element 
of L can be written as either (st)n, (st)ns, (ts)n, or (ts)nt for some 
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non-negative integer n. The latter two of these four forms can be 
reexpressed as (st)-n and (st)-n-1 s, respectively; it now follows that 
L = NH. Finally, if s = (st)n for some n, then we see easily that 
s = (st)n-2, and from this we can conclude that N n H = 1. • 

For a discussion of the importance of this particular result in the 
study of finite simple groups, see [7, Section 45J. 

EXERCISES 

1. Let H be a subgroup of a cyclic group G. Show that every auto­
morphism of H is the restriction to H of an automorphism of G. 

2. Show that Aut(Zs) ~ Z2 x Z2. 
3. Show that Aut(Zp2) ~ Zp2_p for p a prime. (HINT: Let m be 

a primitive root modulo p, and show that either m or m + p is a 
primitive root modulo p2 .) 

4. Show that if H ~ G, then any characteristic subgroup of H is 
normal in G. 

5. Let F be a field, and consider F as a group under its additive 
operation. Show that F has no non-trivial proper characteristic 
subgroups. 

6. Verify the claim made on page 19 that if (1) holds, then (2) holds 
iff (3) and (4) hold. 

7. Verify the claim made on page 19 that (1) and (2) together imply 
(3) through (6). 

8. Let G1 and G2 be groups, and let H ~ G1 X G2 • Define 

P1 = {x E G1 I (x,y) E H for some y E G2 }, 

h = {x E G1 I (x, 1) E H}, 

and analogously define subsets P2 and 12 of G2. 
(a) Show for i = 1,2 that Pi ~ G i and Ii ~ Pi. 
(b) Show that there is a unique isomorphism from PI! h to 

P21I2 sending xh to yI2' where y is any element of G2 such 
that (x, y) E H. 

(c) Prove Goursat's theorem: There is a bijective correspon­
dence between subgroups of G1 x G2 and triples (81. 82 , '1'), 
where 8i is a section of Gi (i = 1,2) and '1': 81 ---+ 82 is an 
isomorphism. (Recall that a section of a group G is a group 
LIM, where M ~ L ~ G.) 

9. (cont.) Use Exercise 8 to give a different proof of Proposition 10. 
10. Let G = N )<I H, and suppose that N ~ K ~ G. Show that 

K=N)<I (KnH). 
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FURTHER EXERCISES 

Let Nand H be groups. An extension of N by H is a group E along 
with a monomorphism i: N --> E and an epimorphism 7r: E --> H such 
that i(N) = ker7r (so that N imbeds in E as a normal subgroup, with 
the quotient group being isomorphic with H). We shall usually refer to an 
extension (E, i, 7r) simply by the group E; however, the nature of the maps 
i and 7r are important in distinguishing between extensions. We identify 
N with its image under i, and H with the quotient of E by N. As an 
example, let 'P: H --> Aut(N) be a homomorphism; then the semidirect 
product N ><I<p H is an extension of N by H in an obvious way, taking i to 
be the inclusion map sending n E N to (n,l) and 7r to be the projection 
map sending (n, h) to h. 

11. We say that an extension E of N by H is a split extension if 
there is a homomorphism t: H --> E (called a splitting map for 
the extension) such that 7r 0 t is the identity map on H, in which 
case t(H) will be a transversal for N in E. Show that E is a split 
extension iff it is a semidirect product of N by H. 

12. (cont.) Let Q be the quaternion group of order 8. (We can consider 
Q as the set {±1, ±i, ±j, ±k} with multiplication given by the rules 
i2 = j2 = k 2 = -1 and ij = k = - ji.) Show that Q can be realized 
as a non-trivial extension in four ways-thrice as an extension of 
Z4 by Z2, and once as an extension of Z2 by Z2 x Z2-but that 
none of these extensions is split. (In other words, Q cannot be 
written non-trivially as a semidirect product.) 

If E is an extension of N by H, then we cannot expect to find a homo­
morphism t: H --> E such that t(H) will be a transversal for N in E, for 
if such a t existed then E would be split. However, since H ~ E/N, we 
can always find a set map t: H --> E whose image is a transversal for N; 
such a map is called a section of the extension. Moreover, we can always 
choose t so that t(l) = 1, in which case we say that t is normalized. (We 
use normalized sections instead of arbitrary sections in order to keep the 
notational complexity to a minimum.) 

13. (cont.) Let t be a normalized section of an extension E. Let 
w: E --> Aut(E) be the homomorphism sending an element of E to 
the corresponding inner automorphism of E. We shall, for x E E, 
regard w(x) as being an automorphism of N, which is possible since 
N ~ E. Define set maps f: H x H --> Nand 'P: H --> Aut(N) by 

f(a, (3) = t(a)t((3)t(a(3)-l, 

'P(a) = w(t(a)). 

We call (j, 'P) the factor pair arising from t. Show that (j, 'P) has 
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the following properties: 
1 l(a,l) = 1(1, a) = 1 for every a E H, and 'P(1) is the 

identity in Aut(N). 
2 'P(a)'P((3) = iI!(f(a,(3))'P(a(3) for a,(3 E H. 
3 I(a, (3)/(a(3, "() = 'P(a) (f((3, "())/(a, (3"() for a, (3, "( E H. 

14. (cont.) Just as we were able to externalize the notion of semidirect 
product, so should we be able to externalize the notion of extension; 
that is, given groups Nand H and appropriate additional data, 
we should be able to construct an extension of N by H. Using 
Exercise 13 as a guide, formulate such an external construction 
and prove that it works. 

We shall return to these ideas in the further exercises to Section 9. 

3. Group Actions 
Let G be an arbitrary group. A (left) action of G on a set X is a 

map from G x X to X, with the image of (9, x) being denoted by 9X, 
which satisfies the following conditions: 

• Ix = x for every x EX . 
• (9192)X = 91 (92X) for every 91,92 E G and x EX. 

(Right actions are defined analogously and are used in lieu of left 
actions by many authors; however, in this book virtually all actions 
considered will be left actions.) If we have an action of G on X, then 
we say that G acts on X or that X is a G-set. If X is a G-set, then 
X is also an H -set for any H ~ G, as the action of G on X restricts 
to give an action of H on X. 

For example, let H ~ G and consider the coset space G / H. We 
have an obvious map from G x G / H to G / H, namely the left mul­
tiplication map sending (9, xH) to 9xH. This is easily seen to be a 
left action of G on G / H. Whenever we refer to a coset space G / H 
as being a G-set, it is this action of G on G / H that we have in mind. 

We now provide an alternate perspective on group actions. 

PROPOSITION 1. There is a natural bijective correspondence be­
tween the set of actions of G on a set X and the set of homomor­
phisms from G to ~x. 
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PROOF. Let X be a G-set. For each 9 E G, we define a map 
O"g: X ---t X by O"g(x) = gx for x E X. We see that O"g-1 oO"g is the 
identity map on X, as x = Ix = (g-1 g)X = g-1(gX) = (O"g-1 oO"g)(x) 
for any x E X; similarly, O"g OO"g-1 is also the identity map. We 
conclude that each map 0" 9 has an inverse, namely 0" g-1, and hence 
lies in L:x . Furthermore, the second condition in the definition of a 
group action ensures that we have 0" g1g2 = 0" g1 00" g2 for any g1, g2 E G. 
Consequently, we can define a homomorphism from G to L:x sending 
9 E G to O"g. 

Conversely, suppose that 0": G ---t L:x is a homomorphism. We 
define a map from G x X to X by sending (g, x) to O"(g)(x). One 
can easily check that this map is an action of G on X. We leave it to 
the reader to verify that these processes are inverse to one another, 
which establishes the desired bijective correspondence. • 

If G has a proper subgroup H with IG : HI = n, then the action 
of G on G / H gives rise, via Proposition 1, to a non-trivial homo­
morphism from G to L:n . This fact is of particular use when G is 
assumed to be simple, for in this case such a homomorphism, being 
non-trivial, must be injective. 

We say that the action of G on a set X is faithful (or that G acts 
faithfully on X) if the homomorphism from G to L:x corresponding 
to the action is injective. Equivalently, the action is faithful if the 
only element 9 E G satisfying gx = x for every x E X is the iden­
tity element. If G acts faithfully on X, then we may refer to G as 
being a permutation group on X, since in this case G is imbedded 
isomorphically in L:x via its action on X. 

CAYLEY'S THEOREM. G is isomorphic with a subgroup of L:c ; in 
particular, if G is finite with IGI = n, then G is isomorphic with a 
subgroup of L:n . 

PROOF. The group G acts on itself by left multiplication; this is 
the case H = 1 of the action of G on the coset space G / H discussed 
above. If 9 EGis such that gx = x for all x E G, then taking 
x = g-1 we have g-1 = gg-1 = 1 and hence 9 = 1. Therefore, this 
action is faithful, and so we have a monomorphism from G to L:c ; 
the result is now immediate. • 

In theory, Cayley's theorem reduces the study of finite groups 
to the study of finite symmetric groups and their subgroups. While 
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there have been occasions (as in [5]) where this philosophy has proven 
to be viable, in general the fact that finite groups are imbedded in 
symmetric groups has not influenced the methods used to study finite 
groups. 

If X and Yare G-sets, then a function <p: X -t Y is said to be 
a G-set homomorphism if it commutes with the actions of G, which 
is to say that <p(gx) = g<p(x) for any 9 E G and x E X. If <p is in 
addition bijective, then we say that <p is a G-set isomorphism and 
that X and Yare isomorphic G-sets, and we write X ~ Y in this 
case. 

Our present objective is to classify all G-sets up to isomorphism. 
In carrying this out, we will develop concepts that are of constant 
use in group theory. 

Let X be a G-set. For each x E X, we define the orbit of x to be 
the subset Gx = {gx I 9 E G} of X, and we define the stabilizer of x 
to be the subset Gx = {g E G I gx = x} of G. We easily see that Gx 
is itself a G-set under the action induced from that on X, and that 
Gx is a subgroup of G. A subset of X is a G-set under the action 
induced from X iff it is a union of orbits. 

LEMMA 2. If X is a G-set, then Ggx = gGxg- 1 for any 9 E G 
and x E X. 

PROOF. An element u of G stabilizes gx iff g-lug stabilizes x, 
which occurs iff u lies in gGxg- l . • 

We say that the action of G on X is transitive (or that G acts 
transitively on X) if there is some x E X such that Gx = X, or 
equivalently if for any Xl, X2 EX, there exists some 9 E G such that 
gXI = X2. (Observe that if Gx = X for some x E X, then we must 
have Gx = X for every x E X.) A subset of X is a transitive G-set 
under the action induced from X iff it is comprised of a single orbit. 
For example, if H ~ G, then the action of G on G / H is transitive, 
since for xH,yH E G/H we have (yx-l)xH = yH. 

PROPOSITION 3. Any G-set has a unique partition consisting of 
transitive G-sets, namely its partition into orbits. 

PROOF. We first comment that if X has a partition consisting of 
transitive G-sets, then those sets must be the orbits, since the orbits 
are the only transitive subsets of X; this proves uniqueness. Since 
an arbitrary element x E X lies in the orbit Gx, to show existence 
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it suffices to show that any two orbits of X under the action of G 
are either equal or disjoint. Let x, y E X and suppose that Gx n Gy 
is non-empty. Then we have glX = g2Y for some gl, g2 E G. But 
then y = g21g1X E Gx, and hence Gy ~ Gx; by symmetry, we have 
Gx ~ Gy and hence Gx = Gy. • 

We now see that in order to describe all G-sets, it suffices to 
describe all transitive G-sets. We have seen that coset spaces are ex­
amples of transitive G-sets; what we now show is that any transitive 
G-set is isomorphic with a coset space G j H for some H ~ G. 

PROPOSITION 4. If X is a transitive G-set, then X ~ GjGx as 
G-sets for any x EX. 

PROOF. Let x E X, and define cp: GjGx -> X by cp(gGx) = gx 
for 9 E G. If gGx = g'Gx for g, g' E G, then g-lg' E Gx and hence 
g-lg'x = x, giving gx = g'x; this shows that cp is a well-defined 
function, and by reversing the argument we see that cp is injective. 
We have ucp(gGx) = u(gx) = (ug)x = cp(ugGx) = cp(u(gGx)) for any 
u E G and gGx E GjGx, showing that cp is a G-set homomorphism. 
For any y EX, by transitivity there exists some 9 E G such that 
y = gx = cp(gGx); this shows that cp is surjective. Therefore, cp is a 
G-set isomorphism, as required. • 

Proposition 4 yields not only a classification of G-sets, but also the 
following useful result, often called the "orbit-stabilizer theorem:" 

COROLLARY 5. Let X be a G-set. Then Gx ~ GjGx as G-sets 
for any x E X; in particular, if G is finite, then IGxl = IG : Gxl. 

PROOF. This follows from Proposition 4 since Gx is a transitive 
G-set. • 

Having shown that an arbitrary G-set is a union of transitive 
G-sets, and having determined all transitive G-sets up to isomor­
phism, we will have a good understanding of the structure of arbi­
trary G-sets once we answer the following question: When are two 
transitive G-sets isomorphic? We first require a lemma. 

LEMMA 6. Let cp: X -> Y be a homomorphism of G-sets, and 
let x E X. Then Gx ~ G<p(x), and if cp is an isomorphism, then 
Gx = G<p(x)' 



3. Group Actions 31 

PROOF. If 9 E Gx , then <p(x) = <p(gx) = g<p(x); it follows that 
Gx ~ G'I'(x)' If <p is an isomorphism, then by considering the G-set 
homomorphism <p-l: Y -t X, we have G'I'(x) ~ G'I'-l('I'(x)) = Gx, and 
hence Gx = G'I'(x)' • 

PROPOSITION 7. If Hand K are subgroups of G, then the G-sets 
G / Hand G / K are isomorphic iff Hand K are conjugate in G. 

PROOF. Since G / Hand G / K are transitive G-sets, we see from 
Lemma 2 that the set of stabilizers of the G-set G / H (resp., G / K) 
is precisely the set of conjugates of H (resp., K). If G / H ~ G / K as 
G-sets, then it follows immediately from Lemma 6 that these sets of 
stabilizers are equal and in particular that Hand K are conjugate. 
Conversely, suppose that H = gKg- I for some 9 E G. Then H is 
the stabilizer of gK E G / K, and so it follows from Proposition 4 
that G/K ~ G/H as G-sets. • 

Let X be a G-set. We say that X is doubly transitive (and that 
G acts doubly transitively on X) if whenever (Xl, X2) and (YI, Y2) 
are elements of X x X with Xl i= X2 and Yl i= Y2, there exists 
some 9 E G such that gXl = Yl and gX2 = Y2. For example, the 
natural action of En on {I, ... ,n} for n 2: 2 is doubly transitive. A 
doubly transitive G-set is clearly transitive. Some authors use the 
terminology "2-transitive" instead of doubly transitive since there is 
a more general notion of a k-transitive G-set for any kEN. (See 
[24, p. 250J.) 

A proper subgroup H of a group G is said to be maximal if there 
is no proper subgroup of G that properly contains H. For example, 
any subgroup of prime index is necessarily maximal by Theorem 1.6. 

PROPOSITION 8. Let G be a group, let X be a doubly transitive 
G-set, and let X E X. Then Gx is a maximal subgroup of G. 

PROOF. By Proposition 4, we have X ~ G/Gx as G-sets. Suppose 
that Gx is not maximal, so that Gx < K < G for some subgroup K. 
Then there exist 9 E G and k E K such that 9 rt. K and k rt. Gx • 

Since G/Gx is doubly transitive, there exists some u E G such that 
uGx = Gx and u{kGx) = gGx. This gives u E Gx, and hence uk E K. 
We also have g-luk E G x , and consequently 9 E K. We have arrived 
at a contradiction; therefore, Gx is maximal. • 
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We say that a non-empty subset B of a transitive G-set X is a 
block if Band gB = {gx I x E B} are either equal or disjoint for 
every 9 E G. Observe that X is always a block and that any one­
element subset of X is always a block. We say that the transitive 
G-set X is primitive if these are the only blocks. 

PROPOSITION 9. There is a natural bijective correspondence be­
tween the set of blocks of a transitive G-set X which contain a given 
element x and the set of subgroups of G which contain Gx . 

PROOF. Let B be a block containing x EX, and consider the set 
HB = {g E G I gx E B}; we wish to show that HB ~ G. Clearly, 
1 E H B . Now let g,g' E H B • Since x and gx both lie in B, we see 
that gB n B is non-empty and hence that gB = B. We now have 
(gg')x = g(g'x) E gB = B and hence gg' E HB. Also, for 9 E HB 
we have gx E Band g-l(gX) = x E B; thus g-1 B n B is non-empty, 
which forces g-1 B = B, from which we see that g-lx E B and hence 
that g-1 E HB. Therefore, HB is a subgroup of G; observe that 
Gx ~ HB since x E B. Thus, to each block B of X containing x 
we can associate a subgroup HB of G which contains Gx • We must 
show that this correspondence is bijective. 

Let Band B' be distinct blocks of X which contain x. Then 
without loss of generality there exists some y E X such that y E B' 
and y (j. B; since G acts transitively on X, there exists some 9 E G 
such that gx = y. Now 9 E HB, but 9 (j. HB, and hence HB i= HB,· 
This shows that the correspondence is injective. 

Let H be a subgroup of G which contains Gx , and consider the 
subset 0 = {hx I h E H} of X. Clearly, 0 is non-empty; it is equally 
clear that if 9 E H, then gO = O. Let 9 E G be such that gO n 0 
is non-empty. Then there exist hI, h2 E H such that ghlX = h2X; 
this gives h21ghiX = x and hence h21ghl E Gx ~ H, and therefore 
9 E H. Consequently, if 9 EGis such that gO i= 0, then as we 
must have 9 (j. H, we see that gO nO must be empty. Therefore 
o is a block. Now He = {g E G I gx EO}; clearly H ~ He. If 
9 E He, then gx = hx for some h E H; hence h-1gx = x and thus 
h-1g E Gx ~ H, giving 9 E H. Therefore He = H, which shows 
that the correspondence is surjective. • 

COROLLARY 10. Let X be a transitive G-set. Then X is primitive 
iff Gx is a maximal subgroup of G for every x E X. 
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PROOF. Suppose X is primitive, and let x E X. By Proposition 9, 
we see that the blocks of X which contain x correspond exactly to 
the subgroups of G which contain Gx . But by hypothesis there are 
only two such blocks, namely {x} and X; as we already know of two 
subgroups of G containing Gx , namely G and Gx , we see that there 
is no proper subgroup of G which properly contains Gx . Therefore, 
Gx is maximal in G. 

Conversely, suppose that every stabilizer is a maximal subgroup. 
Then by the same argument we see that an element x E X lies in 
exactly two blocks, namely {x} and X, for if x were in some other 
block, then Gx would not be maximal. Consequently, X can have 
no other blocks besides itself and its one-element subsets, and so X 
is primitive. • 

If X is a transitive G-set, then since all stabilizers are conjugate 
by Lemma 2, we seethat if Gx is maximal for some x E X, then Gx 

will be maximal for every x EX; the statement of Corollary 10 can 
be modified accordingly. 

COROLLARY 11. Any doubly transitive G-set is primitive. 

PROOF. This follows from Proposition 8 and Corollary 10. • 

In the remainder of this section, we give some elementary appli­
cations of the theory of group actions. As before, G denotes an 
arbitrary group. 

PROPOSITION 12. If G is finite and H, K :::; G, then 

IHKI = IHIIKI 
IHnKI' 

PROOF. Let X = G / K; we consider X as an H -set under left 
multiplication. The orbit of KEG / K under the action of H is 
{hK I h E H} = HK, and hence IHKI is equal to IKI multiplied 
by the number of cosets of K which lie in this orbit. The stabilizer 
HK is easily seen to be H n K; therefore by Corollary 5, the orbit in 
question comprises IH : H n KI cosets of K. • 

For x E G, we define the centralizer of x in G to be the set 
GG(x) = {g E G I gx = xg} of elements in G that commute with x. 
We see easily that GG(x) :::; G for any x E G. More generally, if 
S s;;: G, then GG(S) = {g E G I gx = xg for all XES} = nxESCG(x) 
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is called the centralizer of 8 in G. Observe that Z(G) = GG(G) and 
that x E Z(G) iff GG(x) = G. 

The conjugacy class of x EGis the set {gxg- 1 I 9 E G} of all 
conjugates of x by elements of G. With this terminology, Propo­
sition 1.10 asserts that the conjugacy class of an element p of 2::n 

consists of all elements of 2::n having the same cycle structure as p; 
the size of this conjugacy class can then be determined by an ele­
mentary combinatorial argument (see [24, p. 47]). 

PROPOSITION 13. The conjugacy classes of G form a partition 
of G, and if G is finite then an element x E G has IG : GG(x)1 
conjugates in G. 

PROOF. Let G act on itself by conjugation, so that 9 E G sends 
x E G to gxg- 1 . (Verify that this is a left action.) The orbit of x E G 
under this action is {gxg- 1 I 9 E G}, which is the conjugacy class 
of x in G; therefore, the first assertion follows from Proposition 3. 
The second assertion follows from Corollary 5 and the observation 
that G x = GG(x) for any x E G. • 

A little thought will show that a subgroup of a group G is normal 
in G iff it comprises a union of conjugacy classes of G. We see 
from the proposition above that such a union is in fact disjoint. 
Consequently, the order of a normal subgroup of a finite group G 
must be a sum of orders of conjugacy classes of G. 

For H ~ G, let NG(H) = {g E G I gHg- 1 = H}; this set is called 
the normalizer of H in G. We see easily that NG(H) ~ G and that 
H :::l NG(H); indeed, NG(H) is the largest subgroup of G in which 
H is normal, and so in particular we have NG(H) = G iff H :::l G. 

PROPOSITION 14. A subgroup H of a finite group G has exactly 
I G : N G (H) I conjugates in G. In particular, the number of conjugates 
of H in G divides IG : HI and is equal to 1 iff H :::l G. 

PROOF. Let P(G) be the set of subsets of G, and let each 9 E G 
act on P( G) by sending 8 E P( G) to g8 g-l. We easily see that this 
defines a left action of G on P(G). The orbit of H E P(G) under 
this action is the set of conjugates of H in G, and the stabilizer of H 
is NG(H). The result now follows from Corollary 5. • 

Let G be a group and let Hand K be subgroups of G. A double 
coset of Hand K in G is a set H xK = {hxk I h E H, k E K} for 
some x E G. Suppose that HxK n HyK is non-empty. Then there 
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exist h, h' E Hand k, k' E K such that hxk = h'yk'; from this we see 
that x E HyK and y E HxK, and consequently that HxK = HyK. 
Therefore, any two double cosets are either disjoint or equal, as is 
the case with ordinary cosets. 

Our final result generalizes Proposition 12. 

PROPOSITION 15. If G is finite and H, K ~ G, then for any x E G 
we have 

HxK = IHIIKI 
I I IHnxKx- 1 1 

IHIIKI 
Ix- 1HxnKI· 

PROOF. As in the proof of Proposition 12, we consider G I K as 
an H-set; then H xK is the union in G of those cosets of K which 
lie in the orbit of xK in GIK, and consequently IHxKI is equal 
to IKI multiplied by the number of cosets of K in that orbit. The 
first equality follows from Corollary 5 once we observe via Lemma 2 
that the stabilizer of xK under the action of H is H n xK X-I. We 
could prove the second equality by a similar argument in which we 
consider the right action of K (by right multiplication) on the set 
of right cosets of H in G. However, we can also prove the second 
equality (and the first, for that matter) using Proposition 12, as 
follows: 

IHIIKI 
Ix- 1 (H n xKx-1 )xl 

IHIIKI 
Ix- 1HxnKI· 

(Here we use the fact that g(8 n T)g-1 = g8g-1 n gTg-1 for any 
gEGandany8,T~G.) • 

EXERCISES 

1. Show that a finite simple group whose order is at least r! cannot 
have a proper subgroup of index r. 

2. Show that a group G acts doubly transitively on a set X iff Gx acts 
transitively on X - {x} for every x EX. (Here we must assume 
that X has more than two elements.) 

3. Show directly from the definitions (that is, without reference to 
Propositions 8 and 9) that a doubly transitive G-set is primitive. 
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4. Let G be the subgroup of ~5 generated by (1 2 3 4 5), and let 
G act on X = {1, 2, 3, 4, 5} in the canonical way. Show that this 
action is primitive, but not doubly transitive. 

5. Let N ~ G, and let yEN. Show that the conjugacy class of yin G 
is a union of conjugacy classes of the group N. Show further that 
there is a bijective correspondence between the conjugacy classes 
of N which comprise the conjugacy class of y in G and the cosets 
of NGa(y) in G. 

6. Let G be a finite group, and let r be the number of conjugacy 
classes of G. Show that I{(a, b) E G x G I ab = ba}1 = riGI. 

7. Show that Ga(gxg- 1 ) = gGa(x)g-l for any elements 9 and x of a 
group G. 

8. Let n ~ 5, and assume that An is simple. (A proof of this fact is 
outlined in Exercise 7.8.) Use Exercise 1 to show that ~n has no 
proper subgroup of index less than n other than An. 

FURTHER EXERCISES 

Let X be a transitive G-set. A system of imprimitivity of X is a par­
tition of X which is permuted by the action of G. Note that a system of 
imprimitivity of a G-set is itself a G-set. 

9. Show that there is a bijective correspondence between the set of 
blocks which contain a given element of X and the set of systems 
of imprimitivity of X. (Observe that when X is finite, this implies 
that any two elements of X lie in the same number of blocks.) 

10. Suppose that the G-set Y is an epimorphic image of a G-set X. 
Show that there is a G-set isomorphism between Y and some sys­
tem of imprimitivity of X. 

If X is a G-set, we use [X] to denote the isomorphism class of X. 

11. Let G be a finite group, and let S(G) be the set of isomorphism 
classes of finite G-sets. Show that we can define sum and product 
operations on S(G) by [X] + [Y] = [XUY] and [X][Y] = [X x Y]. 

12. (cont.) Let B(G) be the set obtained from S(G) by adjoining for­
mal additive inverses of isomorphism classes, in the same way that 
Z is obtained from N by adjoining the additive inverses of positive 
integers. (The additive identity here will be the isomorphism class 
of the empty set.) Show that the operations defined above on S(G) 
extend to give a commutative ring structure on B(G). This ring 
B(G) is called the Burnside ring of G. 

13. (cont.) Show that any element of B(G) can be written uniquely as 
a Z-linear combination of isomorphism classes of transitive G-sets. 
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14. (cont.) Let H ~ G. Show that there is a unique ring homomor­
phism from B(G) to Z which sends an isomorphism class [Xl to 
the number of elements of X fixed by H. 

15. (cont.) Show that any non-zero homomorphism from B(G) to Z 
arises from the construction in Exercise 14 and that the intersection 
of the kernels of all such homomorphisms is zero. 

An element e of a ring R is called an idempotent if e2 = e. 

16. (cont.) Show that if G has no self-normalizing proper subgroup, 
then B( G) has no idempotents other than the additive and multi­
plicative identities. (A subgroup H of G is called self-normalizing 
if Na(H) = H. We shall see in Section 11 that there is an im­
portant class of groups, namely the nilpotent groups, that have no 
self-normalizing proper subgroups.) 



2 
The General Linear Group 

This chapter presents an intensive look at an extremely important class 
of groups, the groups GL(n, F) for F a field. While the material of this 
chapter does not playa large role in the remainder of this book, the ideas 
introduced here serve as an introduction to the manner in which group 
theory arises in modern mathematics. Section 4 defines the Borel and 
Weyl subgroups and establishes the Bruhat decomposition of GL(n, F). 
Section 5 discusses unipotent and parabolic subgroups of GL(n, F). In 
Section 6, we shift our attention to the groups SL(n, F) and PSL(n, F), 
culminating in a proof that PSL(n, F) is simple except when n = 2 and 
IFI ~ 3. 

4. Basic Structure 
Let F be a field and let n EN. We denote by Mn (F) the set of 

all n x n matrices with entries in the field F. We often write such a 
matrix as M = (mij), where mij E F denotes the {i,j)-entry of M 
(the entry in the ith row and jth column). We define the general 
linear group GL{n, F) to be the subset of Mn{F) consisting of all 
invertible matrices, or equivalently all matrices that have a non-zero 
determinant. GL{n, F) forms a group under matrix multiplication; 
we denote the identity element by I. 
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More generally, given a finite-dimensional F-vector space V, we 
define the general linear group GL(V) to be the group of all invertible 
linear transformations of V; here the group operation is composition 
of mappings. If we take V = Fn, then the resulting group is isomor­
phic in an obvious way with the matrix group GL(n, F). Since any 
n-dimensional F-vector space is isomorphic with Fn, we lose nothing 
by restricting our attention to the groups GL(n, F). 

Recall that if F is a finite field, then F is determined up to isomor­
phism by its order IFI, which must be equal to pa for some prime p 
and some a E N. (This result is due to E. H. Moore, founding head 
of the Department of Mathematics at the University of Chicago, who 
first announced it in 1893 at the first World Congress of Mathemati­
cians in Chicago.) Consequently, if q is a prime power, then we can 
write GL(n, q) in place of GL(n, F), where F is the unique field of 
order q. 

We start with an illustration of the importance of general linear 
groups in finite group theory. 

PROPOSITION 1. Let E be a finite abelian group of exponent p, 
where p is prime. Then Aut(E) ~ GL(n,p), where n E N is such 
that lEI = pn. 

(Recall that the exponent of a group is the least common multiple 
of the orders of its elements.) 

PROOF. Let F = Z!pZ be the field of p elements. We wish to 
give E the structure of an F-vector space. We define addition in E 
by x+y = xy. We define scalar multiplication for a E F by ax = xa, 
where a E Z is such that a = a + pZ; this is well-defined since E has 
exponent p. It is easy to verify that E now has an F-vector space 
structure; for example, we have a(x + y) = (xy)a = xaya = ax + ay 
for a E F and x, y E E. It now follows that any endomorphism of the 
group E is at the same time a linear transformation of the F-vector 
space E, and conversely; therefore, Aut(E) ~ GL(E) ~ GL(n,p), 
where n = dimp E. • 

If E is as in the above proposition, and we let {Xl, ... ,xn } be a 
basis for E as a vector space over the field of p elements, then it 
follows that as groups we have E = <Xl> x ... X <xn >, where each 
group <Xi> is cyclic of order p. We conclude that any finite abelian 
group of prime exponent p is isomorphic with a direct product of 
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copies of Zp. Such groups are called elementary abelian p-groups. 
We define the rank of an elementary abelian p-group E to be n, 
where lEI = pn. Observe that Aut(Zp) ~ GL(1,p) ~ (ZjpZ)X by 
Proposition 1; this was previously established in Proposition 2.1. 

PROPOSITION 2. Let n E N, and let q be a prime power. Then 

n 

I GL(n, q)1 = II (qn - qk-l) = q n(n2-1) (qn - 1)··· (q - 1). 
k=l 

PROOF. To determine I GL(n,q)l, it suffices to count the number 
of n x n matrices having entries in the field F of q elements and 
whose rows are linearly independent over F. To construct such a 
matrix, we can choose any non-zero vector in Fn as the first row; 
there are qn - 1 such choices. For 1 < k ~ n, the kth row can be any 
vector in Fn except for the qk-l linear combinations of the previous 
k - 1 rows; hence there are qn - qk-l choices for the kth row. The 
stated formula now follows. • 

We now fix a field F and some n EN, and we write G instead of 
GL(n,F). 

Let M E Mn (F), and write M = (mij). The main diagonal of M 
consists of the entries mii for 1 ~ i ~ n. We say that M is diagonal 
if its only non-zero entries appear on the main diagonal. We say 
that M is upper triangular if all entries of M lying below the main 
diagonal, namely those mij for which i > j, are zero. 

PROPOSITION 3. The set B consisting of all invertible upper tri­
angular matrices is a subgroup of G, called the standard Borel sub­
group. 

PROOF. It is easily verified that B is closed under matrix multi­
plication; hence it suffices to show that if M E B, then the inverse N 
of M in G lies in B. Write M = (mij) and N = (nij). Since M is 
upper triangular, we see that the determinant of M is equal to the 
product of the entries on the main diagonal of M. As this determi­
nant is non-zero, we must have mii =1= 0 for all i. Now M N = I, so 
E~=l miknkj = Oij for any i and j. (Here Oij is the Kronecker delta 
symbol, which takes the value 1 if i = j, and 0 otherwise.) Taking 
i = n shows that nnj = 0 for all j < n, since mnk = 0 for k < nand 
mnn =1= o. If we now take i = n - 1, we find that n(n-l)j = 0 for all 
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j < n - 1. Continuing this process, we find that nij = 0 whenever 
i > j, and hence that NEB as required. • 

More generally, a Borel subgroup of G is any conjugate of the 
standard Borel subgroup B. 

A permutation matrix is a matrix in which every row and column 
has a unique nOn-zero entry and all nOn-zero entries are equal to 1. 
For example, the identity matrix is a permutation matrix, and in 
fact every permutation matrix can be obtained from the identity 
matrix by switching columns (or rows). Every permutation matrix 
is orthogonal and thus has an inverse that is again a permutation 
matrix, namely its transpose. In particular, all n x n permutation 
matrices lie in G. 

PROPOSITION 4. The set W consisting of all permutation matri­
ces is a subgroup of G, called the Weyl subgroup. 

PROOF. It suffices to show that the product of two permutation 
matrices is a permutation matrix. Let M = (mij) and N = (nij) be 
permutation matrices, and let MN = P = (Pij)' For any i and j, we 
see that Pij = 1 if there exists k such that mik = nkj = 1, and that 
Pij = 0 otherwise. Given i, there is a unique k such that mik = 1, 
and there is a unique j such that nkj = 1. Therefore, we see that 
Pij = 1 for one and only One j; similarly, given j, we see that Pij = 1 
for exactly one i. Hence P is a permutation matrix. • 

Let Vn(F) denote the vector space of n-dimensional column vec­
tors with entries in F, and let Vl,' .. ,Vn be the standard basis. If 
we multiply Vi on the left by an n x n matrix M, then we obtain the 
ith column of M; we say that M sends Vi to the ith column of M. 

PROPOSITION 5. W ~ ~n' 

PROOF. Observe that any permutation matrix sends each Vi to 
some Vk' Let X = {1, ... ,n}. For each w E W, we define a map 
cp(w): X -t X by cp(w)(i) = k for 1 ~ i ~ n, where 1 ~ k ~ n is 
such that Vk = WVi. If cp(w)(i) = cp(w)(j) for some i and j, then the 
ith and jth columns of w must be equal; since w is a permutation 
matrix, this forces i = j. The map cp( w) is thus injective, and hence 
bijective (since X is a finite set), for every wE W; consequently, we 
have a map cp: W -t ~n' If cp(w) = cp(w') for some w,w' E W, then 
we have WVj = W'Vi for all 1 ~ i ~ n; that is, the ith columns of w 
and w' are equal for every 1 ~ i ~ n, which gives w = w'. Therefore, 
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<p is injective. If p E ~n' then p = <p(w), where w is the permutation 
matrix whose ith column is v p(i) for every 1 ::; i ::; nj therefore, <p 
is surjective. We leave it to the reader to verify that <p is a group 
homomorphism. • 

We will often implicitly regard a permutation matrix w as being 
the element of ~n sending i to j, where Vj is the ith column of w. 
For example, the matrix 

(n ~ ~) 
corresponds to (1 3 X 2 4) E ~4' and so if w is this matrix then we may 
write w(l) = 3, and so forth. One observation about permutation 
matrices which will prove useful is that if w( i) = j, then for any 
ME Mn(F), the jth row of wM is equal to the ith row of M, and 
the ith column of Mw is equal to the jth column of M. 

Let 1 ::; i,j ::; n be distinct, and let a E F. We define Xij(a) to 
be the n x n matrix whose (k,l)-entry is equal to a if (k,l) = (i,j) 
and equal to 8kl for all other (k, l). For example, X23(a) E M3(F) 
is the matrix 

(~ ~ ~). 
o 0 1 

These matrices Xij (a), and their conjugates by elements of G, are 
called transvections. We leave to the reader the verification of the 
following properties of transvections: 

LEMMA 6. Let a,f3 E F, and let i and j be distinct. 

(i) Xij(a) has determinant 1 and hence lies in G. 
(ii) If a =1= 0, then Xij(a) E B iff i < j. 
(iii) Xij(a)Xij(f3) = Xij(a + 13), and hence Xij(a)-l = Xij ( -a). 
(iv) [Xij(a), X jk (f3)] = X ik (af3) whenever i,j, k are distinct. 
(v) If wE W, then wXij(a)w-1 = Xw(i)w(j) (a). 

(vi) Xij(a) sends Vj to Vj + aVi and fixes Vk whenever k =1= j. 
(vii) If ME Mn(F), then the ith row of Xij(a)M is equal to the 

sum of the ith row of M and a times the jth row of M, and 
for k =1= i the kth row of Xij(a)M is equal to the kth row 
ofM .• 
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For distinct i and j, we define Xij = {Xij(a) I a E F}; this is a 
subgroup of G by parts (i) and (iii) of Lemma 6. The subgroups Xij 
are called root subgroups of G. (This terminology comes from the 
theory of Lie algebras.) 

We now come to the main result of this section, in which we obtain 
the Bruhat decomposition of the group G. The following lemma 
contains the main thrust of the argument. 

LEMMA 7. Let MEG. Then there is a product b of upper trian­
gular transvections such that the following property holds: For each 
1 ~ i ~ n, bM has exactly one row, say the kith row, whose entries 
in the first i - 1 columns are zero and which has a non-zero entry in 
the ith column. 

PROOF. Let M = (mij) E G. Since M is invertible, the first 
column of M must have some non-zero entry; let 1 ~ kl ~ n be such 
that mk11 f:. 0 and mil = 0 for all i > kl . For example, if we take 
n = 5 and kl = 3, then 

(
* * * * *] * * * * * 

M= * * * * * 
o * * * * 
o * * * * 

(where the symbol * denotes an arbitrary entry). We premultiply 
M by transvections of the form X ik1 (a), where i < kl' in such a 
way that the only non-zero entry in the first column of the resulting 
product M' = (m~j) lies in the kIth row. Continuing with the above 
example, we have 

(~ : : : :] M' = * * * * * . 
o * * * * 
o * * * * 

All of the transvections used to obtain M' from M lie in B, and 
hence M'M-I E B. As M' is again invertible, the second column 
of M' must have a non-zero entry in some row other than the kl th 
row. Let 1 ~ k2 ~ n be such that k2 f:. kl' m~22 f:. 0, and m~2 = 0 
for all i > k2' i f:. kl . Again we premultiply M' by transvections of 
the form X ik2 (a), where i < k2' in such a way that all entries in the 
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second column of the resulting product Mil are zero except for those 
in rows ki and k2 • Once again, all of the transvections used to obtain 
Mil from M' lie in B, and so we have Mil M-I E B. We continue this 
process, ultimately obtaining a matrix bM with the desired property, 
where b E B is a product of upper triangular transvections. For 
example, if we take n = 5 and (kb k2' k3, k4' k5) = (3,5,4,1,2), then 

(
0 0 0 * *) 0000* 

bM = * * * * * . 
00* * * 
o * * * * 

(Of course, the numbers kl , ... ,kn are just 1, ... ,n under some 
reordering.) • 

BRUHAT DECOMPOSITION THEOREM. G = BW B. 

PROOF. Let MEG, and define the numbers k i and the matrix 
bE B as in the statement of Lemma 7. Let W E W be the permuta­
tion matrix whose kith column is Vi for each i. Then the ith row of 
wbM is equal to the kith row of bM for every i, and hence wbM is up­
per triangular. Thus wbM E B, giving M E b-Iw-IB ~ BWB .• 

We have now expressed G as a union of the double cosets BwB, as 
w ranges through W. We will now show that this union is disjoint. 
Again we first need a lemma. 

LEMMA 8. If WI, W2 E Wand b E B are such that WIbw2 E B, 
then W2 = Wil. 

PROOF. Let 1 ::; j ::; n be given, and let i be such that wI(i) = j; 
then the jth row of wIb is equal to the ith row of b. Let k be such 
that w2(k) = i; then the kth column of w Ibw2 is equal to the ith 
column of wIb. Consider the (i, i)-entry f3 of b. We see that f3 i= 0 
since b E B, and that f3 is the (j, i)-entry of wIb and hence is also 
the (j, k)-entry of wI bw2 • As wI bw2 E B, this forces j ::; k. We now 
have a matrix w2"lwil E W which, for each 1 ::; j ::; n, sends Vj 

to Vk, where j ::; k ::; n. The only permutation matrix having this 
property is the identity matrix; therefore w2"lwil = I, which proves 
the result. • 
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COROLLARY 9. If wand w' are distinct elements of W, then BwB 
and Bw' B are disjoint; consequently, G is the disjoint union as w 
runs through W of the n! double cosets BwB. 

PROOF. Suppose that w,w' E Ware such that BwB n Bw'B is 
non-empty. Since two double cosets are either disjoint or equal, we 
have BwB = Bw' B. In particular, we have w' = bwb' for some 
b, b' E B, and hence w-1b-1w' E B; by Lemma 8, this shows that 
w- 1 is inverse to w', and hence that w = w'. This proves the first 
assertion, and the second now follows from the Bruhat decomposition 
theorem. • 

The following somewhat technical observation, which we shall 
need in the next section, is an immediate consequence of what we 
have done. 

COROLLARY 10. Let MEG, and let w be the unique element 
of W such that M E BwB. Then w sends Vi to Vk; for each i, 
where the numbers ki are as defined in the statement of Lemma 7. 
In particular, if M sends VI to O:lVI + ... +O:kVk where O:k i= 0, then 
w sends VI to Vk. • 

We close this section with a result giving a smaller generating set 
for G than that given by the Bruhat decomposition. Once again, we 
start with a lemma. 

LEMMA 11. Let b E B. Then there exists a product t of trans­
vections such that tb is a diagonal matrix having the same main 
diagonal entries as b. 

PROOF. Let b E B, and recall that the diagonal entries of b 
are non-zero. Here we adopt a procedure similar to that used in 
Lemma 7, except in order to preserve the entries along the main 
diagonal, we start at the last column instead of the first. We pre­
multiply b by transvections X in (0:) so that the only non-zero entry 
of the nth column of the resulting matrix lies in the nth row. The 
nth diagonal entry of the resulting matrix is the same as that of b, 
and the (n - 1 )th diagonal entry is non-zero. We now premultiply 
this matrix by transvections X i (n-1) (0:) to obtain a matrix having a 
2 x 2 diagonal block in the bottom right corner, with the diagonal 
entries in that block being equal to those in the corresponding block 
of b. By continuing this process, we obtain a diagonal matrix whose 
diagonal entries are the same as those of b. • 
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THEOREM 12. G is generated by the set consisting of all invertible 
diagonal matrices and all transvections. 

PROOF. Since G = BW B by the Bruhat decomposition theorem, 
it suffices to show that Band Ware contained in the subgroup of G 
generated by the diagonal matrices and the transvections. It follows 
directly from Lemma 11 that B has this property. 

As W ~ 1;n by Proposition 5, we see that W is generated by the 
permutation matrices that correspond to the transpositions; these 
are precisely the matrices obtained from the identity matrix by trans­
posing two columns. Let i and j be distinct. We need to show that we 
can, by means of diagonal matrices and transvections, construct the 
matrix which sends Vi to Vj, sends Vj to Vi, and fixes every other Vk. 

We find that the matrix X ji (I)Xij ( -1)Xji(l) sends Vi to Vj, sends 
Vj to -Vi, and fixes all other Vk. To obtain the permutation matrix 
that sends each of Vi and Vj to the other and fixes all other Vk, we 
premultiply this matrix by the diagonal matrix whose (i, i)-entry is 
equal to -1 and whose other non-zero entries are equal to 1. This 
proves that W lies within the group generated by diagonal matrices 
and transvections. • 

EXERCISES 

1. Show that GL(2,2) 3'! ~3' 
2. (cont.) Construct a monomorphism cp: GL(1,4) ---t GL(2,2) that 

corresponds to the inclusion of A3 in ~3. (Recall that the field IF'4 
of 4 elements can be written as {a, 1,0:, 0:2}, where 0: + 1 = 0:2 and 
A + A = ° for all A E IF'4') Show further that the extension of cp 
to a map from IF'4 to M 2(lF'2), where IF'2 = {a, I} is the field of 2 
elements, is a monomorphism of rings. 

3. (cont.) Construct an explicit monomorphism from GL(n,4) to 
GL(2n,2) for any n E N. 

4. (cont.) More generally, show for any n E N and any prime power q 
that GL(2n, q) has a subgroup that is isomorphic with GL(n, q2). 
Will GL(n, qffi) always have a subgroup isomorphic with GL(mn, q) 
for any m, n E N and any prime power q? 

5. Show that GL( 4,2) 3'! As. 
6. Let (3 be a non-trivial automorphism of the field F. Use (3 to 

construct an outer automorphism of GL(n, F). Do all outer auto­
morphisms of GL( n, F) arise in this way? 
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FURTHER EXERCISES 

7. A matrix is said to be monomial if each row and column has ex­
actly one non-zero entry. Let N be the subset of G = GL(n, F) 
consisting of all monomial matrices. Show that N ~ G, that 
T = B n N is the subgroup of G consisting of all diagonal ma­
trices, that N = Nc(T), and that N = T)<I W. 

Let G be a group. Suppose that G has subgroups Band N of G satisfying 
the following conditions: 

• G is generated by B and N. 
• T = B n N is a normal subgroup of N. 
• W = NIT is generated by a finite set S of involutions (elements 

of order 2). In addition, if for each w E W we choose some tiJ E N 
such that tiJT = w, then we must have 

• sBtiJ ~ BtiJB U BstiJB for any s E Sand W E W, 
• sBs ~ B for any s E S. 

In this case we say that Band N form a B N -pair of G, or that (G, B, N, S) 
is a Tits system (after Jacques Tits). We call B the Borel subgroup of G, 
and W = NIB n N the Weyl group associated with the Tits system. The 
rank of the Tits system is defined to be lSI. 

8. (cont.) Let G = GL(n, F), let B be the standard Borel subgroup 
of G, let N be the subgroup of G consisting of all monomial matri­
ces, and let T = BnN. By Exercise 7 above, we know that we can 
regard W = NIT as being imbedded in G as the group of permu­
tation matrices. (By making this identification, we can replace tiJ 
by w in the above formulas.) Let S be the subset of W consisting 
of those permutation matrices that are obtained from the identity 
matrix by switching two adjacent columns. (In other words, if we 
identify W with ~n as in Proposition 5, then S corresponds to the 
set {(l 2), (23), ... ,(n - 1 n)}.) Show that (G, B, N, S) is a Tits 
system of rank n - 1. 

9. (cont.) Let G be a group with a BN-pair. Verify that, for wE W, 
the set BtiJB is independent of the choice of tiJ E N such that 
tiJT = w. Show that we have a Bruhat decomposition 

G= U BwB 
wEW 

in which the union is disjoint, where BwB is taken to mean BtiJB 
for any tiJ E N with tiJT = w. 
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5. Parabolic Subgroups 
In this section we again let G = GL(n, F) for some field F and 

some n E N, and we let Vn(F) be the vector space of column vectors 
of length n having entries in F. We will often consider an element of 
G as being the matrix, with respect to the standard basis VI, . .. ,V n, 

of an invertible linear transformation of Vn (F). 
A complete flag on Vn (F) is a sequence of subspaces 

o c Vi c 112 c ... C Vn- I C Vn = Vn(F). 

We will use the notation (Vi, ... , Vn ) for the above flag. As we use C 

to denote proper containment, we must have dimF Vi = i for each i. 
The standard flag is defined by Vi = FVI EB ... EB FVi = Vi-I EB FVi 

for each i (where by convention Va = 0). 
There is a natural action of G on the set of complete flags on 

Vn(F); namely, if (VI,'" , Vn) is a complete flag and 9 E G, we de­
fine g(VI , . .. , Vn) = (gVI , . .. ,gVn), where we view 9 as an invertible 
linear transformation of Vn (F). (Each 9 Vi is a subspace of dimen­
sion i, and the gVi retain the containment relations among the Vi, 
so that (gVI , ... ,gVn) is again a complete flag.) It is easily seen 
that this definition gives a group action. Now let (VI,'" ,Vn) be 
the standard flag. We wish to show that every complete flag lies in 
the orbit of the standard flag and hence that the G-set of complete 
flags is transitive. If (WI,' .. , Wn) is a complete flag, then there are 
WI, ... ,Wn E Vn(F) such that Wi E Wi - Wi- I for each i (where 
again Wo = 0). Let 9 be the matrix whose ith column is Wi for 
each i; then 9 is invertible, since {WI,'" ,wn } is a basis for Vn(F). 
As gVi = Wi for each i, we see that (WI,'" , Wn) = g(VI , ... , Vn), 
proving our claim. 

The stabilizer of a complete flag (Vi, ... , Vn ) under this action is 
the set of 9 E G such that (gVI , ... ,gVn) = (VI,' .. , Vn), or equiv­
alently such that 9 Vi = Vi for each i. It is not hard to see that the 
stabilizer of the standard flag is exactly the standard Borel subgroup 
B of G. (This argument could be used to prove that B is a subgroup 
of G.) Since the G-set of complete flags is transitive, we now see 
via Lemma 3.2 that the Borel subgroups of G, being by definition 
the conjugates of B, are exactly the stabilizers of the complete flags 
on Vn(F). 

An upper triangular matrix is said to be upper unitriangular if all 
of its entries on the main diagonal are equal to 1, or equivalently if 
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it is upper triangular and its only eigenvalue is 1. By imitating the 
proof of Proposition 4.3, we can show that the set U consisting of 
all invertible upper unitriangular matrices is a subgroup of B. If we 
let T denote the subset of G consisting of all diagonal matrices, then 
we see easily that T ~ Band U n T = 1. 

PROPOSITION 1. B = U ~ T. 

PROOF. We need only show that U :::! Band B = UT. Let 
rp: B ~ T be the map sending a matrix to the diagonal matrix hav­
ing the same main diagonal. It is easily verified that rp is a hom~ 
morphism, and the kernel of rp is evidently U, showing that U :::! B. 
If b E B, then since the restriction of rp to T is the identity map, 
we have brp(b)-i E kerrp = U, and hence bE Urp(b) ~ UT; therefore 
B = UT. (Observe that if n > 1, then T is not normal in B, and 
hence B is not the direct product of U and T.) • 

Consider the action of U and T on the standard flag (Vi,'" , Vn ). 

An element of U sends each Vi to the sum of Vi and some element 
of Vi-i; conversely, any matrix having this property lies in U. There­
fore, U consists of the matrices that stabilize each Vi and that in­
duce the identity transformation on each quotient Vi/Vi-i' On the 
other hand, T consists exactly of the matrices that stabilize each of 
FvI, ... ,Fvn ; we say that T is the common stabilizer of the FVi. 

An element of G is said to be unipotent if its characteristic poly­
nomial is (X -1)n. We see, using Jordan form, that any unipotent 
element of G is conjugate to an element of U. We say that a subgroup 
of G is unipotent if all of its elements are unipotent. For example, 
U is a unipotent subgroup, and in fact U comprises all unipotent 
elements of B, since the roots of the characteristic polynomial of an 
upper triangular matrix are the entries on the main diagonal. 

KOLCHIN'S THEOREM. Any unipotent subgroup of G is conjugate 
with a subgroup of U. 

PROOF. Let H be a unipotent subgroup of G. Suppose that H 
stabilizes some complete flag on Vn(F). Then H is contained in some 
Borel subgroup of G, and hence H is conjugate with a subgroup of B. 
Since all unipotent elements of B lie in U, we see that this subgroup 
of B with which H is conjugate is in fact a subgroup of U. Thus it 
suffices to show that H stabilizes some complete flag on Vn(F). 
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We use induction on n; the case n = 1 is trivial. Suppose we can 
show that H stabilizes some one-dimensional subspace W of Vn (F). 
Then H induces a group of unipotent transformations on the quo­
tient Vn(F)/W. By induction, H stabilizes some complete flag on 
this quotient; by pulling this flag back to Vn(F) and adding W, we 
obtain a complete flag on Vn(F) which is stabilized by H. Therefore, 
it suffices to show that there is some 0 =1= v E Vn(F) such that xv = v 
for all x E H. This fact will be established in Proposition 13.28. • 

We now move on to the more general situation. A flag on Vn (F) is 
a nested sequence of non-zero subspaces of Vn(F) which terminates 
in Vn(F) and has no repeated terms; in other words, a flag is a 
sequence (WI,'" , Wr) of subspaces of Vn(F), where 

o C WI C W2 C ... C Wr- l C Wr = Vn(F). 

Since C denotes proper containment, we have r ~ n; a complete 
flag is simply a flag for which r = n. As before, the set of all flags 
on Vn(F) is a G-set. However, it is not transitive. More precisely, 
two flags (WI,'" , Wr) and (W{, ... ,W;) lie in the same orbit iff 
r = sand dimF Wi = dimF W; for all i, a condition we summarize 
by saying that the flags have the same dimension sequence. 

We say that a subgroup of G is a parabolic subgroup if it is the 
stabilizer of some flag on Vn (F). Let (WI,'" , Wr) be a flag, and 
let P be the parabolic subgroup that is the stabilizer of this flag. 
Choose subspaces Yi so that Wi = Wi- l ED Yi for each i. The unipo­
tent radical of P is the subgroup Up of P consisting of those matrices 
that induce the identity transformation on each Wi/Wi-I; for exam­
ple, UB = U. A Levi complement of Up is the subgroup Lp of P 
that is the common stabilizer of the Yi. We observe that a Levi 
complement is isomorphic with GL(YI, F) x ... x GL(Yr, F), where 
Yi = dimF Yi = dimF Wi - dimF Wi- l for each i. (In particular, any 
two Levi complements of Up are isomorphic.) For example, if we take 
Yi = FVi for each i, we have LB = T, which is clearly isomorphic 
with a direct product of n copies of GL(l, F) ~ FX. 

The following result, which the reader is asked to prove in the 
exercises, generalizes Proposition 1 to arbitrary parabolic subgroups. 

PROPOSITION 2. If P is a parabolic subgroup of G, then we have 
P = Up )<I L p, where Up is the unipotent radical of P and Lp is a 
Levi complement of Up. Furthermore, P = Na(Up). • 
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By a subfiag of the standard flag (Vi, ... ,Vn ), we mean a flag 
(Wl , ... , Wr ) in which each Wi is equal to some Vi; there are 2n - l 

such subflags. A staircase group is a parabolic subgroup of G that 
is the stabilizer of some subflag of the standard flag. 

The terminology "staircase group" arises from the appearance of 
the matrices in these groups. For example, the stabilizer of the 
subflag 0 C V2 C V3 C V6 of the standard flag on li6(F) consists of 
all matrices in G = GL(6, F) of the form 

* * * * * * 
* * * * * * 
0 0 * * * * 
0 0 0 * * * 
0 0 0 * * * 
0 0 0 * * * 

(Imagine a "staircase" separating the zero entries from the arbitrary 
entries.) The unipotent radical of this staircase group consists of all 
matrices in G of the form 

1 0 * * * * 
0 1 * * * * 
0 0 1 * * * 
0 0 0 1 0 0 

, 

0 0 0 0 1 0 
0 0 0 0 0 1 

and the Levi complement of this staircase group corresponding to 
the canonical choices Y2 = Fv 3 and Y3 = Fv 4 (JJ Fv 5 (JJ Fv 6 consists 
of all matrices in G of the form 

* * 0 0 0 0 

* * 0 0 0 0 
0 0 * 0 0 0 
0 0 0 * * * 
0 0 0 * * * 
0 0 0 * * * 

and hence is isomorphic with GL(2, F) x GL(l, F) x GL(3, F). In 
general, the unipotent radical of any staircase group is contained 
in B. 

From our earlier remarks, we see that the G-set of all flags is par­
titioned into the orbits of the subflags of the standard flag, since 



5. Parabolic Subgroups 53 

any flag has the same dimension sequence as, and hence lies in the 
orbit of, some subflag of the standard flag. Therefore, we see us­
ing Lemma 3.2 that the parabolic subgroups of G are exactly the 
conjugates of the staircase groups. 

We will close this section by showing that there are exactly 2n - I 

subgroups of G containing the subgroup B of upper triangular ma­
trices, these subgroups being precisely the staircase groups. The 
following lemma will serve as our starting point in attempting to 
classify those subgroups containing B. 

LEMMA 3. The only non-zero subspaces of Vn(F) left invariant by 
B are the subspaces VI, . " , Vn that appear in the standard flag. 

PROOF. We first observe that B fixes each of the spaces Vi. Now 
let V be a non-zero subspace of Vn(F) that is stabilized by B. As we 
clearly have V ~ Vi for some i, there is a minimall::; k ::; n such 
that V ~ Vk and V <l:. Vk - 1 • By the minimality of k, V contains an 
element of the form 2:;=1 CtjVj, where the Ctj lie in F and Ctk i= O. 
This element is sent to Vk by b-1 , where 

1 0 Ctl 0 
1 Ct2 0 

b= 
0 Ctk 

1 

Since b-1 E Band B stabilizes V, this shows that Vk E V. 
Now let 2:;=1 CtjVj be an arbitrary element of Vk - Vk - 1 • This 

element is the image of Vk under the matrix b defined as above and 
hence lies in V. Thus V contains Vk - Vk - 1 , and hence Vk • We 
conclude that V = Vk • • 

THEOREM 4. The only subgroups of G that contain B are the 
staircase groups. 

PROOF. Suppose that B ~ H ~ G. By Lemma 3, the only sub­
spaces of Vn(F) that H could leave invariant are those that comprise 
the standard flag (VI," . ,Vn). Suppose that the subspaces of Vn(F) 
left invariant by H are Val' ... , Var , where 1 ::; al < ... < ar = n. 
We wish to show that H is in fact equal to the staircase group that 
is the stabilizer of the flag (Val" .. ,VaJ. Instead of giving a formal 



54 2. The General Linear Group 

proof of the general case, we will prove the special cases r = 1 and 
r = 2; after this, we will briefly discuss the general case, which is 
not any more conceptually difficult than the special cases but which 
can be notationally unwieldy. 

Suppose that the only subspaces of Vn (F) that are left invariant 
by Hare 0 and Vn (F); we are to prove that H = G. The subspace 
of Vn(F) spanned by {hVl I hE H} is left invariant by H and hence 
must equal all of Vn (F). In particular, there is some h E H such 
that hVl = alvl + ... + anvn , where an =1= O. We know from the 
Bruhat decomposition theorem that h E BwB for some wE W, and 
by Corollary 4.10 we see that w sends Vl to V n • Since B ~ H, this 
element w lies in H. Now let 1 < j :::; n be such that w sends Vj 

to Vl. Then Xl; ~ B ~ H, and since w(l) = n and w(j) = 1, we 
see from part (v) of Lemma 4.6 that X nl = WXl;W-l ~ H. We 
now wish to show that each root subgroup Xi; lies in H; since the 
diagonal matrices lie in B and hence in H, it would then follow from 
Theorem 4.12 that H = G. We know already that X nl ~ H and 
that if i < j then Xi; ~ B ~ H. Now for any a E F and any 
distinct 1 < i,j < n, we see by using part (iv) of Lemma 4.6 that 
Xn;(a) = [Xnl(a),Xl;(I)] E H; Xil(a) = [Xin(a),Xnl (I)] E H; and 
Xi;(a) = [Xi1 (a), X l ;(I)] E H. Therefore, Xi; E H for all i,j, as 
required. 

Now suppose that H leaves invariant not only 0 and Vn(F), but 
also exactly one other subspace, namely Vm for some 1:::; m < n. Let 
P be the staircase group that is the stabilizer of the flag 
o c Vm C Vn; we know that H ~ P, and we wish to show that 
H = P. By Proposition 2, P is the semidirect product of its unipo­
tent radical Up by a Levi complement L p , and we have already 
observed that Up ~ B since P is a staircase group. Hence it suffices 
to show that Lp ~ H. We can choose Lp to be a direct product of 
subgroups Kl ~ GL(m, F) and K2 ~ GL(n - m, F), where elements 
of Kl (resp., K 2) have their only non-zero entries in the first m (resp., 
last n - m) rows and columns. Using Theorem 4.12, we see that Kl 
(resp., K 2 ) is generated by the diagonal matrices and the root sub­
groups Xi; for distinct 1 :::; i,j :::; m (resp., m + 1 :::; i,j :::; n). The 
diagonal matrices lie in B and hence in H, so in order to show that 
L p ~ H, it suffices to show that these particular root subgroups lie 
in H. Since H stabilizes Vm and no non-zero proper subspace thereof, 
we see by considering the subspace spanned by {hVl I hE H} that 
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there must be some h E H sending VI to alVI + ... + am V m , where 
am # O. If w E W is such that h E BwB, then w sends VI to Vm 

by Corollary 4.10, and as in the previous paragraph we can conclude 
from this that X m1 E H. Calculations with commutators can now be 
used to show that Xij :::;; H for all distinct 1 ::; i, j ::; m. Similarly, by 
considering the subspace spanned by {hv m+1 I h E H}, we see that 
there is some hi E H that sends V m+1 to f31 V I + ... + f3n V n, where 
f3n # 0; Corollary 4.10 can now be used to show that if Wi E W is such 
that hi E Bw' B, then Wi sends Vm+1 to V n . (Since h stabilizes Vm , in 
the notation of Corollary 4.10 we have {k1 ,... ,km } = {I,. .. ,m}, 
and some thought will show that we must then have km+1 = n.) The 
same argument as before now shows that Xn(m+l) :::;; H, from which 
we can conclude via commutator calculations that Xij :::;; H for all 
distinct m + 1 ::; i, j ::; n. Therefore H = P. 

In the general case where H leaves invariant the flag (Val' ... ,Var ) 
whose stabilizer is the staircase group P, to show that H = P it suf­
fices to show that a Levi complement Lp lies in H. The group Lp is 
a direct product of r general linear groups, and so by Theorem 4.12 
it suffices to show that H contains certain root subgroups; by ap­
propriate choice of L p , the subgroups in question become all Xij for 
distinct ak-l < i,j ::; ak for some k (taking ao = 0). We accomplish 
this by first showing that each Xak(ak_l+ 1) E H, and then by using 
commutator arguments as above. • 

EXERCISES 

Let G = GL(n, F), where n 2: 2. 

1. Suppose that g E G fixes some 0 i=- v E Vn(F) and induces the 
identity transformation on Vn (F) / Fv. Show that g is conjugate 
with an element of the root subgroup X 12 . 

2. We say a basis B of Vn(F) belongs to a complete flag (Vl,'" , Vn) 
if each Vi contains exactly one element of B that is not in Vi-l. 

(a) Show that if (Vl, ... ,Vn ) and (W1 , ... ,Wn ) are complete 
flags on Vn(F), then there is a basis of Vn(F) that belongs 
to both flags. 

(b) Use part (a) to give a different proof of the Bruhat decom­
position theorem. 

3. Let P and Q be distinct parabolic subgroups of G containing the 
standard Borel subgroup B of G (so that, by Theorem 4, P and Q 
are staircase groups). 
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(a) Show that P and Q are not conjugate in G. 
(b) If Lp and LQ are corresponding Levi complements, find con­

ditions on P and Q that determine when Lp and LQ will be 
conjugate in G. 

4. Prove Proposition 2. 
5. Prove the following generalization of Lemma 3: If P is a parabolic 

subgroup of G which is the stabilizer of the flag (Wl' ... , Wr ), then 
the Wi are the only subspaces of Vn(F) left invariant by P. 

6. (cont.) Using Exercise 5, show that any parabolic subgroup of G 
is self-normalizing. 

7. Complete the outlined proof of Theorem 4. 
8. Assume that the case r = 1 of Theorem 4 holds; we sketch an 

alternate proof of the general case of Theorem 4. We use induc­
tion on n, where G = GL(n, F). Let H be a subgroup of G which 
contains B, and suppose that H stabilizes Vm , where 1 ::; m < n. 
Let S be the stabilizer of Vm ; observe that H ~ S. We can write 
S = U )4 (Kl x K2), where the elements of Kl ~ GL(m, F) have 
their only non-zero entries in the first m rows and columns, and 
where K2 is a direct product of general linear groups whose ele­
ments have their non-zero entries concentrated in the last n - m 
rows and columns. Since U ~ B ~ H, by Exercise 2.10 we have 
H = U )4 Q for some Q ~ Kl X K2. Use Goursat's theorem (Ex­
ercise 2.8), Exercise 6, and the induction hypothesis to analyze Q 
and thereby conclude that H is a staircase group. 

6. The Special Linear Group 
The special linear group is the subgroup SL(n, F) of GL(n, F) 

consisting of all matrices having determinant 1. In other words, 
SL(n,F) is the kernel of the homomorphism det: GL(n,F) -t FX, 
and hence SL(n, F) ~ GL(n, F). 

PROPOSITION 1. Let n EN, and let q be a prime power. Then 

n-l 

I SL(n, q)1 = II (qn+l - qk) = q n(n;l) (qn - 1) ... (q2 - 1). 
k=l 
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PROOF. The homomorphism det is clearly surjective, and so we 
have F X ~ GL(n, F)/SL(n, F) for any field F by the fundamental 
theorem on homomorphisms. In particular, if IFI = q, then we have 
I GL(n, q) : SL(n, q)1 = q - 1; the result now follows from Proposi­
tion 4.2. • 

We showed in Theorem 4.10 that GL(n, F) is generated by the 
root subgroups and the diagonal subgroup. We now establish the 
analogous result for SL(n, F). 

PROPOSITION 2. SL(n, F) is generated by the root subgroups Xij' 

PROOF. We first remark that by part (i) of Lemma 4.6, every 
transvection lies in SL(n, F). The result will follow from the follow­
ing statements: 

(1) An element of SL( n, F) can be premultiplied by transvections 
to obtain an upper triangular matrix. 

(2) An upper triangular element of SL( n, F) can be premultiplied 
by transvections to obtain an upper unitriangular matrix. 

(3) An upper unitriangular matrix can be premultiplied by trans­
vections to obtain the identity matrix. 

We will sketch (1) and (2); (3) follows immediately from Lemma 4.11. 
By Lemma 4.7, we can premultiply any element of SL( n, F) by 

transvections to obtain a matrix with the following property: For 
each i, there is exactly one row of the matrix whose entries in the 
first i-I columns are zero and that has a non-zero entry in the ith 
column. We can premultiply this matrix by matrices of the form 
X ji (I)Xij ( -1)Xji (l) to obtain an upper triangular matrix. This 
proves (1). 

Let a, b, c E F, with ac =1= O. We observe that the matrix (g ~), 
when premultiplied by X2l ( -1)X12(1- c- l )X2l (c), gives the matrix 
(aoc C+bf-l). Now consider an upper triangular matrix in SL(n, F) 
having AI, ... ,An as its entries on the main diagonal. Using the 
above observation, we find that we can premultiply this matrix by 
transvections to obtain another upper triangular matrix in SL(n, F) 
whose main diagonal entries are AI, ... ,An-2' An-lAm 1. By repeat­
ing this process, we obtain an upper triangular matrix in SL(n, F) 
whose main diagonal entries are AI' .. An, 1, ... ,1; but this matrix 
has determinant 1, so we must have AI'" An = 1, and hence the 
matrix is upper unitriangular. This proves (2). • 



58 2. The General Linear Group 

PROPOSITION 3. The subgroups Xij are conjugate in SL(n, F). 

PROOF. Consider two root subgroups Xij and Xii j'. Let w be a 
permutation matrix sending Vi to Vii and Vj to Vjl; then we have 
wXij(0:)W- 1 = Xiljl(O:) for any 0: E F by part (v) of Lemma 4.6. 
Since the inverse of w is its transpose, we see that the determinant 
of w is ±1. If det w = 1, then w E SL(n, F) and we are done. (Note 
that if n > 3, then by transposing columns if necessary we can always 
choose w such that detw = 1.) Now suppose that detw = -1, and 
let d be the matrix that differs from the identity matrix only by 
having -1 instead of 1 in the (1, I)-entry. Then dw E SL(n, F), and 
dwXij(o:)(dw)-l = dXiljl(0:)d- 1 = Xiljl(±O:) for any 0: E F, which 
completes the proof. • 

Let Z be the subgroup of GL(n, F) consisting of the multiples of 
the identity matrix by elements of F x. The elements of Z are called 
the (non-zero) scalar matrices. We clearly have Z ~ FX. 

PROPOSITION 4. The center of GL(n, F) is Z, and the center of 
SL(n, F) is Z n SL(n, F). 

PROOF. If n = 1, then GL(I, F) ~ F X ~ Z, and the result holds; 
hence we assume that n > 1. Let G = GL(n, F) or SL(n, F). We 
observe that Z n G is contained in Z(G); therefore, it suffices to 
show that any element of G that commutes with all elements of 
SL(n, F) lies in Z n G. Let M = (mij) be such a matrix. Let 
1 :S i,j :S n be distinct, and consider Xij(I); by hypothesis we have 
MXij(I) = Xij(I)M. By calculating and comparing the (i,i)- and 
(i,j)-entries of MXij(I) and Xij(I)M, we find that mji = 0 and 
mii = mjj. We conclude that mij = mll8ij for any i and j, and 
hence that M E Z n G. (The same argument shows that the set of 
elements of Mn(F) which commute with all elements of Mn(F) is 
{o:J I 0: E F} = ZU{O}.) • 

The group GL(n, F)/Z is called the projective general linear group, 
and the group SL(n, F)/ Z n SL(n, F) is called the projective special 
linear group. We denote these groups by PGL(n, F) and PSL(n, F), 
respectively. (Observe that the first isomorphism theorem implies 
that PSL(n, F) ~ Z SL(n, F)/Z ::;; GL(n, F)/Z = PGL(n, F).) As 
Z ~ F X , we have I PGL(n, q)1 = I SL(n, q)1 for any prime power q; 
however, to determine I PSL(n, q)1 we must be able to count the 
number of nth roots of unity in the field of q elements. 
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PROPOSITION 5. Let q be a prime power. Then 

{
q3 _ q if 2 I q, 

I PSL(2, q)1 = Hq3 - q) if 2 f q. 

PROOF. Any matrix in Z n SL(2, q) must be of the form aI, 
where a is a square root of unity in the field of q elements. Such 
an element a is a root of the polynomial X 2 - 1, which has two 
distinct roots (namely 1 and -1) in any field whose characteristic is 
not equal to 2. Therefore, if2fq, then IZnSL(2,q)1 = 2. However, 
if 2 I q, then X 2 -1 = (X -1)2 has only one distinct root, and hence 
IZ n SL(2, q)1 = 1. The result now follows via Proposition 1. • 

Our main objective in this section is to show that PSL(n, F) is 
simple whenever n ~ 2, except when n = 2 and IFI = 2 or 3. This 
result dates back to L. E. Dickson, another of the early architects of 
the mathematical tradition of the University of Chicago, who estab­
lished it in his 1896 Ph.D. thesis for F a finite field; in 1893 E. H. 
Moore had established the result for F a finite field and n = 2, while 
in 1870 Camille Jordan had established the result for F a finite field 
of prime order and n arbitrary. We first need two lemmas. 

LEMMA 6. If n ~ 2, then every transvection Xij (a) is a commu­
tator of elements of SL(n, F), except when n = 2 and IFI = 2 or 3. 

PROOF. If n > 2, then we have Xij(a) = [Xik (a),Xkj (l)] by 
part (v) of Lemma 4.6, where k is unequal to either i or j. Now 
let n = 2. For any /3, 'Y E F with /3 =1= 0, we observe that the 
commutator of (~ (3~1 ) and (~ I) is (~ ((32~lh). Therefore, XI2(a) 

will be expressible as a commutator in SL( n, F) as long as there are 
/3 E F X and'Y E F such that a = (/32 - 1)"1. If IFI > 3, then there 
is always some /3 E F X such that /32 =1= 1, and we can then take 
'Y = 0.(/32 - 1)-1. The X21(a) case is similar. • 

Observe that Lemma 6 and Proposition 2 together imply that, 
except when n = 2 and IFI = 2 or 3, SL( n, F) is its own derived 
group and is consequently also the derived group of GL(n, F). 

LEMMA 7. If n ~ 2, then the action of SL(n, F) on the one­
dimensional subspaces of Vn (F) is doubly transitive. 
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PROOF. Let Vi, V;, WI, and W2 be one-dimensional subspaces of 
Vn(F), where VI =f. V2 and WI =f. W2 , which are generated respec­
tively by Cb C2, d l , and d 2 . Then Cl and C2 are linearly indepen­
dent, as are d l and d 2 , and consequently we can find Cs, ... ,Cn 

and d s , ... ,dn such that {Cl, ... ,cn } and {dl , .•. ,dn } are bases 
for Vn(F). Let C (resp., D) be the n x n matrix whose ith column 
is Ci (resp., d i ) for each 1 :::; i :::; n; clearly, C and D are matrices 
of rank n and hence lie in GL(n, F). Let e = det DI det C, and 
let E be the matrix differing from the identity matrix only by hav­
ing e instead of 1 in the (1, I)-entry. Then det DE- I C-l = 1, and 
DE-I C- l sends Cl to e- l d l and C2 to d 2 ; hence we have found an 
element of SL(n, F) sending Vi to WI and V2 to W2 , as required. • 

THEOREM 8. If n ~ 2, then PSL(n, F) is simple, except when 
n = 2 and IFI = 2 or 3. 

PROOF. Let 8 = SL(n, F), and let P ~ 8 be the stabilizer of FVl 
under the action of 8 on the one-dimensional subspaces of Vn (F). 
By Lemma 7 and Proposition 3.8, P is a maximal subgroup of 8. Let 
K be the set of upper unitriangular matrices whose only non-zero 
entries outside of the main diagonal occur in the first row. We find 
that K is an abelian normal subgroup of P. 

Let N <l 8. By the correspondence theorem and the definition 
of PSL(n, F), it suffices to show that N is comprised of scalar ma­
trices. Suppose first that N ~ P. Then N stabilizes FV1, and hence 
N = sN S-1 stabilizes S(FV1) for any s E 8 by Lemma 3.2. Since 
the action of 8 on the one-dimensional subspaces of Vn (F) is transi­
tive by Lemma 7, this shows that N stabilizes everyone-dimensional 
subspace of Vn(F). In particular, N stabilizes each Fv;, which shows 
that the elements of N are diagonal matrices. But N also stabilizes 
each F(Vi + Vj), which shows that the elements of N must be scalar 
matrices. 

Now suppose that N 1: P. Then we have P < PN ~ 8, which 
forces P N = 8 since P is maximal in 8. Let "I: 8 ---+ 81 N be 
the natural map. We have TJ(P) = PN IN = 81N = "1(8) and 
TJ(K) = KN IN = TJ(KN). As K ~ P, it follows that TJ(K) ~ TJ(P), 
and hence that TJ(KN) ~ "1(8); the correspondence theorem now 
gives K N ~ 8. Observing that K is the group generated by the root 
subgroups X I2 , • •• ,Xln , we see that all conjugates in 8 of these root 
subgroups lie in KN. But we see via Proposition 3 that these conju-
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gates include all of the X ij ; as the X ij generate S by Proposition 2, 
we have K N = S. By the first isomorphism theorem, we now have 
SIN = KN IN ~ KI K n N, and since K is abelian it follows that 
SIN is also abelian. Therefore, all commutators of elements of S lie 
in N by Proposition 2.6, and in particular all matrices Xij(a) lie in 
N by Lemma 6. Thus N contains every X ij , and Proposition 2 now 
implies that N = S, which is a contradiction. • 

EXERCISES 

1. Let B be the standard Borel subgroup of GL(n, F). Determine all 
subgroups of SL(n, F) which contain B n SL(n, F). 

2. Show that PSL(2, 2) ~ ~3 and PSL(2, 3) ~ A4 , and that these 
groups are not simple. 

3. Show that PSL(2, 4) and PSL(2, 5) are both isomorphic with A5 . 

4. Show that PSL(2, 7) ~ GL(3, 2). 
5. Show that PSL(2, 9) ~ A6 . 

6. By Exercise 3 and Theorem 8, the group A5 is simple. Attempt 
to prove this fact directly by mimicking the proof of Theorem 8, 
with A5 in place of S, A4 in place of P, and the Klein four-group 
in place of K. 

FURTHER EXERCISES 

Let F be a field, and let V = F2. We define an equivalence relation 
on V - {O} by v '" w iff v = aw for some a E FX. The set of equivalence 
classes under this relation is called the one-dimensional projective space (or 
projective line) over F and is denoted by ]p>1 (F). We write elements of V 
as column vectors, and the ele~ent of ]P>I(F) that is the equivalence class 
of ( ~) shall be written as [~]. 

7. Show that there is a well-defined action of PSL(2, F) on ]p>1 (F) 
given by 

(~ ~) [~] = [~:~~~] 
and that this action is doubly transitive. (Here (~ ~) denotes the 
image in PSL(2,F) of (~~) E SL(2,F).) 

8. (cont.) Determine the proper definition of n-dimensional projective 
space ]p>n(F) for arbitrary n, and show that PSL(n + 1, F) acts 
doubly transitively on ]p>n(F). 

9. Let F be the field of 7 elements. For 0 :::; i :::; 6, let i represent 
[}] E ]P>I(F); denote the remaining element m of ]P>I(F) by 00. 
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View:Es as being the group of permutations of {oo, 0,1,2,3,4,5, 6}, 
and let cp: PSL(2,7) -+ :Es be the monomorphism arising (as in 
Proposition 3.1) from the action of PSL(2, 7) on ]P'l(F). Show that 
the image of cp is the subgroup of As generated by (0 1 2 3456), 
(1 4 2X3 5 6), and (00 0Xl 3X2 5X4 6). (HINT: Show first that 
PSL(2,7) is generated by the images under the natural map of the 
elements (t~), (~g), and (g~) of SL(2, 7).) For the relevance of 
this exercise, see Exercises 7.13-17. 

Recall the definition of a BN-pair from the further exercises to Section 4. 

10. Let G = GL(n, F). Let B be the standard Borel subgroup of G, let 
N be the subgroup of G of monomial matrices, and let T = B n N 
be the subgroup of diagonal matrices. Let Bo = B n SL(n, F), let 
No = N n SL(n, F), and let To = Tn SL(n, F) = Bo n No. Show 
that Bo and No form a BN-pair of SL(n, F), with the associated 
Weyl group Wo = No/To being isomorphic with :En. 

11. Let P = PSL(n, F), and let Bo, No, and To be the images in P of 
the subgroups Bo, No, and To of SL(n, F). Show that Bo and No 
form a BN-pair of P (with again the Weyl group Wo = No/To 
being isomorphic with :En). 



3 
Local Structure 

In many branches of mathematics, it is profitable to study an issue by some­
how "localizing" with respect to a given prime number. In this chapter, we 
adapt this doctrine to group theory by studying finite groups through their 
subgroups of prime-power order. This notion of looking at the "local struc­
ture" of finite groups has proven to be very powerful. We start in Section 7 
with Sylow's theorem on subgroups of maximal prime-power order. Sec­
tion 8 concentrates on the properties of finite groups of prime-power order. 
Section 9 gives an important application, the Schur-Zassenhaus theorem. 

7. Sylow's Theorem 
Throughout this section, we let G denote a finite group and p a 

prime divisor of IGI. We use IGlp to denote the highest power of 
p that divides IGI, so that IGlp = pn where n E N is such that pn 
divides IGI but pn+l does not. 

We say that g EGis a p-element if its order is a power of p. We 
say that G is a p-group if IGI is a power of p, and that H :::;; G is a 
p-subgroup of G if IHI is a power of p. Every element of a p-group 
is a p-element. (Indeed, an infinite group is said to be a p-group 
iff every element is a p-element.) We say that H :::;; G is a Sylow 
p-subgroup of G if H is a p-subgroup of order IGlp, which is of course 
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the maximal possible order of a p-subgroup of G. A subgroup of G 
is said to be a Sylow subgroup of G if it is a Sylow p-subgroup for 
some prime divisor p of G. 

For example, let n E N and let G = GL(n,p). We see from 
n(n-l) 

Proposition 4.2 that IGI = p 2 (pn - 1) ... (p - 1), and hence 
I n(n-l) 

that Glp = p 2 • Let U be the subgroup of G consisting of all 
upper uni-triangular matrices. It is straightforward to show that 
I I 1 2 2 n(n-l) IGI £ U = pn- pn- ... p p = P-2- = p; there ore U is a Sylow 
p-subgroup of G, as is any conjugate of U. Now let x be a non­
trivial p-element of G, so that xPu - 1= 0 for some a E N. Since the 
entries of x lie in the field Z/pZ of characteristic p, we may rewrite 
this equation as (x - I)pu = O. Thus, the minimal polynomial of x 
divides (X - 1 )pa , and since the minimal and characteristic polyno­
mials have the same irreducible factors, the characteristic polynomial 
of x must be (X - l)n. Therefore, all p-elements of G are unipotent, 
and hence any p-subgroup of G is unipotent. By Ko1chin's theorem, 
we conclude that any p-subgroup of G is conjugate with a subgroup 
of the Sylow p-subgroup U. In particular, any Sylow p-subgroup 
of G is conjugate with U. 

We just established that GL(n,p) has a Sylow p-subgroup, that 
all the Sylow p-subgroups of GL(n,p) are conjugate, and that any 
p-subgroup of GL(n,p) is contained in a Sylow p-subgroup. The 
following result, which dates back to 1871 and is fundamental to the 
study of finite groups, shows that these properties hold in any finite 
group G for any prime divisor p of IGI. 

SYLOW'S THEOREM. (i) G has at least one Sylow p-subgroup. 
(ii) All the Sylow p-subgroups of G are conjugate. 

(iii) Any p-subgroup of G is contained in a Sylow p-subgroup. 
(iv) The number of Sylow p-subgroups of G is congruent to 1 

modulo p. 

PROOF. Let IGI = pnm, where pn = IGlp and hence p f m. Let 
X be the collection of all subsets of G having IGlp elements; X is a 
G-set under left multiplication. 

Suppose that there is an orbit 0 of X such that p f 101. Let A E 0 
be such that 1 E A, and let P :::; G be the stabilizer of A. Since 1 E A, 
we have P ~ P A = A, and thus IPI ~ IAI = IGIp" We also have 
101 = IG : PI by Corollary 3.5, and hence IGI = IPIIOI; since p f 101, 
this shows that IGlp divides IPI· Therefore IPI = IGlp, and so P is a 
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Sylow p-subgroup of G. It follows that A = P and that 0 is the coset 
space G / P. Conversely, suppose that P is a Sylow p-subgroup of G. 
The coset space G / P is a collection of subsets of G of order IGlp 
and hence is contained in X; moreover, G / P is the orbit in X of 
P, and p does not divide IG/PI = m. Thus, we have a bijective 
correspondence between the set of Sylow p-subgroups of G and the 
set of orbits of X whose cardinality is coprime to p, where any such 
orbit is the coset space of the corresponding Sylow p-subgroup. 

Let X' be the set of elements of X that lie in an orbit whose 
cardinality is not divisible by p. Since p must divide IX - X'I, we 
have IXI == IX'I (mod p). If S E X', then the orbit of X containing 
S is, as noted above, the set of cosets of a Sylow p-subgroup of G 
and hence has cardinality m. If we now let r be the number of Sylow 
p-subgroups of G, then since r also equals the number of orbits of X 
contained in X', we have rm = IX'I == IXI = (P;,:n) (mod p). Since 
p f m, this implies that the value of r, modulo p, depends only on 
the order of G and not on G itself; that is, any two groups of the 
same order have the same number, modulo p, of Sylow p-subgroups. 
But we see from Theorem 1.4 that the cyclic group of order pnm 
has exactly 1 subgroup of order IGIp" Therefore r == 1 (mod p), 
proving (iv), and in particular r > 0, proving (i). 

Now let P be some Sylow p-subgroup of G, and let Q be an arbi­
trary p-subgroup of G. The group Q acts on the set Y of conjugates 
of P in G by conjugation; the action of x E Q sends gPg- l E Y to 
x(gPg-l)X- l = (xg)P(xg)-l. The cardinality of each orbit, being 
the index of a subgroup of the p-group Q, is some (perhaps trivial) 
power of p. We have IYI = IG : NG(P) I by Proposition 3.14; using 
factorization of indices, we see that IYI divides IG : PI = m, and 
since p f m we must have p f IYI. Thus, there must be some orbit of 
Y containing only one element, as otherwise p would divide IYI. 

Let {Pl } be a single-element orbit of Y under the action of Q. 
Then we have XP1X- l = Pl for all x E Q; consequently QPl = P1Q, 
and so QPl ~ G by Proposition 1.3. Clearly IPll :::; IQP11; but since 
IQHI = IHIIQ : Q n HI by Proposition 3.12, we see that QPl must 
be a p-group. Therefore IQPll = IP11, which forces Q = Q n Pl and 
hence Q ~ Pl. Since Pl is a Sylow p-subgroup of G, this proves (iii). 
If we now take Q to be a Sylow p-subgroup of G, then as Q ~ Pl 

and IQI = IP11, we must have Q = Pl ; in particular Q is conjugate 
with P, which proves (ii). • 
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COROLLARY 1. The number of Sylow p-subgroups of G divides 
IGI/IGlp· 

PROOF. Let r be the number of Sylow p-subgroups of G, and 
let P be some such subgroup. By part (ii) of Sylow's theorem, r 
equals the number of conjugates of Pin G; since this number equals 
IG : Nc(P)1 by Proposition 3.14, we see via factorization of indices 
that r divides IG : PI = IGI/IGlp. • 

Sylow's theorem immediately implies the following classical result. 

CAUCHY'S THEOREM. G has an element of order p. 

PROOF. By part (i) of Sylow's theorem, G has a non-trivial Sylow 
p-subgroup, and hence G has a non-trivial p-element, some power of 
which is of order p. • 

(Other proofs of Sylow's theorem often assume that Cauchy's theo­
rem is already known, as was the case historically.) 

The next result gives a relationship between the Sylow p-subgroups 
of a group and those of its normal subgroups and quotient groups. 

PROPOSITION 2. Let N :::1 G, and let P be a Sylow p-subgroup 
of G. Then PN IN is a Sylow p-subgroup of GIN, and P n N is a 
Sylow p-subgroup of N. 

PROOF. We have IGIN : PNINI = IG : PNI by the correspon­
dence theorem. But since IG : PNI divides IG : PI and p fiG: PI, 
we see that p f IGIN : PN INI. Since PN IN ~ PIP n N by the 
first isomorphism theorem, P N IN must be a p-group; it now follows 
that P N I N is a Sylow p-subgroup of GIN. 

It follows from Proposition 3.12 that IN : P n NI = IP N : PI; but 
since P N is a subgroup of G by Proposition 1. 7, and P is a Sylow 
p-subgroup of G, we must have p f IPN : PI. Therefore, P n N is a 
p-subgroup of N whose index in N is coprime to p, as required. • 

If H ( G and P is a Sylow p-subgroup of G, then P n H need 
not be a Sylow p-subgroup of H; the above proof falls apart here 
since PH may not be a subgroup of G. However, if Q is a Sylow 
p-subgroup of H, then by part (iii) of Sylow's theorem Q is contained 
in some Sylow p-subgroup pI of G, and we must have Q = pI n H. 
Part (ii) of Sylow's theorem now implies that P' and P are conjugate 
in G. Therefore, there is some 9 E G such that gPg- 1 nH is a Sylow 
p-subgroup of H. 



7. Sylow's Theorem 67 

In the remainder of this section, we present some typical applica­
tions of Sylow's theorem to the study of finite groups. 

PROPOSITION 3. Let p and q be distinct primes, with p > q. If 
p ¥= 1 (mod q), then any group of order pq is isomorphic with Zpq. 
If p == 1 (mod q), then any abelian group of order pq is isomorphic 
with Zpq, and there is exactly one isomorphism class of non-abelian 
groups of order pq. 

PROOF. Let e be a group of order pq, let P be a Sylow p-subgroup 
of e, and let Q be a Sylow q-subgroup of e. Since IPI = p and 
IQI = q, we have P ~ Zp and Q ~ Zq. Lagrange's theorem gives 
pnQ = 1, and hence it follows from Proposition 3.12 that e = PQ. 

By Sylow's theorem and Corollary 1, the number of conjugates of 
P in e divides Ie : PI = q and is congruent to 1 modulo p. But 
we have q ¥= 1 (mod p) since p > q; therefore, P must have only 1 
conjugate in e, and hence P ~ e. We can similarly show that Q has 
either 1 or p conjugates in e, and that the latter case can only occur 
when p == 1 (mod q). If Q has only 1 conjugate in e, then Q ~ e, 
and consequently e = P x Q ~ Zp x Zq ~ Zpq via Lemma 2.8. 
This will be the case if p ¥= 1 (mod q), or if p == 1 (mod q) and e is 
abelian. 

Now suppose that Q has p conjugates in e, in which case e is 
non-abelian and p == 1 (mod q). We have P ~ e, e = PQ, and 
P n Q = 1, which gives e = P ~ Q. Let <p: Q ---t Aut(P) be the 
conjugation homomorphism. If ker <p =1= 1, then as Q is simple we 
must have ker <p = Q, in which case <p is trivial and hence e is 
abelian. Therefore <p must be injective. 

We conclude that if p == 1 (mod q) and there is a non-abelian 
group of order pq, then there is a monomorphism from Zq to Aut(Zp). 
Conversely, given a monomorphism <p: Zq ---t Aut(Zp), we can con­
struct a non-abelian group of order pq, namely Zp ~rp Zq. To com­
plete the proof, we must exhibit a monomorphism <p: Zq ---t Aut(Zp), 
which shows the existence of a non-abelian group of order pq; we 
must then show that if 'ljJ: Zq ---t Aut(Zp) is another such monomor­
phism, then the groups Zp ~ rp Zq and Zp ~ '" Zq are isomorphic. 

We see from Proposition 2.2 that Aut(Zp) ~ Zp-l' Now q I (P-1) 
by hypothesis, so from Theorem 1.4 we see that Aut(Zp) has a unique 
subgroup K of order q. Using the characterization of Aut(Zp) given 
in Proposition 2.1, we see that there is some 1 < r < p such that K is 
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generated by the automorphism U r sending every element to its rth 
power. We define r.p: Zq ---t Aut(Zp) by letting r.p send a generator 
of Zq to U r . Then r.p is a monomorphism with image K, which proves 
existence. Now if 'lj;: Zq ---t Aut(Zp) is another monomorphism, then 
by the uniqueness of K we must have 'lj;(Zq) = K = r.p(Zq); we now 
have Zp ~<p Zq ~ Zp ~'" Zq by Proposition 2.11, as required. • 

We will now demonstrate the use of Sylow's theorem as a tool in 
the study of finite simple groups. One consequence of part (iii) of Sy­
low's theorem which will be of particular use is that every p-element 
of G is contained in a Sylow p-subgroup of G; this will allow us to use 
information about the Sylow p-subgroups of G to count the number 
of p-elements of G. 

THEOREM 4. A5 is simple. 

PROOF. We have IA51 = 5!/2 = 60 = 22 .3.5. We see from Sylow's 
theorem and Corollary 1 that the number of Sylow 5-subgroups of 
A5 divides 60/5 = 12 and is congruent to 1 modulo 5; using the 
fact that any 5-cycle generates a Sylow 5-subgroup, we observe that 
this number is not 1. Thus A5 has 6 Sylow 5-subgroups. As no two 
of these subgroups can have an element of order 5 in common, we 
conclude that A5 has 6· (5 - 1) = 24 elements of order 5. Similarly, 
A5 could have 1, 4, or 10 Sylow 3-subgroups, and by inspection 
the number of Sylow 3-subgroups exceeds 4; consequently, A5 has 
10 . (3 - 1) = 20 elements of order 3. 

Let 1 SiS 5, let {a, b, e, d} be the complement in {1, 2, 3, 4, 5} 
of {i}, and let Vi = {1, (a bXe d), (a eXb d), (a dXb en. We see 
easily that each Vi is a Sylow 2-subgroup of A5 and that if i i= j 
then Vi n Vj = 1. By inspection, we see that pVip-l = Vp(i) for 
any p E A5 • It now follows from part (ii) of Sylow's theorem that 
Vi, ... , lis are the only Sylow 2-subgroups of A5 • It also follows that 
A5 has 5 . (4 - 1) = 15 elements of order 2 and that every element of 
order 2 in A5 is conjugate with some other element of order 2. 

Now suppose that N is a proper normal subgroup of A5 , and let 
n = INI s 30. Suppose that 5 I n. Then N contains a Sylow 
5-subgroup of A5; but as N is normal in G, N also contains all con­
jugates of that Sylow 5-subgroup and hence all 6 Sylow 5-subgroups 
of A5 • In particular, N contains 24 elements of order 5, which forces 
n = 30. Now 3 I 30, so N contains 1, and hence all 10, Sylow 
3-subgroups of A5; thus N contains 20 elements of order 3, which 
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is a contradiction. Therefore 5 t n, which gives n ~ 12. If 3 I n, 
then by the argument just given, N contains 20 elements of order 3, 
which is a contradiction; therefore n = 1, 2, or 4. If n = 4, then 
N is a Sylow 2-subgroup of A5 and hence has 5 conjugates in A5, 
which contradicts the normality of N. But we observed previously 
that each element of order 2 in A5 has some conjugate other than 
itself; consequently A5 cannot have a normal subgroup of order 2. 
Therefore n = 1, which proves that A5 is simple. • 

THEOREM 5. Any simple group of order 60 is isomorphic with A5 • 

PROOF. Let G be a simple group of order 60. As observed after 
Proposition 3.1, if G has a subgroup of index n, then there is a 
monomorphism from G to En associated with the action of G via left 
multiplication on the coset space of that subgroup. Since IGI > IEnl 
when n < 5, we conclude that G cannot have a proper subgroup of 
index less than 5. We shall now show that G does have a subgroup 
of index exactly 5 and consequently that G is isomorphic with a 
subgroup of E5 • 

Suppose that G does not have a subgroup of index 5. By Corol­
lary 1, the number of Sylow 2-subgroups of G divides 60/4 = 15; 
since this number is equal to the index in G of the normalizer of 
a Sylow 2-subgroup, by our hypothesis and the previous paragraph 
it must be 15. Let 8 1 and 8 2 be distinct Sylow 2-subgroups of G, 
and suppose that there is some 1 =I- t E 8 1 n 8 2 • Then ICc(t)1 > 4 
since 8 1 and 8 2 are distinct and abelian, and 4 divides ICc(t)1 since 
8 1 ~ Cc(t); hence we must have IG : Gc(t)1 ~ 5. Our hypothesis and 
the previous paragraph force Cc(t) = G; but this gives t E Z(G), 
which contradicts the simplicity of G. Therefore, no two of the 15 
Sylow 2-subgroups of G have a non-trivial element in common, and 
hence G has 15 . (4 - 1) = 45 elements of order 2 or 4. But G is 
simple, so G must have more than one Sylow 5-subgroup; thus G has 
6 Sylow 5-subgroups and therefore has 24 elements of order 5. This 
gives a contradiction. Consequently, we can conclude that G does 
have a subgroup of index 5, and hence that G is isomorphic with a 
subgroup of E5 • 

We now identify G with its isomorphic copy inside E 5 . Since 
IE5 : GI = 2, we have G ~ E5 by Proposition 1.8. Suppose that 
G =I- A5· Then IGA51 > 60, which forces GA5 = E5. Proposition 3.10 
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now gives 

IG A 1= IGIIA51 = 60·60 = 30 
n 5 IGA51 120 ' 

and hence IG : G n A51 = 2. We now have 1 i= G n A5 <I G by 
Proposition 1.8, which contradicts the simplicity of G. Therefore 
G = A5 • (Observe that this argument can also be used to show that 
A5 is the only non-trivial proper normal subgroup of E5') • 

COROLLARY 6. PSL(2, 4) ~ PSL(2, 5) ~ A5 • 

PROOF. We have I PSL(2, 4)1 = IPSL(2,5)1 = 60 by Proposi­
tion 6.5; but PSL(2,4) and PSL(2,5) are simple by Theorem 6.8, 
and so the result follows from Theorem 5. • 

It is a relatively easy exercise to show that the only simple groups 
of order less than 60 are the cyclic groups of prime order, and hence 
that A5 is the non-abelian finite simple group having smallest or­
der. The non-abelian finite simple group of next smallest order is 
PSL(2, 7), which has order 168. 

EXERCISES 

Throughout these exercises, G is a finite group and p is a prime divisor 
of IGI. 

1. Let H ~ G and let P be a Sylow p-subgroup of G. Prove, without 
reference to Sylow's theorem, that there is some conjugate of P 
whose intersection with H is a Sylow p-subgroup of H. 

2. (cont.) Use Exercise 1 to give an alternate proof of part (i) of 
Sylow's theorem. 

3. Give an alternate proof of parts (ii) and (iii) of Sylow's theorem 
by considering the action of an arbitrary p-subgroup Q of G on the 
coset space G/P, where P is a Sylow p-subgroup of G. 

4. Prove the following generalization of part (iv) of Sylow's theorem: 
If IGI is divisible by pb, and H ~ G has order pa where a :s; b, 
then the number of subgroups of G that both contain H and have 
order pb is congruent to 1 modulo p. 

5. Show that if P is a Sylow p-subgroup of G, then Na(P) is a self­
normalizing subgroup of G, meaning that Na(Na(P)) = Na(P). 
(Any subgroup of G that can be written as Na(P) for some non­
trivial p-subgroup P of G is said to be a p-local subgroup of G.) 

6. Given a prime p, find an example of a finite group having exactly 
1 + p Sylow p-subgroups. Can this be done for 1 + 2p? 1 + 3p? 
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7. Show that if G has exactly 1 + kp Sylow p-subgroups for some 
kEN, then there is a subgroup of El+kp having exactly 1 + kp 
Sylow p-subgroups. 

8. Let n ~ 6, and assume by induction that An - 1 is simple. Let N 
be a non-trivial proper normal subgroup of An· 

(a) Show that An = N ~ A n- 1. 
(b) Let N# be the set of non-identity elements of N, and con­

sider the action of An - 1 on N# given by the conjugation 
homomorphism from An - 1 to Aut(N). Show that N# is 
isomorphic as an An_1-set to {I, ... , n - I}. 

(c) Show that An - 1 acts triply transitively on N#. (An action 
of a group G on a set X is triply transitive if for every pair 
of triples (Xl,X2,X3) and (YbY2,Y3), where Xi,Yi E X for 
all i and Xi i=- Xj (resp., Yi i=- Yj) when i i=- j, there is some 
9 E G such that gXi = Yi for all i.) 

(d) Derive a contradiction, and conclude that An is simple. 

The remaining exercises develop a proof that if G is a finite simple 
group with IGI ::; 200, then either G ~ Zp for some prime p, or G ~ A5 , 

or G ~ PSL(2,7). This was established by Holder in 1892. We will need 
to assume two facts, which will be proved in later sections: 

A. If IGI = pn where n > 1, then G is not simple (Section 8). 
B. If G is a p-group and H < G, then H < Na(H) (Section 11). 

9. Show that G is not simple whenever one of the following statements 
is true, where p is an odd prime: 

(a) IGI = 2mpn, where 2k t=. 1 (mod p) for any 1 ::; k ::; m. 
(b) IGI = pnq, where q i=- p is prime and q t=. 1 (mod p). 
(c) IGI = ap, where p f a and kp + 1 f a for any kEN. 

10. Show that G is not simple whenever one of the following statments 
is true: 

(a) IGI = pa(p + 1), where a > 1. 
(b) IGI = pa(p + 3), where a > 3 if p = 2 and a > 1 if p > 3. 
(c) IGI = pa(p2 - 1), where a > 1 and p is odd. 

11. Show that if IGI E {30, 56,105, 132}, then G is not simple. 
12. Show that G is not simple in the following cases: 

(a) IGI = 90. (HINT: Show that if Q is a Sylow 3-subgroup of G 
and 1 i=- x E Q, then Ga(x) = Q.) 

(b) IGI = 112. (HINT: Use fact B above to show that any two 
Sylow 2-subgroups of G intersect trivially.) 

(c) IGI = 120. (HINT: Show that G imbeds in E6 , and contra­
dict Exercise 3.8.) 
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(d) IGI = 144. (HINT: Argue as in part (i) above.) 
(e) IGI = 180. (HINT: Show that if Q is a Sylow 3-subgroup 

of G and 1 # x E Q, then IGa(x) : QI ~ 2.) 

From fact A above and Exercises 9-12, we can conclude that if G is a simple 
group with IGI ~ 200, then IGI either is prime or is equal to either 60 or 
168. (Verify this.) In light of Theorem 5 and Theorem 6.8, all we need now 
show is that any two simple groups of order 168 = 23 ·3· 7 are isomorphic. 
We accomplish this in Exercises 13-17 below by showing that any simple 
group of order 168 is isomorphic with a specific subgroup of As. (Compare 
with Exercise 6.9.) Let G be a simple group of order 168, let P = <x> be 
a Sylow 7-subgroup of G, and let H = Na(P). 

13. Show that H = {g E G I gxg- 1 E P} is a non-abelian group of 
order 21 which is generated by x and y, where y has order 3 and 
yxy-l = x4. 

14. (cont.) Show that Na( <y» is isomorphic with 1:3 and is gener­
ated by y and z, where z has order 2 and yzy = z. 

15. (cont.) Show that G/H = {H,zH,xzH, ... ,x6zH}. Conclude 
that G = <x, y, z>. 

Let cp: G -+ 1:s be the monomorphism corresponding to the action of G 
on the coset space G/H. Observe that cp(G) = cp(G)' ~ 1:~ ~ As. View 
1:s as the group of permutations of the set {oo, 0,1,2,3,4,5, 6}; for each 
o ~ i ~ 6, associate i with the coset Xi zH, and associate 00 with the 
coset H. 

16. (cont.) Show that cp(x) = (0123456), that cp(y) = (14 2X3 5 6), 
and that cp(z) = Zi for some i, where ZI = (00 0X1 3X2 5X4 6), 
Z2 = (00 0X1 5X2 6X3 4), and Z3 = (00 0X1 6X2 3X4 5). 

17. (cont.) Let Li =<cp(x),cp(y),Zi>~ As for i = 1,2,3. Show that 
Ll = L2 = L3. Conclude that G is uniquely determined up to 
isomorphism. 

8. Finite p-groups 
We have seen that Sylow's theorem allows us to gain informa­

tion about finite groups by concentrating on the properties of their 
subgroups of prime-power order. This motivates the study of finite 
p-groups, a rich subject whose surface we shall but scratch in this 
section. Our first result is the most basic property of finite p-groups. 
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THEOREM 1. If P is a non-trivial finite p-group, then Z(P) is also 
non-trivial. Moreover, if 1 =1= N ~ P, then N n Z(P) =1= 1. 

PROOF. Suppose that Z(P) = 1. Let Kl = {I}, K 2, ... , Kr be the 
conjugacy classes of P. If Ki = {x} for some i and some x E P, then 
gxg-1 = x for all 9 E P, which shows that x E Z(P) = 1. Therefore, 
IKil > 1 for each 1 < i ~ r. But each Ki is an orbit under the 
action of P on itself by conjugation (as in Proposition 3.13), and 
thus IKil divides IPI for all i by Corollary 3.5; since P is a p-group, 
we must have IKil == 0 (mod p) for each 1 < i ~ r. We now have 
IPI = 1 + IK21 + ... + IKrl == 1 (mod p), since P is the disjoint union 
of K 1 , • •• , K r . This is a contradiction, since IPI is divisible by p. 
Therefore, Z(P) is non-trivial. Now let 1 =1= N ~ P. Then N is 
the disjoint union of the K j for all j in some subset S of {I,. " ,r}, 
where S contains 1 and lSI> 1. If N n Z(P) = 1, then we would 
have IKjl > 1 for all 1 =1= j E S, which as above would lead to the 
contradiction that INI == 1 (mod p). • 

In particular, this implies that the only finite simple p-groups 
are the groups of prime order, as was mentioned in the exercises to 
Section 7. 

The center of a non-abelian finite p-group cannot be trivial, but 
neither can it be too large: 

LEMMA 2. If G is a non-abelian group, then G/Z(G) cannot be 
cyclic. In particular, if P is a finite p-group, then IP : Z(P)I =1= p. 

PROOF. Suppose that GjZ(G) = <xZ(G» for some x E G. 
Then G would be generated by the set S = Z(G) U {x}. But every 
pair of elements of S commutes; Proposition 1.2 now implies that 
<S> = G is abelian, which is a contradiction. If P is a finite p-group 
and IP: Z(P)I = p, then P/Z(P) is necessarily cyclic, contradicting 
the above. • 

Recall that a proper subgroup H of a group G is said to be max­
imal if there is no proper subgroup of G that properly contains H. 
If G is a non-trivial finite group, then G has maximal subgroups, 
and every proper subgroup of G is contained in some maximal sub­
group. We now show that maximal subgroups of finite p-groups are 
particularly well-behaved. 

PROPOSITION 3. If P is a finite p-group, then every maximal sub­
group of P is normal in P. 
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PROOF. We shall use induction on IPI. If IPI = 1, then P has 
no maximal subgroups; if IPI = p, then P ~ Zp and the result 
holds. Thus, we can assume that IPI > p and that the result is 
true for all p-groups of order less than IPI. Let M be a maxi­
mal subgroup of P, and let Z = Z(P). Now Z ~ P, so MZ 
is a subgroup of P which contains M; by the maximality of M, 
we have either MZ = P or MZ = M. If MZ = P, then as 
M and Z are clearly contained in NG(M), we see that M <l P. 
Now suppose that MZ = M. Then Z ~ M, and by the corre­
spondence theorem we see that M j Z is a maximal subgroup of the 
p-group PjZ. Since Z =1= 1 by Theorem 1, we have IPjZI < IPI, 
so by induction we have MjZ <l PjZ, which gives M <l P by the 
correspondence theorem. • 

COROLLARY 4. Any maximal subgroup of a finite p-group is of 
index p. 

PROOF. Let P be a finite p-group and let M be a maximal sub­
group of P; then M <l P by Proposition 3. As P j M is a non-trivial 
p-group, it follows via Cauchy's theorem that P j M has a subgroup 
of order p, which must have the form L j M for some M <l L ~ P. 
But as M is maximal in P, we must have L = P, and consequently 
IP:MI =p .• 

Our next task is to classify the finite abelian p-groups. We require 
the following lemma. 

LEMMA 5. Every non-generator of a cyclic p-group P is a pth 
power in P. 

PROOF. By Theorem 1.4, P has a unique subgroup Q of index p 
which is generated by xP , where x is a generator of P. If y E Q, then 
for some n we have y = (xP)n = (xn)P; hence every element of Q is a 
pth power in P. But by Corollary 4, Q must be the unique maximal 
subgroup of P and thus is exactly the set of non-generators of P, 
as the generators are precisely the elements that do not lie in any 
maximal subgroup. • 

THEOREM 6. A finite abelian p-group is a direct product of cyclic 
p-groups. 

PROOF. Let P be a finite abelian p-group. We shall use induction 
on IPI, so we may assume that IPI > p and that the result is true 
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for abelian p-groups of order less than IPI. Let Q be a maximal 
subgroup of P; then IP/QI = p by Corollary 4. By induction, we 
can write Q = Ql x ... X Qs, where Qi is cyclic of order pai for each i; 
without loss of generality we can take al 2: ... 2: as 2: 1. 

Let x be an element of P which does not lie in Q. Since IP/QI = p, 
we have xP E Q, and hence we have xP = Yl ... Ys, where Yi E Qi 
for each i. If for some i and some Xi E Qi we have Yi = xf, then 
(XX;l)p = xPx;P = xpy;l = Yl ... Yi-l . 1 . Yi+l ... Ys but XXiI rt. Q. 
From this observation and Lemma 5, we conclude that there exists 
x E P-Q such that xP = Yl ... Ys, where each Yi is either a generator 
of Qi or the identity. If xP = 1, then P is the direct product of <x> 
and the Qi. Hence we can assume that xP i= 1, in which case Yi i= 1 
for some i; let 1 :S j :S s be minimal such that Yj i= 1. 

We now have xP = Yj ... Ys. Since P is abelian, we see that the 
order of xP is the least common multiple of the orders of Yj,· .. ,Ys, 
namely paj ; hence l<x>1 = paj+l. Let Q ~ Q be the direct product 
of all the Qi except Qj. We have IQI = IQI/IQjl = IQI/pa j • If we 
can show that <x> n Q = 1, then <x>Q will be a direct product 
of order plQI = IPI, and hence P will be a direct product of cyclic 
p-groups. 

Consider an element xt of <x>. Since xP E Q and xn rt. Q for 
1 :S n < p, we see that xt E Q only when pit. Let t = mp for some 
O:S m < paj ; then we have xt = (xP)m = yj ... yr;'. Now yj i= 1, 
since m < paj = I<Yj>l; thus the unique decomposition of xt in 
Q = Ql X ... X Qs has a non-identity element in the coordinate as­
sociated to Q j. This shows that xt does not lie in Q, since Q consists 
precisely of those elements of Q whose unique decomposition in the 
direct product Q has the identity in the Qrcoordinate. Therefore, 
we have <x> n Q = 1 as required. • 

We now consider some of the ways in which knowledge about 
finite p-groups can be used to study arbitrary finite groups. Our 
next result is a standard tool in finite group theory and is of great 
importance in this regard. 

FRATTINI ARGUMENT. Let G be a finite group, let N :::l G, and 
let P be a Sylow subgroup of N. Then G = Nc(P)N. 

PROOF. Let 9 E G; then gPg- 1 ~ gNg- 1 = N. Hence P and 
gPg- 1 are both Sylow subgroups of N, so by Sylow's theorem they 
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are conjugate in N, and hence n(gPg-I )n- l = P for some n E N. 
From this we see that ng E NG(P), which allows us to conclude that 
9 E NG(P)n- 1 ~ NG(P)N. • 

THEOREM 7. The following statements about a finite group G are 
equivalent: 

(1) Every Sylow subgroup of G is normal in G. 
(2) G is the direct product of its Sylow subgroups. 
(3) Every maximal subgroup of G is normal in G. 

A finite group satisfying these equivalent conditions is said to be 
nilpotent; clearly, finite abelian groups and finite p-groups are nilpo­
tent. There is an equivalent definition of nilpotence which extends 
to infinite groups and which will be discussed in Section 11. 

PROOF. We will prove the equivalence of the above statements by 
showing the circular implications (1) :::} (2) :::} (3) :::} (1). 

Suppose first that (1) holds. Let PI, ... ,Pn be the distinct prime 
divisors of IGI, and for each 1 ::; i ::; n let Pi be a Sylow pi-subgroup 
of G. By hypothesis, the Pi are normal subgroups of G. Using 
Lagrange's theorem and Propositions 1.7 and 3.12, we can show by 
induction that Pl··· Pi is a normal subgroup of order !PII·· . !Pi I 
for every i. This gives G = PI ... Pn. The same argument allows us 
to conclude that !Pl··· Pi-IPi+I··· Pnl = IPII·· ·IPi- IIIPi+1I·· ·!Pn!, 
and hence that Pi n PI ... Pi- IPi+1 ... Pn = 1, for every i. It now 
follows that G is the direct product of the Pi. Therefore (1) :::} (2). 

Now suppose that (2) holds. Let M be a maximal subgroup of G, 
and let PI, ... ,Pn be the Sylow subgroups of G. (The Pi are unique 
by hypothesis.) By Proposition 2.10, M is the direct product of the 
M n Pi. Since M is maximal in G, we see that there is exactly one j 
for which M n Pj is maximal in Pj and that M n Pi = Pi for all 
other i. As M n Pj <J Pj by Proposition 3, we now see easily that 
M <J G. Therefore (2) :::} (3). 

Finally, suppose that (3) holds. Let P be a Sylow subgroup of G 
which is not normal in G. Then we have P ~ NG(P) < G, so there 
is some maximal subgroup M of G such that P ~ NG(P) ~ M. As 
P is a Sylow subgroup of M, and M <J G by hypothesis, the Frattini 
argument now gives G = NG(P)M ~ M, which is a contradiction. 
Therefore (3) :::} (1). • 
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As a consequence of this result and our previous work, we can now 
deduce a result that is often called the "basis theorem:" 

COROLLARY 8. A finite abelian group is a direct product of cyclic 
p-groups. 

PROOF. By Theorem 7, any finite abelian group is the direct prod­
uct of its Sylow subgroups; but by Theorem 6, each of those Sylow 
subgroups is a direct product of cyclic p-groups. • 

We close this section with a discussion of p-groups of small order. 
Clearly, any group of order p is isomorphic with Zp. By Theorem 1 
and Lemma 2, we see that any group of order p2 is abelian and hence 
by Theorem 6 is isomorphic with either Zp2 or Zp x Zp. Theorem 6 
also shows that any abelian group of order p3 is isomorphic with one 
of Zp 3, Zp2 x Zp, or Zp x Zp x Zp. 

We now wish to classify the non-abelian groups of order p3. We 
see from Theorem 1 and Lemma 2 that the center of such a group 
must have order p. We see also from Proposition 3 and Corollary 4 
that a maximal subgroup of such a group is a normal subgroup of 
order p2. For now we consider the case where p is odd. We will need 
the following rather technical lemma. 

LEMMA 9. Let G be a group and let x, y E G. If [x, y] E Z(G), 
n(n-l) 

then [xn,y] = [x,y]n and xnyn = (xy)n[X,Y]-2- for any n E N. 

PROOF. Consider the first statement; we shall use induction on n. 
Suppose that the statement is true for n E N. Then we have 

[xn+1, y] = xxnyx-n(y-ly)x-1y-l = x[xn, y]yx-1y-l 

= x[x, y]nyx-ly-l = [x, yt+1 

via the induction hypothesis. 
Now consider the second statement; again we shall use induction 

on n. Assume that the statement holds true for n E N. Then 

xn+1yn+1 = xxny(yxn)-l(yxn)yn = x[xn,y]yxnyn 
n(n-l) = x[x,y]n y(xy)n[x,Y]-2-

via the first statement and the induction hypothesis. • 
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PROPOSITION 10. If P is an odd prime, then there is exactly one 
isomorphism class of non-abelian groups of order p3 having elements 
of order p2. 

PROOF. Let P be a non-abelian group of order p3 having an el­
ement of order p2. We wish to show that we can find elements x 
and y of P such that x has order p, y has order p2, and x rt<y>. In 
this case, we would have P = <y> ~ <x>, since the subgroup <y> 
is maximal and therefore normal. 

Choose an element y of order p2, and choose some x rt<y>. As­
sume that x P 01- 1, for if not then we have found the desired elements 
x and y. We know that IZ(P)I = p, and by Theorem 1 we have 
<y> nZ(p) 01- 1; it follows that Z(P) is a subgroup of <y> hav­
ing order p, which by Theorem 1.4 forces Z(P) = <yP>. The group 
PI Z(P) has order p2 and, by Lemma 2, is not cyclic; hence it has ex­
ponent p. In particular, since (xZ(P))P = Z(P), we see that xP is a 
non-trivial element of Z(P), and so we must have x P = ykp for some 
1 ::; k < p. Replace y by y-k, so that xP = y-P; it is still true that 
y has order p2 and that x rt<y>. Now since P is non-abelian but 
PI Z (P) is abelian, and since Z (P) is simple, it follows from Propo­
sition 2.6 that pI = Z(P). In particular, we have [x, yJ E Z(P), and 

( [ 
p(p-l) 

by Lemma 9 we have xy)P = xPyP x, yJ 2 = 1. (Observe that 2 
divides p-l since p is odd.) Replace x by xy; we still have x rt<y>, 
and hence x and yare the desired elements. 

We have shown so far that any non-abelian group of order p3 
having an element of order p2 can be written as a semidirect product 
of Zp2 by Zp. From Proposition 2.1, we know that Aut(Zp2) is an 
abelian group of order p(p - 1). Sylow's theorem now implies that 
Aut(Zp2) has a unique subgroup of order p. Thus there exists a 
monomorphism from Zp to Aut(Zp2), and any two such maps must 
have the same image. The existence and uniqueness of a semidirect 
product of Zp2 by Zp now follows from Proposition 2.11. • 

PROPOSITION 11. If P is an odd prime, then there is exactly one 
isomorphism class of non-abelian groups of order p3 having no ele­
ments of order p2. 

PROOF. We easily see that any non-abelian group of order p3 
having no elements of order p2 can be expressed as the semi direct 
product of a maximal subgroup by the subgroup generated by an 
element not lying in that maximal subgroup. Therefore, it suffices 
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to consider semi direct products of Zp x Zp by Zp. Proposition 4.1 
gives Aut(Zp x Zp) ~ GL(2,p), where if Zp x Zp = <u, v>, then 
( ~ ~) E GL(2, p) corresponds to the automorphism sending u to uavc 

and v to ubVd. We have I Aut(Zp x Zp)1 = p(p - 1)2(p + 1) by 
Proposition 4.2, and hence all subgroups of order p of Aut(Zp x Zp) 
are conjugate by Sylow's theorem. Let 'lj; and r be monomorphisms 
from Zp to Aut(Zp x Zp). (Such monomorphisms exist; for instance, 
consider the map sending a generator of Zp to the automorphism 
corresponding to (6 D.) Then there is some j E Aut(Zp x Zp) 
such that r(Zp) = j'lj;(Zp)J-l = (j 0 'lj;)(Zp), where j is the in­
ner automorphism of Aut(Zp x Zp) induced by j. We now have 
(Zp x Zp) ~T Zp ~ (Zp x Zp) ~ jo,p Zp ~ (Zp x Zp) ~,p Zp by Propo­
sitions 2.11 and 2.12. • 

We now discuss the non-abelian groups of order 8. By Exer­
cise 1.2, any such group P must have an element of order 4. If 
P has elements x and y of respective orders 2 and 4 such that 
x f{.<y>, then by imitating the proof of Proposition 10 we conclude 
that P ~ Z4 ~<p Z2 ~ DB, where c.p is the unique monomorphism 
from Z2 to Aut(Z4) ~ Z2. This will happen unless P has exactly 
one element of order 2, a possibility we must now investigate. 

Suppose that t is the unique element of order 2 of P. Let yEP 
be an element of order 4, let Q = <y> <l P, and let x E P be 
such that P / Q = <xQ>. Since x cannot be of order 2, we must 
have x2 = t = y2. We now see that each element of P can be 
written uniquely as xayb for some 0 ~ a ~ 3 and 0 ~ b ~ 1. It 
is not hard to show that we must have yx = x3y; this completely 
specifies the group operation of P. It now follows that if such a 
group exists, then it is uniquely determined up to isomorphism. To 
show existence, we consider the subgroup of SL(2, 3) generated by 
x = (~ ~) and y = (~ 6), which is non-abelian of order 8 and which 
has a unique element (6 g) of order 2. (Here we are thinking of the 
field of 3 elements as being the set {O, 1, 2} with arithmetic performed 
modulo 3.) This group is called the quaternion group. We gave an 
alternate description ofthe quaternion group in Exercise 2.11, where 
it was shown that this group (unlike all other groups of order p3) 
cannot be written non-trivially as a semidirect product. 
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EXERCISES 

Throughout these exercises, p denotes a prime. 

1. Show that if P is a non-cyclic finite p-group, then P has a normal 
subgroup N such that PIN ~ Zp x Zp. 

2. Let P be a group of order pn. Show that P has a normal sub­
group Na of order pa for every 0 :::; a :::; n, and that these subgroups 
can be chosen so that Na is contained in Nb whenever a :::; b. 

3. Let G = GL(n,p), and let P be a Sylow p-subgroup of G. What 
is the order of Z(P)? What is the order of Z(P/Z(P))? If we let 
Z2(P) :::;; P be such that Z2(P)/Z(P) = Z(P/Z(P)) and continue 
in this way, what happens? 

4. Let U be the subgroup of GL( n, p) consisting of the upper uni­
triangular matrices, and let Q be the subgroup of U consisting of 
all matrices whose (i, j)-entry is zero whenever 1 < i < j < n. 
Determine Z(Q), and show that Q/Z(Q) is abelian. 

5. Show that subgroups and quotient groups of finite nilpotent groups 
are nilpotent, and that direct products of finite nilpotent groups 
are nilpotent. 

6. Let U be the subgroup of GL(3,p) consisting of the upper uni­
triangular matrices. Show that if p is an odd prime, then U is a 
non-abelian group of order p3 having no elements of order p2. If 
p = 2, with which group of order 8 is U isomorphic? 

FURTHER EXERCISES 

7. Show that a finite group G has a largest nilpotent normal subgroup, 
in the sense that it contains all nilpotent normal subgroups of G. 
(This subgroup is called the Fitting subgroup of G.) 

The intersection of all maximal subgroups of a finite group G is called 
the F'rattini subgroup of G and is denoted by <l>(G). 

8. Show that <l>(G) is a nilpotent normal subgroup of G. 
9. Show that 9 E <l>(G) iff whenever G = <S> and 9 E S, then 

G=<S-{g}>. 
10. Show that if P is a finite p-group, then P/<l>(P) is an elementary 

abelian p-group. 
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9. The Schur-Zassenhaus Theorem 
This section is devoted to another of the basic results of finite 

group theory, the Schur-Zassenhaus theorem. We first need some 
terminology. A complement to a normal subgroup N of a group G is 
a subgroup H of G such that G = N)4 H. A subgroup H of a finite 
group G is called a Hall subgroup if IHI and IG : HI are coprime. 

SCHUR-ZASSENHAUS THEOREM. Any normal Hall subgroup of a 
finite group has a complement. 

PROOF. Let N be a normal Hall subgroup of a finite group G. If 
G has a subgroup K of order n = IG: NI, then we have N n K = 1 
by Lagrange's theorem since nand INI are coprime, and hence we 
have INKI = INIIKI = IGI by Proposition 3.12, showing that K 
is a complement to N. Therefore, it suffices to show that G has a 
subgroup of order n. We shall assume by induction that any finite 
group of order less than IGI which has a normal Hall subgroup also 
has a subgroup whose order is equal to the index of that normal Hall 
subgroup. 

Let P be a Sylow subgroup of N. By the Frattini argument, we 
have G = Na(P)N. Now NN(P) = Na(P) n N ~ Na(P), and we 
have G/N = Na(P)N/N ~ Na(P)/Na(P) n N = Na(P)/NN(P) 
by the first isomorphism theorem. Thus INa(P) : NN(P)I = n, and 
since INN(P)I divides INI, we conclude that NN(P) is a normal Hall 
subgroup of Na(P). If Na(P) < G, then by induction Na(P), and 
hence G, has a subgroup of order n. Therefore, we assume that 
Na(P) = G, or equivalently that P ~ G. 

Suppose that P <l N. By the correspondence theorem, we have 
N/P ~ G/P and IG/P: N/PI = IG: NI = n. Since IN/PI divides 
INI and IG/PI < IGI, by induction G/P has a subgroup of order nj 
this subgroup must be of the form L/ P where P <l L ~ G. Now 
IL n NI divides both ILl = nlPI and INI, which since nand INI are 
coprime forces IL n NI ~ IPI. But P ~ L n Nj hence L n N = P, 
and in particular L < G. As IPI and IL/ PI = n are coprime, we see 
by induction that L, and hence G, has a subgroup of order n. We 
now assume that N = P. 

Suppose that N is non-abelian. Let Z = Z (N) j then 1 < Z <l N 
by Theorem 8.1 since N is a p-group, and since the center of a group 
is a characteristic subgroup, it follows from Exercise 2.4 that Z <l G. 
By the correspondence theorem, G / Z has a normal subgroup N / Z 
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of index n. Thus by induction, G I Z has a subgroup of order n of the 
form LIZ where Z <l L ~ G. Arguing as in the previous paragraph, 
we find that L n N = Z and in particular that L < G. Here IZI 
and ILIZI = n are coprime, so by induction L, and hence G, has a 
subgroup of order n. 

It now suffices to prove that if A is an abelian normal Hall sub­
group of G, then A has a complement in G. Within the abelian 
group A, we shall adopt additive notation, but we will retain multi­
plicative notation when considering A as a subgroup of G. (Our new 
choices of notation are due to the connections of what follows with 
the cohomology of groups; these connections will be discussed both 
after the proof and in the further exercises.) 

Let H = G I A, and let h E H; we view h as being a coset of 
A in G. If t and u are elements of G which are contained in the 
coset h, then we have t-1u E A since tA = uA = h, and hence we 
have txt- l = uxu-l for any x E A since A is abelian. Consequently, 
for x E A and h E H, we can define hX E A to be txt- l for any 
t E h. This gives an action of H on A; furthermore, this action has 
the additional property that h(X + y) = hX + hy for any x, yEA, 
and h( -x) = -( hX ) for any x E A. (We can interpret this as giving 
a homomorphism from H to Aut(A).) 

For each coset h E H, we select some element th E h; this gives an 
n-element set {th I hE H} which is a transversal of A in G. The fact 
that fhllh2A = (th1h2 A)-1 = (h1h2)-1 = h"2lhl1 for any hI, h2 E H 
allows us to conclude that thl th2 fhllh2 E A. Thus we can use our 
choice of coset representatives to define a function f: H x H ---t A 
by letting f(h l ,h2) E A be such that thlth2 = f(h l ,h2)th1h2. We 
have thl(th2tha) = (thlth2)tha for any hl,h2,h3 E H by associativity 
in G, but we also have 

thl (th2th3) = thJ(h2, h3)th2ha = thJ(h2, h3)fhllthl th2ha 

= hl f(h2, h3)f(hl , h2h3)thlh2h3' 

and (thlth2)tha = f(hl,h2)thlh2th3 = f(hl,h2)f(hlh2,h3)thlh2h3' We 
conclude that the function f satisfies the cocycle identity 
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Suppose that a set map c: H -t A satisfies 

for all hI, h2 E H. Then we would have 

C(hIh2)thlh2 = c(hl ) hlC(h2)f(hlh2)thlh2 

= c(hdthl C(h2)thllthl th2 

= c(hl)th1 C(h2)th2 

for all hI, h2 E H. In this case, the map <p: H -t G defined by 
<p(h) = c(h)th would be a group monomorphism, and its image would 
be a subgroup of G of order IHI = n. (If 1 i- h E H, then th ~ A 
and hence c(h)th i- 1, showing that ker<p is trivial.) Hence it suffices 
to show the existence of such a function c. 

Define a function e: H -t A by e(h) = L f(h,k) for h E H. 
Using the cocycle identity, we have kEH 

kEH kEH 

and hence nf(hl , h2) = -e(hIh2)+e(hl)+hle(h2) for any hI, h2 E H. 
Since A is abelian, the map sending each element of A to its nth 
power is an endomorphism of A, and as nand IAI are coprime we 
find that this map is an automorphism. Therefore, each x E A has a 
unique pre image under the nth power map, which we denote by ~x; 
observe that ~(x+y) = ~x+ ~Y for any x, yEA, and ~(-x) = -~x 
for any x E A. We now define c: H -t A by c(h) = -~e(h) for 
h E H, and it follows that 

for any hI, h2 E H as required. • 

We now wish to fit some of the ideas developed in the proof 
of the Schur-Zassenhaus theorem into a more general framework. 
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Let H be an arbitrary group, and let A be an abelian group writ­
ten additively. Suppose that we have an action of H as automor­
phisms of A, or equivalently a homomorphism from H to Aut(A). 
A function f: H x H ~ A satisfying the cocycle identity given in 
the above proof is called a 2-cocycle of the pair (H, A). The set 
of all 2-cocycles of (H, A) is denoted by Z2(H, A), and if we de­
fine (f + g)(hl' h2) = f(hI, h2) + g(hl' h2) for f, g E Z2(H, A) and 
hI, h2 E H, then Z2(H, A) becomes an abelian group. A 2-cocycle 
is called a 2-coboundary if there is a function c: H ~ A such that 
f(h l , h2) = c(hd + hIC(h2) - C(hlh2) for all hI, h2 E H. The set 
of 2-coboundaries of (H, A) is denoted by B2(H, A) and is a sub­
group of Z2(H, A). The quotient group Z2(H, A)j B2(H, A) is called 
the second cohomology group of (H, A) and is denoted by H2(H, A). 
(This terminology comes from algebraic topology. We shall define 
the nth cohomology group of (H, A) for any n E N in the further 
exercises to Section 12.) 

Now suppose that A is an abelian normal Hall subgroup of a fi­
nite group G. We showed during the proof of the Schur-Zassenhaus 
theorem that any 2-cocycle f of (G j A, A) was a 2-coboundary, or 
equivalently that H2(GjA,A) = O. (The difference of sign between 
the definition of 2-coboundary given above and what was established 
in the proof is irrelevant.) Furthermore, we showed that this fact im­
plied the existence of a complement to A in G. We attempt to make 
this connection between the second cohomology group of (GjA, A) 
and the existence of complements to A in G more transparent in the 
further exercises below. 

A stronger version of the Schur-Zassenhaus theorem asserts that if 
N is a normal Hall subgroup of a finite group G, then not only does N 
have a complement in G, but all such complements are conjugate 
in G. To prove this, one needs the concept of solvable groups, which 
we shall introduce in Section 11; see [22, pp. 246-8J for further 
details. 

EXERCISES 

1. Suppose that G is a finite group such that G = N )<I H, where H 
is abelian. Show that if INI and IHI are relatively coprime, then 
all complements to N in G are conjugate. 

2. Repeat Exercise 1 under the assumption that H is nilpotent rather 
than abelian. 
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FURTHER EXERCISES 

These exercises are a continuation of the further exercises to Section 2. 
Let Nand H be groups. A factor pair of N by H is a pair (I, cp) of set 
maps f: H x H -t Nand cp: H -t Aut(N) satisfying properties 1, 2, 
and 3 listed on page 27. Let £ be the set of extensions of N by H, and 
let F be the set of factor pairs of N by H. In what follows, we will always 
use "extension" to mean an element of £, and "factor pair" to mean an 
element of F. 

3. Let (f, cp) be a factor pair, and define 

(x, a)· (y,{3) = (xcp(a)(y)f(a,{3),a{3) 

for (x, a), (y, (3) E N x H. Show that this gives a group structure 
on N x Hj call this group Ej,'P. Show further that (Ej,'P' i, 71") is 
an extension, where i(x) = (x, 1) and 7I"(x,a) = a, and that (f,cp) 
is the factor pair arising from some normalized section of Ej,'P. 
(Observe that this construction generalizes the notion of external 
semidirect product.) 

We have seen in Exercise 2.13 that an extension gives rise to a factor pair 
via a choice of normalized section, and we have just given an explicit con­
struction of an extension from a given factor pair. We view these processes 
as giving maps between £ and F, and we now investigate the relationship 
between these maps. We must first consider the relation between factor 
pairs arising from different normalized sections of the same extension. 

4. (cont.) Suppose that t and u are normalized sections of an exten­
sion E, and let (f, cp) and (g, p) be the factor pairs arising from 
t and u, respectively. Let c: H -t N be the set map such that 
u(a) = c(a)t(a) for every a E H. Show that the following proper­
ties hold: 

4 p(a) = w(c(a))cp(a) for a E H, where w(c(a)) is the inner 
automorphism of N coresponding to c( a). 

5 g(a,{3) = c(a)cp(a)(c({3))f(a,{3)c(a{3)-l for a,{3 E H. 

The above exercise motivates the following definition: We say that two 
factor pairs (f, cp) and (g, p) are equivalent if there is a map c: N -t H 
such that properties 4 and 5 hold. (Verify that this is an equivalence 
relation on F.) Let F denote the set of equivalence classes of factor pairsj 
we will use [f, cp] to denote the class of the factor pair (f, cp). We have 
a well-defined map from £ to F which sends an extension to the class of 
a factor pair arising from any normalized section. We must now consider 
what happens when we pass from F back to £ via the construction in 
Exercise 3. Here we will need to recall the exact definition of an extension. 
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5. (cont.) Let (f,rp) and (g,p) be factor pairs, with [I,rp] = [g,p]. 
Let i: N ~ Ef,cp and j: N ~ Eg,p be the natural inclusions (of 
N into the underlying set N x H), and let 71': Ef,cp ~ Hand 
T: Eg,p ~ H be the natural projections (of the underlying set 
N x H onto H). Show that there is an isomorphism e: E f,cp ~ Eg,p 
such that e 0 i = j and TOe = 71'. 

Motivated by the above exercise, we say that two extensions (E, i, 71') and 
(F, j, T) are equivalent if there is an isomorphism e: E ~ F such that 
eoi = j and TOe = 71'. (Verify that this gives an equivalence relation on e.) 
We let e denote the set of equivalence classes of extensions, and we let [E] 
denote the class of an extension E. In this context, Exercise 5 asserts that 
there is a well-defined map from F to e, sending [I, rp] to [Ef,cp]' 

6. (cont.) If p is an odd prime, show that Zp2 can be realized in p-l 
nonequivalent ways as an extension of Zp by Zp. 

7. (cont.) We have already obtained a map from e to F, sending 
an extension E to the class of the factor pair arising from any 
normalized section of E. Show that this map induces a map from e 
toF. 

8. (cont.) Show that the map from e to F obtained in Exercise 7 
is inverse to the map from F to e sending [I, rp] to [Ef,cp]. Con­
clude that there is a bijective correspondence between the set of 
equivalence classes of extensions and the set of equivalence classes 
of factor pairs. 

Exercise 8 implies that in order to study extensions up to equivalence, it 
suffices to study equivalence classes of factor pairs. The next two exercises 
give a slight refinement of the correspondence just obtained. 

9. (cont.) Let "I: Aut(N) ~ Out(N) be the natural map. Show 
that if (f, rp) and (g, p) are any two factor pairs arising from an 
extension E, then "10 rp = "lop, and this map from H to Out(N) 
(which we denote by 'l/JE) is a homomorphism. Conclude that there 
is a well-defined map from e to the set of homomorphisms from H 
to Out(N), sending E to 'l/JE. 

10. (cont.) Let 'I/J: H ~ Out(N) be a given homomorphism. Show 
that there is a bijective correspondence between the set of classes 
[E] of e for which 'l/JE = 'I/J and the set of classes [I, rp] of F for 
which "10 rp = 'I/J, where "I: Aut(N) ~ Out(N) is the natural map. 

We now consider the case where the group N is abelian; we write A 
instead of N, and we will use additive notation for A. Observe that 
Out(A) = Aut(A). We fix a homomorphism rp: H ~ Aut(A), and we 
write xa in lieu of rp(x)(a) for x E H and a E A. We would like to study 
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those equivalence classes [EJ of extensions of N by H for which '¢E = 'P; 
we say that such extensions respect the action of H on A. By Exercise 10, 
it suffices to study equivalence classes [I, 'PJ of factor pairs of A by H. We 
suppress 'P in our notation, so that we are studying functions I: H x H ...... A 
such that I(x, 1) = l(l,x) = 0 for all x E H and which in addition satisfy 

I(x, y) + I(xy, z) = xl(y, z) + I(x, yz) 

for all x, y, z E H, with two such functions I and 9 being equivalent if there 
is a map c: H ...... A such that c(l) = 0 and 

g(x, y) = I(x, y) + c(x) + xc(y) - c(xy) 

for all x, y E H. As discussed in the section, the set H2(H, A) of equivalence 
classes of such functions forms an abelian group that is called the second 
cohomology group of (H, A). It now follows from Exercise 10 that there 
is a bijective correpondence between the group H2(H, A) and the set of 
equivalence classes of extensions of A by H which respect the action of H 
on A. In particular, if H2(H, A) = 0, then every extension of A by H is 
split. 

11. (cont.) Suppose that H and A are both finite. Show that the order 
of each element of H2(H, A) divides both IHI and the exponent 
of A. (This implies that H2(GjA, A) = 0 when A is an abelian 
normal Hall subgroup of a finite group G, which we established in 
proving the Schur-Zassenhaus theorem.) 



4 
Normal Structure 

The theme of this chapter is the examination of a group G through the 
study of descending series of subgroups of G in which each term is either 
normal in G or at least normal in the previous term. These series allow 
us to consider the "normal structure" of groups, an area of study that is 
fundamental to group theory. In Section 10 we discuss composition series 
and chief series, while in Section 11 our attention turns to the derived 
series and to central series, and hence to the concepts of solvability and 
nilpotence. 

10. Composition Series 
We say that a series of subgroups G = Go > G1 > ... > Gr = 1 

of a group G is a composition series of G if GH1 <l Gi for every i 
and if each successive quotient GdGH1 is simple. The above com­
position series is said to have length r. The successive quotients of 
a composition series are called the composition factors of the series. 
More generally, a group is said to be a composition factor of G if it is 
isomorphic with one of the composition factors in some composition 
series of G. 

For example, consider the group ~5' It has a normal subgroup A5 
that is simple by Theorem 7.4. Since ~5/ A5 ~ Z2 is also simple, we 
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see that ~5 > A5 > 1 is a composition series of ~5' In fact, this is 
the only composition series of ~5, for we observed in the proof of 
Theorem 7.5 that the only non-trivial proper normal subgroup of ~5 
is A5 • 

We say that N is a maximal normal subgroup of a group G if 
N <I G and if there is no proper normal subgroup of G that prop­
erly contains N. Any non-trivial finite group has maximal normal 
subgroups. We see using the correspondence theorem that N is a 
maximal normal subgroup of G iff GIN is simple. A maximal sub­
group that is also normal is clearly a maximal normal subgroup (and 
must be of prime index), but a maximal normal subgroup need not be 
a maximal subgroup, for it could be properly contained in a proper 
subgroup that is not normal. For example, the group A5 x Z2 has 
1 x Z2 as a maximal normal subgroup that is not maximal. 

PROPOSITION 1. Finite groups have composition series. 

PROOF. Let G be a finite group. We use induction on IGI. If G 
is simple, then G > 1 is a composition series of G, and otherwise 
G has some maximal normal subgroup G I , which has a composition 
series G I > G2 > ... > Gr = 1 by induction. Since GIGI is simple, 
it now follows that G = Go > G I > ... > Gr = 1 is a composition 
series of G. • 

Infinite groups need not have composition series. For example, 
using Theorem 1.5 we see that every non-trivial subgroup of the 
infinite cyclic group Z is isomorphic with Z; as Z is not simple, we 
conclude that Z has no simple subgroups and hence that we cannot 
construct a composition series of Z, since the last non-trivial term 
of such a series must be a simple subgroup of Z. 

LEMMA 2. Let G be a group that has a composition series, and 
let N :::l G. Then N has a composition series. 

PROOF. Let G = Go > G I > ... > Gr = 1 be a composition 
series of G. Let Ni = N n Gi for each i, so that we have a series 
N = No ~ NI ~ ... ~ Nr = 1 of subgroups of N. Fix some i. We 
easily see that NiH :::l Ni, and since N n GHI = (N n Gi) n GHI 
we have Nil NiH = N n Gd N n GHI ~ (N n Gi)GHdGiH by the 
first isomorphism theorem. Let",: Gi ---t GdGiH be the natural 
map; then (N n Gi)GHdGHI = ",(NnGi) :::l ",(Gi) = GdGiH , and 
hence Nil NHI is isomorphic with a normal subgroup of the simple 
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group GdGi+l. Therefore, either Ni = Ni+l' or Nd Ni+l ~ GdGi+l 
is simple; thus we obtain a composition series of N by deleting from 
the series N = No ~ Nl ~ ... ~ N r = 1 any repetitions that may 
occur. • 

Let G = Go > Gl > ... > Gr = 1 be a composition series, and 
suppose that G = Ho > Hl > ... > Hr = 1 is another composition 
series of the same length r. We say that these series are equivalent if 
there is some pEEr such that Gi-dGi ~ Hp(i)-d Hp(i) for every i. 
For example, let G = <x> ~ Z6, let G l = <X2>, let Hl = <x3>, and 
consider the two composition series G > Gl > 1 and G > Hl > 1; 
these are equivalent, as GIGl ~ Hd1 ~ Z2 and Gd1 ~ GIHl ~ Zs. 
(Here we take p = (12) E E2.) 

Our next result asserts that, up to equivalence, a group has at 
most one composition series. Consequently, a group having a com­
position series has a well-defined collection of composition factors, 
and an understanding of these factors gives a framework for gaining 
further information about the group. Since composition factors are 
simple groups, in studying arbitrary finite groups we would like to 
have comprehensive knowledge about the finite simple groups. The 
classification of all finite simple groups was completed in 1980 after 
two decades of concentrated work by a number of specialists, and it 
is generally regarded as one of the crown jewels of twentieth-century 
mathematics. 

JORDAN-HoLDER THEOREM. Suppose that G is a group that has 
a composition series. Then any two composition series of G have the 
same length and are equivalent. 

PROOF. Suppose that G = Go > Gl > ... > Gr = 1 and 
G = Ho > Hl > ... > Hs = 1 are two composition series of G. We 
use induction on r, the length of one of the composition series. If 
r = 1, then G is simple, and clearly in this case G > 1 is the only 
composition series of G. Now let r > 1, and assume by induction 
that the result holds for any group having some composition series of 
length less than r. If G l = H l , then G l has two composition series 
ofrespective lengths r -1 and s -1, and so by induction we see that 
r = s and that the two composition series of G l , and hence the two 
composition series of G, are equivalent. 

We now assume that Gl # H l . As Gl ~ G and Hl ~ G, we have 
GlHl ~ G by Proposition 1.7. But GIGl is simple, so we cannot 
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have Gl ~ Hl , and hence we must have Hl < GlHl , which since 
G/Hl is simple forces GlHl = G. Let K = Gl n Hl ~ G, and 
observe that we have G/G l ~ HdK and G/Hl ~ GdK by the first 
isomorphism theorem. (In particular, Gd K and Hd K are simple.) 
We have a composition series K = Ko > Kl > ... > K t = 1 of K 
by Lemma 2. 

We now have two composition series G l > G2 > ... > Gr = 1 and 
G l > K > Kl > K2 > ... > K t = 1 of G l . These are oflengths r-1 
and t+1, respectively; by induction, we see that t = r-2 and that the 
series are equivalent. Similarly, we now have two composition series 
Hl > H2 > ... > Hs = 1 and Hl > K > Kl > K2 > ... > K r - 2 = 1 
of H l . As these have respective lengths s -1 and r -1, by induction 
we see that r = s and that the series are equivalent. Finally, we ob­
serve that, because of the isomorphisms derived in the previous para­
graph, the composition series G = Go > G l > K > ... > K r - 2 = 1 
and G = Ho > Hl > K > ... > K r - 2 = 1 are equivalent. It now fol­
lows that our two initial composition series of G are equivalent. • 

Composition series are but one of many types of series of sub­
groups that play important roles in group theory, and so we now 
wish to introduce some general terminology. A series of subgroups 
G = Go ~ G l ~ ... ~ Gr = 1 of a group G is called a subnormal 
series of G if G i +1 ~ G i for every i; a subnormal series is called 
a normal series if Gi ~ G for every i. (Some authors use the ter­
minology "normal series" for what we call a subnormal series, and 
use "invariant series" for what we call a normal series.) Composi­
tion series are examples of subnormal series, but subnormal series 
can have successive quotients that are trivial or that are non-trivial 
but not simple. Two subnormal series of the same length are said 
to be equivalent if they satisfy the condition stated as the defini­
tion of equivalence of composition series. Any subnormal series that 
is obtained from a given subnormal series by interposing additional 
terms is called a refinement of the given subnormal series, and such 
a refinement is said to be proper if at least one of the interposed 
terms was not already present in the series. With this terminology, 
a composition series is a subnormal series that has no repeated terms 
and does not admit a proper refinement. 

A chief series of G is a normal series of G with no repeated terms 
and with the additional property that no normal subgroup of G 
is contained properly between any two terms of the series. Notice 
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the analogy: A composition series is a subnormal series having nO 
subnormal series as a proper refinement, and a chief series is a normal 
series having nO normal series as a proper refinement. The chief 
factors of a chief series are the succesive quotients, while a group 
is said to be a chief factor of G if it is isomorphic with a chief 
factor in some chief series of G. The analogue for chief series of the 
Jordan-Holder theorem, namely that any two chief series of a group 
have the same length and are equivalent, is true, and the proof is 
virtually identical to the proof given in the case of composition series. 
Both of these results are special cases of a more general result, the 
Jordan-Holder theorem for groups with operators, which we shall 
not discuss here. (See [26, Section 2.3].) 

We say that N is a minimal normal subgroup of a group G if 
1 =I- N :::l G and if there is no non-trivial normal subgroup of G that 
is properly contained in N. Any non-trivial finite group has minimal 
normal subgroups, and a simple group has a unique minimal normal 
subgroup, namely itself. 

PROPOSITION 3. Finite groups have chief series. 

PROOF. Let G be a finite group. We shall use induction On IGI. 
If G is simple, then G > 1 is a chief series for G; otherwise, G 
has a proper minimal normal subgroup N. By induction, GIN has 
a chief series, which by the correspondence theorem has the form 
GIN = GolN > GdN > ... > GriN = 1 where, for each i, G i :::l G 
and no normal subgroup of G lies properly between Gi - 1 and Gi . 

We now see that G = Go > G1 > ... > Gr = N > 1 is a chief series 
for G, since N is a minimal normal subgroup. • 

By definition, the composition factors of finite groups are simple 
groups. We will complete this section by determining the nature 
of chief factors of finite groups. Our first step is to rephrase this 
problem in different terms. 

LEMMA 4. Let G be a group having a chief series. Then every 
chief factor of G is a minimal normal subgroup of a quotient group 
ofG. 

PROOF. If G = Go > G 1 > ... > Gr = 1 is a chief series of G, 
then it follows from the correspondence theorem that the chief factor 
GdGi+l is a minimal normal subgroup of GIG i +!. • 
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THEOREM 5. A minimal normal subgroup of a finite group is a 
direct product of mutually isomorphic simple groups. 

PROOF. Let G be a finite group and let N be a minimal normal 
subgroup of G. Let Nl be a maximal normal subgroup of N, so 
that N / Nl is simple. Let N1, N 2 , .•. ,Nr be the conjugates of Nl 
in G; since N :s! G, each Ni is a maximal normal subgroup of N. If 
Ni = xN1x-1 for some x E G, then the map from N/N1 to N/Ni 
sending gN1 to xgx-1 Ni is a well-defined isomorphism, showing that 
the groups N / Ni are mutually isomorphic. Now since the Ni are the 
distinct conjugates of Nl in G, conjugation by 9 E G permutes the 
set {N1 , ... ,Nr }, and therefore 

g(N1 n ... n Nr)g-l = gN1g-1 n ... n gNrg-1 = Nl n ... n Nr. 

Hence Nln ... nNr :s! G. But Nln ... nNr < N, so by the minimality 
of N we must have Nl n ... n N r = 1. 

We will show that, for each 1 ::; i ::; r, the group N / Nl n ... n Ni 
is a direct product of groups isomorphic with N / N 1 ; the case i = r 
completes the proof. We shall use induction on i. The case i = 1 is 
trivial, so we take i > 1 and assume that the result holds for i - 1. If 
Nl n ... nNi - 1 ~ N i , then Nl n ... nNi = Nl n ... nNi - 1 and hence 
there is nothing to prove. Thus, we assume that Nln ... nNi - 1 1. N i , 

in which case we have Ni < (Nl n ... n Ni-dNi :s! N. We must have 
(N1 n ... n Ni-dNi = N, since Ni is a maximal normal subgroup 
of N. We now have 

N / Nl n ... n Ni = Nl n ... n Ni-d Nl n ... n Ni x Nd Nl n ... n Ni 

by Lemma 2.7. But we have 

Nl n ... n Ni-dNl n ... n N i - 1 n Ni ~ (N1 n ... n Ni-dNdNi 

= N/Ni ~ N/N1 

by the first isomorphism theorem, and similarly we have 

Nd Nl n ... n N i - 1 n Ni ~ (N1 n ... n Ni-1)Nd Nl n ... n N i - 1 
= N/N1 n ... n N i - 1. 

What we wished to show now follows by induction. • 

COROLLARY 6. A chief factor of a finite group is a direct product 
of mutually isomorphic simple groups. 

PROOF. This follows directly from Lemma 4 and Theorem 5. • 
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EXERCISES 

1. Show that an abelian group has a composition series iff it is finite. 
2. Show that GL(n, F) has a composition series iff F is finite. 
3. Using the third isomorphism theorem (Exercise 2.14), prove the 

Schreier refinement theorem: Any two subnormal series of a given 
group have equivalent refinements. 

4. (cont.) Use the Schreier refinement theorem to give an alternate 
proof of the Jordan-Holder theorem. 

5. Determine all composition series and all chief series of :En for n ?: 2. 
(HINT: Use Exercise 3.8.) 

6. Show that any group having a composition series has a chief series. 
7. (cont.) Show that any chief factor of a group having a composition 

series is a direct product of mutually isomorphic simple groups. 
8. Show that any finite group that has no proper non-trivial charac­

teristic subgroups is a direct product of mutually isomorphic simple 
groups. Use this to give a new proof of Theorem 5. 

11. Solvable Groups 
We define a series G(k) of subgroups of a group G by setting 

G(O) = G and taking G(k) to be the derived group of G(k-l) for kEN. 
This series is called the derived series of G. Since G(k+l) is a char­
acteristic subgroup of G(k) for each k by Lemma 2.5, we see via 
Lemma 2.4 that the derived series is a normal series of G. Moreover, 
we see from Proposition 2.6 that each successive quotient G(k) /G(k+1) 

of the derived series is abelian. 
We say that a group is solvable if its derived series terminates in 

the identity. (Authors from British Commonwealth countries often 
write "soluble" in lieu of "solvable" and hence "insoluble" in lieu 
of "non-solvable.") Since a group is abelian iff its derived group is 
trivial, we see that abelian groups are solvable. However, not all 
groups are solvable. For example, consider the group A5 • Since 
A5 is non-abelian, its derived group must be a nOll-trivial normal 
subgroup of A5. But A5 is simple by Theorem 7.5, so the derived 
group of A5 must be A5, and hence we have A~k) = A5 for all k. (A 
group whose derived group is itself is said to be perfect; by this same 
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argument, any non-abelian simple group is perfect, and in particular 
is not solvable. However, a perfect group need not be simple. For 
example, we established in Section 6 that if there is a non-trivial 
nth root of unity in F, then SL(n, F) is perfect but has non-trivial 
center, except when n = 2 and IFI = 3.) 

Solvable groups are to be thought of as the opposite of simple 
groups, in that simple groups have very few normal subgroups while 
solvable groups are rife with them. If this is a valid mode of thinking, 
then there should be very few groups which are both simple and 
solvable. This is indeed the case: 

PROPOSITION 1. A simple solvable group has prime order. 

PROOF. Let G be a simple solvable group. Since G is solvable, we 
cannot have G' = G; as G is simple and G' :s! G, this forces G' = 1, 
and so G is abelian. But every non-identity element of an abelian 
simple group must be a generator, and hence such a group must be 
finite and of prime order. • 

We now give some alternate characterizations of solvability. 

PROPOSITION 2. The following statements about a group G are 
equivalent: 

(1) G is solvable. 
(2) G has a normal series in which every successive quotient is 

abelian. 
(3) G has a subnormal series in which every successive quotient 

is abelian. 

PROOF. Clearly, we have (1) ~ (2) ~ (3), so we need only 
prove that (3) ~ (1). Suppose that we have a subnormal series 
G = Go ~ G I ~ ... ~ Gr = 1 in which each successive quotient is 
abelian. To show that G is solvable, it suffices to show that G(i) ~ Gi 
for each i, as this gives G(r) ~ G r = 1. We shall use induction 
on i. Since G / G I is abelian, we have G(l) ~ G I by Proposition 2.6. 
Now let i > 1 and assume by induction that GCi-l) ~ Gi - l . Then 
GCi) = (G(i-I))' ~ (Gi-d', and (Gi-d ~ Gi by Proposition 2.6 since 
Gi-dGi is abelian. • 

We now consider the relationship between the solvability of a given 
group and that of related groups. 
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PROPOSITION 3. (0 If G is solvable and H ~ G, then H is 
solvable. 

(ii) If G is solvable and N ~ G, then GIN is solvable. 
(iii) If N ~ G and both N and GIN are solvable, then G is 

solvable. 
(iv) If G and H are solvable, then G x H is solvable. 

PROOF. (i) This is clear, since H(k) ~ G(k) for all k. 
(ii) There is a normal series G = Go ~ GI ~ ... ~ Gr = 1 by Pro­

position 2 such that GiIGi+1 is abelian for each i. Consider 
the series GIN = GoN IN ~ GIN IN ~ ... ~ GrN IN = 1. 
Fix some i. Since Gi ~ G and N ~ G, we have GiN ~ G and 
hence GiN IN ~ GIN. Since GiN = Gi(Gi+IN), we have 
(GiNIN)/(Gi+ININ) ~ GiN IGi+1N ~ GilGi n Gi+IN by 
the first and second isomorphism theorems. We now see via 
the second isomorphism theorem that G d Gin G i+1 N is a 
quotient of the abelian group GdGi+1 and hence is abelian. 
Therefore, we have constructed a normal series of GIN hav­
ing abelian successive quotients, and hence GIN is solvable 
by Proposition 2. 

(iii) There are subnormal series N = No ~ NI ~ ... ~ Nr = 1 and 
GIN = GolN ~ GdN ~ ... ~ GslN = 1 by Proposi­
tion 2 such that NiINi+1 and (GdN)/(Gi+1/N) ~ GdGi+1 
are abelian for each i. We now see that 

G = Go ~ GI ~ ... ~ Gs = N = No ~ NI ~ ... ~ Nr = 1 

is a subnormal series of G having abelian successive quotients, 
and hence that G is solvable by Proposition 2. 

(iv) Here 1 x H ~ H is a solvable normal subgroup of G x H, 
and G x H II x H ~ G is also solvable, so it follows from 
part (iii) that G x H is solvable. • 

We can now deduce a more concrete equivalent condition to solv­
ability: 

PROPOSITION 4. A group having a composition series is solvable 
iff all of its composition factors have prime order. (In particular, 
such groups are finite.) 

PROOF. Let G be a group having a composition series. If all of 
the composition factors of G have prime order, then the composition 
series is a subnormal series having abelian successive quotients, and 
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hence G is solvable by Proposition 2. Now suppose that G is solvable, 
and let HI K be a composition factor of G, where K <l H :::; G. 
Using parts (i) and (ii) of Proposition 3, we see that HI K is solvable. 
Therefore, HI K is a simple solvable group and hence has prime order 
by Proposition 1. • 

We now see that there are groups, such as ~5, which are neither 
simple nor solvable, and that there are non-abelian groups, such 
as ~3 (which has the composition series ~3 > A3 > 1), which are 
solvable. Proposition 4 also implies that an infinite abelian group, 
being solvable, cannot possess a composition series (which was Ex­
ercise 10.1). 

COROLLARY 5. Finite p-groups are solvable. 

PROOF. This follows from Proposition 4 and the fact that the 
composition factors of finite p-groups are finite simple p-groups and 
hence must be of prime order. • 

We can extend the argument of Proposition 4 to give another 
characterization of solvability: 

PROPOSITION 6. A group having a composition series is solvable 
iff all of its chief factors are elementary abelian. 

(Any group having a composition series also has a chief series by 
Exercise 10.6. Alternately, a solvable group having a composition 
series is finite by Proposition 4 and hence has a chief series by Propo­
sition 10.3.) 

PROOF. Let G be a group having a composition series. If all of 
the chief factors of G are elementary abelian, then by refining a chief 
series of G we obtain a composition series of G whose successive 
quotients all have prime order, and hence G is solvable by Propo­
sition 4. Conversely, suppose that G is solvable, and let HI K be 
a chief factor of G, where K <l H :sl G. Since HI K is solvable by 
parts (i) and (ii) of Proposition 3, we see from Proposition 4 that 
every composition factor of HI K is of prime order. Hence HI K is 
finite; by Corollary 10.6, HI K is isomorphic with a direct product 
of copies of some simple group S. But then every composition factor 
of HI K must be isomorphic with S, and as these factors have prime 
order, we see that HI K is elementary abelian. • 
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COROLLARY 7. A group having a composition series is solvable iff 
it has a normal series in which every successive quotient is a p-group. 

PROOF. Let G be a group having a composition series. Suppose 
that G has a normal series whose successive quotients are p-groups. 
We can refine this normal series to a chief series of G, and by doing 
so we see that each chief factor of G is a section of, and hence is 
itself, a p-group. But by Corollary 10.6, each chief factor is a direct 
product of simple groups, and the p-groups that are direct products 
of simple groups are exactly the elementary abelian p-groups. It now 
follows from Proposition 6 that G is solvable. The converse follows 
directly from Proposition 6. • 

Those finite groups whose chief factors all have prime order are 
said to be supersolvable; finite supersolvable groups are solvable by 
Proposition 6. It follows from Exercise 8.2 that finite p-groups are 
supersolvable. However, not all finite solvable groups are supersolv­
able. The series E4 > A4 > K> 1, where K is the Klein four-group, 
is a chief series of E4 , and we have E41 A4 ~ Z2, A41 K ~ Z3, and 
K ~ Z2 X Z2, which by Proposition 6 shows that E4 is solvable but 
not supersolvable. There is an equivalent definition of supersolvabil­
ity which extends to infinite groups; see Exercise 6. 

Solvable groups possess a number of properties beyond those which 
hold for arbitrary groups. The following theorem, due to Philip Hall, 
is a generalization for finite solvable groups of part (i) of Sylow's the­
orem. 

THEOREM 8. Let G be a finite solvable group of order mn, where 
m and n are coprime. Then G has a subgroup of order m. 

(In other words, this theorem asserts that a finite solvable group 
possesses Hall subgroups of all possible orders.) 

PROOF. Let G be as in the statement of the theorem; we assume 
by induction that the result holds for any group of order less than IGI. 
Let N be a minimal normal subgroup of G. As seen in the proof 
of Proposition 10.3, N is a chief factor of G, and hence N is an 
elementary abelian p-group for some prime p by Proposition 6. As 
m and n are coprime and p I mn, p must divide exactly one of m 
and n. If p I m, then IGINI = (m/INI)n is a product of coprime 
integers; by induction, GIN has a subgroup of order m/INI, and so 
by the correspondence theorem G has a subgroup of order m. Now 
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suppose that pin. Then by the same argument, G j N has a subgroup 
HjN of order m. Here IHI = miNI is a product of coprime integers, 
and if H < G then by induction H, and hence G, has a subgroup 
of order m. Thus we assume that H = G. But now N is a normal 
subgroup of G such that INI = nand IG: NI = m are coprime, and 
so the result follows from the Schur-Zassenhaus theorem. • 

This theorem does not hold for all finite groups; for instance, we 
observed in the proof of Theorem 7.5 that the group A5 of order 
60 = 20 . 3 has no subgroup of order 20. 

P. Hall also proved the following generalization for finite solvable 
groups of parts (ii) and (iii) of Sylow's theorem, which the reader is 
asked to prove in the exercises: 

THEOREM 9. Let G be a finite solvable group of order mn, where 
m and n are coprime. Then any two subgroups of G of order m are 
conjugate, and any subgroup of G whose order divides m is contained 
in a subgroup of order m. • 

We now state, without proof, a number of well-known theorems 
giving conditions under which a finite group is solvable. We start 
with a classical result that generalizes Corollary 5. 

BURNSIDE'S THEOREM. If p and q are primes, then any group of 
order paqb is solvable. • 

Burnside's theorem is the best possible result, in the sense that a 
finite group whose order has exactly three prime divisors need not be 
solvable, with A5 providing a counterexample. Burnside proved this 
theorem in 1904 using the methods of character theory, which will 
be discussed in Chapter 6; we present a character-theoretic proof of 
Burnside's theorem in the Appendix. Until the 1960s, there was no 
proof of this theorem that did not involve character theory. 

FElT-THOMPSON THEOREM. All finite groups of odd order are 
solvable. • 

This result, also known as the "odd order theorem," had first 
been conjectured by Burnside in 1911. As a corollary, we see that 
the only simple groups of odd order are cyclic groups of prime order. 
Once it had finally been established that all non-abelian finite simple 
groups are of even order, the movement toward a classification of all 
finite simple groups gathered steam. Feit and Thompson completed 
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their proof of this theorem during a special "Finite Group Theory 
Year," held at the University of Chicago in the school year 1960-61, 
which brought together the leading minds in the field and thus helped 
lay the groundwork for the emergence of finite group theory as a 
highly active area of mathematical research in the 1960s. Their 
original proof [12] was 255 pages long, and even at that length the 
proof requires too much background knowledge for it to be readily 
comprehensible to anyone but the specialists at the time at which 
the proof was published. In recent years there has been a program, 
of which [8] represents a major part, to produce a more accessible 
proof of this fundamental result. 

The following result is a converse to Theorem 8 and is also due 
to P. Hall. While this theorem generalizes Burnside's theorem, its 
proof relies on the fact that groups of order paqb are solvable. 

THEOREM 10. Let G be a finite group. If G has a subgroup of 
order m whenever m and n are coprime numbers such that IGI = mn, 
then G is solvable. • 

This next result was conjectured by P. Hall in the same paper [14] 
in which he proved Theorem 10; it was later proved by Thompson 
in [27]. 

THEOREM 11. A finite group G is not solvable iff there exist non­
trivial elements x, y, z of G of pairwise coprime orders a, b, c such 
that xy = z .• 

For example, in A5 this criterion for non-solvability is satisfied by 
taking a = 5, b = 2, c = 3 and x = (1 2 3 4 5), y = (1 2X3 4), 
z = (1 35). (Compare with Exercise 1.5.) 

The concept of solvable groups originated with Galois around 1830 
in his work on the solution by radicals of polynomial equations; this 
in fact is the origin of the term "solvable" for this class of groups. 
We now present a theorem of Galois on solvable groups after first 
introducing the requisite terminology. 

Let V be a vector space over a field F. For v E V, let Tv be the self­
map of V corresponding to translation by v, and let T(V) be the set 
of all such translations; this is a group isomorphic with the abelian 
group V, and if we regard T(V) and GL(V) as subgroups of the 
group of all invertible self-maps of V, then GL(V) n T(V) is trivial. 
We easily verify that STvS-l = Ts(v) for any S E GL(V) and v E V. 
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This gives rise to a homomorphism from GL(V) to Aut(T(V)), and 
hence we have an (internal) semidirect product T(V) >4 GL(V). This 
group is called the affine group of V and is denoted Aff(V); its 
elements are called the affine transformations of V. 

THEOREM 12. Let G be a finite, solvable, primitive permutation 
group on a set X. Then X can be given the structure of a vector 
space over the field ZlpZ for some prime p in such a way so that G 
is isomorphic with a subgroup of Aff(X) that contains T(X). 

PROOF. Let N be a minimal normal subgroup of G. Then N is a 
chief factor of the solvable group G, and hence N is an elementary 
abelian p-group for some prime p by Proposition 6. We endow N 
with the structure of a vector space over ZlpZ as in the proof of 
Proposition 4.1. (Recall that for y, zEN, we define y + Z to be the 
product yz in N, which gives a commutative operation since N is 
abelian, and for yEN and a = a + pZ E ZlpZ, we define ay = ya, 
which is well-defined since yP = 1.) 

Let Xo E X and let H be the stabilizer of Xo. Since X is a 
primitive G-set, we see from Corollary 3.10 that H is a maximal 
subgroup of G. Suppose that H contains N. Then N fixes xo, 
and N = gN g-l ~ gH g-l stabilizes gxo E X for every 9 E G by 
Lemma 3.2. As X is transitive, N now stabilizes every x E X; 
but the action of G on X is faithful by hypothesis, so we must 
have N = 1, which is a contradiction. Therefore H < NH ~ G, 
which forces NH = G since H is maximal. Now N n H ~ H by 
Proposition 1. 7, and N n H ~ N since N is abelian; therefore we 
have N n H ~ N H = G. As N is a minimal normal subgroup of G 
and N n H =1= N, we must have N n H = 1. Therefore G = N >4 H. 

By Proposition 3.4, X is isomorphic as a G-set with G I H. But 
G = NH, so for any 9 E G there is some yEN such that gH = yH, 
and from this it follows that the action of N on X is transitive. 
Moreover, if y, zEN are such that yXo = zXo, then Z-l y lies in 
N n H = 1, and hence y = z. Thus each element of X can be 
written as yXo for exactly one yEN. 

We now give X the structure of a vector space over ZlpZ by 
transferring the structure that we imposed on N. That is, we define 
x + x' = (y + y')xo for x, x' E X, where y, y' E N are the unique 
elements such that x = yXo, x' = y'xo. Similarly, for a E ZlpZ 
and x = yXo E X we define ax = (ay)xo. Now if x = yXo E X, 
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then gx = g(yxo) = (gy)xo = (g + y)xo = gxo + yXo = gxo + x for 
any 9 EN, and hence 9 acts on the vector space X as translation 
by the vector gxo. Since X is a transitive N-set, this shows that 
N = T(X). It now suffices to show that each element of H acts on 
X as a linear transformation, a task we leave to the reader. • 

A normal series G = Go ;;:: Gl ;;:: ... ;;:: Gr = 1 of a group G is 
said to be a central series of G if, for each i, Gi/Gi+l is contained in 
the center of G/Gi +!. A group G is said to be nilpotent if it has a 
central series. An abelian group G has the central series G > 1, and 
hence abelian groups are nilpotent. 

PROPOSITION 13. Nilpotent groups are solvable. 

PROOF. If G is nilpotent, then it has a central series, which is 
a normal series with abelian successive quotients, and hence G is 
solvable by Proposition 2. • 

There are solvable groups that are not nilpotent. For example, the 
group ~3 cannot have a central series, as the penultimate term of 
such a series would have to be a non-trivial subgroup of Z(~3) = 1. 

LEMMA 14. Finite p-groups are nilpotent. 

PROOF. Let P be a finite p-group. We use induction on IPI; if 
IPI = p, then P is abelian and hence nilpotent. Let Z = Z(P). 
Since Z i- 1 by Theorem 8.1, by induction P/Z has a central series 
P/Z = Po/Z ;;:: Pl/Z ;;:: ... ;;:: Pr/Z, and we see easily that the series 
P = Po ;;:: Pl ;;:: ... ;;:: Pr = Z ;;:: 1 is a central series of P. • 

If Hand K are subgroups of a group G, we define a new subgroup 
[H, K] of G by [H, K] = < {[h, k] I h E H, k E K} >. Observe that 
G'=[G,G]. 

We now reconcile the above definition of nilpotence with that 
made in Section 8 for finite groups. Recall that a subgroup H of 
a group G is said to be self-normalizing if Na(H) = H. 

THEOREM 15. The following statements about a finite group G 
are equivalent: 

(1) G is nilpotent. 
(2) G has no proper self-normalizing subgroups. 
(3) Every Sylow subgroup of G is normal in G. 
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(4) G is the direct product of its Sylow subgroups. 
(5) Every maximal subgroup of G is normal in G. 

PROOF. We have (3) {::} (4) {::} (5) by Theorem 8.7, so it suffices 
to show that (1) =} (2), (2) =} (5), and (4) =} (1). 

Suppose that G = Go ~ G 1 ~ ... ~ Gr = 1 is a central series of 
the nilpotent group G. Let H < G, and let k be such that Gk+1 ::;; H 
and Gk 1:. H; such a k exists since Gr = 1. Clearly [Gk, H] ::;; [Gk, G]. 
Let x E Gk and y E G. Since Gk/Gk+l ::;; Z(G/Gk+l), we find 
that [x, y] E Gk+l; consequently [Gk , G] ::;; Gk+l, and so we have 
[Gk, H] ::;; H. We now see that Gk ::;; Na(H); since Gk 1:. H, we 
must have H < Na(H). Therefore (1) =} (2). 

Suppose that (2) holds, and let H be a maximal subgroup of G. 
Since H < Na(H) by hypothesis, we must have Na(H) = G, and 
hence H <l G. Therefore (2) =} (5). 

To show that (4) =} (1), it suffices by virtue of Lemma 14 to show 
that the direct product of two nilpotent groups is nilpotent. We 
leave this to the reader. • 

EXERCISES 

1. Show that any finite group has a largest solvable normal subgroup. 
2. Let N be a solvable normal Hall subgroup of a finite group G. 

Show that any two complements to N in G are conjugate. (The 
strong version of the Schur-Zassenhaus theorem asserts that this 
is true for any normal Hall subgroup N, whether solvable or not. 
The proof uses the Feit-Thompson theorem to argue that if N is 
not solvable, then GIN must be solvable.) 

3. Complete the following sketch, which gives a proof of Theorem 8 
that is independent of the Schur-Zassenhaus theorem. Here G is a 
finite solvable group of order mn, where m and n are coprime, and 
we are to show that G has a subgroup of order m. 

(a) Using induction, reduce to the case where G has a unique 
minimal normal subgroup N of order n. 

(b) Let MIN be a minimal normal subgroup of GIN; since GIN 
is solvable by Proposition 3, it follows from Proposition 6 
that IMINI is a power of some prime divisor p of m. If Pis 
a Sylow p-subgroup of M, show that INa(P)1 = m. 

4. Prove Theorem 9. If your proof involves the Schur-Zassenhaus the­
orem, then construct a second proof that is independent of Schur­
Zassenhaus by mimicking Exercise 3 above. 
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5. Let V be a finite-dimensional vector space over the field of p el­
ements. Suppose that G is a solvable subgroup of Aff(V) which 
contains T(V) and that the stabilizer of the origin under the ac­
tion of G on V does not leave any non-zero proper subspace of V 
invariant. Show that G is a primitive permutation group on V. 

6. Show that a finite group is supersolvable iff it has a normal series 
having cyclic successive quotients. (An arbitrary group is called 
supersolvable if this latter condition holds.) 

7. Show that finite nilpotent groups are supersolvable. (If we define 
supersolvability for arbitrary groups as in Exercise 6, is an infinite 
nilpotent group necessarily supersolvable?) 

8. (cont.) Give an example of a finite supersolvable group that is 
not nilpotent. (Hence we have a proper ascending chain of classes 
of finite groups, starting with cyclic groups, then abelian, then 
nilpotent, then supersolvable, and ending with solvable.) 

FURTHER EXERCISES 

Let G be a group. Let r1 = G, and for n E N let r n+1 = [r n, G] ~ G. 
Let Zo = 1, and for n E N let Zn be the unique subgroup of G such that 
Zn/Zn-l = Z(G/Zn-d. (Observe that r 2 = G' and Zl = Z(G).) We call 
the series G = r1 ~ r2 ~ r3 ~ ... the lower central series of G and the 
series 1 = Zo ~ Zl ~ Z2 ~ ... the upper central series of G. 

9. Show that each r nand Zn is a characteristic subgroup of G. 
10. (cont.) Show that G is nilpotent iff r r = 1 for some r iff Zs = G 

for some s. 
11. (cont.) Suppose that G is nilpotent. Show that the lower and 

upper central series of G have the same length, say c, and that no 
central series of G can have length less than c. (This number c is 
called the nilpotency class of G. The groups of nilpotency class 1 
are exactly the abelian groups.) 



5 
Semisimple Algebras 

This chapter provides the algebraic background necessary for the devel­
opment in Chapter 6 of the character theory of finite groups. Section 12 
contains a review of elementary module theory and a treatment of the 
basic notions of the representation theory of finite groups, finishing with 
Maschke's theorem. This motivates Section 13, which concentrates on Wed­
derburn's classification of semisimple algebras and related topics. 

12. Modules and Representations 
In Section 3 we studied the action of groups on sets, and through­

out the book we have seen how useful this notion can be. If a group 
acts on a set that possesses some additional algebraic structure, then 
the group action need not behave well with respect to that structure; 
however, the class of actions that do respect the underlying structure 
may be of some interest. What we will now focus our attention on 
are actions of groups on vector spaces that respect the vector space 
structure. 

Let F be a field, and let G be a group acting on an F-vector 
space V. We say that the action of G on V is linear if: 

• g( v + w) = gv + gw for all 9 E G and v, w E V . 
• g(av) = a(gv) for all 9 E G, a E F, and v E V. 
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We found in Proposition 3.1 that group actions correspond to ho­
momorphisms to symmetric groups. We now deduce the analogous 
correspondence for linear group actions. 

PROPOSITION 1. There is a bijective correspondence between the 
set of linear actions of a group G on an F-vector space V and the 
set of homomorphisms from G to GL(V). 

PROOF. Suppose that p: G -+ GL(V) is a homomorphism; then 
it is clear that the action of G on V defined by setting gv = p(g) (v) 
is linear. Conversely, if we have a linear action of G on V, then 
we can define a homomorphism p: G -+ GL(V) by p(g)(v) = gv. 
These processes are evidently mutually inverse, establishing the de­
sired correspondence. • 

A homomorphism p: G -+ GL(V), where G is a group and V a 
vector space, is called a linear representation of G in V. We see from 
Proposition 1 that the study of linear representations of groups is 
equivalent to the study of linear actions of groups. This area of study, 
with emphasis on finite groups and finite-dimensional vector spaces, 
originated in the late nineteenth century and has proven to have a 
number of applications to finite group theory, as well as significant 
intrinsic interest. 

The modern approach to the representation theory of finite groups 
involves yet another equivalent concept, that of finitely generated 
modules over group algebras. It is therefore necessary at this junc­
ture to review some elementary module theory. As in Section 1, we 
will omit most proofs on the assumption that the reader will have 
seen this material previously; however, our account requires only a 
mild knowledge of rings, fields, and vector spaces. 

Let R be a ring with unit, meaning that R has a multiplicative 
identity 1, and let M be an abelian group written additively. We 
say that M is a left R-module if there is a map from R x M to M, 
with the image of (r, m) E R x M being written rm, which satisfies 
the following properties: 

• 1m = m for all m EM. 
• r( m + n) = rm + rn for all r E Rand m, n EM. 
• (r + s)m = rm + sm for all r, s E Rand m EM. 
• r(sm) = (rs)m for all r, s E Rand m E M. 
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If R = Il, then these conditions are automatically satisfied; that is, 
Il-modules are exactly the same as abelian groups. If F is a field, 
then the definition of an F-module is precisely that of an F-vector 
space. A module, then, is the natural generalization of a vector 
space when working over an arbitrary ring instead of a field. We can 
similarly define the notion of a right R-module as a map from M x R 
to R, sending (m, r) to mr, which satisfies properties analogous to 
those above .. If R is commutative, then every left R-module can, 
in an obvious way, be given a right R-module structure, and hence 
it is not necessary to distinguish between left and right R-modules. 
(In general, a left R-module can be considered as a right module 
over the opposite ring ROP, which is just the abelian group R with 
the multiplication rule of R reversed; if R is commutative, then R 
and ROP are isomorphic rings.) We will always use R-module to mean 
left R-module unless otherwise indicated. 

Let S be another ring with unit, and suppose that an abelian 
group M is both a left R-module and a right S-module. We say 
that M is an (R, S)-bimodule if in addition we have r(ms) = (rm)s 
for every r E R, m E M, and s E S. Any left R-module is an 
(R, Il)-bimodule, and any right R-module is a (Il, R)-bimodule; the 
ring R is itself an (R, R)-bimodule. If R is commutative, then any 
R-module is an (R, R)-bimodule. 

An R-module M is said to be finitely generated if every element 
of M can be written as an R-linear combination of elements of some 
finite subset of M. However, minimal generating sets for a given 
module may have different numbers of elements, which is a stark 
contrast with the well-known fact that any two finite bases of a 
given vector space must have the same number of elements. 

Let M be an R-module, and let N be a subgroup of M. We say 
that N is an R-submodule (or just submodule) of M if rn E N for 
every r E Rand n E N. For example, the (left) R-submodules 
of R are exactly the left ideals of R. Every module has at least two 
submodules, namely itself and the zero submodule {O}, which we 
denote by 0; a module having no other submodules is called simple. 
(As with groups, by convention the zero module is not considered to 
be simple.) If N is a submodule of M, then since M is an abelian 
group we may construct the quotient group MIN, and we can give 
MIN an R-module structure by defining r(m + N) = rm + N for 
r E Rand m + N E MIN. We call MIN the quotient R-module (or 
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just quotient module) of M by N. 
Let Nl and N2 be submodules of an R-module M. We define 

their sum to be Nl + N2 = {x + y I x E N 1 , Y E N 2} ~ M; this 
is a submodule of M, as is Nl n N 2. If Nl n N2 = 0, then we say 
that the sum of Nl and N2 is direct, and we write Nl EEl N2 instead 
of Nl + N 2 • We also have an external notion of direct sum: If M 
and N are R-modules, then we give M x N an R-module structure 
via r(m, n) = (rm, rn), and we write M EEl N instead of M x N. The 
notions of internal and external direct sums can be extended to any 
finite number of submodules, as was done in Section 2 for the direct 
product of groups. We say that a submodule N of a module M is 
a direct summand of M if there is some other submodule N' of M 
such that M = N EEl N'. In general we use nM to denote the direct 
sum of n copies of a module M, although we may also write this 
module as Mn. 

A composition series of an R-module M is a descending series 
of submodules of M which terminates in the zero submodule and 
in which each successive quotient is a simple module. A module 
need not have a composition series; we observed on page 98 that any 
Z-module having infinitely many elements does not have a compo­
sition series. The analogue of the Jordan-Holder theorem holds for 
modules that have composition series, and hence we can speak in 
a well-defined way about the composition factors of a module. Ev­
ery composition factor of any submodule or quotient module of an 
R-module M must also be a composition factor of M, as any compo­
sition series of a submodule (resp., quotient module) can be extended 
(resp., lifted and then extended) to give a composition series of M. 

Let M and N be R-modules, and let <p: M -t N be a group 
homomorphism. We say that <p is an R-module homomorphism if 
<p(rm) = r<p(m) for any r E Rand m E M. As always, we de­
fine mono-, epi-, iso-, endo-, and automorphisms of R-modules as we 
did in Section 1 for groups. The kernel of <p is the set of elements 
of M that are mapped under <p to the additive identity of N; it is 
denoted ker <p, and it is a submodule of M. The image of <p is a 
submodule of N. The fundamental theorem on homomorphisms for 
modules states that the R-modules M jker <p and im <p are isomor­
phic via the map induced by <Pi again, this is exactly analogous to 
the group-theoretic case. There are also module-theoretic analogues 
of the correspondence theorem and the two main isomorphism the-
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orems. For example, the first isomorphism theorem for modules 
states that if M is an R-module having submodules NI and N 2 , 

then NI + N 2 / NI ~ Nd NI n N2 • 

SCHUR'S LEMMA. Any non-zero homomorphism between simple 
R-modules is an isomorphism. 

PROOF. Let M and N be simple R-modules, and let cp: M ---+ N 
be an R-module homomorphism. As ker cp is a submodule of M, we 
must have either ker cp = M, in which case cp = 0, or ker cp = 0; 
similarly, im cp is a submodule of N, so either im cp = 0, forcing 
cp = 0, or im cp = N. Hence if cp =1= 0, then cp is an isomorphism. • 

If M and N are R-modules, then we denote the set of all R-module 
homomorphisms from M to N by HomR(M, N). We write EndR(M) 
for HomR(M, M). We give HomR(M, N) an abelian group structure 
as follows: For cp, p E HomR(M, N), we define cp + P E HomR(M, N) 
by (cp + p)(m) = cp(m) + p(m) for all m E M. 

Let S be another ring with unit, let M be an (R, S)-bimodule, 
and let N be an R-module. For s E Sand cp E HomR(M, N), we 
define scp E HomR(M, N) by (scp)(m) = cp(ms). With this definition, 
HomR(M, N) becomes an S-module. For example, if F is a field and 
U and V are F-vector spaces, then HomF(U, V) is also an F-vector 
space via this definition; in this case, ..\ E F acts on cp E HomF(U, V) 
by (..\cp)(u) = cp(..\u) for u E U. Note that the map from HomR(R, M) 
to M sending cp to cp(l) is an isomorphism of R-modules. 

Let M be an (R, S)-bimodule and let N be an S-module. We say 
that a set map f from M x N to an R-module U is balanced if: 

• f(ml + m2, n) = f(ml, n) + f(m2, n) for all ml, m2 E M and 
nEN. 

• f(m, nl + n2) = f(m, nd + f(m, n2) for all m E M and 
nl,n2 EN. 

• f(ms, n) = f(m, sn) for all m E M, n E N, and s E S. 
• f(rm,n) = rf(m,n) for all m EM, n E N, and r E R. 

The tensor product of M and N over S is an R-module, denoted 
M 0s N, equipped with a balanced map "7: M x N ---+ M 0s N 
with the property that if U is an R-module and f: M x N ---+ U is 
a balanced map, then there is a unique R-module homomorphism 
a: M 0s N ---+ U such that f = a 0 "7. Tensor products exist and 
are unique up to isomorphism. We write m 0 n = "7(m, n) for any 
mE M and n E N. 
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More concretely, the tensor product M @s N is the R-module 
generated by the set {m @n I mE M, n E N},where the symbols 
m @ n satisfy the following identities: 

• (ml + m2) @ n = ml @ n + m2 @ n for all ml, m2 E M and 
nEN. 

• m@(nl+n2) = m@nl+m@n2 for all mE M and nl, n2 E N. 
• (ms) @ n = m @ (sn) for all m EM, ~ EN, and s E S. 
• (rm) @ n = r(m @ n) for all m E M, n E N, and r E R. 

Observe that an arbitrary element of M@sN is not a symbolm@n, 
but rather a sum of such symbols. 

For example, consider the special case where F is a field and 
U and V are finite-dimensional F-vector spaces. Then U is an 
(F, F)-bimodule, so we can construct the F-vector space U @F V. 
If {UI' ... ,ur } and {VI, ... ,Vs } are bases for U and V, respectively, 
then U @F V is an rs-dimensional F-vector space having as a basis 
the set {Ui @ Vj I 1 :S i :S r, 1 :S j :S s}. If U = L:i aiui E U and 
V = L: j bjvj E V, then we have U @ v = L:i,j aibj(ui @ Vj)' (An 
understanding of this special case will, strictly speaking, suffice in 
reading the remainder of the book; however, an understanding of the 
general case will be beneficial in Section 16.) 

PROPOSITION 2. Let R be a ring with unit, and let M be an 
R-module. Then M and R@R M are isomorphic R-modules. 

PROOF. The map f: R x M -t M defined by f(r,m) = rm is 
easily seen to be balanced and hence induces an R-module homo­
morphism 0:: R @R M -t M where o:(r @ m) = rm. The map 0: 

has as its inverse the R-module homomorphism sending m E M to 
1@m .• 

PROPOSITION 3. Let Rand S be rings with unit, let M I , ... ,Mr 
be (R, S)-bimodules, and let N be an S-module. Then (EBiMi) @s N 
and EBi Mi @s N are isomorphic R-modules. 

PROOF. We define a map f: (EBiMi) x N -t EBi M, @s N by 
f((ml,'" ,mr ), n) = (ml @ n, ... ,mr @ n). We see that f is bal­
anced and hence induces a homomorphism from (EBiMi) @s N to 
EBi Mi @s N. By similar reasoning, we can define a map that will 
be inverse to the above homomorphism; we leave the details to the 
reader. • 
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PROPOSITION 4. Let F be a field, and let U and V be F-vector 
spaces, with dimF(U) < 00. Let U* = HomF(U, F). Then the map 
r: U* ®F V ---+ HomF(U, V) defined by setting r(rp ® v)(u) = rp(u)v 
and extending linearly is an isomorphism of F-vector spaces. 

PROOF. We observe that r is the homomorphism induced by the 
balanced map sending (rp, v) E U* x V to the linear transformation 
that maps U E U to rp(u)v E V. Let {UI, ... ,un} be a basis for U. 
For each 1 ~ i ~ n, let Ii E U* be defined by Ii ( Uj) = 8ij for 
eachj. Then {II, ... ,In} is a basis for U*. We can write an arbitrary 
element Lk(Li aidi) ® Vk of U* ® F as Li Ii ® (Lk aikvk); hence 
each element of U* ® F has the form L~=l Ii ® Vi for some Vi E V. 

Let L~=l Ii ® Vi E U* ®F V, and fix some j. Then we have 
n n n 

r(I:/i ®Vi)(Uj) = I:r(fi ®Vi)(Uj) = I: Ii (Uj)Vi = Vj. 
i=l i=l i=l 

Therefore, if r(L~=1 Ii ® Vi) = 0, then L~=l Ii ® Vi = 0 since Vj = 0 
for all j, showing that r is injective. Now let U E HomF(U, V). Then 
for U = L~=l aiUi E U, we have 

n n n 
r(I:/i ®U(Ui))(U) = I: Ii (U)U(Ui) = I:aiU(Ui) = U(U), 

i=l i=l i=l 
which shows that r(L~=1 Ii ® u( Ui)) = U and hence that r is surjec­
tive .• 

Having reviewed enough module theory for our purposes, we now 
need to introduce the class of rings whose modules we will be study­
ing. Let R be a ring. and let G be a group. The group ring of G 
over R, denoted by RG, consists of all finite formal R-linear com­
binations of elements of G, with the obvious rule for addition and 
with multiplication defined by extending the multiplication in G; 
explicitly, we have 

xEG yEG xEGyEG xEG yEG 

The group ring has a unit element, namely the identity element of the 
underlying group. We will be primarily interested in the case where 
R = F is a field and G is finite, in which case FG is not only a ring 
but also an F-vector space having G as a basis and hence having 
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finite dimension IGI. In this case, FG is called the group algebra 
rather than the group ring, since it is an example of an algebra, a 
mathematical structure we now define. (Algebras will be the main 
objects of study in Section 13.) 

If F is a field, then an algebra over F (or simply an F-algebra) is 
a set A with a ring structure and an F-vector space structure that 
share the same addition operation, and with the additional property 
that (Aa)b = A(ab) = a(Ab) for any A E F and a, b E A. (We 
do not assume that an algebra is necessarily a ring with unit.) An 
algebra is called finite-dimensional if it has finite dimension as an 
F-vector space. For example, the matrix ring Mn(F) is a finite­
dimensional F -algebra for any n EN, and we have seen that FG is 
a finite-dimensional F-algebra when G is finite. A homomorphism 
of F -algebras is a ring homomorphism which is also an F-linear 
transformation. 

Modules over a group algebra FG can also be regarded as F -vector 
spaces, with A E F acting by Al E FG, and when G is finite we have 
the following nice relationship between these structures: 

LEMMA 5. IfF is a field and G a finite group, then an FG-module 
is finitely generated iff it has finite dimension as an F-vector space. 

PROOF. If V is generated as an FG-module by {VI,'" ,Vt}, then 
V is a generated as an F-vector space by {gVi I g E G, 1 ~ i ~ t}, 
and since G is finite we see that dimp(V) < 00. The converse is 
trivial. • 

We now derive the fundamental connection between modules over 
group algebras and representation theory. 

PROPOSITION 6. If F is a field and G a finite group, then there is 
a bijective correspondence between finitely generated FG-modules 
and linear actions of G on finite-dimensional F-vector spaces. 

PROOF. If V is a finitely generated FG-module, then dimp(V) is 
finite by Lemma 5, and the map from G x V to V obtained by restrict­
ing the module structure map from FG x V to V is clearly a linear 
action. Conversely, suppose that V is a finite-dimensional F-vector 
space on which G acts linearly; then we give V an FG-module struc­
ture by defining (L:9EG agg)v = L:9EG ag(gv) for L:9EG agg E FG 
and V E V. It is clear that these processes are mutually inverse. • 
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We see from the above proof that, in order to define an FG-module 
structure on an F-vector space V, it suffices to stipulate the action 
of elements of G on V; the action of arbitrary elements of FG on V is 
then defined by a linear extension process. We shall do this implicitly 
when defining modules over group algebras. 

We now embark on our study of the representation theory of fi­
nite groups. In the remainder of this section, G will denote a finite 
group and F a field; all F-vector spaces will be finite-dimensional, 
and all FG-modules will be finitely generated (and hence of finite 
F -dimension by Lemma 5). Our viewpoint will primarily be that 
of modules over the group algebra, although on occasion it will be 
notationally beneficial to work with the linear representation p aris­
ing from a given FG-module V, where p: G --t GL(V) is defined by 
p(g)(v) = gv for 9 E G and v E V. 

We start by considering some elementary examples. The field F 
can always be regarded as an FG-module by defining g>.. = >.. for 
all 9 E G and>" E F. This module is called the trivial module. 
Now suppose that G acts on a finite set X, and let F X be the 
set of all formal F-linear combinations of elements of X. This set 
has an obvious F-vector space structure, with basis X. We define 
an FG-module structure on F X by linearly extending the action 
of G on X. For instance, if X = {Xl, ... ,xn }, then for 9 E G and 
Li CiXi E FX we have g(Li CiXi) = Li Ci(gXi). Such modules are 
called permutation modules. 

If U and V are FG-modules, then we already know that U EB V 
has a natural FG-module structure, given by g(u, v) = (gu, gv); and 
we also know that we can construct the F-vector spaces U ®F V and 
HomF(U, V). What we now show is that these latter vector spaces 
also admit natural FG-module structures. Each element 9 E G 
defines a balanced map from U x V to U ® F V sending (u, v) to 
gu®gv, and from this we find that U®F V becomes an FG-module 
under the so-called "diagonal action" given by g( u ® v) = gu ® gv 
and linear extension. Now for 9 E G and rp E HomF(U, V), we 
define grp: U --t V by (grp)(u) = g(rp(g-lU)). It is easily verified that 
grp E HomF(U, V), and for gl, g2 E G we have 

((glg2)rp)(U) = glg2rp((glg2)-lU) = gl(g2rp(g2"1(gllU))) 

= gl((g2rp)(gllU)) = (gl(g2rp))(U), 

which shows that (glg2)rp 
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FG-module structure. We write U* for HomF(U, F), where F is the 
trivial module, and we call U* the dual module of U; here we have 
(gcp)(u) = cp(g-lU). 

PROPOSITION 7. Let U and V be FG-modules. Then U* ®F V 
and HomF(U, V) are isomorphic FG-modules. 

PROOF. By Proposition 4, the map r: U* ®F V ~ HomF(U, V) 
defined by r( cp®v)( u) = cp( u)v is an isomorphism of F-vector spaces. 
To show that r is an FG-module isomorphism, it suffices to show 
that r(g(cp ® v))(u) and [gr(cp ® v)J(u) are equal for any 9 E G, 
cp E U*, v E V, and u E U; we leave it to the reader to show that 
they are both equal to cp(g-lU)gV. • 

We now establish the most basic result of the representation theory 
of finite groups. It was discovered in 1898 by Heinrich Maschke, the 
most junior of the three initial mathematics faculty of the University 
of Chicago. 

MASCHKE'S THEOREM. Let G be a group, and suppose that the 
characteristic of F is either zero or coprime to IGI. If U is an 
FG-module and V is an FG-submodule of U, then V is a direct 
summand of U as FG-modules. 

(We shall summarize the hypothesis made in Maschke's theorem by 
saying that the characteristic of F does not divide IGI, even though 
this is a slight abuse of language.) 

PROOF. Since V is in particular an F-vector subspace of U, we 
know from linear algebra that there is some subspace W of U such 
that U = V (B W as F-vector spaces; however, W may not be an 
FG-submodule of U. Let 11": U ~ V be the projection of U onto V 
along W, so that 11" is the unique linear transformation that is the 
identity on V and zero on W. We define a linear transformation 
11"': U ~ U by 

11"'(u) = I~I L 911"(g-lU) 
gEG . 

for u E U. (For this definition to make sense, we require that IGI i= 0 
in F, which is equivalent to our hypothesis concerning the charac­
teristic of F.) 

As V is a submodule of U, we have gv E V for any 9 E G and 
v E V, and from this we see that 11"' maps U into V. Also, since 11" is 
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the identity on V, we see that g7r(g-lV) = gg-lv = v for any 9 E G 
and v E V; therefore, the restriction of 7r' to V is the identity. It now 
follows from linear algebra that U = V EEl ker7r' as F-vector spaces. 

It remains to show only that ker7r' is an FG-submodule of U. To 
show this, it suffices to show that 7r' is an FG-module homomor­
phism; thus, we must show that 7r' (xu) = X7r' ( u) for any x E G and 
u E U. We have 

But as 9 varies through G, y = x-1g also varies through G for fixed 
x E G; therefore, after reindexing we have 

1 
7r'(xu) = x(IGI I: Y7r(y-1u)) = X7r'(u) 

yEO 

as required. • 

A module is said to be semisimple if it is a direct sum of simple 
modules. 

COROLLARY 8. Let G be a group, and let F be a field whose 
characteristic does not divide IGI. Then every non-zero FG-module 
is semisimple. 

PROOF. Let U be a non-zero FG-module. We will use induction 
on dimF(U), If U is simple, then we are done; this includes the case 
dimF(U) = 1. Hence, we assume that dimF(U) > 1 and that U is 
not simple, so that U must have a non-zero proper submodule V. By 
Maschke's theorem, we have U = V EEl W for some non-zero proper 
submodule W of U. But both V and W must have dimension strictly 
less than that of U, and hence are semisimple by induction; therefore, 
U is also semisimple. • 

In Chapter 6 we shall be concerned only with the case F = C, 
which is called ordinary representation theory. Since C has charac­
teristic zero, we see from Corollary 8 that every non-zero CG-module 
is semisimple for any group G. The next section concentrates on al­
gebras that have this property. The study of FG-modules when the 
characteristic of F divides IGI, in which case arbitrary FG-modules 
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need not be semisimple, is called modular representation theory; its 
study was originated by Dickson in 1907 (although most of the main 
developments were made by Richard Brauer starting in the 1930s), 
and it has a different flavor than what we shall study in Chapter 6. 

EXERCISES 

Throughout these exercises, let F be a field and let G be a finite group. 

1. Let U and V be FG-modules having the same dimension n, and 
let p: G ---t GL(U) and r: G ---t GL(V) be the corresponding repre­
sentations. By fixing F-bases for U and V, we consider p and r as 
homomorphisms from G to GL(n, F). Show that US:;! V iff there 
exists some M E GL(n, F) such that p(g)M = Mr(g) for every 
9 E G. (Two representations are said to be equivalent if this latter 
condition holds; hence two representations are equivalent iff their 
corresponding modules over the group algebra are isomorphic.) 

2. Let 0' = I:9EG 9 E FG. Show that the subspace Fa of FG is 
the unique submodule of FG that is isomorphic with the trivial 
module. 

3. (cont.) Let 10: FG ---t F be the FG-module epimorphism defined 
by f(g) = 1 for all 9 E G, and let ~ = kerf. (We call ~ the 
augmentation ideal of FG.) Show that ~ is the unique submodule 
of FG whose quotient is isomorphic with the trivial module. 

4. (cont.) Suppose that the characteristic of F divides IGI. Show 
that Fa ~~. Conclude that ~ is not a direct summand of FG 
and hence that the FG-module FG is not semisimple. (This shows 
that the converse of Corollary 8 is true.) 

FURTHER EXERCISES 

In Section 9 we defined the second cohomology group of a pair (H, A), 
where H is a group and A an abelian group, with respect to a given ho­
momorphism from H to Aut(A). It is easy to verify that, for an abelian 
group A, specifying a homomorphism from a group H to Aut(A) is ex­
actly the same as specifying a ZH-module structure on A. Therefore, it 
is customary to talk about the second cohomology group of a pair (H, A) 
where H is a group and A a ZH-module. (We anticipated this development 
by writing xa instead of rp(x)(a) on page 86.) We will now generalize the 
second cohomology group. 

Let H be a group, let Hn be the set of n-tuples of elements of H for 
some n E N, and let A be a ZH-module. A normalized n-cochain of (H, A) 
is a set function f: Hn ---t A such that f (hI. ... ,hn) = 0 whenever hi = 1 
for some i; the set of normalized n-cochains of (H, A) is denoted Cn(H, A). 
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We give Cn(H, A) an abelian group structure by defining 

We define a homomorphism tin: Cn-I(H,A) -t Cn(H,A) by 

n-I 

(tin J)(hI, ... ,hn) = hd(h2, ... ,hn) + ~) _l)i !(hI, ... ,hihi+I, ... ,hn) 
i=1 

The image of tin is called the set of n-coboundaries and is denoted Bn(H, A); 
the kernel of tin+1 is called the set of n-cocycles and is denoted zn(H, A). 
For example, ker ti3 consists of all normalized 2-cochains ! satisfying 
hd(h2' h3)-!(hIh2, h3)+ !(hl , h2h3)-!(h l ,h2) = 0 for all hI, h2' h3 E H, 
which agrees with our definition of a 2-cocycle in Section 9. Both Bn(H, A) 
and zn(H, A) are abelian subgroups of Cn(H, A). We find that tin+1 0 tin 
is the zero map, or equivalently that Bn(H, A) ~ zn(H, A). (Verify this.) 
The quotient group zn(H, A)/ Bn(H, A) is denoted Hn(H, A) and is called 
the nth cohomology group of (H, A). 

While H3(H, A) plays some role in the theory of extensions of a non­
abelian group N by H, where Z(N) = A (see [20, pp. 124-131]), the groups 
Hn(H, A) for n > 3 have no known group-theoretic meaning. Nonetheless, 
higher cohomology groups are studied for their own sake, and in recent 
years connections between the cohomology of groups and the representa­
tion theory of groups have attracted much attention. (As the title of one 
of the first author's papers [6) proclaims, "Cohomology is representation 
theory.") We developed the group-theoretic meaning of H2(H, A) in the 
further exercises to Section 9, and in what follows we develop the meaning 
of HI(H, A). 

5. (cont.) Define a homomorphism cp: H -t Aut(A) by cp(x) (a) = xa. 
Show that there is a bijective correspondence between the set of 
splitting maps of A ~ IF H and ZI (H, A). (Recall that a homomor­
phism t: H -t A ~ IF H is called a splitting map if "lot is the identity 
map on H, where "l: A ~ IF H -t H is the natural map. The natural 
inclusion of H into A ~ IF H is a splitting map, but there may be 
others.) 

6. (cont.) We say that two splitting maps t and u of A ~IF H are 
conjugate if there is some a E A such that u(x) = at(x)a- I for 
all x E H. (Verify that this is an equivalence relation on the set 
of splitting maps.) Show that there is a bijective correspondence 
between the set of conjugacy classes of splitting maps of A ~ IF H 
and HI(H,A). 
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13. Wedderburn Theory 
We saw as a consequence of Maschke's theorem that if F is a field 

whose characteristic does not divide the order of a finite group G, 
then every finitely generated FG-module can be written as a direct 
sum of (finitely many) simple modules. In this section, we investigate 
the structure of finite-dimensional algebras that have this property; 
this will both allow us to finish the proof of Kolchin's theorem on 
unipotent subgroups of general linear groups and provide us with key 
information about complex group algebras of finite groups, which are 
the focus of Chapter 6. The results of this section are primarily due 
to J. H. M. Wedderburn, a Scottish mathematician whose work in 
the theory of algebras had its genesis when, at the age of 22, he 
spent the school year 1904-05 as a visiting scholar at the University 
of Chicago. 

All algebras in this section will be finite-dimensional F-algebras, 
where F is an arbitrary field, and unless explicitly stated otherwise 
will be algebras with unit. All modules over algebras are assumed 
to be finitely generated, or equivalently (arguing as in Lemma 12.5) 
finite-dimensional as F-vector spaces. All direct sums of modules 
are assumed to be finite. 

Let A be an algebra. Our interest is in semis imp Ie A-modules and 
in determining conditions on A under which every A-module will be 
semisimple. 

LEMMA 1. The following statements about an A-module Mare 
equivalent: 

(1) Any submodule of M is a direct summand of M. 
(2) M is semisimple. 
(3) M is a sum (but not, a priori, a direct sum) of simple sub­

modules. 

PROOF. The proof that (1) ::::} (2) is implicit in the proof of Corol­
lary 12.8, and so we shall not repeat it. As the implication (2) ::::} (3) 
is immediate, it suffices to show that (3) ::::} (1). 

Suppose that (3) holds. Let N be a submodule of M, and let V be 
a submodule of M that is maximal among all submodules of M that 
intersect N trivially; we wish to show that N + V = M. Suppose 
that N + V c M. If every simple submodule of M were contained 
in N + V, then as M can be written as a sum of simple submodules, 
we would have M ~ N + V. This is not the case, so there is some 
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simple submodule S of M that is not contained in N + V. Since 
S n (N + V) is a proper submodule of the simple module S, we must 
have Sn(N + V) = O. In particular snv = 0, so we have V c V +S. 
Let n E N n (V + S); then n = v + s for some v E V and s E S. This 
gives s = n - v E S n (N + V), and hence s = 0; thus n = v, which 
forces n = 0 since N n V = O. Therefore N n (V + S) = 0, which 
contradicts the maximality of V. We now have M = N + V, and 
since N n V = 0 we see that M is the direct sum of N and V and 
hence that N is a direct summand of M. Therefore (3) * (1). • 

LEMMA 2. Submodules and quotient modules of semisimple mod­
ules are semisimple. 

PROOF. Let M be a semisimple A-module. By Lemma 1 and the 
first homomorphism theorem for modules, we see that every submod­
ule of M is isomorphic with a quotient module of M; thus it suffices 
to show that quotient modules of M are semisimple. Let MIN be 
an arbitrary quotient module, and let",: M ~ MIN be the natural 
map. As M is semisimple, we see from Lemma 1 that M is a sum 
of simple submodules, say M = Sl + ... + Sn. Then we must have 
MIN = ",(M) = ",(Sl) + ... + ",(Sn); but each ",(Si) is isomorphic 
with a quotient module of Si and thus must be either zero or simple. 
Therefore, MIN is a sum of simple modules and hence is semisimple 
by Lemma 1. • 

We shall say that the algebra A is semisimple if all non-zero 
A-modules are semisimple. If G is a finite group and the characteris­
tic of F does not divide IGI, then FG is semisimple by Corollary 12.8. 
We now present some basic results on semisimple algebras. 

LEMMA 3. The algebra A is semisimple iff the A-module A is 
semisimple. 

PROOF. Suppose that the A-module A is semisimple, and let M 
be an A-module generated by {m1,... ,mr}. Let Ar denote the 
direct sum of r copies of A. We define a map from Ar to M by 
sending (a1, ... ,ar) to a1m1 + ... + armr; this map is an A-module 
epimorphism. Thus, M is isomorphic with a quotient module of 
the semisimple module Ar and hence is semisimple by Lemma 2. It 
follows that A is a semisimple algebra. The converse is trivial. • 



122 5. Semisimple Algebras 

PROPOSITION 4. Let A be a semisimple algebra, and suppose that 
as A-modules we have A ~ 8 1 E9 ... E9 8 r where the 8 i are simple 
submodules of A. Then any simple A-module is isomorphic with 
some 8 i • 

PROOF. Let 8 be a simple A-module, fix some 0 i- s E 8, and 
define an A-module homomorphism <P: A ---t 8 by <p(a) = as for 
a E A. As 8 is simple, <P is surjective. For each i, let <Pi: 8 i ---t 8 
be the restriction of <P to 8i • If <Pi = 0 for all i, then we would 
have <P = 0; hence <Pi is non-zero for some i, and it now follows from 
Schur's lemma that <Pi: 8 i ---t 8 is an isomorphism. • 

PROPOSITION 5. Suppose that A is a semisimple algebra, and let 
8 1 , ... ,8r be a collection of simple A-modules such that every simple 
A-module is isomorphic with exactly one 8 i . Let M be an A-module, 
and write M ~ n181 E9 ... E9 n r 8 r for some non-negative integers ni' 
Then the ni are uniquely determined. 

(Whenever the modules 8 1 , ... ,8r are as stated in the theorem, we 
shall say that the 8 i are the distinct simple A-modules.) 

PROOF. There is a composition series of n 181 E9 ... E9 nr 8r having 
n1 + .. . +nr terms, in which each 8 i appears ni times as a composition 
factor; the result now follows from the Jordan-HOlder theorem for 
modules .• 

We now initiate our efforts to classify all semisimple algebras. We 
start by proving the semisimplicity of a certain class of algebras, and 
we will ultimately show that all semisimple algebras lie in this class. 

If D is a finite-dimensional F-algebra, then for any n E N the set 
Mn(D) of n x n matrices with entries in D is a finite-dimensional 
F-algebra of dimension n2 dimp D. Algebras of the form Mn(D) 
are called matrix algebras over D. For 1 ::; i,j ::; nand D! E D, 
let Eij (D!) be the matrix whose only non-zero entry occurs in the 
(i, j)-position and is equal to D!. Let Dn be the set of column vectors 
of length n with entries in D; this forms an Mn(D)-module under 
matrix multiplication. 

An algebra D is said to be a division algebra if the non-zero ele­
ments of D form a group under multiplication. Any field extension 
of F is a division algebra, but there may be division algebras that 
are non-commutative rings. 
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THEOREM 6. Let D be a division algebra, and let n E N. Then 
any simple Mn(D)-module is isomorphic with Dn, and Mn(D) is 
isomorphic as Mn(D)-modules with the direct sum of n copies of Dn. 
In particular, Mn(D) is a semisimple algebra. 

PROOF. A non-zero sub module of Dn must contain some non-zero 
vector, which must have a non-zero (and hence invertible) entry x in 
the jth place for some j. By premultiplying this vector by Ejj(x- 1), 

we see that the submodule contains the jth standard basis vector. By 
premultiplying this basis vector by appropriate permutation matri­
ces, we see that the submodule contains every standard basis vector, 
and hence contains every vector. Therefore Dn is the only non­
zero Mn(D)-submodule of Dn, and hence Dn is simple. Now for 
each 1 ::; k :S: n, let Ck be the submodule of Mn(D) consisting of 
those matrices whose only non-zero entries appear in the kth col­
umn. Then we clearly have Mn(D) ~ EBk=lCk as Mn(D)-modules; 
but each Ck is isomorphic as an Mn(D)-module with Dn. It now 
follows from Lemma 3 that Mn(D) is a semi simple algebra and from 
Proposition 4 that Dn is the unique simple Mn(D)-module. • 

We say that an algebra is simple if its only two-sided ideals are 
itself and the zero ideal. 

LEMMA 7. Simple algebras are semisimple. 

PROOF. Let A be a simple algebra, and let ~ be the sum of all 
simple submodules of A. Let S be a simple submodule of A, and 
let a E A. Then Sa is the image of S under the homomorphism 
that sends s to sa, and thus Sa is either zero or simple. In either 
case, we have Sa ~ ~ for any simple submodule S and any a E A; 
from this we conclude that ~ is a right ideal in A and hence that ~ 
is a two-sided ideal. But A is simple and ~ of- 0, so we must have 
~ = A. Therefore, A is a sum of simple A-modules, and it follows 
from Lemmas 1 and 3 that A is a semi simple algebra. • 

THEOREM 8. Let D be a division algebra, and let n E N. Then 
Mn(D) is a simple algebra. 

PROOF. Let ° of- M E Mn(D); we must show that the principal 
two-sided ideal J of Mn(D) generated by M is equal to Mn(D). 
It suffices to show that J contains each Eij(l) since these matrices 
generate Mn(D) as an Mn(D)-module. As M of- 0, there are some 
1 :S: r, s :S: n such that the (r, s)-entry of M is non-zero; call this 
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entry x. We easily verify that Ess(1) = Esr(x-l)M Ess(1) E J. Now 
let 1 ::::; i, j ::::; n, and let wand w' be the permutation matrices 
corresponding to the transpositions (i s) and (s j), respectively. 
Then Eij(l) = wEss(1)w' E J. • 

If B l , . .. ,Br are algebras, then their external direct sum is the 
algebra B whose underlying set is the Cartesian product of the Bi 
and whose addition, multiplication, and scalar multiplication oper­
ations are defined componentwise. As the name suggests, we write 
B = Bl EB ... EB B r. If M is a Bi-module for some i, then we give M 
a B-module structure by (b l , ... ,br)m = bim. Clearly, if M is sim­
ple (resp., semisimple) as a Bi-module, then it is also simple (resp., 
semisimple) as a B-module. For each i, the set of elements of B 
whose only non-zero entry occurs in the ith component is an ideal 
of B, and this ideal is isomorphic, as a B-module, with B i . 

Now suppose that B is an algebra having ideals B l , ... ,Br such 
that, as vector spaces, B equals the direct sum of the B i . Then B is 
isomorphic with the external direct sum Bl EB ... EB Br by the map 
sending b = bl + ... + br to (b l , ... ,br). We call B the internal direct 
sum as algebras of the B i. (If i i- j and bi E B i, bj E B j , then we 
must have bibj E Bi n B j = 0 since Bi and B j are ideals; therefore, 
the product in B of bl + ... + br and b~ + ... + b~ is blb~ + ... + brb~.) 

LEMMA 9. Let B = Bl EB .. . EBBn be a direct sum of algebras. Then 
the two-sided ideals of B are exactly the sets of the form J l EB ... EB J n, 
where Ji is a two-sided ideal of Bi for each i. 

PROOF. Let J be a two-sided ideal of B, and let Ji = J n Bi for 
each i; clearly EB~l Ji ~ J. Let b E J; then b = bl + ... + bn , where 
bi E Bi for each i. Fix some i, and let ei be the element of B whose 
only non-zero entry is the identity of B i; then bi = bei E JnBi = J i . 

Therefore b E EB~=l Ji , which shows that J has the desired form. The 
converse is easy. • 

THEOREM 10. Let r E N. For each 1 ::::; i ::::; r, let Di be a division 
algebra over F, let ni E N, and let Bi = Mni (Di)' Let B be the 
external direct sum of the B i . Then B is a semis imp Ie algebra having 
exactly r isomorphism classes of simple modules and exactly 2r two­
sided ideals, namely every sum of the form ED B j , where J is a subset 

'EJ of {1, ... ,n}. J 
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PROOF. For each i, we can write Bi = Gil EB ... EB G ini by The­
orem 6, where the Gij are mutually isomorphic simple Bi-modules. 
As noted above, each Gij is also simple as a B-module. Therefore, 
we have B ~ EBi,jGij as B-modules, and hence B is a semisimple 
algebra by Lemma 3. It now follows from Proposition 4 that any 
simple B-module is isomorphic with some Gij ; but Gij ~ Gkl as 
B-modules iff i = k, so there are exactly r isomorphism classes of 
simple B-modules. The statement about two-sided ideals of B is an 
easy consequence of Theorem 8 and Lemma 9. • 

We have just shown that a direct sum of matrix algebras over 
division algebras is semisimple. We will shortly prove an important 
theorem due to Wedderburn which asserts that the converse is also 
true: Any semisimple algebra is isomorphic with a direct sum of 
matrix algebras over division algebras. We develop the proof through 
a series of lemmas after first introducing some new concepts. 

If M is an A-module, then composition of mappings gives a mul­
tiplication in EndA(M), and hence EndA(M) is an F-algebra. We 
call EndA(M) the endomorphism algebra of M. 

We define the opposite algebra BOP of an algebra B to be the set 
B endowed with the usual addition and scalar multiplication but the 
opposite multiplication. Given a, b E B, we shall use ab to denote 
their product in B and a . b to denote their product in BOP, so that 
a· b = ba by definition. Observe that (BOP)OP ~ B. If B is a division 
algebra, then so is BOP. The opposite of a direct sum of algebras is 
the direct sum of the opposite algebras, since multiplication in the 
direct sum is defined componentwise. 

Endomorphism algebras and opposite algebras are closely related: 

LEMMA 11. Let B be an algebra. Then BOP ~ EndB(B). 

PROOF. Let c.p E EndB(B), and let a = c.p(l). Then we have 
c.p(b) = bc.p(l) = ba for any b E B, and hence c.p is equal to the 
endomorphism Pa given by right multiplication by a. Therefore, 
we have EndB(B) = {Pa I a E B}, and so EndB(B) and Bare 
in bijective correspondence. To finish the proof, it suffices to show 
that PaPb = Pa.b for any a, b E B. Let a, b, x E B; then we have 
(PaPb)(X) = Pa(xb) = xba = Pba(X) = Pa.b(X) as required. • 

The above result suggests that we can gain information about 
semis imp Ie algebras by studying the properties of the endomorphism 
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algebras of semisimple modules; the next result indicates that this 
can be accomplished by looking at the special case of modules that 
are direct sums of a single simple module. 

LEMMA 12. Let Sl, ... ,Sr be the distinct simple A-modules; for 
each i, let Ui be a direct sum of copies of Si, and let U = U1 EEl. . . tBUr. 
Then we have EndA(U) ~ EndA(U1) tB ... tB EndA(Ur). 

PROOF. Let 'P E EndA(U), and fix some i. Every composition 
factor of Ui is isomorphic with Si, so by the Jordan-Holder theorem 
for modules we see that the same is true of 'P(Ui), since 'P(Ui) is 
isomorphic with a quotient of Ui. Suppose that 'P(Ui) were not con­
tained in Ui. Then the image of 'P(Ui) in U lUi under the natural map 
would be a non-zero submodule having Si as a composition factor. 
But it follows from the hypothesis that the composition factors of 
U lUi are exactly those Sj for j i= i, and hence a submodule of U lUi 
cannot have Si as a composition factor. Therefore for each i, we can 
define 'Pi E EndA(Ui) to be the restriction to Ui of 'P. In this way, 
we define a map r: EndA(U) ~ EndA(U1) tB ... tBEndA(Ur) by set­
ting r('P) = ('P1, ... ,'Pr). We find that r is an A-module monomor­
phism. Now let ('PI, ... ,'Pr) E EndA(U1)tB ... tBEndA(Ur). We define 
cp E EndA(U) as follows: Given x E U, we write x = Xl + ... + Xr 
where Xi E Ui for each i, and we define cp(x) = 'P1(Xt}+ ... +'Pr(xr). 
We have ('P1, ... ,'Pr) = r(cp), which shows that r is surjective. • 

LEMMA 13. If S is a simple A-module, then for any n E fir we 
have EndA (nS) ~ Mn (EndA (S)). 

PROOF. We regard the elements of nS as being column vectors of 
length n with entries from S. Let <P = ('Pij) E Mn(EndA(S)). We 
define r( <P ) : nS ~ nS by 

(
S.l) _ ('P.ll :.. 'P~n)(S.l) _ ('Pll(Sl) + .... + 'P1n(sn)) 

r(<p) . - . . . . - . . . .... . 
Sn 'Pn1··· 'Pnn Sn 'Pn1(Sl) + ... + 'Pnn(sn) 

We find that r(<p) (as + t) = a[r(<p)(s)] + r(<p)(t) for any a E A 
and s, tEnS since each 'Pij is an A-module homomorphism; hence 
r(<p) E EndA(nS). We leave it to the reader to check that the map 
r: Mn(EndA(S)) ~ EndA(nS) defined in this way is an algebra 
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monomorphism. Now let 'ljJ be an element of EndA(nS). For each 
1 ::; i, j ::; n, we define 'ljJij: S ~ S implicitly by 

(
8) ('ljJ11(8)) (0) ('ljJln(8)) o 'ljJ21(8) : : 

.1. - ••• • 1. • = . 'f/ • - • , , 0/ • 
:: 0 'ljJ(n-l)n(8) 
o 'ljJnl (8) 8 'ljJnn (8 ) 

We find that each 'ljJij E EndA(S). Let W = ('ljJij) E Mn(EndA(S)); 
then r(w) = 'ljJ, which shows that r is surjective, as required. • 

If S is a simple A-module, then it follows immediately from Schur's 
lemma that EndA(S) is a division algebra. If the ground field F is 
algebraically closed, then we can be more specific about the structure 
of EndA(S): 

LEMMA 14. Suppose that F is algebraically closed, and let S be 
a simple A-module. Then EndA(S) ~ F. 

(This result is not necessary for the development of the general struc­
ture theory of semisimple algebras, but as we shall see in Chapter 6 
it is critical in the application of the theory of semisimple algebras 
to ordinary representation theory.) 

PROOF. Let c.p E EndA(S). Viewing c.p as an invertible F-linear 
self-map of the finite-dimensional F-vector space S, we see since F 
is algebraically closed that c.p has a non-zero eigenvalue AlP E F. If 
I is the identity element of EndA(S), then c.p - AIPI E EndA(S) has 
non-zero kernel and hence is not invertible, which forces c.p = AIPI 
since EndA(S) is a division algebra. The map sending c.p to AlP is an 
isomorphism from EndA(S) to F. • 

LEMMA 15. Let B be an algebra. Then Mn(B)OP ~ Mn(BOP) for 
any n E N. 

PROOF. We define 'ljJ: Mn(B)OP ~ Mn(BOP) by letting 'ljJ(X) be 
the transpose X t of the matrix X; this map 'ljJ is clearly bijective. 
Let X = (Xij) and Y = (Yij) be elements of (Mn(B)Yp. Then for 
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any i and j we have 

n n 

(1/J(X)1/J(Y))ij = L 1/J(X)ik ·1/J(Y)kj = L X;k . Yfj 
k=l k=l 

n n 

= L Xki . Yjk = L YjkXki 
k=l k=l 

= (Y X)ji = (Y X)~j = (X . Y)~j 
= 1/J(X . Y)ij 

and hence 1/J(X . Y) = 1/J(X)1/J(Y); from this, we see that 1/J is an 
algebra homomorphism, which completes the proof. • 

Putting the pieces together, we now have Wedderburn's main 
structure theorem: 

THEOREM 16. The algebra A is semisimple iff it is isomorphic 
with a direct sum of matrix algebras over division algebras. 

PROOF. Suppose that the algebra A is semisimple. Then we can 
write A in the form A = U1 EB .. , EB Ur, where each Ui is the direct 
sum of ni copies of a simple A-module Si, and no two of the Si are 
isomorphic. We have 

AOP ~ EndA(A) 
~ EndA(U1) EB ... EB EndA(Ur) 
~ EndA(n1Sl) EB ... EB EndA(nrSr) 
~ Mnl (EndA(Sl)) EB ... EB Mn)EndA(Sr)) 

and hence 

A ~ [Mn1(EndA(Sl)) EB ... EB Mnr(EndA(Sr))rP 

~ Mnl (EndA(Sl))OP EB ... EB Mnr(EndA(Sr))OP 

by Lemma 11 

by Lemma 12 

by Lemma 13, 

~ Mnl (EndA(Sl)OP) EB ... EB Mnr(EndA(Sr)OP) by Lemma 15. 

Since the endomorphism algebra of a simple module is a division 
algebra, and since the opposite algebra of a division algebra is also 
a division algebra, we now see that any semisimple algebra is iso­
morphic with a direct sum of matrix algebras over division algebras. 
The converse was established in Theorem 10. • 
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As an immediate corollary, we have another celebrated result of 
Wedderburn: 

THEOREM 17. The algebra A is simple iff it is isomorphic with a 
matrix algebra over a division algebra. 

PROOF. Suppose that A is simple. Then A is semisimple by 
Lemma 7, so by Theorem 16 A is isomorphic with a direct sum 
of r matrix algebras over division F-algebras, and hence by Theo­
rem 10 A has exactly 2r ideals. But A is simple and thus has exactly 
2 ideals, so we must have r = 1; hence any simple algebra is isomor­
phic with a matrix algebra over a division algebra. The converse was 
established in Theorem 8. • 

We now see, albeit indirectly, that an algebra is semisimple iff it 
is a direct sum of simple algebras, which affirms the consistency of 
our choices of terminology. 

Semisimple algebras over algebraically closed fields have a more 
specific classification than those over arbitrary fields: 

THEOREM 18. Suppose that the field F is algebraically closed. 
Then any semis imp Ie algebra is isomorphic with a direct sum of 
matrix algebras over F. 

PROOF. This follows from Lemma 14 and the proof of Theo­
rem 16 .• 

In the remainder of this section, A is an algebra as before, but now 
possibly without unit. An element x E A is called nilpotent if xn = 0 
for some n E N. For example, the matrix (g 6) is a nilpotent element 
of M 2 (F) since its square is the zero matrix. More generally, any 
upper triangular element of Mn(F) whose main diagonal consists 
solely of zeroes is nilpotent. An ideal I of A is said to be nilpotent 
if r = 0 for some n EN, where r is the ideal spanned by all 
products of n elements of I. (By ideal, we shall always in this section 
mean two-sided ideal.) Taking I = A, we say that the algebra A is 
nilpotent if there is some n E N such that any product of n elements 
of A equals zero; in particular, every element of a nilpotent algebra is 
nilpotent, and consequently a nilpotent algebra cannot be an algebra 
with unit. 
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LEMMA 19. Let I and J be nilpotent ideals of A. Then 1+ J is 
also a nilpotent ideal of A. 

PROOF. Let m, n E N be such that 1m = In = O. The product 
of any m + n elements of I + J can be written as a sum of terms of 
the form Zl ... Zm+n, where each Zi lies in either 10r J. In any such 
term, by the pigeonhole principle either at least m of the Zi lie in I 
or at least n lie in J. In the former case, since I is an ideal we can 
rewrite Zl ... Zm+n as a product of m elements of I, and hence we 
have Zl ... Zm+n = 0 by the nilpotence of I; the other case is similar. 
Therefore, the product of any m + n elements of I + J is zero, and 
hence (I + J)m+n = O. • 

COROLLARY 20. A has a largest nilpotent ideal. 

(What we mean by this is that there is a nilpotent ideal of A that 
contains every nilpotent ideal of A.) 

PROOF. The sum of all nilpotent ideals of A can be realized as 
a finite sum since A is finite-dimensional; this finite sum contains 
all nilpotent ideals of A, and we see that it is nilpotent by applying 
Lemma 19 and an induction argument. • 

LEMMA 21. Let M and N be submodules of A such that AIM 
and AIN are semisimple A-modules. Then AI M n N is a semisimple 
A-module. 

PROOF. The map from AIM n N to AIM EB AI N that sends 
a + (M n N) to (a + M, a + N) is easily seen to be an A-module 
monomorphism; the result now follows from Lemma 2. • 

COROLLARY 22. A has a smallest submodule having semisimple 
quotient. 

(Similarly, what we mean by this is that there is a submodule of A 
having semisimple quotient that is contained in every submodule 
of A that has semisimple quotient.) 

PROOF. As in Corollary 20, the intersection of all submodules of A 
having semisimple quotient can be realized as a finite intersection 
of such submodules, and we see via Lemma 21 and an induction 
argument that this finite intersection has semisimple quotient. • 
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Let M be an A-module. We define Ann(M) = {a E A I aM = O}; 
this is called the annihilator of M, and we see easily that it is an 
ideal of A. Given a family {MthET of A-modules, we define their 
common annihilator to be n Ann(Mt ). 

tET 

The following result relates the concepts introduced in the previ­
ous paragraphs. The key parts of this theorem are due to Wedder­
burn, although not in this formulation. 

THEOREM 23. Let A be an algebra with unit. Then the following 
are equal: 

• The largest nilpotent ideal of A. 
• The common annihilator of all simple A-modules. 
• The smallest submodule of A having semisimple quotient. 

This object is called the radical of A and will be denoted rad(A). 
It is often called the Jacobson radical (and then denoted J (A)) after 
Nathan Jacobson, a student of Wedderburn. 

PROOF. Let I be the largest nilpotent ideal of A, which exists 
by Corollary 20; let A be the common annihilator of all simple 
A-modules; and let M be the smallest sub module of A having semi­
simple quotient, which exists by Corollary 22. 

Let J be a nilpotent ideal of A, and let S be a simple A-module. 
As JS is a submodule of S, either JS = 0 or JS = S. If JS = S, 
then we have JkS = S for all kEN; but In = 0 for some n E N 
since J is nilpotent, so this is a contradiction. Therefore J S = 0; 
thus every nilpotent ideal annihilates every simple A-module, and so 
it follows that I ~ A. 

Since A is finite-dimensional, it has as an A-module a composi­
tion series A = Ao ~ Al ~ ... ~ Ar = O. Each successive quotient 
Ad A+I is a simple A-module, and hence A(Ad AHI ) = 0, or equiv­
alently AA ~ AHI . Therefore, Ak ~ Ak for every 1 :S k :S r, and 
in particular Ar ~ Ar = 0, which gives A ~ I. Therefore 1= A. 

Now A annihilates all simple A-modules, so in addition it annihi­
lates all semisimple A-modules. Since A/Mis semisimple, we have 
A(A/M) = 0, and hence AA ~ M; as A ~ AA since A has unit, 
this gives A ~ M. 

Suppose that A c M. Then there is a simple A-module S such 
that MS =1= 0, which forces MS = S since MS is a submodule of S. 
Moreover, M s is a submodule of S for every s E S, so there must be 
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some s E S such that M s = S. Let m E M be such that ms = -s, 
in which case m + 1 lies in the annihilator of s. The annihilator 
of s is a proper sub module of A, and since A is finite-dimensional it 
follows that the annihilator of s, and in particular m + 1, lies in some 
maximal submodule N of A. Since N is maximal, AI N is simple and 
hence semisimple, and so M ~ N. But now we have mEN, which 
gives 1 = (m + 1) - mEN and hence A = N; this is a contradiction 
since N c A. Therefore, we must have A = M. • 

COROLLARY 24. Let A be an algebra with unit. Then A is semi­
simple iff A has no non-zero nilpotent ideals. 

PROOF. By Lemma 3, A is semisimple iff A is semi simple as an 
A-module, and by Theorem 23 this is true iff rad(A) = 0; but we 
also see from Theorem 23 that rad(A) = 0 iff A has no non-zero 
nilpotent ideals. • 

We have just seen that an algebra with unit whose radical is zero is 
semisimple. This suggests the following question: What can be said 
about an algebra without unit whose radical is zero? This question 
has an answer that is perhaps surprising: There are no such algebras. 
Before establishing this, we need a lemma that enables us to imbed 
an algebra without unit inside an algebra with unit. 

LEMMA 25. Let A be an algebra, possibly without unit. Then 
there exists an algebra B with unit and an ideal I of B such that, 
as algebras, we have I ~ A and B I I ~ F. 

PROOF. Let B be the set F x A, endowed with componentwise 
addition and scalar multiplication and with the following multipli­
cation: We define (A, a) (/-L, b) = (A/-L, Ab + /-La + ab) for A, /-L E F and 
a, b E A. Let I = {(O, a) I a E A} ~ B. We leave it to the reader 
to verify that B is an algebra with unit (1,0) satisfying the stated 
conditions. • 

THEOREM 26. Let A be a non-zero algebra, possibly without unit. 
If A has no non-zero nilpotent ideals, then A is an algebra with unit. 

PROOF. Let B and I be as in Lemma 25, and let J be a nilpotent 
ideal of B. Then J n I is a nilpotent ideal that is contained in I; 
but I ~ A by Lemma 25, so from the hypothesis we deduce that 
J n I = O. The first isomorphism theorem for modules now gives 
J = JIJnI ~ 1+ JII; thus, 1+ JII is a nilpotent ideal in BII. 
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But B I I ~ F by Lemma 25, and F has no non-zero proper ideals, so 
we must have J = O. Therefore, B has no nilpotent ideals and hence 
is semisimple by Corollary 24; it now follows from Theorem 16 that 
B is isomorphic with a direct sum of matrix algebras over division 
algebras. By Theorem 10, every ideal of B is also a direct sum of 
matrix algebras over division algebras, and thus every non-zero ideal 
of B is an algebra with unit. But A ~ I is a non-zero ideal of B by 
Lemma 25, and therefore A is an algebra with unit. • 

We can now prove a final theorem of Wedderburn; this result will 
allow us to complete the proof of Kolchin's theorem, which was left 
unfinished in Section 5. 

THEOREM 27. Suppose that the algebra A can be generated as an 
F-vector space by a set consisting of nilpotent elements. Then A is 
nilpotent. 

PROOF. Let F be an algebraically closed field that contains F. 
(Such fields certainly exist; see [18, Section 8.1].) Let A = F ®F A. 
Then A is an F-vector space with dimp A = dimF A, and any F-basis 
for A induces an F-basis for A. Moreover, A has an algebra structure 
that extends that of A. We can view A as a subalgebra of A via the 
inclusion of Fin F and the isomorphism (as in Proposition 12.2) of A 
with F®FA. (The algebra A is called the extension of scalars from F 
to P of A.) By hypothesis, A can be generated as a vector space by a 
set consisting of nilpotent elements; hence A also has this property. 
Since A ~ A, it suffices to prove that A is nilpotent. Therefore, 
without loss of generality, we can assume that F is algebraically 
closed. 

We shall use induction on dimF A. If dimF A = 1, then every 
element of A is a scalar multiple of a nilpotent element, and hence 
A is nilpotent. Thus we assume that dimF A > 1. Suppose that 
A has a non-zero nilpotent ideal I. Then dimF AI I < dimF A, and 
so by induction AI I, and consequently A, is nilpotent. It remains 
only to consider the case where A has no non-zero nilpotent ideals. 
In this case, A is an algebra with unit by Theorem 26 and hence is 
semisimple by Corollary 24. We now see from Theorem 18 that A is 
isomorphic with a direct sum of matrix algebras over F. Let Mn(F) 
be one of these summands. Since A can be generated as a vector 
space by nilpotent elements, we see that the same is true of Mn(F). 
If M E Mn(F), then since F is algebraically closed it follows via 
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Jordan form that M is similar to an upper triangular matrix; if M 
is nilpotent, then this observation implies that the trace of M must 
be zero. Therefore, the nilpotent elements that generate Mn(F) are 
contained in a proper subspace of Mn{F), namely the kernel of the 
trace map; this is a contradiction, so this case cannot arise. • 

We now give the application of this theorem used in Section 5. 

PROPOSITION 28. Let Vn(F) be the space of column vectors of 
length n E N with entries from a field F, and let H be a unipotent 
subgroup of GL(n, F). Then there exists some 0 i- v E Vn(F) such 
that xv = v for all x E H. 

PROOF. Let V be the subspace of GL(n, F) spanned by the set 
S = {x - I I x E H}, where I denotes the identity matrix. If x E H, 
then we have (x - I)n = 0 since x is unipotent, and consequently S 
consists of nilpotent elements. Now for x, Y E H, we observe that 
(x - I) (y - 1) = (xy - I) - (x - 1) - (y - I) E V. Thus, V is 
closed under matrix multiplication, and we conclude that V is an 
algebra. Since V is generated as a vector space by the set S of 
nilpotent elements, V is nilpotent by Theorem 27. In particular, 
there is some minimal tEN such that (Xl - I) ... (Xt - 1) = 0 
for any Xl", . , Xt E H. By the minimality of t, there must exist 
some Yl, ... , Yt-l E H such that (Yl - I) .,. (Yt-l - I) is not the 
zero matrix, and thus there must exist non-zero vectors v and v' in 
Vn(F) such that (Yl - I)··· (Yt-l - 1)v' = v. Now for any x E H we 
have (x - 1)v = (x - I)(Yl - 1) ... (Yt-l - I)v' = Ov' = 0 and hence 
xv=v .• 

EXERCISES 

Throughout these exercises, A denotes a finite-dimensional algebra with 
unit over a field F, and all A-modules are finitely generated. 

1. Let n E N. Let V be the n-dimensional subspace of An spanned 
by the identity elements of the summands. Show that if M is an 
A-module and T: V -+ M is a linear transformation, then there is a 
unique A-module homomorphism from An to M which extends T. 

2. (cont.) Suppose that B is an A-module having an n-dimensional 
subspace U such that whenever M is an A-module and T: U -+ M 
is a linear transformation, there is a unique extension of T to an 
A-module homomorphism from B to M. Show that B and An 
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are isomorphic A-modules. (Modules of the form An for some 
n E N are called free A-modules; hence this exercise provides an 
alternate characterization of freeness, which we shall generalize for 
group algebras in the exercises to Section 16.) 

3. Let n E N, and let Tn(F) be the algebra of upper triangular n x n 
matrices. Show that the set Vn(F) of column vectors over F of 
length n is a Tn (F)-module that has a unique composition series 
in which every simple Tn (F)-module appears exactly once as a 
composition factor. 

4. (cont.) Show that the Tn (F)-module Tn (F) is isomorphic with the 
direct sum of all non-zero submodules of Vn(F). 

5. (cont.) Find the largest nilpotent ideal of Tn (F), and show without 
reference to Theorem 23 that it is also the common annihilator of 
all simple Tn (F)-modules and the smallest submodule of Tn(F) 
having semisimple quotient. 

6. Let U be an A-module, let n E N, and let un be the set of column 
vectors of length n with entries from U, considered in the obvious 
way as an Mn(A)-module. Show that U is a simple A-module iff 
un is a simple Mn(A)-module. 

7. (cont.) Show that HomA(U, V) ~ HOmMn(A) (Un, vn) for any 
A-modules U and V. 

8. (cont.) Show that every Mn(A)-module is isomorphic with a mod­
ule of the form un for some A-module U. (What Exercises 6-8 
show is that the module theory of the algebras A and Mn(A) is, 
in a sense that can be made precise, the same. In the language 
of category theory, we say that the categories of A-modules and 
Mn(A)-modules are Morita equivalent.) 

9. Show that A is a simple A-module iff A is a division algebra. 
10. We can clearly regard an A/rad A-module as being an A-module; 

on the other hand, a simple A-module is annihilated by rad(A) 
and hence can be considered as an A/rad A-module. Show that 
an A-module is simple iff it is a simple A/rad(A)-module. (Since 
A/rad(A) is a semisimple algebra, this implies that the determina­
tion of simple modules over arbitrary algebras reduces to the case 
of semisimple algebras.) 

11. Let B be a finite-dimensional F-algebra, possibly without unit. 
Show that if B is a simple algebra whose multiplication is not 
identically zero, then B is isomorphic with a matrix algebra over 
a division algebra. 

FURTHER EXERCISES 

Let A be as above, and let M be a finitely generated A-module. 
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12. Show that the following objects (exist and) are equal: the inter­
section of all maximal submodules of M; the smallest submodule 
of M having semisimple quotient; and rad(A)M. This submodule 
of M is called the radical of M and is denoted rad(M). (Observe 
that our two definitions of the symbol rad(A) agree.) 

We define a descending series radn(M) of submodules of M by setting 
rad°(M) = M and radn(M) = rad(radn - 1(M)) for n E N. It follows from 
Exercise 12 that we have radn(M) = (rad(A))n M for any n E N. This 
series is called the radical series of M. Observe that radn(M) = 0 for 
some n, since rad(A) is a nilpotent ideal, and that each successive quotient 
of the radical series is a semisimple module, with M being semisimple iff 
rad(M) = O. 

13. (cont.) Show that M has a unique largest semisimple submodule 
and that this submodule is equal to {m E M I rad(A)m = O}. We 
call this submodule the socle of M, and we denote it by soc(M). 

14. (cont.) We define an ascending series socn(M) of submodules 
of M as follows: We let socO(M) = 0 and soc1(M) = soc(M), 
and for n > 1 we let socn(M) be the submodule of M such that 
socn(M)jsocn- 1(M) = soc(Mjsocn- 1 (M)). Show that we have 
socn(M) = {m E M I rad(A)nm = O} for any n E N. (This se­
ries is called the socle series of M. As with the radical series, we 
observe that socn(M) = M for some n, since rad(A) is nilpotent, 
and that each successive quotient of the socle series is semisimple, 
with M being semisimple iff soc(M) = M.) 

15. (cont.) Show that radn(M) = 0 iff socn(M) = M; conclude that 
the radical and socle series of M have the same finite length. If 
this common length is r, then show that radn(M) ~ socr-n(M) 
for every 0 :::; n :::; r. 



6 
Group Representations 

In this final chapter, we explore the character theory of finite groups. Sec­
tion 14 introduces characters and develops some of their elementary prop­
erties. This development is continued in Section 15 with the introduction of 
the character table and the verification of the orthogonality relations. The 
bulk of this section is devoted to a series of instructive examples involving 
the computation of character tables. In Section 16, we momentarily return 
to a more general setting with the definition of induced modules; we then 
study induced characters, finishing with a well-known group-theoretic the­
orem of Frobenius that (at present) cannot be established without invoking 
character theory. 

14. Characters 
In this chapter G denotes a finite group, and all CG-modules are 

finitely generated (or equivalently have finite dimension as C-vector 
spaces), where C is the field of complex numbers. 

Since C is an algebraically closed field of characteristic zero, we 
obtain from Wedderburn theory specific information about the na­
ture of the algebra CG: 

THEOREM 1. There is some r E N and some 11,'" ,/r EN such 
that CG ~ Mh(C) E9 ... E9 Mfr(C) as C-algebras. Furthermore, 
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there are exactly r isomorphism classes of simple CG-modules, and 
if we let Sl, ... ,Sr be representatives of these r classes, then we can 
order the Si so that CG ~ 11S1 EEl ... EEl IrSr as CG-modules, where 
dime Si = Ii for each i. Any CG-module can be written uniquely in 
the form a1S1 EEl ... EEl arSn where the ai are non-negative integers. 

PROOF. The first statement follows from Corollary 12.8 and The­
orem 13.18; the second, from Theorems 13.6 and 13.10, where we 
take Si to be the space of column vectors of length Ii with the canon­
ical module structure over the ith summand M J; (C); and the third, 
from Proposition 13.5. • 

The C-dimensions 11, ... ,Ir of the r simple CG-modules are called 
the degrees of G. The trivial CG-module C is one-dimensional and 
hence simple, so G will always have at least one of its degrees equal 
to 1, and by convention we will set 11 = 1. 

r 
COROLLARY 2. We have 2: Il = IGI· 

i=l 

PROOF. Theorem 1 gives 
r r 

IGI = dimeCG = dimc(EfjMfi(C)) = L dime Mh(C) 
i=l i=l 

r 

=L{;· • 
i=l 

In fact, the degrees of G must divide IGI; we shall not use this 
fact, but we provide a proof of it in the Appendix. 

We now establish an important connection between the number 
of simple CG-modules and the structure of G. 

THEOREM 3. The number r of simple CG-modules is equal to the 
number of conjugacy classes of G. 

PROOF. Let Z be the center of CG, meaning that Z is the sub­
algebra of CG consisting of all elements that commute with every 
element of CG. Using Theorem 1, we observe that Z is isomorphic 
with the center of M/l (C) EEl ... EEl Mfr(C) and hence is isomorphic 
with the direct sum of the centers of the MJ; (C). As noted in the 
proof of Proposition 6.4, the center of any Mf'(C) consists only of 
the scalar matrices and hence is isomorphic with C; thus Z ~ cr, 
and in particular dime Z = r. 
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Consider an element LgEG >..gg of Z. For any h E G, we have 
(Lg >..gg)h = h(Lg >..gg) , giving Lg >..gg = Lg >..gh-1gh = Lg >"hgh-1g. 
Therefore, we have >..g = >"hgh-1 for every g, h E G, and so we con­
clude that the coefficients of elements of Z are constant on conjugacy 
classes. It follows that a basis for Z is the set of class sums, which 
are the sums of the form L9EK 9 where K is a conjugacy class of G. 
Thus, dime Z is equal to the number of conjugacy classes of G, which 
completes the proof. • 

We should mention that, in general, there is no natural bijective 
correspondence between the conjugacy classes of G and the simple 
CG-modules. However, if G is a symmetric group, then there is 
such a correspondence, although we shall not develop it here; for an 
overview, see [13, Section 4.1]. 

If U is a CG-module, then each 9 E G defines an invertible lin­
ear transformation of U that sends u E U to guo We define the 
character of U to be the function Xu: G -+ C, where Xu(g) is the 
trace of this linear transformation of U defined by g. For example, 
Xu(l) = dime U, since the identity element of G induces the iden­
tity transformation on U. If p: G -+ GL(U) is the representation 
corresponding to U, then Xu(g) is just the trace of the map p(g). 
Isomorphic CG-modules have equal characters. We observe that for 
any g, hE G, the linear transformations of U defined by 9 and hgh-1 
are similar and hence have the same trace. Therefore, any character 
of G is constant on each conjugacy class of G, meaning that the value 
of the character on any two conjugate elements is the same. 

For example, let U = CG, and let 9 E G. By considering the 
matrix of the linear transformation defined by 9 with respect to the 
basis G of CG, we see that Xu(g) is equal to the number of elements 
x E G for which gx = x. Therefore, we have Xu(l) = IGI and 
Xu(g) = 0 for every 1 # 9 E G. This character is called the regular 
character of G. 

The theory of characters was developed by Frobenius and others, 
starting in 1896. However, at first nothing was known about linear 
representations, let alone modules over the group algebra; Frobenius 
defined characters as being functions from G to C satisfying certain 
properties, but it turned out that his characters were exactly the 
trace functions of finitely generated CG-modules. 

We will denote the characters of the r simple CG-modules by 
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Xl, ... ,Xr; these characters will be referred to as the irreducible 
characters of G. Whenever we say that 8 1 , ... ,8r are the distinct 
simple CG-modules, we implicitly order them so that XSi = Xi for 
each i. In keeping with the convention that II denotes the degree 
of the trivial representation, we let Xl be the character of the trivial 
representation; we call Xl the principal character of G, and we have 
Xl(g) = 1 for all 9 E G. 

A character of a one-dimensional CG-module is called a linear 
character. Since one-dimensional modules are simple, we see that 
all linear characters are irreducible. Let X be the linear character 
arising from the CG-module U, and let g, h E G. Since U is one­
dimensional, for any u E U we have gu = X(g)u and hu = X(h)u, and 
thus X(gh)u = (gh)u = X(g)X(h)u; therefore, X is a homomorphism 
from G to the multiplicative group C X of non-zero complex numbers. 
On the other hand, given a homomorphism <p: G --t C X , we can 
define a one-dimensional CG-module U by gu = <p(g)u for 9 E G 
and u E U, and we then have Xu = <p. Therefore, linear characters 
of G are exactly the same as group homomorphisms from G to C x . 

Our next result compiles some basic information about characters. 

PROPOSITION 4. Let U be a CG-module, let p: G --t GL(U) be 
the representation corresponding to U, and let 9 E G be of order n. 
Then: 

(i) peg) is diagonalizable. 
(ii) Xu(g) equals the sum (with multiplicities) of the eigenvalues 

of peg). 
(iii) Xu(g) is a sum of Xu(l) nth roots of unity. 
(iv) XU(g-l) = Xu(g). (Here z denotes the complex conjugate of 

Z E C.) 
(v) IXu(g)1 :S Xu(I). 

(vi) {x E G I Xu(x) = Xu(l)} is a normal subgroup of G. 

PROOF. Since gn = 1, peg) satisfies the polynomial xn - 1. But 
xn - 1 splits into distinct linear factors in qX], and so it follows 
that the minimal polynomial of p(g) does also, and hence that p(g) 
is diagonalizable, proving (i). It now follows that the trace of peg) 
is the sum of its eigenvalues, proving (ii). These eigenvalues are 
precisely the roots of the minimal polynomial of p(g), which divides 
xn -1; consequently those roots are nth roots of unity, which (since 
Xu(l) = dime U) proves (iii). We see easily that any eigenvector for 
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p(g) is also an eigenvector for p(g-l), with the eigenvalue for p(g-l) 
being the inverse of the eigenvalue for p(g). Since the eigenvalues of 
p(g) are roots of unity, it follows that the eigenvalues of p(g-l) are the 
conjugates of the eigenvalues of p(g), and from this (iv) follows easily. 
(v) follows immediately from (iii). We have already seen that Xu(g) 
is the sum of its Xu(l) eigenvalues, each of which is a root of unity. If 
this sum equals Xu(l), then it follows that each of those eigenvalues 
must be 1, in which case p(g) must be the identity map. Conversely, 
if p(g) is the identity map, then we have Xu(g) = dimc(U) = Xu(l); 
therefore {x E G I Xu(x) = Xu(l)} = ker p ~ G, proving (vi). • 

Suppose that X and 't/J are characters of G. We can define new 
functions X + 't/J and X't/J from G to C by (X + 't/J)(g) = X(g) + 't/J(g) 
and (X't/J)(g) = X(g)'t/J(g) for 9 E G. These new functions obtained 
from characters are not, a priori, characters themselves. We can 
also, given a scalar A E C, define a new function AX: G -+ C by 
(AX)(g) = AX(g), and consequently we can view the characters of G 
as elements of a C-vector space of functions from G to C. 

PROPOSITION 5. The irreducible characters of G are, as functions 
from G to C, linearly independent over C. 

PROOF. We have CG ~ Mil (C) EEl ... EEl Mfr(C) by Theorem l. 
Let 8 1, ••. ,8r be the distinct simple CG-modules, and for each i let 
ei be the identity element of M Ii (C). Fix some i. Recall that for any 
9 E G, Xi(g) is the trace of the linear transformation on 8 i defined 
by 9 E G. We linearly extend Xi to a linear map from CG to C, so 
that Xi(a) for a E CG is the trace of the linear transformation on 8 i 

defined by a. We observe that the linear transformation on 8 i given 
by ei is the identity map, and hence that Xi(ei) = dime 8 i = k 
Moreover, if j i= i, then the linear transformation on 8 j given by ei 

is the zero map, and hence Xj(ei) = O. 
Now let AI, ... ,Ar E C be such that L;=l AjXj = O. From the 

above we see that 0 = L;=l AjXj(ei) = Adi for each i; thus Aj = 0 
for all j, proving the result. • 

LEMMA 6. XUElW = Xu + Xv for any CG-modules U and V. 

PROOF. By considering a C-basis for U EEl V whose first dime U 
elements form a C-basis for U EEl 0 and whose remaining elements form 
a C-basis for 0 EEl V, we see easily that XUElw(g) = Xu(g) + Xv(g) for 
any 9 E G .• 
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We can now show that the characters of CG-modules suffice to 
distinguish between CG-modules: 

THEOREM 7. If Sl,'" ,Sr are the distinct simple CG-modules, 
then the character of the CG-module alSl EB ... EB arSr (where the ai 
are non-negative integers) is alXl + ... + arXr. Consequently, two 
CG-modules are isomorphic iff their characters are equal. 

PROOF. The first assertion follows directly from Lemma 6. Now 
suppose that Xu = Xv for some CG-modules U and V. Since CG 
is semisimple, we can write U ~ EBiaiSi and V ~ EBibiSi, where 
the ai and bi are non-negative integers. By taking characters, we 
have 0 = Xu - Xv = Li(ai - bi)Xi, which by Proposition 5 forces 
ai = bi for all i; hence U ~ V. • 

Although each character determines a CG-module up to isomor­
phism by Theorem 7, there is no generic way to construct a module 
from its corresponding character, and so in some sense information is 
lost by studying characters in lieu of modules. However, characters 
turn out to be an efficient means of translating information about 
the ordinary representation theory of G to information about G it­
self, and for this reason we will soon turn our attention away from 
CG-modules and toward their characters. 

We have seen in Section 12 that if U and V are CG-modules, 
then U Q9c V and Homc(U, V), which we shall write here simply as 
UQ9V and Hom(U, V), admit natural CG-module structures. We now 
consider the relationship between the characters of these modules 
and those of U and V. 

PROPOSITION 8. Let U and V be CG-modules. Then: 

(i) Xu~w = XuXv· 
(ii) Xu- = Xu. (Recall that U* = Hom(U, F).) 

(iii) XHom(U,v) = XuXv· 

PROOF. (i) Let 9 E G. By part (i) of Proposition 4, the 
transformation defined by the action of 9 on U is diagonal­
izable; let {Ul,'" ,um } be a basis of U consisting of eigen­
vectors of this transformation, with respective eigenvalues 
Al,' .. ,Am. Similarly, let {Vl,' .. ,vn} be a basis of V consist­
ing of eigenvectors of the transformation defined by the action 
of 9 on V, with respective eigenvalues J-ll, ... ,J-ln. We have 
Xu(g) = Al + ... + Am and Xv(g) = J-ll + ... + J-ln by part (ii) 
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of Proposition 4. Now {Ui @vjh,j is a basis for U @ V, and 
g(Ui@Vj) = gUi@gVj = AiUi@f..LjVj = Aif..Lj(Ui@Vj) for any i,j. 
Hence the basis {Ui @ Vj hj consists of eigenvectors for the 
transformation defined by the action of 9 on U @ V, and thus 
Xu~w(g) = Li,j Aif..Lj = (Li Ai)(Lj f..Lj) = Xu(g)Xv(g). 

(ii) Let 9 E G, and as in the proof of (i) let {U1,'" ,um } be 
a basis for U of eigenvectors of the transformation of U 
defined by g, with respective eigenvalues >'1,'" ,Am. Let 
{ 'P1, ... ,'Pm} be the dual basis of U*, so that 'Pi: U -+ C is 
defined for each i by 'Pi (Uj) = 8ij for each j. Fix some j. 
Now gUj = AjUj, so g-lUj = Xj 1Uj . However, we observed 
in the proof of Proposition 4 that Aj is a root of unity, and 
consequently we have Ail = Aj. For any i,j we now have 
(g'Pi)(Uj) = 'Pi(g-lUj ) = 'Pi(AjUj) = Aj8ij , and this gives 
g'Pi = Ai 'Pi for each i; therefore, the basis {'Pl,'" ,'Pm} 
of U* consists of eigenvectors for the transformation of U* 
defined by g, with respective eigenvalues ~, ... ,Am. There­
fore Xu' (g) = A1 + ... + Am = A1 + ... + Am = Xu(g). 

(iii) By Proposition 12.7, we have Hom(U, V) ~ U* @ V, and so 
the result follows from (i) and (ii) above. • 

A virtual character of G is a Z-linear combination of the irre­
ducible characters of G. (Some authors prefer the term "generalized 
character.") Characters are virtual characters by Theorem 7. 

COROLLARY 9. The virtual characters of G form a ring. 

PROOF. By part (i) of Proposition 8, the product of two char­
acters is again a character, and the result easily follows from this 
observation. • 

A class function on G is a function from G to C whose value 
within any conjugacy class is constant. For example, characters of 
CG-modules are class functions. The set of class functions on G 
forms a C-vector space of dimension r, where r is the number of 
conjugacy classes of G; an obvious basis for this vector space is the 
set of functions that attain the value 1 on a single conjugacy class 
and 0 on all other classes. 

PROPOSITION 10. The irreducible characters of G form a basis for 
the space of class functions on G. 
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PROOF. By Proposition 5, the irreducible characters of G are lin­
early independent elements of the space of class functions; but their 
number is equal by Theorem 3 to the number of conjugacy classes 
of G, which is equal to the dimension of the space of class func­
tions. • 

If a and {3 are class functions on G, then their inner product is 
the complex number 

1" -(a,{3) = WI ~ a(g){3(g). 
gEG 

This function ( , ) is, as the name suggests, an inner product on 
the space of class functions. That is, we have: 

• (a,a) ~ 0 for all a, and (a,a) = 0 iff a = O. 
• (a,{3) = ({3,a) for all a,{3. 
• (Aa, {3) = A(a, {3) for all a, {3 and all A E C. 
• (al + a2,{3) = (al,{3) + (a2,{3) for all al,a2,{3. 

The following are easy consequences of the above properties: 

• (a, A{3) = ).( a, {3) for all a, {3 and all A E C. 
• (a, {31 + {32) = (a, {31) + (a, {32) for all a, {31, {32. 

We conclude this section with a result that gives some meaning 
to the inner product of two characters. We first require some nota­
tion and a lemma. If U is a CG-module, then the set of elements 
of U on which G acts trivially is a CG-submodule of U; we call this 
submodule UG, and so UG = {u E U I gu = u for all 9 E G}. 

LEMMA 11. If U is a CG-module, then dime UG = Ibl 2:: Xu(g). 
gEG 

PROOF. Let a = Ibl 2::9E G 9 E CG. We have ga = a for any 9 E G, 
and from this we see that a2 = a. If T is the linear transformation 
of U defined by a, then T must satisfy the equation X 2 - X = 0; 
consequently T is diagonalizable, and the only eigenvalues of Tare 
o and 1. Let U1 ~ U be the eigenspace of T corresponding to the 
eigenvalue 1. If u E U1 , then we have gu = gau = au = u for any 
9 E G, and therefore u E UG. Conversely, suppose that u E UG. 
Then we see that IGlau = (2::9EG g)u = 2::g gu = 2::g u = IGlu, 
and hence that au = u, which gives u E U1 . Therefore UG = U1 . 

However, the trace of T is clearly equal to the dimension of U1 , and 
the result now follows from the linearity of the trace map. • 
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dimc HomcG(U, V) for any 

PROOF. We first observe that HOIDcG(U, V) is a subspace of the 
Ce-module Hom(U, V). If <p E HomcG(U, V) and gEe, then 
(g<p)(u) = g<p(g-lU) = gg-l<p(U) = <p(u) for any u E Uj hence we 
have g<p = <p for all gEe, which shows that <p E Hom(U, V)G. By re­
versing the argument we conclude that HOIDcG(U, V) = Hom(U, V)G. 
Therefore 

dimc HomcG(U, V) = dime Hom(U, V)G = I~I L XHom(U,V) (g) 
gEG 

1 "'-= -lei ~ Xu (g)xV (g) 
gEG 

= (XV,XU) 

by Lemma 11 and part (iii) of Proposition 8. This implies that 

(XU, XV) = (XV, XU) = (XV, XU) = dimc HOIDcG (U, V) since we now 
know that (Xv, Xu) is real-valued. • 

EXERCISES 

Throughout these exercises, G denotes a finite group, and all modules 
are finitely generated. 

1. Let A be a semisimple IC-algebra. Let [A, A] be the subspace of A 
spanned by the set {ab - ba I a, b E A}. Show that the codimension 
of [A, A] in A (which is just the dimension of A/[A, AD is equal to 
the number of isomorphism classes of simple A-modules. 

2. (cont.) Let A = ICG, and let gl,'" ,gr be representatives of the 
r conjugacy classes of G. Show that {gi + [A, A]ll ~ i ~ r} is a 
basis of A/[A, A]. 

3. Show that if S is a simple ICG-module and U is a one-dimensional 
ICG-module, then S ® U is simple. 

4. Show that the set of isomorphism classes of the one-dimensional 
ICG-modules forms a group under the taking of tensor products. 

5. Let X be an irreducible character of G. Show that if>. is any IGlth 
root of unity, then {x E G I X(x) = >'x(1)} :::! G. 

6. Show that a ICG-module U is simple iff its dual U* is simple. Con­
clude that the complex conjugate of an irreducible character is 
again an irreducible character. 
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If F is any field and U is any FG-module, then we define the character 
of U to be an F-valued function on U whose value at 9 EGis the trace of 
the F-endomorphism of U induced by g, exactly as was done in this section 
in the case F = C. 

7. Suppose that F has characteristic p > O. Give an example to 
demonstrate that two FG-modules that have the same character 
need not be isomorphic. 

8. Suppose that F has characteristic p > O. Show that if U is an 
FG-module then we have Xu(g) = Xu (gpl ) for any 9 E G, where 
gpl is the p'-part of 9 as defined in Exercise 1.3. 

15. The Character Table 
We established in Section 14 that any character of G is a Z-linear 

combination of the r irreducible characters Xl, ... ,Xr of G, where 
r is by Theorem 14.3 equal to the number of conjugacy classes of G. 
Since each irreducible character is specified by its value on each con­
jugacy class of G, it follows that the characters of G are completely 
determined by an r x r array giving the values of the r irreducible 
characters on the r conjugacy classes of G. This array is called the 
character table of G. Of course, the character table of G is well­
defined only up to reorderings of the rows and columns. 

If X is the character table of G, then X = (Xi(9j)h$i,j$Tl where 
9l, ... ,9r are representatives of the r conjugacy classes of G. By 
convention, we always set 91 = 1, so that the first column of the 
character table consists of the degrees of G. We will generally write 
X in the form 

1 k2 kr 
1 92 9r 

Xl 1 1 1 
X2 12 X2(92) X2(9r) 

Xr Ir Xr(92) Xr(9r) 

where the Ii are the degrees of G, and ki = IG : Ca(9i) I is (by 
Proposition 3.11) the order of the conjugacy class of 9i for each i. 
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(Recall that we always take Xl to be the principal character.) 
We now continue to establish some fundamental properties of char­

acters. 

Row ORTHOGONALITY THEOREM. (Xi,Xj) = Oij for any i and j. 

PROOF. Let Sl, ... ,Sr be the distinct simple CG-modules. By 
Theorem 14.12, we have (Xi, Xj) = dimc Homca(Si' Sj) for any i 
and j. For each i, we have Homca(Si' Si) = Endcc(Si) ~ C by 
Lemma 13.14, and if i =1= j then Homca(Si' Sj) = 0 by Schur's 
lemma .• 

In other words, this theorem asserts that 

I", - 1~ -
Oij = -IGI ~ Xi (g)xj (g) = -IGI ~ ktXi(gt)Xj(gt) 

gEC t=l 

for any i and j, where the gt are conjugacy class representatives and 
the kt are the orders of the conjugacy classes. We can interpret this 
as saying that the rows of the character table are, when considered 
as vectors in cr, orthogonal with respect to an inner product that 
differs slightly from the standard one, and it is this interpretation 
that lends its name to the above result. 

Row orthogonality has a number of important consequences: 

COROLLARY 1. The irreducible characters of G form an orthonor­
mal basis for the vector space of class functions on G. 

PROOF. This follows immediately from Proposition 14.10 and the 
row orthogonality theorem. • 

COROLLARY 2. If a = 2:i aiXi and (3 = 2:j bjXj are virtual char­
acters of G, then (a,{3) = 2:i aibi. 

PROOF. We have 
r r r r r r 

(a,{3) = (LaiXi,LbiXj) = LLaibj(Xi,Xj) = LLaibjOij 
i=l j=l i=l j=l i=l j=l 

by row orthogonality. • 

COROLLARY 3. If a is a character of G and n E {I, 2, 3}, then 
(a, a) = n iff a is a sum of n irreducible characters. 
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PROOF. Write 0: = E~=1 aiXi, where the ai are non-negative inte­
gers. Since (0:,0:) = Ei a; by Corollary 2, we see that if (0:,0:) = n, 
then we must have aj = 1 for exactly n numbers 1 ~ j ~ r, and 
ai = 0 for all other i, in which case 0: is a sum of n irreducible 
characters. The converse follows directly from Corollary 2. • 

COROLLARY 4. If 0: is a virtual character of G, then each Xj 
appears with coefficient (0:, Xj) in the unique expression of 0: as a 
Z-linear combination of the irreducible characters of G. 

PROOF. Write 0: = E~=1 aiXi, where the ai are integers; then 
(0:, Xj) = aj by Corollary 2. • 

PROPOSITION 5. If 0: is a linear character of G and X is an irre­
ducible character of G, then o:x is an irreducible character of G. 

(This result also follows from Exercise 14.3 and part (i) of Proposi­
tion 14.8, but here we provide an alternate proof.) 

PROOF. Since 0: is linear, it follows from part (iii) of Proposi­
tion 14.4 that o:(g) is a root of unity for any 9 E G, and in particular 
that 1 = Io:(g) I = o:(g)o:(g) for every 9 E G. We now have 

1 
(O:X,o:X) = -IGI L o:(g)x(g)o:(g)x(g) 

gEG 

= I~I L X(g)x(g)o:(g)o:(g) 
gEG 

1" -
= -IGI ~ X(g)X(g) = (X, X) = 1 

gEG 

by row orthogonality, and hence o:x is irreducible by Corollary 3. • 

The following theorem implies that the columns of the character 
table are orthogonal when considered as vectors in Cr under the 
standard inner product. 

COLUMN ORTHOGONALITY THEOREM. If gl, ... ,gr are a set of 
conjugacy class representatives of G, and k 1 , • .• ,kr are the orders 
of the conjugacy classes, then for any 1 ~ i, j ~ r we have 
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PROOF. Let X = (xi(gj)h~i,j~r be the character table of G, and 
let K be the r x r diagonal matrix having (k1 , • •• ,kr) as its main 
diagonal. Then (XK)ij 2::;=1 Xi (g,)(K)'j = Xi(gj)kj for any i 
and j, and thus we have 

r r 

(XKX\j = LXi(g,)k,(Xt)'j = Lk,Xi(g,)Xj(g,) 
'=1 '=1 

gEG 

for any i and j by row orthogonality. Therefore X K xt = IGII, where 
I is the identity matrix. We leave it to the reader to verify that if A 
and B are matrices such that AB is a non-zero scalar matrix, then 
BA = AB. Thus KXtX = IGII, and hence for any i and j we have 

IGI8ji = 2::;=1 (K X\,X'i = 2::;=1 kjX,(gj )x,(gi) as required. • 

As we shall see later in this section, the orthogonality relations 
often make it possible to construct a character table even if little 
is known about the group in question. This raises the following 
question, which we now address: What information about a group 
can be obtained from its character table? We first require some 
information about the connection between the representation theory 
of a group and that of its quotient groups. 

LEMMA 6. Let N ::::! G, and let U be a C(G/N)-module. Then U 
admits a canonical CG-module structure, with a subspace of U being 
a CG-submodule iff it is a C( G / N)-submodule. If 'ljJ is the character 
of the C(G/N)-module U, then the character of the CG-module U 
is 'ljJ 0 '17, where '17: G -t G / N is the natural map. 

PROOF. Given 9 E G and U E U, we define gu = (gN)u; this 
gives U a CG-module structure in which the CG-submodules of U 
are exactly the C(G/N)-submodules of U. If 9 E G, then the linear 
transformation of U induced by 9 under the action of G on U is 
exactly the same as that induced by TJ(g) = gN under the action of 
G / N on U, which implies the statement concerning characters. • 

We define Kx = {x E G I X(x) = X(l)} for any character X of G; 
we have Kx ::::! G by part (vi) of Proposition 14.4. We call Kx the 
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kernel of X, as it is the kernel of the corresponding representation. 
We write Ki instead of K Xi ' 

PROPOSITION 7. The normal subgroups of G are exactly the sets 
of the form n Ki for some I ~ {1, ... ,r}. 

iEI 

PROOF. Let N ~ G, and let U = C(GIN); let'lj; be the character 
of U considered as a C( G I N)-module, and let X be the character of U 
considered via Lemma 6 as a CG-module. Since 'Ij; is the regular 
character of GIN, it follows from Lemma 6 that X(g) = X(l) iff 
9 E N; therefore Kx = N. Write X = Ei aiXi for some non-negative 
integers ai. We observe via part (v) of Proposition 14.4 that we have 
Ix(g)1 ::; Ei aiIXi(g)1 ::; Ei aiXi(l) = X(l) for any 9 E G. It follows 
from these inequalities and again from part (v) of Proposition 14.4 
that 9 E Kx iff 9 E Ki for every i for which ai > O. Therefore 
N = niElKi, where I = {1 ::; i ::; r I ai > O}. Conversely, since each 
Ki is normal in G, it follows from Proposition 1. 7 that niEI Ki ~ G 
for any I ~ {1, . .. ,r}. • 

COROLLARY 8. G is simple iff the only irreducible character Xi for 
which Xi(g) = Xi(l) for some 1 =1= 9 EGis the principal character Xl' 

PROOF. If G is simple and Xi(g) = Xi(l) for some i > 1 and 
some 1 =1= 9 E G, then as 9 E Ki ~ G we obtain a contradiction. 
Conversely, if G is not simple, then there is some 1 =1= 9 E G lying 
in some non-trivial proper normal subgroup N; by Proposition 7 we 
must have N ~ Ki for some i > 1, in which case Xi(g) = Xi(l). • 

COROLLARY 9. The character table of G can be used to determine 
whether or not G is solvable. 

PROOF. It follows from Proposition 7 that the character table of G 
enables us to determine all of the normal subgroups of G and all of 
the inclusion relations between the normal subgroups. Hence we can 
determine all normal series of G and the orders of the terms thereof. 
In particular, we can determine whether or not G has a normal series 
whose successive quotients are p-groups, which by Corollary 11.7 is 
a criterion for solvability. • 

We define Zx = {x E G Ilx(x)1 = X(l)} for any character X of G. 
Again we write Zi instead of ZXi' 
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LEMMA 10. Zx ~ G for any character X of G, and if in addition 
X is irreducible, then Zx/Kx = Z(G/Kx)' 

PROOF. Let 9 E G. We see from part (iv) of Proposition 14.4 
that if 9 E Zx, then g-l E Zx' Since X(g) is a sum of X(I) roots of 
unity by part (iii) of Proposition 14.4, we see that Ix(g)1 = X(I) iff 
9 has exactly one eigenvalue. If 9 E Zx, let this eigenvalue be >..(g), 
so that if U is the CG-module corresponding to X, then we have 
gu = >..(g)u for all u E U. We now see that if g, h E Zx, then 
(gh)u = >..(g)>"(h)u for all u E U; hence X(gh) = X(I)>..(g)>"(h), and 
thus IX(gh)1 = X(I), giving gh E Zx' Therefore Zx ~ G. Now if 
p: G -t GL(U) is the representation corresponding to X, then for 
any 9 E Zx, the matrix of p(g) (with respect to any C-basis of U) 
will be scalar, and hence p(g) E Z(p(G)). Since p(G) ~ G/ K x, it 
follows that Zx/Kx ~ Z(G/Kx)' 

Now suppose that X is irreducible. If gKx E Z(G/ Kx), then p(g) 
commutes with p( x) for every x E G, and consequently the map 
sending u E U to gu is a CG-endomorphism of U. But U is simple, 
so we have EndcG(U) ~ C by Schur's lemma. Therefore, there is 
some complex root of unity J.t such that gu = J.tU for all u E U. We 
now have X(g) = X(I)J.t, which gives Ix(g)1 = X(I) and hence 9 E Zx' 
Therefore Zx/Kx = Z(G/Kx)' • 

COROLLARY 11. If G is non-abelian and simple, then Zi = 1 for 
alli>l. 

PROOF. Ifi> 1 then Ki = 1, so Zi = Z(G) = 1 by Lemma 10. • 

r 
PROPOSITION 12. Z(G) = n Zi' 

i=l 

PROOF. IfX is any character of G, then Z(G)Kx/ Kx ~ Z(G/ Kx)' 
Thus by Lemma 10 we have Z(G)KdKi ~ ZdKi' and consequently 
Z(G) ~ Zi, for every i. Conversely, suppose that 9 E Zi for all i. 
Since ZdKi = Z(G/Ki) by Lemma 10, it follows that for any x E G 
we have [g, xl E Ki for all i. But it follows from Proposition 7 that 
K1 n ... n Kr = 1; therefore [g, xl = 1 for all x E G, and hence 
9 E Z(G) .• 

LEMMA 13. If N ~ G, then the irreducible characters of G / N can 
be determined from those of G. 
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PROOF. Let X be any irreducible character of G whose kernel 
contains N, and let U be the CG-module corresponding to X. Then 
since N acts on U via the identity, we can give U a C(GIN)-module 
structure by (gN)u = gu for gN E GIN and u E U. As U is a simple 
CG-module, it follows that U is also simple as a C(GIN)-module, 
and the character of the C(GIN)-module U sends gN to X(g). There­
fore, those irreducible characters of G whose kernel contains N give 
rise to irreducible characters of GIN. But by Lemma 6, every irre­
ducible character of GIN gives rise to an irreducible character of G 
whose kernel contains N. 

It now follows that all irreducible characters of GIN can be de­
termined from those of G, in the following sense: What we can 
determine is the number of irreducible characters of GIN, and their 
values on any element of GIN. We cannot readily determine the 
actual conjugacy classes of GIN, or their orders, although it is cer­
tainly true that conjugate elements of G have images in GIN that 
are conjugate, and hence the image in GIN of a class of G is a 
union of classes of GIN. Nonetheless, the information that can be 
gained from the character table of G about the characters of GIN is 
sufficient, for instance, to determine Z(GIN) via Proposition 12. • 

COROLLARY 14. The character table of G can be used to deter­
mine whether or not G is nilpotent. 

PROOF. Consider the upper central series 1 :::;; Zl :::;; Z2 :::;; ... of G 
defined in the further exercises to Section 11. Since we have Zi ~ G 
andZilZi- 1 = Z(GIZi-l) for each i, we see from Proposition 12 that 
each Zi can be determined from the irreducible characters of G I Zi-l, 
which by Lemma 13 can be determined from the character table 
of G. Consequently, we can use the character table of G to determine 
every term Zi of the upper central series, and the result follows by 
Exercise 11.10. (This argument also shows that if G is nilpotent, 
then the character table of G allows us to determine the nilpotency 
class of G.) • 

Observe that in Corollary 9 we assumed that we knew both the 
irreducible characters of G and the orders of the conjugacy classes, 
whereas in Corollary 14 we did not need to know the orders of the 
classes. As evidenced by Lemma 13, there may be circumstances in 
which we can construct a character table without knowing the orders 
of the conjugacy classes. There is a theorem of G. Higman (see [15, 
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p. 136]) which asserts that if we know the irreducible characters of G, 
but not the orders of the conjugacy classes, then we can at least 
determine the sets of prime divisors of the orders of the conjugacy 
classes. 

The remainder of this section consists of a series of examples in 
which we develop methods of finding characters and use these meth­
ods to construct the character tables of various groups. 

EXAMPLE 1. Let G = <g> ~ Zn for some n E N, and let ..\ be a 
primitive nth root of unity. For each 1 :s; i :s; n, let Vi be a one­
dimensional C-vector space, and let 9 act on Vi by multiplication 
by ..\i-\ since G is cyclic, this definition completely determines a 
CG-module structure on Vi. Each Vi, being one-dimensional, is a 
simple CG-module. If Xi is the character of Vi, then Xi(g) = ..\i-I, 
and hence Xi(ga) = ..\a(i-l) for any a. The characters Xl, ... ,Xn 
are n distinct linear characters of G, and since G can have at most 
IGI = n irreducible characters, we see that the Xi are precisely the 
irreducible characters of G. Thus, the character table of G is 

1 1 1 1 
1 9 g2 gn-l 

Xl 1 1 1 1 
X2 1 ..\ ..\2 ..\n-l 

X3 1 ..\2 ..\4 ..\n-2 

Xn 1 ..\n-l ..\n-2 ..\ 

Observe that the set {Xl,' .. ,Xn} is a cyclic group under multipli-
cation of characters, with generator X2; we have Xi = X~-l for any i. 

EXAMPLE 2. Let G and H be groups with respective irreducible 
characters Xl, ... ,Xr and 'lj;l,'" ,'lj;s' We wish to determine the 
irreducible characters of G x H. We see that two elements (x, y) and 
(x', y/) of G x H are conjugate iff x and x' are conjugate in G and 
y and y' are conjugate in H. Since by Theorem 14.3, G and H have 
rand s conjugacy classes, respectively, we conclude that G x H has 
rs conjugacy classes, with each class of G x H being the product of 
a class of G and a class of H; hence by Theorem 14.3, G x H has rs 
irreducible characters. 
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Let 8 1 , ... ,8r and T1 , .•• ,Ts be the distinct simple CG- and 
CH-modules, respectively. For each i and j, we give 8 i ® Tj the 
structure of a C(G x H)-module by (g, h)(8 ® t) = g8 ® ht and lin­
ear extension. Let Tij be the character of 8 i ® Tj for each i and j. 
By imitating the proof of part (i) of Proposition 14.8, we find that 
Tij(g, h) = Xi (g)'l/Jj (h)j we adopt the notation Tij = Xi X 'l/Jj. We note 
that the Tij are distinct and that we can recover the Xi and 'l/Jj from 
the Tij by appropriate restriction. Now for any i, i', j, j' we have 

1 
(Tij, Ti'j') = IG x HI L Tij(g, h)Ti'j,(g, h) 

(g,h)EGxH 

1 
= IGIIHI L L Xi (g)'l/Jj (h)xdg)<pj' (h) 

gEGhEH 

= (I~I ~Xi(9)X;,(g)) C~I ~ .p; (h).p;, (h)) 

= (Xi, Xi' )('l/Jj, 'l/Jj') = 8ii,8jj , 

by row orthogonality. In particular, we have (Tij, Tij) = 1 for each i 
and j, which by Corollary 3 implies that Tij is an irreducible char­
acter. Therefore the Tij are the r 8 irreducible characters of G x H j 
that is, the set of irreducible characters of G x H is {Xi x 'l/Jjh,j. 

EXAMPLE 3. Suppose that G is abelian. Then every conjugacy 
class of G contains exactly one element, and consequently G has 
IGI irreducible characters by Theorem 14.3. But ~i~~!l = IGI 
by Corollary 14.2, so we must have Ii = 1 for each i. Therefore 
all irreducible characters of G are linear. By Corollary 8.8, G is 
a direct product of cyclic p-groupSj let these cyclic p-groups be of 
orders p~l, . .. ,pft with respective generators gl, . . . ,gt. We could 
determine the character table of G from those of the cyclic p-groups 
using Examples 1 and 2, but there is an alternate method, which 
we now describe. A linear character X of G is just a homomorphism 
from G to C X, and hence to define such a X it suffices to specify 
X(gi) for each i, with the only restriction on X(gi) being that it is a 
p~;-th root of unity. Therefore, there is a bijective correspondence 
between irreducible characters of G and ordered t-tuples (A1, . .. ,At) 
in which each Ai is a p~;-th root of unity. 

As a simple example, let G = <a, b> ~ Z2 X Z2. Both a and b have 
order 2, so by the above paragraph we see that the four irreducible 



15. The Character Table 155 

characters of G correspond to the ordered pairs (1, 1), (1, -1), ( -1, 1), 
and (-1, -1). Therefore, the character table for G is 

1 1 1 1 
1 a b ab 

Xl 1 1 1 1 
X2 1 1 -1 -1 

X3 1 -1 1 -1 
X4 1 -1 -1 1 

Here the second and third columns correspond to the ordered pairs 
given above, and the fourth column is wholly determined by the 
previous two columns. 

EXAMPLE 4. Let X be a finite G-set. We saw in Section 12 that 
the vector space ex having basis X is a eG-module. We wish to 
determine the character 7r of ex. Consider the matrix, with respect 
to the basis X, of the linear transformation of ex defined by 9 E G. 
Since gx E X for every x EX, this matrix is a permutation matrix; 
but 7r(g) is the sum of the diagonal entries of this matrix, so we 
conclude that 7r(g) equals the number of elements of X which are 
fixed by g. 

Let Xl be the principal character of G. We have 

1 1 
(7r, Xl) = IGf L 7r(g)XI(g) = -IGI L 7r(g) 

gEe gEe 

1 
= IGf L I {x E X I gx = x} I 

gEe 

1 
= 1Gf1{(g, x) E G x X I gx = x}1 

1 
= -IGI L I{g E G I gx = x}l· 

xEX 

For each x EX, let Gx be the stabilizer of x; using Corollary 3.5, 
we now have 

IGxl 1 
(7r,XI) = L -IGI = L L IG' G I 

xEX orbits 0 xEO . x 

1 1 = L L-= L 101·-= L 1, 
orbits 0 xEO 101 orbits 0 101 orbits 0 
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which allows us to conclude that (1l", Xl) is equal to the number of 
orbits of X under the action of G. (This result is often attributed 
to Burnside, although as argued in [21] it would be more accurate 
to call this result the Cauchy-Frobenius lemma.) In particular, if G 
acts transitively on X, then we see via Corollary 4 that the unique 
expression of the character 1l" - Xl as a linear combination of the 
irreducible characters of G does not involve Xl. 

EXAMPLE 5. The group GIG' is abelian by Proposition 2.6, and 
hence (as seen in Example 3) all of its irreducible characters are 
linear. It follows from Lemma 6 that each linear character of GIG' 
can be lifted to a linear character of G, and that the lifts of distinct 
characters are distinct. Now let X be a linear character of G, so that 
X: G --t ex is a homomorphism whose kernel is Kx. Then GIKx is 
abelian, being isomorphic via X with a subgroup of ex, and hence 
G' ~ Kx by Proposition 2.6. We can now define a linear character 'IjJ 
of GIG' whose lift is X by 'IjJ(gG') = X(g). We conclude that every 
linear character of G is the lift of a linear character of GIG'. 

EXAMPLE 6. Consider E3. The conjugacy classes of E3 are {I}, 
{(I 2), (1 3), (2 3)}, and {(I 2 3), (1 3 2)}. (This follows from Propo­
sition 1.10.) We have E31A3 ~ Z2, so E3 has two linear characters, 
which are lifted from the characters of Z2 as in Lemma 6. Letting 
these characters be Xl and X2, we have 

1 3 
1 (12) 

XIII 
X2 1 -1 

2 
(123) 

1 
1 

Since 6 = IE31 = R + R + Ii = 2 + Ii by Corollary 14.2, we have 
h = 2. Column orthogonality now gives 

3 

0= L fiXi( (12)) = 1· 1 + 1· (-1) + 2X3( (12)) 
i=l 

and 

3 

0= L fiXi( (1 23)) = 1 . 1 + 1 . 1 + 2X3( (12)), 
i=l 
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from which we see that the character table of E3 is 

1 3 
1 (12) 

Xl 1 
X2 1 
X3 2 

1 
-1 

o 

2 
(1 2 3) 

1 
1 

-1 

EXAMPLE 7. Consider E4. Recall that E4 has a normal subgroup 
of order 4, namely K = {I, (1 2X3 4), (1 3X2 4), (1 4X2 3)}. The 
subgroup E3 of E4 intersects K trivially, and IE41 = IE31IKI; there­
fore E4 = K ~ E3. In particular, we have E4/ K ~ E3, and thus we 
can obtain irreducible characters of E4 from the irreducible charac­
ters of E3 as in Lemma 6. 

By Proposition 1.10, each conjugacy class of E4 consists of all 
elements having a given cycle structure. Hence E4 has 5 classes, 
with representatives 1, (1 2X3 4), (1 2 3), (1 2), and (1 2 3 4); the 
orders of the classes are 1, 3, 8, 6, and 6, respectively. Let Xl, X2, and 
X3 be the irreducible characters of E4 obtained from those of E3. To 
determine these characters, we need information about the images 
in E4/ K of the class representatives. We easily see that the images 
of 1 and (1 2X3 4) are trivial, that the image of (1 2 3) has order 3, 
and that the images of (1 2) and (1 234) have order 2. Using this 
observation and the character table for E3 obtained in Example 6, 
we obtain the following partial character table for E4 : 

1 3 8 6 6 
1 (1 2X3 4) (123) (1 2) (1 2 3 4) 

Xl 1 1 1 1 1 
X2 1 1 1 -1 -1 

X3 2 2 -1 0 0 
X4 
X5 

Now E4 acts transitively on the set X = {I, 2, 3, 4}; let 7r be the 
character of the CG-module CX. Since 7r(g) equals the number of 
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fixed points under the action of 9 on X by Example 4, we have 

1 
1 

7r 4 
7r - Xl 3 

We also have 

3 
(1 2X3 4) 

o 
-1 

8 
(1 2 3) 

1 
o 

6 
(12) 

2 
1 

6 
(1234) 

o 
-1 

1 S 

(7r - Xll 7r - Xl) = 1~41 t; ki [(7r - Xd(gi)]2 

1 
= 24 (1·9 + 3·1 + 8·0 + 6·1 + 6·1) = 1, 

and hence 7r - Xl is irreducible by Corollary 3. Let X4 = 7r - Xl' 
Now X2X4 =1= X4, and X2X4 is irreducible by Proposition 5; therefore 
xs = X2X4, and hence the character table of ~4 is 

1 3 8 6 6 
1 (1 2X3 4) (1 2 3) (1 2) (1234) 

Xl 1 1 1 1 1 
X2 1 1 1 -1 -1 
X3 2 2 -1 0 0 
X4 3 -1 0 1 -1 
XS 3 -1 0 -1 1 

EXAMPLE 8. Let G be a non-abelian group of order 8. We will 
show that this information completely determines the character table 
of G. Since there are two isomorphism classes of non-abelian groups 
of order 8 (see page 79), this will imply that the character table does 
not specify a group up to isomorphism. 

We have IZ(G)I = 2 by Theorem 8.1 and Lemma 8.2, and hence 
Z (G) ~ Z2' Since G is non-abelian and G I Z (G) is abelian (being a 
group of order 4), this forces G' = Z(G) by Proposition 2.6. Now 
IGIG'I = 4, and by Lemma 8.2 GIG' cannot be cyclic since G is 
non-abelian and G' = Z (G), so we must have GIG' ~ Z2 X Z2. 
By Examples 3 and 5, we now know that G has exactly 4 linear 
characters. By Corollary 14.2, we have 2::;=1 rt = 8, where Ii = 1 
for 1 ~ i ~ 4 and Ii > 1 for i > 4; this forces r = 5 and Is = 2. 

Let x be the generator of G'. As G' = Z ( G), we see that 1 and x 
are the only elements of G lying in single-element conjugacy classes, 
and hence each of the other three classes must have order 2. Let a, 
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b, and c be representatives of the multi-element classes. Since G / G' 
also has four conjugacy classes, we see that the images of a, b, and c 
in G / G' must lie in distinct conjugacy classes. Using the character 
table for Z2 x Z2 determined in Example 3, we can now obtain a 
partial character table for G by lifting: 

1 1 2 2 2 
1 x a b c 

Xl 1 1 1 1 1 
X2 1 1 1 -1 -1 
X3 1 1 -1 1 -1 
X4 1 1 -1 -1 1 
X5 2 

We see via column orthogonality that X5(a) = X5(b) = X5(C) = ° 
and that X5(X) = -2, completing the character table. 

EXAMPLE 9. Consider the group A5 • Using Proposition 1.10, we 
find that the elements of A5 form 4 conjugacy classes in ~5' with 
representatives 1, (1 2X3 4), (1 2 3), and (1 2 3 4 5) and respective 
orders 1, 15,20, and 24. However, elements of A5 that are conjugate 
in ~5 may not be conjugate in A5 • 

Let x E A5 , and let K be the conjugacy class in ~5 of x. We see 
from Proposition 3.13 that IKI = 1~5 : CE5 (X)1 and that the conju­
gacy class in A5 of x is contained in K and has order 1 A5 : C A5 (x) I. 
Suppose first that CE5 (X) 1:. A5. This forces A5CE5(X) = ~5 since A5 
is a maximal subgroup of ~5. The first isomorphism theorem gives 
~5/A5 = A5CE5(X)/A5 ~ CEs (x)/CEs (x) nA5 = CEs (x)/CAs (x), 
and hence 

Thus K is the conjugacy class in A5 of x. Now suppose CEs (x) ~ A5. 
Then we have CAs (x) = CE5 (X) nA5 = CEs(x), and hence 

IA5: CA5 (X)1 = IA5: CEs(x)1 = ~1~5: CE5 (X)1 = ~IKI, 
from which we see that K splits into two conjugacy classes in A5 of 
equal cardinality. 

We easily see that each of the elements 1, (1 2X3 4), and (1 2 3) 
commutes with some odd permutation in ~5; for example, (45) and 
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(123) commute. Hence by the above paragraph, the conjugacy 
classes in A5 of these elements are the respective classes in ~5. Since 
24 t 60, we can now conclude that the conjugacy class in ~5 of 
(1 2345) splits into two classes in A5 , and hence that the conjugacy 
classes of A5 have orders 1, 15,20,12, and 12. (Using this fact and the 
remark made after Proposition 3.13, we could now give a slick proof 
of the simplicity of A5') We will now show that x = (1 2345) and 
x2 = (1 3 5 2 4) are not conjugate in A5 , thereby establishing that 
the conjugacy class in ~5 of x splits in A5 into the class containing x 
and the class containing x 2 • 

Suppose that 9 E A5 is such that gxg- l = x2. Then we have 
g<X>g-1 = <X2> = <x>, and hence 9 E NA5 «X». Now <x> is a 
Sylow 5-subgroup of A5 , and we observed in the proof of Theorem 7.4 
that A5 has 6 Sylow 5-subgroups. Thus !NA5 «X»! = 10, and we 
find that NA5 «x» = <x> )4 <t> ~ D lO , where t = (2 5X3 4). 
But txt-l = X-I i- x2; from this, we see that there is no element 
9 E N A5 ( <x» such that gxg- l = x2. Contradiction; therefore x 
and x 2 are not conjugate in A 5 • 

We now see that A5 has 5 conjugacy classes, with representatives 
1, (1 2X3 4), (1 2 3), (1 2 3 4 5), and (1 3 5 2 4) and respective 
orders 1, 15, 20, 12, and 12. Since A5 is simple, we cannot produce 
irreducible characters of A5 by lifting irreducible characters of quo­
tient groups, as we have done in previous examples. However, A5 is a 
group of permutations, so we have as a starting point the characters 
of certain obvious permutation modules. 

Let X = {1, 2, 3, 4, 5}; A5 acts transitively on X in the obvious 
way. Let 7r be the character of the CA5-module CX. By Example 4, 
we see that 7r(g) equals the number of fixed points of X under the 
action of 9 E A5 , and hence we have 

1 15 20 12 12 
1 (1 2X3 4) (1 2 3) (12345) (13524) 

7r 5 1 2 0 0 
7r - Xl 4 0 1 -1 -1 

We also have 

1 5 

(7r - Xl, 7r - Xl) = !A5! 8 kd(7r - Xl)(giW 

1 
= 60 (1·16 + 15 . 0 + 20·1 + 12 ·1 + 12 .1) = 1, 
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and hence 7r - Xl is irreducible by Corollary 3. Let X2 = 7r - Xl· 
Let Y be the set of two-element subsets of X; this is a transi­

tive A 5-set under the obvious action. Let 'IjJ be the character of the 
CA5-module CY. We have 

Now 

1 
1 

'IjJ 10 
'IjJ - Xl 9 

15 
(1 2X3 4) 

2 
1 

20 
(1 2 3) 

1 
o 

12 
(12345) 

o 
-1 

12 
(13524) 

o 
-1 

1 5 

('IjJ - Xl, 'IjJ - Xl) = IA51 t; kd('IjJ - Xd(gi)J2 

1 = - (1 . 81 + 15 . 1 + 20 . 0 + 12 . 1 + 12 . 1) = 2, 
60 

so by Corollary 3, 'IjJ - Xl is the sum of two irreducible characters; as 
noted in Example 4, neither of these two characters is Xl, since Y is 
transitive. We have 

1 5 

('IjJ - Xl,X2) = IA51 t;ki('IjJ - Xl)(g)X2(g) 

1 
= 60 (1· 9·4 + 15 ·1· 0 + 20·0·1 + 24· (-1)(-1)) 

= 1, 

and therefore by Corollary 4 we see that 'IjJ - Xl - X2 is an irreducible 
character that is neither Xl nor X2. Let X3 = 'IjJ-Xl -X2, and observe 
that 13 = 5. 

By Corollary 14.2 we have L:~=l Jl = IA51 = 60, which gives 
Jl + R = 18 and hence 14 = 15 = 3. Thus we have the following 
partial character table: 

1 15 20 12 12 
1 (1 2X3 4) (123) (12345) (1 3 5 2 4) 

Xl 1 1 1 1 1 
X2 4 0 1 -1 -1 
X3 5 1 -1 0 0 
X4 3 
X5 3 
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Let a = X4( (1 2X3 4» and b = Xs( (1 2X3 4». By column 
orthogonality, we have 

s 
o = L !iXi( (1 2X3 4) ) = 1 . 1 + 4 . 0 + 5 . 1 + 3a + 3b, 

i=l 

and hence a + b = -2. By part (iii) of Proposition 14.4, we see that 
each of a and b is a sum of three square roots of unity; therefore 
a, b E {-3, -1, 1, 3}. But by column orthogonality we have 

and hence a2 + b2 = 2. It now follows that a = b = -l. 
By column orthogonality, we have 

3 = 60 = IAsl = t IXi( (123) W 
20 ka i=l 

= 1 + 1 + 1 + IX4( (1 2 3) W + IXs( (1 23) W; 
thus IX4( (1 2 3) )12 + IXs( (1 2 3) )12 = 0, and therefore we conclude 
that X4( (1 2 3» = Xs( (1 2 3» = O. We now have the following 
partial character table: 

1 15 20 12 12 
1 (12X34) (123) (12345) (13524) 

Xl 1 1 1 1 1 
X2 4 0 1 -1 -1 
Xa 5 1 -1 0 0 
X4 3 -1 0 
XS 3 -1 0 

Let x = (1 2 3 4 5). Recall that in proving that x and x2 are 
not conjugate in As, we found that x and X-I are conjugate in As; 
hence X4(X) = X4(X- I ), and thus X4(X) is real-valued by part (iv) of 
Proposition 14.4. The same argument shows that X4(X2), Xs(x), and 
Xs(x2) are also real-valued. Let c = X4(X) and d = X4(X2). Then by 
row orthogonality, we have 

s 
0= L kiX4(gi) = 1· 3 + 15· (-1) + 20·0 + 12c + 12d, 

i=l 
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which gives c + d = 1, and also (since X4 is real-valued) 

5 

60 = L kiX4(9i)2 = 1· 9 + 15·1 + 20·0 + 12c2 + 12d2, 
i=1 

which gives c2 + d2 = 3. Hence c2 - c - 1 = 0 so without loss of 
generality we have c = H 2v"5 and d = 1- c = 1-215. We can similarly 

show that we must have X5(X), X5(X2) E {Hl5, 1-2v"5}; we leave it 

to the reader to verify that X5 (x) = 1-2v"5 and X5 (x2) = H 2v"5, which 
completes the character table of A5 • 

EXERCISES 

Throughout these exercises, G denotes a finite group, and X denotes the 
character table of G. 

1. What is the determinant of X? 
2. Show that the sum of the entries in any row of X is a non-negative 

integer. 
3. Compute the character of the G-set G, where G acts via conju­

gation, and determine the multiplicities in this character of the 
irreducible characters. 

4. Observe that the complex conjugate of an irreducible character is 
an irreducible character. (This is either Exercise 14.6 or an easy 
consequence of part (ii) of Proposition 14.8 and Corollary 3.) Let 
P be the r x r permutation matrix such that P X is the matrix 
obtained from X by interchanging two rows if their corresponding 
characters are conjugate. Let Q be the r x r permutation matrix 
such that X Q is the matrix obtained from X by interchanging two 
columns if their corresponding conjugacy classes are inverse, in the 
sense that one class consists of the inverses of the elements of the 
other class. Show that PX = XQ. 

5. Suppose that IGI is odd. Show that the only irreducible character 
that is real-valued is the principal character. 

6. Let X be an irreducible character of G, and let e E CG be the iden­
tity element of the corresponding matrix summand of CG. Show 
that 

X(l) '""' -1 e = lGf L x(g )g. 
gEG 

7. If N ~ G and 9 E G, show that IGG(g)1 ? IGGIN(gN)I· 
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8. Show that if G acts doubly transitively on X, then the character 
of ex is the sum of the principal character and exactly one other 
irreducible character. 

9. Determine the character table of D2n for any n E N. 
10. Determine the character table of 1:5 , 

16. Induction 
Induced modules play a critical role in the representation theory 

of finite groups. However, even the definition of an induced module 
offers a pedagogical challenge, one which we address by offering two 
equivalent definitions. (A third is developed in Exercise 1.) We 
first present induced modules using tensor products over arbitrary 
rings; this approach is slick, but it has more algebraic sophistication 
than is strictly necessary for our purposes. We then go over the 
same material using an approach that, while clumsy in comparison, 
involves only a knowledge of tensor products over fields. 

Let H ~ G, and let V be an FH-module. Since the group algebra 
FG is an (FG,FH)-bimodule, we can construct the FG-module 
FG ®FH V. We call this FG-module the induced FG-module of V 
(or the induction of V to G), and we denote it by Ind~ V. (Other 
common notations for FG ®FH V include V G , Vi G, and Vi~.) 

LEMMA 1. We have dimF Ind~ V = IG : HI dimF V for V an 
FH-module. Moreover, as F-vector spaces we have 

Ind~ V = Eet® V, 
tET 

where T is a transversal for H in G and t ® V = {t ® v I v E V}. 

PROOF. Let T be a transversal for H in G. Then G is the dis­
joint union of the sets tH for t E T, and from this it follows that 
FG ~ ITIP H as F H -modules; if we write 9 E G as 9 = th for 
a unique choice of t E T and h E H, then the image of 9 under 
this isomorphism is h in the summand corresponding to t (and 0 in 
all other summands). Using Propositions 12.2 and 12.3, we see that 
Ind~ V = FG®FHV ~ (ITIFH)®FHV ~ ITI(FH®FHV) ~ ITIV as 
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FH-modules, and so dimF Ind~ V = ITI dimF V = IG : HI dimF V. 
The second statement follows from the fact that g®v = t®hv E t® V 
for any v E V if 9 = th is as above. • 

Observe that if t E T, then 9 E G maps t ® V to s ® V, where 
sET is such that gt = sh for some h E H. 

Let U be an FG-module, and let H ~ G. When regarding U as 
an F H-module, we will write Res~ U in place of U; this F H-module 
is called the restriction of U to H. (Other common notations for the 
restriction of U to H include UH, U 1 H, and U lin 

FROBENIUS RECIPROCITY THEOREM. Let U be an FG-module, 
let H ~ G, and let V be an FH-module. Then as F-vector spaces 
we have HomFH(V, Res~ U) ~ HomFG(Ind~ V, U). 

PROOF. Let <p E HomFH(V, Res~ U), and consider the mapping 
j",: FG x V ---+ U that sends (g, v) to g<p(v). If h E H, then we 
have j",(gh, v) = gh<p(v) = g<p(hv) = j",(g, hv); from this, we see 
easily that {r is balanced. Therefore we obtain an element r( <p) of 
HomFG(IndH V, U) sending 9 ® v to g<p(v), and hence we get a map 
r: HomFH(V,Res~U) ---+ HomFG(Ind~ V,U). We easily see that r 
is linear, and also that r(<p) = 0 implies <p = 0 and hence that r 
is injective. If 0: Ind~ V ---+ U is an FG-module homomorphism, 
then we define an FH-module homomorphism <p: V ---+ Res~ U by 
<p(v) = O(l®v); we have r(<p)(g®v) = g<p(v) = gO(l®v) = O(g®v), 
showing that r( <p) = 0 and hence that r is surjective. • 

Again let V be an F H-module; we now give an alternate de­
scription of the induction of V to G. Considering FG and V as 
F-vector spaces, we can construct the F-vector space FG ®F V. 
We give FG ®F V an FG-module structure by considering V as an 
FG-module on which G acts trivially, so that for g, x E G and v E V 
we define x(g ® v) = xg ® v. Let Y be the subspace of FG ®F V 
that is spanned by {gh ® v - 9 ® hv I 9 E G, h E H, v E V}, and 
let Ind~ V be the quotient space FG ®F vctY. If 9 E G and v E V, 
then we still use 9 ® v for the image in IndH V of 9 ® v E FG ®F V, 
so that in Ind~ V we have gh ® v = 9 ® hv for any h E H. We have 
x(gh ® v - 9 ® hv) = (xg)h ® v - (xg) ® hv for any g, x E G, hE H, 
and v E V; consequently, Y is an FG-submodule of FG®F V. Hence 
Ind~ V is an FG-module, with the action of x E G on g®v E Ind~ V 
given by x(g ® v) = xg ® v. 
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Now let T be a transversal for H in G, and let {vihEI be an 
F-basis for V. It is not hard to show that the subspace Y is spanned 
by {th®Vi -t® hVi It E T, i E I}. This set has ITI(IHI-'-1) dimF V 
elements, and so dimF Indi V ~ IG : HI dimF V. But as any 9 ® v 
can be written as an F-linear combination of the t®Vi, this inequality 
must be an equality, which establishes Lemma 1 for this definition 
of induced modules. We leave it to the reader to construct a proof 
of Frobenius reciprocity for this definition of induction. (Our two 
definitions are in fact equivalent, for the FG-modules FG ®F V/Y 
and FG ® F H V are easily seen to be isomorphic.) 

We now restrict our attention to the case F = C. If V is a 
CH-module having character cp, then we denote the character of the 
CG-module Ind~ V by cpG, and we call cpG an induced character. 
We have cpG(1) = IG : Hlcp(1) by Lemma 1. Similarly, if U is a 
CG-module having character X, then we denote the character of the 
CH-module Res~ U by XIH' Observe that XIH (1) = X(1). 

The following result is the form of "Frobenius reciprocity" that 
was actually known to Frobenius. 

THEOREM 2. Let H :::; G, let U be a CG-module having char­
acter X, and let V be a CH-module having character cp. Then 
(CP,XIH)H = (cpG,X)G' 

(Here, for any group K, we use ( , )K to denote the inner product 
on the space of complex-valued class functions on K.) 

PROOF. This follows immediately from the Frobenius reciprocity 
theorem and Theorem 14.12. • 

If H :::; G, then Theorem 2 enables us to express characters in­
duced from H to G in terms of the irreducible characters of G, as 
follows. Let CPI, ... ,CPr and Xl, ... ,Xs be the irreducible characters 
of H and G, respectively. We define the induction-restriction table 
of (G, H) to be the r x s matrix whose (i,j)-entry gives the common 
value of (CPf,Xi)G and (CPi,XiIH)H' Using Corollary 15.4, we see that 
the ith row of this table gives the multiplicities with which the Xi 
appear in the decomposition of cpf, while the jth column gives the 
multiplicities with which the CPi appear in the decomposition of xilH' 
We can compute the table by calculating the restrictions of the Xi 
and then read off the expressions for the cpf in terms of the Xi' 
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For example, let G = ~3 and H = ~2 :::; G. The character table 
of His 

1 1 
1 (1 2) 

'PI 1 1 
'P2 1 -1 

while that of G is 
1 3 2 
1 (1 2) (123) 

Xl 1 1 1 
X2 1 -1 1 
X3 2 0 -1 

By inspection, we have xIIH = 'PI, x21H = 'P2, and x31H = 'PI + 'P2' 
Hence the induction-restriction table is 

'PI 1 0 1 
'P2 0 1 1 

Therefore, 'Pr = Xl + X3 and 'P~ = X2 + X3' 
Constructing the induction-restriction table of (G, H) requires 

that we know in advance the character table of G. A more com­
mon circumstance is that we know the character table of H but not 
that of G and we wish to use induction from H to G as a means of 
producing characters of G. Our next task is to derive formulas that 
allow us to explicitly calculate induced characters. 

PROPOSITION 3. Let H :::; G, and let V be a CH-module having 
character X. If T is a transversal for H in G, then for any 9 E G we 
have 

XG(g) = L X(Clgt). 
tET, 

C19tEH 

PROOF. Let 9 E G. From Lemma 1, we have Ind~ V = EBtET t@V. 
Fix a C-basis {Vi} of V, so that {t @ Vi I t E T} is a C-basis of 
Ind~ V. Recall that XG(g) is the trace of the transformation of 
IndH V defined by g. Let t E T; then if sET and h E H are such 
that gt = sh, then we have g(t@V) = s@hV ~ s@V. Consequently, 
if s i= t, or equivalently if t-lgt (j. H, then the t @ V component 
makes no contribution to XG(g). However, if s = t, or equivalently if 
t-lgt E H, then we have g(t@ V) = tt-lgt @ V = t @ t-lgtV, which 
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shows that the linear transformation of t ® V defined by 9 is the same 
as that defined by t-Igt on V. Thus in this case, the contribution 
made to XG(g) by the t ® V component is X(t-Igt). The result now 
follows. • 

COROLLARY 4. Let X be a character of H ~ G, and let 9 E G. 
Then 

PROOF. Let T be a transversal for H in G. Let x E G, and write 
x = th, where t E T and h E H. Then x-Igx = h-I(t-Igt)h; thus 
x-Igx E H iff t-Igt E H, and we have X(x-Igx) = X(t-Igt) in this 
case since X is a class function. It follows that for every t E T such 
that t-Igt E H, there exist IHI elements x E G such that x-Igx E H, 
and for these x we have X(x-Igx) = X(rlgt); the result now follows 
from Proposition 3. • 

PROPOSITION 5. Let X be a character of H ~ G, and let 9 E G, 
and let s be the number of conjugacy classes of H whose members 
are conjugate in G to g. If s = 0, then XG(g) = O. Otherwise, if we 
let hI,... ,hs be representatives of these s conjugacy classes of H, 
then 

PROOF. If s = 0, then {x E G I x-Igx E H} is the empty set, and 
it follows from Corollary 4 that XG(g) = o. Assume that s > 0, and 
let Xi = {x E G I x-Igx lies in H and is conjugate in H to hi} for 
each 1 SiS s. The sets Xi are pairwise disjoint, and their union is 
{x E G I x-Igx E H}. Therefore by Corollary 4 we have 

G 1 
X (g) = IHI L X(x-Igx) 

xEG, 
x-1gxEH 

1 s 

= jHf ~ X~i X(x-Igx) 

1 S S IXil 
= IHI ~ X~i X(hi ) = ~ THTX(h i ). 
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Fix some 1 ::; i ::; s, and choose some ti E G such that ti1gti = hi' 
Then for any c E Ga(g) and h E H, we have 

(ctihy-lg(Ctih) = h-ltilc-lgctih = h-ltilc-lcgtih 

= h-ltilgtih = h-1hih, 

which shows that ctih E Xi and hence that Ga(g)tiH ~ Xi' Con­
versely, if x E Xi, then we have x-1gx = h-1hih = h-1(ti1gti)h 
for some h E H; thus xh-1ti1 E Ga(g), and therefore we have 
x E Ga(g)tih ~ Ga(g)tiH, giving Xi = Ga(g)tiH. By Proposi­
tion 3.15, we nOw have 

But ti1Ga(g)ti = Ga(ti1gti ) = Ga(hi ) by Exercise 3.7, and there­
fore IXil = IH: H n Ga(hi)IIGa(g)1 = IH: GH(hi)IIGa(g)l. Thus 

IXil IH: GH(hi)IIGa(g)1 IGa(g)1 
IHI IHI IGH(hi)1 

for each 1 ::; i ::; s, which completes the proof. • 

COROLLARY 6. Let X be a character of H ~ G. Let 9 E G, and 
suppose that the number s of conjugacy classes of H whose members 
are conjugate in G to 9 is positive. Let f be the order of the conjugacy 
class in G of g; let hl' ... ,hs be representatives of these s conjugacy 
classes of H, and let kl' ... ,ks be the orders of these classes. Then 

xa(g) = t IG: HI~iX(hi)' 
i=l 

PROOF. This follows directly from Proposition 3.13 and Proposi­
tion 5. • 

For example, let G = :E4 and H = :E3 ~ G. The character table 
of His 

1 3 2 
1 (1 2) (1 2 3) 

'Pl 1 1 1 
'P2 1 -1 1 
'P3 2 0 -1 
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We wish to find the induced characters 'Pr, 'P~, 'Pf via the formula 
given in Corollary 6. Recall from Example 15.7 that ~4 has 5 conju­
gacy classes, with representatives 1, (1 2X3 4), (1 23), (1 2), (1 2 3 4) 
and respective orders 1, 3, 8, 6, and 6. Using Proposition 1.10, we 
see that (1 2X3 4) and (1 2 3 4) have no conjugates that lie in H, 
that the identity element has exactly one conjugate lying in H, that 
(12) has 3 conjugates in H, and that (123) has 2 conjugates in H. 
Therefore, for each 1 SiS 3, we have 

G( 1 'Pi 1) = 4· i . 'Pi(l) = 4'Pi(1), 

'Pf( (1 2X3 4)) = 0, 
2 

'Pf( (123)) = 4· 8 . 'Pi( (123)) = 'Pi ( (123)), 

3 
'Pf( (12)) = 4· 6 . 'Pi ( (12)) = 2'Pi( (12)), 

'Pf( (1234)) = O. 

We conclude that 

1 3 
1 (1 2X3 4) 

8 
(123) 

1 
1 

-1 

6 
(12) 

2 
-2 
o 

6 
(1234) 

o 
o 
o 

We end this section by presenting an important theorem on finite 
groups which, quite remarkably, has no known proof that does not 
use character theory. 

FROBENIUS' THEOREM. Let G be a transitive permutation group 
on a finite set X, and suppose that each non-identity element of G 
fixes at most one element of X. Then the union of the identity 
element and the set of elements of G that have no fixed points is a 
normal subgroup of G. 

(Observe that G is finite, being isomorphic with a subgroup of the 
finite group ~x.) 

PROOF. Let N = {l}U{g E G I gx i- x for all x E X}j we wish to 
show that N ~ G. Let IXI = n, and let H = Gx for some x E X. By 
Lemma 3.2, the conjugates of H are the stabilizers of single elements 
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of X. By hypothesis, no two of these conjugates can share a non­
identity element. It now follows that H has n distinct conjugates 
and that G has n(IHI - 1) elements that fix exactly one element 
of X. But IGI = IXIIHI = nlHI, since X and G/H are isomorphic 
G-sets by Proposition 3.4, and therefore INI = IGI- n(IHI-1) = n. 

Let 1 =1= h E H. Suppose that h = gh'g- l for some 9 E G 
and h' E H. Then h lies in both H = Gx and gHg-l = Ggx ; by 
hypothesis, this forces gx = x, and hence 9 E H. Therefore, the 
conjugacy class in G of h is precisely the conjugacy class in H of h. 
Similarly, if 9 E Ga(h), then h = ghg-l E Ggx , and hence 9 E H, 
which implies that Ga(h) = GH(h). 

Every element of G either lies in N or lies in one of the n sta­
bilizers, each of which is conjugate with H. In other words, every 
element of G that does not lie in N is conjugate with a non-identity 
element of H. We conclude that {I, h2, ... ,hs, Yll ... ,Yt} is a set 
of conjugacy class representatives for G, where {I, h2 .. .. ,hs} are 
representatives of the conjugacy classes of H and {Yl, ... ,Yt} are 
representatives of the conjugacy classes of G which comprise N - {I}. 

Let Xl be the principal character of G, and let I.{h, •.. ,'Ps be the 
irreducble characters of H. Fix some 1 :S i :S s, and consider the 
induced character 'Pf. We have 'Pf(l) = IG : HI'Pi(l) = n'Pi(l). By 
Proposition 5, we have 'Pf(h j ) = 'Pi(hj ) for each 2 :S j :S s since 
Ga(hj ) = GH(hj ), and 'Pf(Yk) = 0 for each 1 :S k :S t. 

Now fix some 2 :S i :S s, and let Xi = 'Pf - 'Pi(l)'Pr + 'Pi(l)xl, so 
that Xi is a virtual character of G. For any 2 :S j :S s and 1 :S k :S t, 
we have 

1 hj Yk 
'Pi n'Pi(l) 'Pi (h j ) 0 

'Pi(l)'Pr n'Pi(l) 'Pi(l ) 0 
'Pi(l)Xl 'Pi(l) 'Pi(l) 'Pi(l ) 

Xi 'Pi(l ) 'Pi (h j ) 'Pi(l ) 
Therefore, 

(Xi, Xi) = I~I L IXi(g)1 2 = I~I (L IXi(g)1 2 + L L IXi(g)12) 
gEa gEN xEX 1#9Ea., 

= I~I (n'Pi(1)2 + n L IXi(hW) 
l#hEH 

= I~I L l'Pi(hW = ('Pi, 'Pi) = 1 
hEH 
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by row orthogonality. Hence by Corollary 15.2, either Xi or -Xi is 
an irreducible character of G; since Xi(l) > 0, we conclude that it 
is Xi and not -Xi that is an actual character. 

Let X be the character L::=l Xi(l)xi of G. Column orthogonality 
implies that X(h) = L::=l CPi(l)CPi(h) = 0 for any 1 # h E H, and for 
any yEN we see via Corollary 14.2 that X(Y) = L::=l CPi(1)2 = IHI. 
lt now follows that X(g) = IHI if 9 E Nand X(g) = 0 if 9 E G - N, 
and hence that N = {g E G I X(g) = X(l)}. Therefore N ~ G by 
part (vi) of Proposition 14.4. (Having established this, we now see 
that this character X is in fact the lift to G of the regular character 
of GIN.) • 

(The method of proof we have used above is an example of the 
method of exceptional characters; see [15, Chapter 7].) 

A Frobenius group is a group G having a subgroup H such that 
H n gHg-1 = 1 for every 9 E G - H. We call H a Frobenius 
complement of G. If G is a Frobenius group with Frobenius com­
plement H, then the action of G on G I H is transitive and faithful. 
Furthermore, if 1 # 9 E G fixes both xH and yH, then we find that 
9 E xHx-1 n yHy-l; this implies that H n (y-1x)H(y-1X)-1 # 1, 
which forces xH = yH. Therefore, any finite Frobenius group G sat­
sifies the hypothesis of Frobenius' theorem and hence has a normal 
subgroup N, called the Frobenius kernel of G. Since H is the stabi­
lizer of H E G I H under the action of G, and since the elements of N 
by definition fix no elements of G I H, we must have N n H = 1; fur­
thermore, as argued in the first paragraph of the proof of Frobenius' 
theorem, we have INIIHI = IGI. Therefore G = N ><I H. 

Let G be a finite Frobenius group with Frobenius kernel N and 
Frobenius complement H, and let cp: H ~ Aut(N) be the conjuga­
tion homomorphism of G = N><I H, so that cp(h)(n) = hnh-1 for 
h E Hand n EN. If 1 # h E H, then 

Gc(h) n N = {n E N I nh = hn} = {n E Nih = n-1cp(h)(n)h} 
= {n E N I cp(h)(n) = n}, 

and so Gc(h) n N is the set of fixed points of cp(h) E Aut(N). How­
ever, recall that in the proof of Frobenius' theorem we observed that 
Gc(h) = GR(h) ~ H; since NnH = 1, we now have Gc(h)nN = 1. 
Therefore for every 1 # h E H, cp(h) is a fixed-point-free automor­
phism of N, meaning that if cp(h)(n) for n EN,. then we must have 
n = 1. (In particular, cp is injective.) 
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Conversely, let Nand H be finite groups, and let <p: H - Aut(N) 
be a homomorphism for which every <p(h) is fixed-point-free. Let 
n E N, and let hE H n nHn-l . Then h = nh'n-1 for some h' E H, 
so nh'h-1 = hnh-1 = <p(h)(n) E N and hence h'h-1 E N n H = 1. 
Therefore h = h', so we now have n = <p(h)(n), which since <p(h) is 
fixed-point-free forces either n = 1 or h = 1. Now if 9 E G - H, 
then 9 = nh for some 1 1= n E N and some h E H, and so by 
the above we see that H n gHg-1 = H n nHn-1 = 1. Therefore 
N ~ cp H is a Frobenius group. For example, if p and q are distinct 
primes with p == 1 (mod q), then we find that any monomorphism 
<p: Zq _ Aut(Zp) is fixed-point-free, and hence the unique non­
abelian group of order pq is a Frobenius group. 

A theorem of Thompson states that any finite group having a 
fixed-point-free automorphism of prime order is nilpotent. This im­
plies that the Frobenius kernel of a finite Frobenius group is nilpo­
tent. (See the discussion in [10, Section 1.6].) This was first estab­
lished by Thompson in his 1959 Ph.D. thesis at the University of 
Chicago. Both the result itself and the nature of his proof, which 
was perhaps the first appearance in group theory of an intricate ar­
gument spanning dozens of pages, were of fundamental importance 
in the development of finite group theory in the subsequent decades. 

EXERCISES 

Throughout these exercises, G is a finite group, H is a subgroup of G, 
F is a field, and all FG-modules are finitely generated. 

1. Let V be an F H-module, and let W be an FG-module contain­
ing V. Suppose that W has the property that for any FG-module U 
and any <p E HomFH(V, U), there is a unique FG-module homo­
morphism from W to U which extends U. (In this case, we say 
that W is relatively H-free with respect to V; compare with Exer­
cises 13.1-2.) Show that W ~ Ind~ V. 

2. Let W be an FG-module that is generated by an FH-submodule 
V, and suppose that dimF W = IG : HI dimF V. Show that we 
must have W ~ Ind~ V. 

3. Show that HomFG(U, Ind~ V) ~ HomFH(Res~ U, V) as F-vector 
spaces for any FG-module U and F H-module V. (HINT: Show 
first that if cp E HomFH(Res~ U, V), then the map sending u E U 
to I:tET t ® cp(r1u), where T is a transversal for H in G, lies in 

HomFG(U,Ind~ V).) 
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4. Show that if X is a transitive G-set, then F X ~ Ind8x F for any 
xEX. 

5. Compute the induction-restriction table of (A5, A4). 
6. Compute the character table of the unique non-abelian group of 

order pq, where p and q are distinct primes and p == 1 (mod q). 
7. Suppose that G is a Frobenius group having Frobenius kernel N. 

Show that the irreducible characters of G either are lifts of irre­
ducible characters of G / N or are induced from the non-principal 
irreducible characters of N. When is it true that the inductions 
to G of two distinct non-principal irreducible characters of N are 
equal? 

FURTHER EXERCISES 

In this set of exercises, we develop the character table of G = GL(2, q), 
where q is any prime power. Recall from Proposition 4.2 that we have 
IGI = q(q - 1)2(q + 1). 

Our first task is to determine the conjugacy classes of G. Here we sketch 
a comparatively "hands-on" approach, which uses only some standard top­
ics from linear algebra. (A slicker approach might, for instance, make use 
of the invariant factor formulation of rational canonical form.) We denote 
by mg(X) the minimal polynomial of an element g E G. Our strategy is 
to exploit the following: 

8. Show that conjugate elements of G have the same minimal poly­
nomial. 

Since mg(X) is a factor of the characteristic polynomial of g, which is 
the quadratic polynomial det(XI - g), we see that mg(X) is either linear, 
or a product of two like or unlike linear factors, or an irreducible monic 
quadratic. 

9. (cont.) Show that if mg(X) = X - a for some a E lF~, then 
g = (g ~) E Z (G). 

10. (cont.) Show that if mg(X) = (X - a)2 for some a E lF~, then g is 
conjugate with (g ~), and the conjugacy class of g has order q2_1. 

11. (cont.) Show that if mg(X) = (X - a)(X - b) for some distinct 
a, b E lF~, then g is conjugate with (g ~), and the conjugacy class 
of g has order q2 + q. 

12. (cont.) Show that if r, sElF q are such that X 2 - r X - s is irre­
ducible, then the conjugacy class of (~ ;) has order q2 - q. 

(Hint for Exercises 10-12: Compute centralizers and use Proposition 3.13.) 

13. (cont.) Verify that what follows is a complete list of the conjugacy 
classes of G: q - 1 classes of 1 element each, indexed by elements 
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of IF;; q - 1 classes of q2 - 1 elements each, indexed by elements 
of IF;; (q - l)(q - 2)/2 classes of q2 + q elements each, indexed by 
unordered pairs of distinct elements of IF;; and q(q - 1)/2 classes 
of q2 - q elements each, indexed by irreducible monic quadratic 
polynomials with coefficients in lFq • 

Having determined the classes of G, we now turn to finding irreducible 
characters. Recall that we have an epimorphism det: G -+ IF;. Conse­
quently, we can lift characters of IF; to characters of G, as in Lemma 15.6. 
Now IF; is an abelian group of order q - 1, and hence it has q - 1 linear 
characters, which we denote by T1, ... ,Tq-1. (In fact, it is true (see [17, 
p. 132]) that IF; ~ Zq-l, and so we can, upon fixing a generator of IF;, 
completely specify the Td For each 1 :::; i :::; q - 1, let Xi = Ti 0 det. We 
have 

The characters Xi are linear, and Xl is indeed the principal character of G. 
As in Chapter 2, let B, U, and T be the subgroups of G consisting, re­

spectively, of all upper triangular, all upper unitriangular, and all diagonal 
elements of G. We have T ~ IF; x IF;, and so we see from Example 15.2 
that the irreducible characters of T have the form Ti x Tj (after making 
appropriate identifications). Now B = U ~ T by Proposition 5.1, so we 
can lift each character Ti x Tj of T ~ B /U to obtain a character eij of B. 
The epimorphism from B to T sends (~ ~) to (0 ~ ), and consequently we 
have eij (~ ~) = (Ti X Tj) (0 ~) = Ti(xh(z). We now wish to consider the 
induced characters e3. 

14. (cont.) Show that 

(g ~) (g ~) 
o 

Observe that e3 = e~. 
15. (cont.) Show that (e3, em = 1 + Oij and that (efL Xi) = 1. Con­

clude that eff - Xi is an irreducible character of G for each i and 
that e3 is an irreducible character of G whenever i and j are dis­
tinct. 

At this point, we have constructed q - 1 distinct irreducible characters 
of degree 1 (the Xi), q - 1 distinct irreducible characters of degree q (the 
eff - Xi), and (q -l)(q - 2)/2 distinct irreducible characters of degree q+ 1 
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(the og for i < j). Our partial character table of G is now 

(g ~) (g !) (0 g) (~ ~) 
Xi 7'i(a) 7'i(a) 7'i (a )7'i (b) 7'i(-S) 

ofl- Xi q7'i(a)2 0 7'i (a )7'i (b) -7'i(-S) 
og (q + 1 )7'i (a )7'j (a) 7'i (a )7'j (a) 7'i(a)7'j(b) + 7'i(b}rj(a) 0 

To complete the character table, it will be convenient to work with a 
different set of representatives for the conjugacy classes of those elements 
whose minimal polynomials are irreducible quadratics. (We shall refer to 
these classes as being the "fourth-column" classes, owing to their placement 
in our partial character tables above.) By Exercise 4.4, G has a subgroup C 
which is isomorphic with IF;2' where IF q2 is the field of q2 elements. As we 
remarked before, we have u ~ Zq 2_1' It is true, although we are not in a 
position to prove it, that any subgroup of G that is isomorphic with IF;2 is a 
conjugate of C. (The proof of this fact requires some familiarity with field 
theory, but the essential point is that all fields of order q2 are isomorphic; 
see [19, Corollary XIV.2.7j.) It is also true that C must contain Z(G) ~ IF:, 
and so we will consider IF: as being a subgroup of C. 

16. (cont.) Show that the elements of C - IF: form a double set of 
representatives of the fourth-column classes, with x E C - IF: 
being conjugate with (but unequal to) x q • (HINT: Argue that each 
element of G whose minimal polynomial is an irreducible quadratic 
determines a subgroup of G that is isomorphic with IF;2') 

We now take x E C -IF: as our arbitrary fourth-column class representa­
tive. We have Xi(X) = 7'i(detx), (Ofl- Xi)(X) = -7'i(detx), and og(x) = O. 

Let f31, ... ,f3q2-1 be the irreducible characters of C. (By choosing a 
generator for C, we can specify the f3d We will consider the induced 
characters f3f. 

17. (cont.) Show that 

x E C _lFx 

o 0 

Observe that (f3Z)G = f3f, where by f3Z we mean the linear char­
acter of C defined by f3Z(x) = f3k(X)q. 

It is not hard to show that there are exactly q - 1 values of k for which 
f3Z = f3k. (This follows, for instance, from the observation made in Exam­
ple 15.1 that the linear characters of a cyclic group of order n themselves 
form a cyclic group of order n.) 
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Choose some k such that f3Z =I=- 13k, and let ik be such that the restriction 
of 13k to 1F~ ~ Cis Tik. Let 1/Jk = (O~ - xl)Ofl - Ofl - f3r; this is a virtual 
character. 

18. (cont.) Show that 

(g ~) (g !) (0 g) x E C - IFx 

1/Jk (q -lhk(a) -Tik(a) 0 -f3k(X) - f3k(X)Q 

19. (cont.) If k is such that f3Z =I=- 13k, show that (1/Jk, 1/Jk) = 1. Conclude 
that we have constructed q( q - 1) /2 distinct irreducible characters 
of degree q - 1. 

The number of irreducible characters that we have constructed is now equal 
to the number of conjugacy classes of G, and so by Theorem 14.3 we are 
done. 

We commented in Section 14 that, in general, there is no natural way 
of associating a conjugacy class of a group to each irreducible character 
of that group, even though there are exactly as many conjugacy classes as 
irreducible characters. However, we do have a very natural correspondence 
between the irreducible characters and conjugacy classes of GL(2, q), as 
follows. Let w be a generator of 1F~, and let x be a generator of C. Let T2 

and 132 be generators of the groups of characters of 1F~ and C, respectively, 
and number the characters so that Ti = T~-l for each i and 13k = f3~-l for 
each k. Then we have the following correspondence between irreducible 
characters and conjugacy classes: 

I character I class 

Xi 
w i - 1 0 

0 w i - 1 

Off - Xi W i - 1 1 
0 w i - 1 

O~ W i - 1 0 
0 w j - 1 

1/Jk Xk - l 



Appendix: Algebraic Integers 
and Characters 

In this appendix, we discuss some aspects of character theory that 
have a different flavor than the material covered in Chapter 6. Log­
ically speaking, this appendix follows Section 15, although here we 
require a somewhat higher level of algebraic background than in the 
main part of the book; for instance, some familiarity with Galois 
theory would be an asset. Throughout, we let G be a finite group. 

We say that x E C is an algebraic integer if there is some monic 
polynomial f E Z[X] such that f(x) = O. 

LEMMA 1. The set of rational numbers that are also algebraic 
integers is exactly the set of ordinary integers. 

PROOF. Suppose that alb E Q is an algebraic integer, where a 
and b are coprime integers with 1 =1= bEN. Then there are integers 
co, ... ,Cn-l for some n E N such that 

(a)n (a)n-l (a) b + Cn-l b + ... + Cl b + Co = O. 

Upon multiplying through by bn, we see that an == 0 (mod b); this 
contradicts the fact that a and b are coprime. • 
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We will make use of the following standard result, whose proof we 
sketch in the exercises. 

PROPOSITION 2. The algebraic integers form a subring of C. • 

The relevance of algebraic integers to the representation theory of 
finite groups is established by the following basic fact: 

PROPOSITION 3. Let X be a character of G. Then X(g) is an 
algebraic integer for any 9 E G. 

PROOF. Let 9 E G. Then X(g) is a sum of roots of unity by 
part (iii) of Proposition 14.4. Any root of unity is an algebraic 
integer; for instance, if w is an nth root of unity, then f(w) = 0, 
where f(X) = xn -1 E Z[X]. Since the set of algebraic integers is a 
ring by Proposition 2, it follows that any sum of roots of unity, and 
in particular X(g), is an algebraic integer. • 

The next result is necessary for both of our intended applications. 

LEMMA 4. If X is an irreducible character of G and 9 E G, then 
IG: Ca(g)IX(g)/X(l) is an algebraic integer. 

PROOF. Let S be the simple CG-module having character x. Let 
9 E G, let K be the conjugacy class of 9 in G, and let 0: E CG be the 
class sum EXEK x. Consider the map cp: S ---t S defined by cp( s) = o:s 
for S E S. We observed in the proof of Theorem 14.3 that 0: lies in the 
center of CG, and from this it follows that cp E Endca(S); therefore 
by Schur's lemma, there is some A E C such that o:s = AS for all 
s E S. By taking traces, we now obtain the equation 

AX(l) = L X(x) = IKlx(g) = IG : Ca(g)lx(g)· 
xEK 

Therefore A = IG : Ca(g)IX(g)/X(l). 
Let r: CG ---t CG be defined by r(z) = zo: for z E CG. It follows 

from the proof of Lemma 13.11 that r E Endca(CG). Now since S 
is a simple CG-module, we can view S as being a submodule of CG, 
and for 0 f: S E S ~ CG we have r(s) = so: = o:s = AS since 0: is a 
central element. Therefore A is an eigenvalue of r, and so if we let 
A be the matrix of r with respect to the C-basis G for CG, then we 
now have det(AI - A) = o. But we see easily that each entry of A 
is either 0 or 1, and from this it follows that f(X) = det(XI - A) is 
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a monic polynomial in X with coefficients in Z. Since f()..) = 0, we 
conclude that ).. is an algebraic integer. • 

We can now prove the first main result of this appendix, a fact 
that was mentioned in Section 14: 

PROPOSITION 5. Let X be an irreducible character of G. Then 
X(l) divides IGI· 

PROOF. Let gl, ... ,gr be a set of conjugacy class representatives 
of G. We know for each i that IG : Ca(gi)IX(gi)/X(l) and X(gi) are 
algebraic integers, the former by Lemma 4 and the latter by part (iv) 
of Proposition 14.4 and Proposition 3. Using row orthogonality, we 
see that 

which by Proposition 2 is a rational algebraic integer; the result now 
follows from Lemma 1. • 

The goal of the remainder of this appendix is to prove Burnside's 
theorem on the solvability of groups of order paqb, which was men­
tioned in Section 11. 

LEMMA 6. Let X be a character of G, let 9 E G, and define 
, = X(g)/X(l). If, is a non-zero algebraic integer, then 1,1 = 1. 

PROOF. We see from part (iii) of Proposition 14.4 that x(1h is a 
sum of X(l) nth roots of unity, where n is the order of g; therefore 
1,1 ::; 1. Suppose that 0 < 1,1 < 1, and assume that, is an algebraic 
integer. Since, is an average of d complex roots of unity, the same 
will be true of any algebraic conjugate of ,. (Here we are applying 
Galois theory. An algebraic conjugate of , is the image of , under 
any automorphism of K that fixes Q, where K is a suitable extension 
of Q containing ,.) In particular, every conjugate of, has absolute 
value at most 1, and thus the product of the conjugates of, has ab­
solute value less than 1. But it follows from [25, Theorem 2.5] that 
this product is, up to sign, a power of the constant term of the min­
imal polynomial of, over Q, a polynomial that by [25, Lemma 2.12] 
is monic and has integer coefficients. Therefore, the constant term of 
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the minimal polynomial of'Y must be zero, which is a contradiction. 
Hence 'Y cannot be an algebraic integer. • 

We now prove a classical theorem due to Burnside. 

THEOREM 7. If G has a conjugacy class of non-trivial prime power 
order, then G is not simple. 

PROOF. Suppose that G is simple and that the conjugacy class of 
1 # 9 EGis of order pn, where p is prime and n E N. (Observe that 
G must be non-abelian in this event.) From column orthogonality, 
we obtain 

o 1 r r 

0= - = -. LXi(g)Xi(l) = (l/p) + LXi(g)Xi(l)/p, 
p p i=l i=2 

where Xl, ... ,Xr are the irreducible characters of G. Since -l/p is 
by Lemma 1 not an algebraic integer, it follows from Proposition 2 
that Xi(g)xi(l)/p is not an algebraic integer for some 2 :S i :S r. 
As Xi(g) is an algebraic integer, this implies that p f Xi(l) and that 
Xi(g) # O. Now IG : Ca(g)1 = pn is coprime to Xi(l), so we have 
alG: Ca(g)1 + bXi(l) = 1 for some a, bE Z. Thus 

Xi(g)/Xi(l) = alG : Ca(g)IXi(g)/Xi(l) + bXi(g), 

which by Proposition 3 and Lemma 4 is an algebraic integer, and 
therefore IXi(g)1 = Xi(l) by Lemma 6. Consequently, we see that 
9 E Zi = {x E G Ilxi(X)1 = Xi(l)}. But Zi = 1 by Corollary 15.11, 
which gives a contradiction. • 

Finally, we have Burnside's famed paqb theorem: 

BURNSIDE'S THEOREM. If IGI = paqb, where p and q are primes, 
then G is solvable. 

PROOF. We use induction on a + b. If a + b = 1, then G has 
prime order and hence is solvable by Proposition 11.1. Hence we 
assume that a + b ~ 2 and that any group of order pr qB is solvable 
whenever r+s < a+b. Let Q be a Sylow q-subgroup of G. If Q = 1, 
then G is a p-group and hence is solvable by Corollary 11.5, so we 
assume that Q # 1, in which case Z(Q) # 1 by Theorem 8.1. Let 
1 # 9 E Z(Q). Then as Q ~ Ca(g), we have IG : Ca(g) I = pn for 
some n :S a. If n = 0, then 9 E Z(G) and hence G is not simple; and 
if n > 0, then by Proposition 3.13 and Theorem 7 we see that G is not 
simple. Therefore, G has a non-trivial proper normal subgroup N. 
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By induction, both N and G / N are solvable, and hence G is solvable 
by part (iii) of Proposition 11.3. • 

We observed on page 100 that there are non-solvable groups of 
order paqbrc, where p, q, and r are distinct primes. In fact, up to 
isomorphism there are eight such groups. Six of these groups are 
projective special linear groups. (Recall that A5 and A6 are, by Ex­
ercises 6.2 and 6.5, isomorphic with projective special linear groups.) 
The remaining two groups are members of a family of groups called 
the projective special unitary groups (see [24, p. 245]). 

EXERCISES 

1. For x E C, let Z[x] = {f(x) I f(X) E Z[X]}j this is an abelian 
subgroup of C. Show that x is an algebraic integer iff Z[x] is 
finitely generated. 

2. (cont.) Show that the set of algebraic integers is a subring of C. 
(HINT: Use Exercise 1 and the well-known fact (see [1, p. 145]) 
that any subgroup of a finitely generated abelian group is finitely 
generated. ) 

3. Let G be a finite group, and define a function 'ljJ: G -+ C by setting 
'ljJ(g) = I {(x, Y) E G x G I [x, y] = g}1 for 9 E G. Show that 

r IGI 
'ljJ= L~(1)Xi' 

i=l Xl 

which in light of Proposition 5 shows that 'ljJ is a character. (Com­
pare with Exercise 3.6.) 



Bibliography 

[lJ Adkins, William A., and Weintraub, Steven H., Algebra: An Approach 
via Module Theory, Springer-Verlag, 1992. 

[2J Alperin, J. L., "A classification of n-abelian groups," Can. J. Math. 
21 (1969), 1238-1244. 

[3J Alperin, J. L., book review, Bull. A.M.S. (N.S.) 10 (1984), 121-123. 
[4J Alperin, J. L., Local Representation Theory, Cambridge Univ., 1986. 
[5J Alperin, J. L., "Brauer's induction theorem and the symmetric 

groups," Comm. Alg. 15 (1987), 47-51. 
[6J Alperin, J. L., "Cohomology is representation theory," in The Arcata 

Conference on Representations of Finite Groups, Amer. Math. Soc., 
1987. 

[7J Aschbacher, Michael, Finite Group Theory, Cambridge Univ., 1986. 
[8J Bender, Helmut, and Glauberman, George, Local Analysis for the Odd 

Order Theorem, Cambridge Univ., 1994. 
[9J Burton, David H., Elementary Number Theory, Allyn and Bacon, 

1980. 
[lOJ Collins, M. J., Representations and Characters of Finite Groups, Cam­

bridge Univ., 1990. 
[l1J Feit, Walter, "Theory of finite groups in the twentieth century," in 

American Mathematical Heritage: Algebra and Applied Mathematics, 
Texas Tech Univ., 1981. 



186 Bibliography 

[12] Feit, Walter, and Thompson, John G., "Solvability of groups of odd 
order," Pacific J. Math 13 (1963), 775-1029. 

[13] Fulton, William, and Harris, Joe, Representation Theory: A First 
Course, Springer-Verlag, 1991. 

[14] Hall, Philip, "A characteristic property of soluble groups," J. London 
Math Soc. 12 (1937), 198-200. 

[15] Isaacs, I. Martin, Chamcter Theory of Finite Groups, Academic Press, 
1976 (reprinted by Dover, 1994). 

[16] Isaacs, I. Martin, Algebm: A Gmduate Course, Brooks/Cole, 1994. 
[17] Jacobson, Nathan, Basic Algebm I, W. H. Freeman, 1985. 
[18] Jacobson, Nathan, Basic Algebm II, W. H. Freeman, 1989. 
[19] Lang, Serge, Algebm, Addison-Wesley, 1993. 
[20] Mac Lane, Saunders, Homology, Springer-Verlag, 1963 (reprinted 

1995). 
[21] Neumann, Peter M., "A lemma that is not Burnside's," Math. Scien­

tist 4 (1979), 133-141. 
[22] Robinson, Derek J. S., A Course in the Theory of Groups, Springer­

Verlag, 1982 (reprinted 1994). 
[23] Rose, John S., A Course on Group Theory, Cambridge Univ., 1978 

(reprinted by Dover, 1994). 
[24] Rotman, Joseph J., An Introduction to the Theory of Groups, 

Springer-Verlag, 1995. 
[25] Stewart, I. N., and Tall, D.O., Algebmic Number Theory, Chapman 

and Hall, 1987. 
[26] Suzuki, Michio, Group Theory I, Springer-Verlag, 1982. 
[27] Thompson, John G., "Nonsolvable finite groups all of whose local 

subgroups are solvable," Bull. A.M.S. 74 (1968), 383-437 



List of Notation 

General 

N,Z 
Q,C 
B~A 
BcA 
A-B 
x == y (mod n) 

Chapter 1 

H~G 
H<G 
H-.gG 
H<JG 
1 
<X> 
<Xl,··· ,Xn > 
[X,y] 
IGI 
IG:HI 

natural numbers, integers 
rational numbers, complex numbers 
B is a subset of A 
B is a proper subset of A 
set of elements of A that are not in B 
X - Y is divisible by n 

H is a subgroup of G 
H is a proper subgroup of G 
H is a normal subgroup of G 
H is a proper normal subgroup of G 
identity element of Gj trivial subgroup of G 
subgroup generated by X 
subgroup generated by {Xl, . .. , Xn} 
xyx-ly-l 
order of G 
index of H in G 



188 List of Notation 

xH 
G/H 
Ex 
En 
An 
Zn 
Z 
cp(G) 
Aut(G) 
Inn(G) 
Out(G) 
Z(G) 
RX 

G' 
GI x ... X Gn 

N><lH,N><lcpH 
D2n 

Gx 
Gx 

GG(x) 
NG(H) 

Chapter 2 

Mn(F) 
GL(n,F) 
GL(n,q) 
dimF(V) 
B 
W 
Xij(a) 
Vn(F) 
U 
T 
Up 
Lp 
SL(n, F) 
PGL(n, F) 
PSL(n,F) 

left coset of H containing x 
coset space of H in G; quotient group of G by H 
group of permutations of X 
symmetric group of degree n 
alternating group of degree n 
cyclic group of order n 
infinite cyclic group 
image of Gunder cp 
automorphism group of G 
inner automorphism group of G 
Aut( G) /Inn( G) 
center of G 
group of units of R 
derived group of G 
direct product of G I , ... ,Gn 

semidirect product of N by H 
dihedral group of order 2n 
orbit of x under action of G 
stabilizer of x under action of G 
centralizer of x in G 
normalizer of H in G 

F -algebra of n X n matrices over F 
group of invertible n x n matrices over F 
GL(n, F) when IFI = q 
dimension over F of V 
Borel subgroup of GL(n, F) 
Weyl subgroup of GL( n, F) 
transvection 
space of length n column vectors over F 
upper unitriangular subgroup of GL( n, F) 
diagonal subgroup of GL( n, F) 
unipotent radical of a parabolic subgroup P 
Levi complement of Up 
group of determinant 1 n x n matrices over F 
GL(n, F)/Z(GL(n, F)) 
SL(n, F)/Z(SL(n, F)) 



Chapter 4 

G(k) 

Aff(V) 
[H,K] 

Chapter 5 

Rap 

Ml EB ... EB Mn 
nM 
HomR(M,N) 
M Q9s N 
M* 
RG 
EndR(M) 
Cn(H,A) 
zn(H,A) 
Bn(H,A) 
Hn(H,A) 
Ann(M) 
rad(A) 

Chapter 6 

il,'" ,ir 
Xl,'" ,Xr 
Xu 
(a,{3) 
Kx 
Zx 
Ind~ V 
Res~U 
<pC 

XIH 

List of Notation 189 

kth term of derived series of G 
group of affine transformations of V 
<{[h,k] I hE H, k E K}> 

opposite ring of R 
direct sum of modules M l , ... ,Mn 
direct sum of n copies of M 
set of R-module homomorphisms from M to N 
tensor product of M with N over S 
HomR(M,R) 
group ring of Gover R 
HomR(M,M) 
normalized n-cochains of (H, A) 
n-cocycles of (H, A) 
n-coboundaries of (H, A) 
zn(H, A)/ Bn(H, A) 
annihilator of M 
radical of A 

dimensions of the simple CG-modules 
irreducible characters of G 
character of the CG-module U 
inner product of class functions a and {3 
{x E G I X(x) = X(l)} 
{x E G Ilx(x)1 = X(l)} 
induction of module V from H to G 
restriction of module U from G to H 
induction of character <p from H to G 
restriction of character X from G to H 



Index 

2-coboundary, 84 
2-cocycle, 84 

abelian group, 2 
affine group, 102 
algebra, 114 
algebraic integer, 179 
alternating group, 8 
annihilator, 131 
augmentation ideal, 118 
automorphism, 9 
automorphism group, 14 

balanced map, 111 
bimodule, 109 
block, 32 
BN-pair,48 
Borel subgroup, 42, 48 
Brauer, Richard, 118 
Bruhat decomposition, 45, 48 
Burnside ring, 36 
Burnside's theorem, 100, 182 

Cauchy's theorem, 66 
Cayley's theorem, 28 
center, 14 
central series, 103 
centralizer, 33 
character, 139 
character table, 146 
character table of A5 , 159 
character table of GL(2, q), 174 
character table of ~3, 156 
character table of ~4' 157 
characteristic subgroup, 17 
chief factor, 93 
chief series, 92 
class function, 143 
coboundary, 119 
cocycle, 119 
cohomology of groups, 119 
common annihilator, 131 
commutator, 2,17 
complement, 81 
complete flag, 49 
composition factor, 89 



192 Index 

composition series, 89 
conjugacy class, 34 
conjugate elements, 7 
conjugate splitting maps, 119 
conjugate subgroups, 9 
conjugation homomorphism, 21 
correspondence theorem, 11 
coset, 5 
coset representatives, 6 
coset space, 5 
cycle structure, 8 
cyclic group, 3 

derived group, 17 
derived series, 95 
diagonal matrix, 41 
Dickson, L. E., 59, 118 
dihedral group, 24 
direct product, 18 
direct sum, 110 
disjoint cycle decomposition, 7 
distinct simple modules, 122 
double coset, 34 
doubly transitive action, 31 
dual module, 116 

elementary abelian p-group, 41 
endomorphism, 9 
endomorphism algebra, 125 
epimorphism, 9 
equivalence of extensions, 86 
equivalence of factor pairs, 85 
equivalence of representations, 118 
equivalence of series, 91 
exceptional characters, 172 
exponent, 12,40 
extension, 26 

factor pair, 26, 85 
factorization of indices, 6 
faithful action, 28 
Feit-Thompson theorem, 100 
finite group, 2 

first isomorphism theorem, 11 
Fitting subgroup, 80 
fixed-point-free map, 172 
flag, 51 
Frattini argument, 75 
Frattini subgroup, 80 
Frobenius complement, 172 
Frobenius group, 172 
Frobenius kernel, 172 
Frobenius reciprocity, 165 
Frobenius, Georg, 139, 166 
Frobenius' theorem, 170 
fundamental theorem on homo-

morphisms, 10 

G-set, 27 
Galois, Evariste, 101 
general linear group, 39 
Goursat's theorem, 25 
group, 1 
group action, 27 
group algebra, 114 
group ring, 113 
groups of order p3, 77 
groups of order pq, 67 

Hall subgroup, 81 
Hall, Philip, 99-101 
Higman, Graham, 152 
HOlder, Otto, 71 
homomorphism of algebras, 114 
homomorphism of G-sets, 29 
homomorphism of groups, 8 
homomorphism of modules, 110 

image, 10, 110 
incident sections, 13 
index of a subgroup, 5 
induced character, 166 
induced module, 164 
induction-restriction table, 166 
infinite group, 2 
inner automorphism, 14 



inner product, 144 
involution, 24 
irreducible character, 140 
isomorphism, 9 

Jacobson, Nathan, 131 
Jordan, Camille, 59 
Jordan-Holder theorem, 91, 110 

kernel, 10, 110 
kernel of a character, 149 
Klein four-group, 8 
Kolchin's theorem, 50 

Lagrange's theorem, 3 
Levi complement, 51 
linear character, 140 
linear group action, 107 
linear representation, 108 
lower central series, 105 

Maschke's theorem, 116 
maximal normal subgroup, 90 
maximal subgroup, 31, 73 
minimal normal subgroup, 93 
modular representation, 118 
module, 108 
monomial matrix, 48 
monomorphism, 9 
Moore, E. H., 40, 59 

natural map, 10 
nilpotency class, 105 
nilpotent algebra, 129 
nilpotent element, 129 
nilpotent group, 76, 103 
nilpotent ideal, 129 
normal series, 92 
normal subgroup, 6 
normalized cochain, 118 
normalized section, 26 
normalizer, 34 

Index 193 

opposite algebra, 125 
opposite ring, 109 
orbit, 29 
order of a group, 2 
order of an element, 2 
ordinary representation, 117 
outer automorphism group, 14 

p-element, 63 
p-group, 63 
p-Iocal subgroup, 70 
parabolic subgroup, 51 
perfect group, 95 
periodic group, 2 
permutation, 7 
permutation group, 28 
permutation matrix, 42 
permutation module, 115 
primitive action, 32 
primitive root, 16 
principal character, 140 
projective general linear group, 58 
projective space, 61 
projective special linear group, 58 
proper subgroup, 3 

quaternion group, 26, 79 
quotient group, 7 
quotient module, 110 

radical, 131, 136 
radical series, 136 
refinement of series, 92 
regular character, 139 
relatively free module, 173 
restriction, 165 
ring with unit, 108 
root subgroup, 44 

scalar matrix, 58 
Schreier refinement theorem, 95 
Schur's lemma, 111 
Schur-Zassenhaus theorem, 81 



194 Index 

second cohomology group, 84, 87 
second isomorphism theorem, 12 
section of a group, 13, 25 
self-normalizing subgroup, 37,103 
semidirect product, 20, 22 
semisimple module, 117 
simple group, 6 
simple module, 109 
simplicity of A 5 , 68 
simplicity of An, 71 
simplicity of PSL( n, F), 60 
sode, 136 
sode series, 136 
solvable group, 95 
special linear group, 56 
split extension, 26 
stabilizer, 29 
staircase group, 52 
standard Borel subgroup, 41 
standard flag, 49 
subflag, 52 
subgroup, 2 
submodule, 109 
subnormal series, 92 
successive quotient, 89 
supersolvable group, 99, 105 
Sylow p-subgroup, 63 
Sylow's theorem, 64 
symmetric group, 7 

system of imprimitivity, 36 

tensor product, 111 
third isomorphism theorem, 13 
Thompson, John G., 101, 173 
Tits system, 48 
torsion-free group, 2 
totient, 15 
transitive action, 29 
transposition, 8 
transvection, 43 
transversal, 6 
triply transitive action, 71 
trivial subgroup, 3 

unipotent matrix, 50 
unipotent radical, 51 
unipotent subgroup, 50 
upper central series, 105 
upper triangular matrix, 41 
upper unitriangular matrix, 49 

virtual character, 143 

Wedderburn, J. H. M., 120, 125, 
128-133 

Weyl group, 42, 48 

Zassenhaus, Hans, 13 



Graduate Texts in Mathematics 

continued from page ii 

61 WHITEHEAD. Elements of Homotopy 92 DIESTEL. Sequences and Series in Banach 

Theory. Spaces. 

62 KARGAPOLOV /MERLZJAKOV. Fundamentals 93 DUBROVIN/FoMENKO/NoVIKOV. Modern 

of the Theory of Groups. Geometry-Methods and Applications. 

63 BOLLOBAS. Graph Theory. Part 1. 2nd ed. 

64 EDWARDS. Fourier Series. Vol. I. 2nd ed. 94 WARNER. Foundations of Differentiable 

65 WELLS. Differential Analysis on Complex Manifolds and Lie Groups. 

Manifolds. 2nd ed. 95 SHIRYAEV. Probability. 2nd ed. 

66 WATERHOUSE. Introduction to Affine 96 CONWAY. A Course in Functional 

Group Schemes. Analysis. 2nd ed. 

67 SERRE. Local Fields. 97 KOBLITZ. Introduction to Elliptic Curves 

68 WEIDMANN. Linear Operators in Hilbert and Modular Forms. 2nd ed. 

Spaces. 98 BRiiCKERiTOM DIECK. Representations of 

69 LANG. Cyclotomic Fields II. Compact Lie Groups. 

70 MASSEY. Singular Homology Theory. 99 GRovE/BENSON. Finite Reflection Groups. 

71 FARKAS/KRA. Riemann Surfaces. 2nd ed. 2nd ed. 

72 STILLWELL. Classical Topology and 100 BERG/CHRISTENSEN/RESSEL. Harmonic 

Combinatorial Group Theory. 2nd ed. Analysis on Semigroups: Theory of 

73 HUNGERFORD. Algebra. Positive Definite and Related Functions. 

74 DAVENPORT. Multiplicative Number 101 EDWARDS. Galois Theory. 

Theory. 2nd ed. 102 V ARADARAJAN. Lie Groups, Lie Algebras 

75 HOCHSCHILD. Basic Theory of Algebraic and Their Representations. 
Groups and Lie Algebras. 103 LANG. Complex Analysis. 3rd ed. 

76 IITAKA. Algebraic Geometry. 104 DUBROVINIFoMENKO/NoVIKOV. Modern 
77 HECKE. Lectures on the Theory of Geometry-Methods and Applications. 

Algebraic Numbers. Part II. 
78 BURRIS/SANKAPPANAVAR. A Course in 105 LANG. SL2(R). 

Universal Algebra. 106 SILVERMAN. The Arithmetic of Elliptic 
79 WALTERS. An Introduction to Ergodic Curves. 

Theory. 107 OLVER. Applications of Lie Groups to 
80 ROBINSON. A Course in the Theory of Differential Equations. 2nd ed. 

Groups. 2nd ed. 108 RANGE. Holomorphic Functions and 
81 FORSTER. Lectures on Riemann Surfaces. Integral Representations in Several 
82 Borr/Tu. Differential Forms in Algebraic Complex Variables. 

Topology. 109 LEHTO. Univalent Functions and 
83 WASHINGTON. Introduction to Cyclotomic Teichmiiller Spaces. 

Fields. 110 LANG. Algebraic Number Theory. 
84 IRELAND/RoSEN. A Classical Introduction 111 HUSEMOLLER. Elliptic Curves. 

to Modern Number Theory. 2nd ed. 112 LANG. Elliptic Functions. 
85 EDWARDS. Fourier Series. Vol. II. 2nd ed. 113 KARATZAS/SHREVE. Brownian Motion and 
86 VAN LINT. Introduction to Coding Theory. Stochastic Calculus. 2nd ed. 

2nd ed. 114 KOBLITZ. A Course in Number Theory 
87 BROWN. Cohomology of Groups. and Cryptography. 2nd ed. 
88 PIERCE. Associative Algebras. 115 BERGER/GOSTIAUX. Differential Geometry: 
89 LANG. Introduction to Algebraic and Manifolds, Curves, and Surfaces. 

Abelian Functions. 2nd ed. 116 KELLEy/SRINIVASAN. Measure and 
90 BR0NDSTED. An Introduction to Convex Integral. Vol. 1. 

Polytopes. 117 SERRE. Algebraic Groups and Class 
91 BEARDON. On the Geometry of Discrete Fields. 

Groups. 118 PEDERSEN. Analysis Now. 



119 ROTMAN. An Introduction to Algebraic 142 LANG. Real and Functional Analysis. 
Topology. 3rd ed. 

120 ZIEMER. Weakly Differentiable Functions: 143 DOOB. Measure Theory. 
Sobolev Spaces and Functions of 144 DENNIS/FARB. Noncommutative 
Bounded Variation. Algebra. 

121 LANG. Cyclotomic Fields I and II. 145 VICK. Homology Theory. An 
Combined 2nd ed. Introduction to Algebraic Topology. 

122 REMMERT. Theory of Complex Functions. 2nd ed. 
Readings in Mathematics 146 BRIDGES. Computability: A 

123 EBBINGHAUS/HERMES et al. Numbers. Mathematical Sketchbook. 
Readings in Mathematics 147 ROSENBERG. Algebraic K-Theory 

124 DUBROVIN/FoMENKO/NoVIKOV. Modern and Its Applications. 
Geometry-Methods and Applications. 148 ROTMAN. An Introduction to the 
Part Ill. Theory of Groups. 4th ed. 

125 BERENSTEIN/GAY. Complex Variables: An 149 RATCLIFFE. Foundations of 
Introduction. Hyperbolic Manifolds. 

126 BOREL. Linear Algebraic Groups. 150 EISENBUD. Commutative Algebra 
127 MASSEY. A Basic Course in Algebraic with a View Toward Algebraic 

Topology. Geometry. 
128 RAUCH. Partial Differential Equations. 151 SILVERMAN. Advanced Topics in 
129 FULTONIHARRIS. Representation Theory: the Arithmetic of Elliptic Curves. 

A First Course. 152 ZIEGLER. Lectures on Polytopes. 
Readings in Mathematics 153 FuLTON. Algebraic Topology: A 

130 DODSON/POSTON. Tensor Geometry. First Course. 
131 LAM. A First Course in Noncommutative 154 BROWN/PEARCY. An Introduction to 

Rings. Analysis. 
132 BEARDON. Iteration of Rational Functions. 155 KASSEL. Quantum Groups. 
133 HARRIS. Algebraic Geometry: A First 156 KECHRIS. Classical Descriptive Set 

Course. Theory. 
134 ROMAN. Coding and Information Theory. 157 MALLIAVIN. Integration and 

135 ROMAN. Advanced Linear Algebra. Probability. 
136 ADKlNsIWEINTRAUB. Algebra: An 158 ROMAN. Field Theory. 

Approach via Module Theory. 159 CONWAY. Functions of One 

137 AxLERlBoURDON/RAMEY. Harmonic Complex Variable II. 
Function Theory. 160 LANG. Differential and Riemannian 

138 COHEN. A Course in Computational Manifolds. 
Algebraic Number Theory. 161 BORWEIN/ERDEL YI. Polynomials and 

139 BREDON. Topology and Geometry. Polynomial Inequalities. 

140 AUBIN. Optima and Equilibria. An 162 ALPERIN/BELL. Groups and 

Introduction to Nonlinear Analysis. Representations. 

141 BECKERIWEISPFENNING/KREDEL. Grobner 
Ba~es. A Computational Approach to 
Commutative Algebra. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200039002000280039002e0033002e00310029002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




