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Preface to the Second Edition 

The 20 years since the publication of this book have been an era of continuing 
growth and development in the field of algebraic topology. New generations 
of young mathematicians have been trained, and classical problems have 
been solved, particularly through the application of geometry and knot 
theory. Diverse new resources for introductory coursework have appeared, 
but there is persistent interest in an intuitive treatment of the basic ideas. 

This second edition has been expanded through the addition of a chapter 
on covering spaces. By analysis of the lifting problem it introduces the funda­
mental group and explores its properties, including Van Kampen's Theorem 
and the relationship with the first homology group. It has been inserted after 
the third chapter since it uses some definitions and results included prior to 
that point. However, much of the material is directly accessible from the same 
background as Chapter 1, so there would be some flexibility in how these 
topics are integrated into a course. 

The Bibliography has been supplemented by the addition of selected books 
and historical articles that have appeared since 1973. 
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Preface to the First Edition 

During the past twenty-five years the field of algebraic topology has experi­
enced a period of phenomenal growth and development. Along with the 
increasing number of students and researchers in the field and the expanding 
areas of knowledge have come new applications of the techniques and results 
of algebraic topology in other branches of mathematics. As a result there has 
been a growing demand for an introductory course in algebraic topology 
for students in algebra, geometry, and analysis, as well as for those planning 
further work in topology. 

This book is designed as a text for such a course as well as a source for 
individual reading and study. Its purpose is to present as clearly and con­
cisely as possible the basic techniques and applications of homology theory. 
The subject matter includes singular homology theory, attaching spaces and 
finite CW complexes, cellular homology, the Eilenberg-Steenrod axioms, 
cohomology, products, and duality and fixed-point theory for topological 
manifolds. The treatment is highly intuitive with many figures to increase the 
geometric understanding. Generalities have been avoided whenever it was 
felt that they might obscure the essential concepts. 

Although the prerequisites are limited to basic algebra (abelian groups) 
and general topology (compact Hausdorff spaces), a number of the classical 
applications of algebraic topology are given in the first chapter. Rather than 
devoting an initial chapter to homological algebra, these concepts have been 
integrated into the text so that the motivation for the constructions is more 
apparent. Similarly the exercises have been spread throughout in order to 
exploit techniques or reinforce concepts. 

At the close of the book there are three bibliographical lists. The first 
includes all works referenced in the text. The second is an extensive list of 

IX 



x Preface to the First Edition 

books and notes in algebraic topology and related fields, and the third is a 
similar list of survey and expository articles. It was felt that these would 
best serve the student, teacher, and reader in offering accessible sources for 
further reading and study. 
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CHAPTER 1 

Singular Homology Theory 

The purpose of this chapter is to introduce the singular homology theory of 
an arbitrary topological space. Following the definitions and a proof of 
homotopy invariance, the essential computational tool (Theorem 1.14) is 
stated. Its proof is deferred to Appendix I so that the exposition need not be 
interrupted by its involved constructions. The Mayer-Vietoris sequence is 
noted as an immediate corollary of this theorem, and then applied to com­
pute the homology groups of spheres. These results are applied to prove a 
number of classical theorems: the nonretractibility of a disk onto its bound­
ary, the Brouwer fixed-point theorem, the nonexistence of vector fields on 
even-dimensional spheres, the Jordan-Brouwer separation theorem and the 
Brouwer theorem on the in variance of domain. 

If x and yare points in IR", define the segment from x to y to be {(I - t)x + 
tylO ::; t ::; I}. A subset C ~ IR" is convex if, given x and y in C, the segment 
from x to y lies entirely in C. Note that an arbitrary intersection of convex 
sets is convex. If A ~ IR", the convex hull of A is the intersection of all convex 
sets in IR" which contain A. 

A p-simplex s in IR" is the convex hull of a collection of (p + 1) points 
{xo, ... ,xp} in IR" in which Xl - XO, ••• , xp - Xo form a linearly independent 
set. Note that this is independent of the designation of which point is xo. 

1.1 Proposition. Let {xo, ... , x p} ~ IR". Then the following are equivalent: 

(a) Xl - XO , .•• , xp - Xo are linearly independent; 
(b) if L SiXi = L tixi and LSi = L ti, then Si = ti for i = 0, ... , p. 
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Proof. (a) = (b): If I SiXi = L tixi and LSi = L ti, then 

p 

= I (Si - t;)(Xi - Xo)· 
i=l 

By the linear independence of Xl - XO, ••• , Xp - Xo it follows that Si = ti for 
i = 1, ... , p. Finally, this implies So = to since LSi = L ti. 

(b) = (a): If Lf=l (t;)(Xi - xo) = 0, then Lf=l tixi = (Lf=l t;)xo and by (b) 
the coefficients t 1, ... , tn must all be zero. This proves linear independence. 

D 

Let S be a p-simplex in [Rn and consider the set of all points of the form 
toxo + tlxl + ... + tpxp, where Iti = 1 and ti ~ ° for each i. Note that this 
is the convex hull of the set {xo,"" xp} and hence from Proposition 1.1 we 
have the following: 

1.2 Proposition. IJ the p-simplex s is the convex hull oj {xo,"" xp}, then every 
point oj s has a distinct unique representation in the Jorm L tixi, where ti ~ ° 
Jor all i and Iti = 1. D 

The points Xi are the vertices of s. This proposition allows us to associate 
the points of s with (p + I)-tuples (to, t 1, ... ,tp) with a suitable choice of the 
coordinates t i• 

EXERCISE 1. Let y be a point in s. Then y is a vertex of s if and only if y is not an interior 
point of any segment lying in s. 

If the vertices of s have been given a specific order, then s is an ordered 
simplex. So let s be an ordered simplex with vertices xo, Xl' ... , xp' Define up 
to be the set of all points (to,tl, ... ,tp) E [Rp+l with Lti = 1 and ti ~ ° for 
each i. If a function 

J:up~s 

is given by J(to,"" tp) = L tixi, then J is continuous. Moreover, from the 
uniqueness of representations and the fact that up and s are compact 
Hausdorff spaces it follows that J is a homeomorphism. Thus, each ordered 
p-simplex is a natural homeomorphic image of up- Note that up is a p-simplex 
with vertices xb = (1,0, ... , 0), x~ = (0,1, ... ,0), ... , x~ = (0, ... ,0,1). up is 
called the standard p-simplex with natural ordering. 

Let X be a topological space. A singular p-simplex in X is a continuous 
function 
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x, 

/---~>---X, 

x 
Xo 

Figure 1.1 

3,-p ___ --_ 

Xo a, 

Figure 1.2 

Note that the singular O-simplices may be identified with the points of X, 
the singular I-simplices with the paths in X, and so forth. 

If </J is a singular p-simplex and i is an integer with ° ~ i ~ p, define oM), a 
singular (p - I)-simplex in X, by 

Oi</J(tO,···,tp- 1) = </J(tO,t1,···,ti-1,O,ti,···,tp-d· 

Oi</J is the ith face of </J. 
For example, let </J be a singular 2-simplex in X (Figure 1.1). Then, 01 </J is 

given by the composition shown in Figure 1.2. That is, to compute Oi</J we 
embed (Jp-1 into (Jp opposite the ith vertex, using the usual ordering of ver­
tices, and then go into X via </J. 

If f: X --+ Y is a continuous function and </J is a singular p-simplex in X, 
define a singular p-simplex f# (</J) in Y by f# (</J) = f 0 </J. Note that if g: Y -+ W 
is continuous and id: X -+ X is the identity map, 

and 

An abelian group G is free if there exists a subset A <;; G such that every 
element g in G has a unique representation 

g = L nx·x, . 
XEA 
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where nx is an integer and equal to zero for all but finitely many x in A. The 
set A is a basis for G. 

Given an arbitrary set A we may construct a free abelian group with basis 
A in the following manner. Let F(A) be the set of all functions f from A into 
the integers such that f(x) =I 0 for only a finite number of elements of A. 
Define an operation in F(A) by (f + g)(x) = f(x) + g(x). Then F(A) is an 
abelian group. For any a E A define a function fa in F(A) by 

fa(x) = g if x = a 
otherwise. 

Then {tala E A} is a basis for F(A) as a free abelian group. Identifying a with 
fa completes the construction. 

For example, let G = {(n1,n2, ... )lni is an integer, eventually O}. Then G is 
an abelian group under coordinatewise addition, and furthermore it is free 
with basis 

(1,0, ... ), (0, 1,0, ... ), (0,0, 1,0, ... ), .... 

For convenience we say that if G = 0, then G is a free abelian group with 
empty basis. 

Note that if G is free abelian with basis A and H is an abelian group, then 
every function f: A --t H can be uniquely extended to a homomorphism f: 
G --t H. 

If X is a topological space define Sn(X) to be the free abelian group whose 
basis is the set of all singular n-simplices of X. An element of Sn(X) is called a 
singular n-chain of X and has the form 

Ln~'r/J, 
~ 

where n,p is an integer, equal to zero for all but a finite number of r/J. 
Since the ith face operator 0i is a function from the set of singular n­

simplices to the set of singular (n - I)-simplices, there is a unique extension 
to a homomorphism 

0i: Sn(X) --t Sn -1 (X) 

given by Oi(L n~' r/J) = L n~' Oir/J. Define the boundary operator to by the 
homomorphism 

given by 
n 

0= 00 - 01 + O2 + ... + (-INn = L (-l)ioi · 
i=O 

1.3 Proposition. The composition 0 0 0 in 
i' i' 

Sn(X) --t Sn-l(X) --t Sn-2(X) 

is zero. 
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EXERCISE 2. Prove Proposition 1.3. o 

Geometrically this statement merely says that the boundary of any n-chain 
is an (n - I)-chain having no bo.undary. It is this basic property which leads 
to the definition of the homology groups. An element C E Sn(X) is an n-cycle 
if o(c) = O. An element dE Sn(X) is an n-boundary if d = o(e) for some e E 

Sn +1 (X). Since 0 is a homomorphism, its kernel, the set of all n-cycles, is a 
subgroup of Sn(X) denoted by Zn(X). Similarly the image of 0 in Sn(X) is the 
subgroup Bn(X) of all n-boundaries. 

Note that Proposition 1.3 implies that Bn(X) £: Zn(X) is a subgroup. The 
quotient group 

is the nth singular homology group of X. The geometric motivation for this 
algebraic construction is evident; the objects we wish to study are cycles in 
topological spaces. However, in using singular cycles, the collection of all 
such is too vast to be effectively studied. The natural approach is then to 
restrict our attention to equivalence classes of cycles under the relation that 
two cycles are equivalent if their difference forms a boundary of a chain of 
one dimension higher. 

This algebraic technique is a standard construction in homological alge­
bra. A graded (abelian) group G is a collection of abelian groups {GJ indexed 
by the integers with component wise operation. If G and G' are graded groups, 
a homomorphism 

f:G~G' 

is a collection of homomorphisms {.t;}, where 

for some fixed integer r. r is then called the degree of f A subgroup H £: G of 
a graded group is a graded group {HJ where Hi is a subgroup of Gi . The 
quotient group G/H is the graded group {GdHd. 

A chain complex is a sequence of abelian groups and homomorphisms 

in which the composition On-lOOn = 0 for each n. Equivalently a chain com­
plex is a graded group C = {CJ together with a homomorphism 0: C ~ C of 
degree - 1 such that 0 0 0 = o. If C and C' are chain complexes with bound­
ary operators 0 and 0', a chain map from C to C' is a homomorphism 

Cl>: C ~ C' 

of degree zero such that 0' 0 <l>n = <l>n-1 00 for each n. (Note that the require­
ment that Cl> have degree zero is unnecessary. It is stated here only as a 
convenience since all chain maps we will consider have this property.) 
Denoting by Z*(C) and B*(C) the kernel and image of 0, respectively, the 



6 Homology Theory 

homology of C is the graded group 

H*(C) = Z* (C)/B* (C). 

Note that if <1> is a chain map, 

and 

Therefore, <1> induces a homomorphism on homology groups 

<1>*: H*(C) --> H*(C). 

In this sense the graded group S*(X) = {S;(X)} becomes a chain complex 
under the boundary operator 8, so that the homology group of X is the 
homology of this chain complex. If f: X --> Y is a continuous function and rP 
is a singular n-simplex in X, there is the singular n-simplex f# (rP) = f 0 rP in Y. 
This extends uniquely to a homorphism 

for each n. 

To show that f# is a chain map from S*(X) to S*(y) it must be checked that 
the following rectangle commutes: 

First note that it is sufficient to check that this is true on singular n-simplices 
rP, and second, observe that it is sufficient to show 8J#(rP) = f#8;(rP). Now 

f# 8;(rP)(to,···, tn -1) = f(rP(to,···, t; _1,0, t;, ... , tn-I)) 

and 

8J# (rP)(to,"" tn-d = f# (rP)(tO" .. , t; -1,0, t;, .. . , tn-d 

= f(rP(to, ... , t; -1,0, t;, ... , tn -1))' 

Thus, f#: S*(X) --> S*(y) is a chain map and there is induced a homomor­
phism of degree zero 

f*: H*(X) --> H*(Y). 

Note that this is suitably functorial in the sense that for g: Y --> Wa continu­
ous function and id: X --> X the identity, (g 0 f)* = g* 0 f* and id* is the 
identity homomorphism. 

As a first example take X = point. Then for each p ~ ° there exists a 
unique singular p-simplex rPp: (Jp --> X. Note further that for p > 0, 8;rPp = 

rPP -l' So consider the chain complex 

... --> Sz(pt) --> S 1 (pt) --> So(pt) --> 0. 

Each Sn(pt) is an infinite cyclic group generated by rPn. The boundary opera-
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tor is given by 

n n 

JrPn = L (-I) iJirPn = L (-I)irPn _l · 
i=O i=O 

Thus, JrP2n -I = 0 and JrP2n = rP2" -I for n > O. Applying this to the chain 
complex it is evident that 

for n > O. 

However, Zo(pt) = So(pt) is infinite cyclic, whereas Bo(pt) = O. Therefore, we 
conclude that the homology groups of a point are given by 

ifn = 0 

ifn > O. 

A space X is pathwise connected if given x, y E X, there is a continuous 
function 

1/1: [0,1] ----> X 

such that 1/1(0) = x and 1/1(1) = y. Note that instead of [0,1] we could have 
used 0"1. 

Suppose that X is a path wise connected space, and consider the portion of 
the singular chain complex of X given by 

SI(X) ~ So(X) ----> O. 

Now So (X) = Zo(X), which may be viewed as the free abelian group gener­
ated by the points of X. That is Zo(X) = F(X). Hence, an element y of Zo(X) 
has the form 

y = L nx·x, 
XEX 

where the nx are integers, all but finitely many equal to zero. 
On the other hand, S I (X) may be viewed as the free abelian group gener­

ated by the set of all paths in X. If the vertices of 0" I are Vo and v I and rP is a 
singular I-simplex in X, then 

JrP = rP(v l ) - rP(vo) E Zo(X). 

Define a homomorphism cc So(X) ----> Z by ct(L nx · x) = L nx . Note that if 
X is nonempty, then ct is an epimorphism. Since for any singular I-simplex rP 
in X, ct(JrP) = ct(rP(vJ - rP(vo» = 0, it follows that Bo(X) is contained in the 
kernel of ct. 

Conversely, suppose that nlx l + ... + nkxk E Zo(X) with Ini = o. Pick 
any point x E X and note that for each i there is a singular I-simplex rPi: CT I ----> 

X with Jo(rPJ = Xi and J I (rPJ = x. Taking the singular I-chain L nirPi in S I (X) 
we have J(I nirPJ = I nixi - (I ni)x = I nixi· Therefore, the kernel of ct is 
contained in Bo(X). This proves that the kernel of ct equals Bo(X) and we 
conclude the following: 
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1.4 Proposition. If X is a nonempty pathwise-connected space, then 

o 

Let A be a set and suppose that for each IX E A there is given an abelian 
group Gil. Define an abelian group LIlEA Gil as follows: the elements are all 
functions 

f: A -+ U Gil 
ilEA 

such that f(lX) E G. for each IX, and f(lX) = 0 for all but finitely many elements 
IX E A; the operation is defined by (f + g)(lX) = f(lX) + g(IX). Setting gil = f(lX) E 

Gil we write f = (gil: IX E A) and call the gil the components of f. The group 
I Gil is the weak direct sum of the Gil'S. If the requirement that f(lX) = 0 for all 
but finitely many IX is omitted, then the resulting group is the strong direct 
sum or direct product of the Gil'S, denoted flllE A Gil· 

Note that if G is an abelian group and {GIl}IlEA is a family of subgroups of 
G such that g E G has a unique representation 

g= L gil with gil E Gil 
ilEA 

and gil = 0 for all but finitely many IX, then G is isomorphic to Llld Gil· 
Now for each IX E A suppose we have a chain complex CIl 

Define a chain complex LIlEA CIl by taking (L CIl)p = I c; and setting 
8(cll : IX E A) = (8 Ilcll : IX E A). 

Proof. Note that by the definition of the chain complex L CIl we have 

Therefore 

and 

Hk(L CIl) = Zk(L CIl)jBk(L CIl ) 

= L (Zk(CIl))/L (Bk(CIl )) 

~ L (Zk(CIl)jBk(CIl )) 

= L Hk(CIl ). o 
Let X be a topological space and for x, y E X, set x '" y if there exists a 

path in X from x to y. It is evident that '" is an equivalence relation, that is, 

(1) x '" x, 
(2) x '" y and y '" z implies x '" z, 
(3) x '" y implies y '" x, 
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for all points x, y, and z in X. Such a relation decomposes X into a collection 
of subsets, the equivalence classes, where x and yare in the same equivalence 
class if and only if x ~ y. For this specific relation on X the equivalence 
classes are called the path components of X. Note that if x E X the path 
component of X containing x is the maximal pathwise-connected subset of X 
containing x. 

1.6 Proposition. If X is a space and {Xa: rx E A} are the path components of X, 
then 

Hk(X) ~ L Hk(Xa)· 
aEA 

Proof. There is a natural homomorphism 

If': L Sk(Xa) -+ Sk(X) 
aEA 

given by 

Since the groups involved are free abelian, If' must be a monomorphism. To 
observe that If' is also an epimorphism, note first that if 

¢:(Jk-+ X 

is a singular k-simplex, then ¢( (J k) is contained in some Xa because (J k is 
pathwise connected. Hence, to any such ¢ there is associated a unique ¢a E 

Sk(Xa) with If'(¢a) = ¢. Therefore, If' is an isomorphism for each k. 
Moreover, If' is a chain map between chain complexes so that 

Finally, it follows from Lemma 1.5 that 

Hk (L S*(Xa») ~ L Hk(Xa ), 
(lEA (leA 

which completes the proof. o 

This proposition establishes the intrinsic "additive" property of singular 
homology theory. Since the homological properties of a space are completely 
determined by those of its path components, and the homological properties 
of any path component are independent of the properties of any other path 
component, we may restrict our attention to the study of pathwise-connected 
spaces. 

Note that it follows from Propositions 1.6 and 1.4 that Ho(X) is a free 
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abelian group whose basis is in a one-to-one correspondence with the path 
components of X. 

1.7 Theorem. If f: X --+ Y is a homeomorphism, then 

f*: Hp(X) -+ Hp(Y) 

is an isomorphism for each p. 

EXERCISE 3. Prove Theorem 1.7. D 

The fact that this theorem, the topological invariance of the singular 
homology groups, is quite easy to prove is one of the major advantages of 
using singular homology theory. 

1.8 Theorem. If X is a convex subset of IRn, then 

for p > 0. 

Proof. Assume X i= 0 and let x E X and ¢J: up --+ X be a singular p-simplex, 
p ?: 0. Then define a singular (p + I)-simplex 0: up +1 --+ X as follows: 

{
(I- to)·(¢J(~, ... ,/P+1 )) + tox for to < 1 

O(to, ... , tp+d = - to - to 

x for to = 1. 

That is, we are setting 

and 0(1,0, ... ,0) = x 

and then taking line segments from to to the face opposite to linearly into the 
corresponding line segment in X (Figure 1.3). This construction is possible 
since X is convex. 

From its definition 0 is continuous except possibly at (1,0, ... ,0). To check 
continuity there we must show that 

lim IIO(to, ... ,tp+d-xll =0. 
to-I 

x 

(J 

~:"') (J(tl)~ 
x 

Figure 1.3 
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Now 

lim 118(to, ... ,tp +1) - xii 
to--+1 

= lim 11(1 - to)(r/J(_t1 , ... ,~)) - (1 - to)x II 
to~1 1 - to 1 - to 

::; lim (1 - to)(11 r/J(_t1 , ... , t::1 ) II + Ilxll). 
to~1 1 - to 1 to 

Since r/J(ap ) is compact, (Ilr/J(td(l - to), ... , tp +1/(1 - tom + Ilxll) is bounded. 
Thus, the final limit is zero because limto~1 (1 - to) = 0, and it follows that 8 
is continuous. 

It is evident from the construction that 00 (8) = r/J. Since this procedure may 
be applied to any singular k-simplex, k ~ 0, there is a unique extension to a 
homomorphism 

T: Sk(X) -4 Sk+1 (X) 

such that 000 T = identity. More generally we have for r/J a singular 
k-simplex, 

o;(T(r/J)) (to, ... , tk ) 

= T(r/J)(to,···,t;-1,0,t;, ... ,tk ) 

( ( t1 t;-1 t; tk )) 
= (1 - to) r/J -1 -'···'-1 -,0'~~'···'-1 - + tox. 

- to - to 1 - to - to 

On the other hand, 

Thus, for 1 ::; i ::; k + 1, 

0i Tr/J = T(Oi -1 r/J). 

Now let r/J be any singular k-simplex 

k +1 
cTr/J = Co Tr/J + I (_l)ic i T(r/J) 

i=1 

k+1 [k+1 k ] 
= Co Tr/J + i~1 (-I)ioi T(r/J) - if:1 (-I)iToi_1(r/J) + Jo (-I)jTcjr/J 

= r/J - T or/J. 
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So we have constructed a homomorphism T: Sk(X) --+ Sk+1 (X) with the prop­
erty that eT + Te is the identity homomorphism on Sk(X), whenever k ~ 1. 

Now let z be an element of Zp(X). From the above, for p > 0, 
(aT + Ta)z = z. Now since z is a cycle, Taz = O. Thus, z = a(Tz) and z is in 
Bp(X). This implies that Hp(X) = 0 for all p > O. D 

The construction used in proving Theorem 1.8 is a special case of a chain 
homotopy between chain complexes. Suppose C = {Ci , a} and C = {C;, Of} 
are chain complexes and 

T: C --+ C 

is a homomorphism of graded groups of degree one (but not necessarily a 
chain map). Then consider the homomorphism 

efT + TO: C --+ C 

of degree zero. This will be a chain map because 

af(afT + TO) = afafT + efTa = Of To = Of To + Tao = (a'T + Taw 

This chain map (a'T + To) induces a homomorphism on homology 

(afT + Ta)*: Hp(C) --+ Hp(C) 

Now if z E Zp(C), 

for each p. 

(afT + Ta)(z) = a'T(z) 

which is in Bp(C). Thus, (afT + Ta)* is the zero homomorphism for each p. 
Given chain maps f and g: C --+ C, f and g are chain homotopic if there 

exists a homomorphism T: C --+ C of degree one with afT + To = f - g. 

1.9 Proposition. If f and g: C --+ C are chain homotopic chain maps, then 

f* = g* as homomorphisms from H*(C) to H*(C). 

Proof. This follows immediately since if T: C --+ C is a chain homotopy be­
tween f and g, then 

D 

As a special case, suppose that f and g: X --+ Yare maps for which the 
induced chain maps 

are chain homotopic. If T is a chain homotopy between f# and g #' then T 
may be interpreted geometrically in the following way. 

Let rjJ be a singular n-simplex in X. Then T(rjJ) may be viewed as a continu­
ous deformation of f# (rjJ) into g # (rjJ). From Figure lA, T(rjJ) appears as a 
prism with ends f#(rjJ) and g#(rjJ) and sides T(arjJ). Thus, it is reasonable that 
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Figure 1.4 

which is the algebraic requirement for T to be a chain homotopy. 
If the chain c = I.. mirPi is an n-cycle in X, then f# (c) and 9 # (c) are n-cycles 

in Y. T(c) is a collection of integral multiples of such prisms and the algebraic 
sum of the sides must be zero since ac = O. Thus, the boundary of T(c) is the 
algebraic sum of the ends of the prisms, which is f# (c) - 9 # (c), so that f# (c) 
and g#(c) are homologous cycles in Y. 

Given spaces X and Y, two maps fo, fl: X --+ Yare homotopic if there exists 
a map 

F: X x 1--+ Y, I = [O,IJ, 

with F(x,O) = fo(x) and F(x, 1) = fl (x), for all x in X. The map F is a 
homotopy between fo and fl. Equivalently a homotopy is a family of maps 
{ft}O:ot:01 from X to Y varying continuously with t. It is evident that the 
homotopy relation is an equivalence relation on the set of all maps from X 
to Y. It is customary to denote by [X, Y] the set of homotopy classes of maps. 

1.1 0 Theorem. If fo, fl: X --+ Yare homotopic maps, then fo* = fl * as 
homomorphisms from H*(X) to H*(y). 

Proof. The idea of the proof is quite simple: if z is a cycle in X, then the 
images of z under fo and fl will be cycles in Y. Since fo may be continuously 
deformed into fl' the image of z under fo should admit a similar continuous 
deformation into the image of z under fl. This should imply that the two 
images are homologous cycles. We now proceed to put these geometric ideas 
into the current algebraic framework. 

In view of Proposition 1.9 it will be sufficient to show that the chain maps 
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10#,11#: S*(X) --+ S*(y) are chain homotopic. Let 

F: X x 1--+ Y 

be a homotopy between 10 and 11' Define maps 

gO,gl:X--+X x I 

by go(x) = (x,O) and gl(X) = (x, 1): 

Homology Theory 

Then in the diagram each triangle is commutative, that is, 10 = F 0 Yo and 
11=Fog1· 

Now suppose that go# and gl # are chain homotopic as chain maps from 
S*(X) to S*(X x 1). This would mean that there exists a homomorphism 

T: S*(X) --+ S*(X x 1) 

of degree one with aT + To = go# - gl #. Applying F# to both sides gives 

or 

Then F# T is a homomorphism from S*(X) to S*(Y) of degree one and is a 
chain homotopy between 10 # and 11 #. Therefore, it is sufficient to show that 
go# and g1# are chain homotopic. 

For (in the standard n-simplex denote by Tn E Sn((in) the element represented 
by the identity map. Note that if ,p: (in --+ X is any singular n-simplex in X, 
then the induced homomorphism 

,p#: Sn((in) --+ Sn(X) 

has ,p# (Tn) = ,po It is evident that every singular n-simplex in X can be ex­
hibited as the image of Tn in this manner. Our technique of proof then will be 
to first give a construction involving Tn and then extend it to all of Sn(X) by 
the above approach. 

We construct a chain homotopy T between Yo# a'ld g1# inductively on the 
dimension of the chain group. To do the inductive step first, suppose that 
n > ° and for all spaces X and integers i < n there is a homomorphism 

T: Si(X) --+ Si +1 (X X 1) 

such that aT + To = go # - g 1 #. Assume further that this is natural in the 
sense that given any map h: X --+ W of spaces, commutativity holds in the 
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diagram 

for all j < n. 

Tx -
Tw -

Si+1(X x f) 

j ". ;'J, 

Si+1(W x f) 

15 

To define T on the n-chains of X, it is sufficient to define T on the singular 
n-simplices. So let r/J: an -+ X be a singular n-simplex and recall that r/J#(rn) = 
r/J. Thus, by defining Tan: Sn(an) -+ Sn+1(an X I), the naturality of the construc­
tion will require that 

Tx(r/J) = Tx(r/J#(rn)) = (r/J x id)#(Ta)rn)). 

So to define Tx it is sufficient to define T". on Sn(an). 
Let d be a singular n-simplex in an a~d consider the chain in Sn(an x f) 

given by 

c = go#(d) - gl#(d) - Ta)od), 

which is defined by the induction hypothesis since od is in Sn-1 (an). Note that 
from the preceding discussion, c corresponds to the boundary of a certain 
prism in an' Then 

OC = ogo#(d) - ogl#(d) - oT".)od) 

= go#(od) - gl#(od) - [go#(od) - gl#(Od) - Tano(od)] 

=0. 

Thus, c is a cycle of dimension n in the convex set an x f. From Theorem 1.8 
it follows that c is also a boundary. So let b E Sn+dan X f) with ob = c. Geo­
metrically b is the solid prism of which c is the boundary. Then define 

and observe that 

oT(d) + To(d) = go#(d) - gl#(d). 

Now for any singular n-simplex r/J: an -+ X define, as before, 

Tx(r/J) = (r/J x id)# T".Jrn )· 

So defined on the generators there is a unique extension to a homomorphism 

Tx: Sn(X) -+ Sn+1(X X f). 

This inductive construction indicates the proper definiton for T on O-chains. 
Recall that ao is a point and consider the chain c in So(ao x f) given by 

c = go#(ro) - gl#(rO)' 
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Take a singular I-simplex b in (Jo x I with boundary go#('o) - gl#(rO) and 
define T"o(ro) = b. This defines Ton O-chains by the same technique. 

Finally it must be noted that in the definition given for Tx on n-chains of X, 

oTx + Tx o = go# - gl# 

and that the construction is suitably natural with respect to maps h: X -+ W 
Note that if rjJ is a singular n-simplex in X, 

go#(rjJ) = go# rjJ# ('n) = (rjJ x id)#go#('n) 

and similarly 

Now consider 

oT(rjJ) + TO(rjJ) = oTrjJ#(rn) + TOrjJ#(rn) 

= o(rjJ x id)# T('n) + TrjJ# o('n) 

= (rjJ x id)#oT(rn) + (rjJ x id)# TO('n) 

= (rjJ x id)#(go#(rn) - g1#('n)) 

= go#(rjJ) - g1#(rjJ)· 

The naturality follows similarly. 
Therefore, Tx gives a chain homotopy between go# and g1#' and we have 

completed the proof that fo* = f1*' 0 

Note that this generalizes the approach in Theorem 1.8. There we used the 
fact that, since X was convex, the identity map was homotopic to the map 
sending all of X into the point x. Thus in positive dimensions the identity 
homomorphism and the trivial homomorphism agree, and the positive di­
mensional homology of X is trivial. 

Let f: X -+ Y and g: Y -+ X be maps of topological spaces. If the composi­
tions fog and g 0 f are each homotopic to the respective identity map, then 
f and g are homotopy inverses of each other. A map f: X -+ Y is a homotopy 
equivalence if f has a homotopy inverse; in this case X and Yare said to have 
the same homotopy type. 

1.11 Proposition. If f: X -+ Y is a homotopy equivalence, then f*: Hn(X)-+ 
Hn( Y) is an isomorphism for each n. 

Proof. If g is a homotopy inverse for f, then by Theorem 1.10 f* 0 g* = 

(f 0 g)* = identity and g* 0 f* = (g 0 f)* = identity so that g* = f*-1 and f* 
is an isomorphism. 0 

Suppose that i: A -+ X is the inclusion map of a subspace A of X. A map 
g: X -+ A such that g 0 i is the identity on A is a retraction of X onto A. If 
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furthermore the composition i 0 g: X -+ X is homotopic to the identity, then 
g is a deformation retraction and A is a deformation retract of X. Note that in 
this case the inclusion i is a homotopy equivalence. 

1.12 Corollary. If i: A -+ X is the inclusion of a retract A of X, then i*: 
H*(A) -+ H*(X) is a monomorphism onto a direct summand. If A is a deforma­
tion retract of X, then i* is an isomorphism. 

Proof. The second statement follows immediately from Proposition 1.11. To 
prove the first, let g: X -+ A be a retraction. Then 

g* 0 i* = (g 0 i)* = (id)* = identity on H*(A). 

Hence, i* is a monomorphism. 
Define subgroups of H*(X) by G1 = image i* and G2 = kernel g*. Let 

a E G1 n G2 , so that a = i*(P} for some P E H*(A) and g*(a) = O. However 

0= g*(a) = g*i*(p} == P 
so that a = i*(P} must be zero. On the other hand, let y E H*(X). Then 

y = i*g*(y) + (y - i*g*(y)) 

expresses y as the sum of an element in G1 and an element in G2 • Therefore, 
H*(X) ~ G1 Ef> G2 and the proof is complete. D 

A triple C ~ D ~ E of abelian groups and homomorphisms is exact if 
image f = kernel g. A sequence of abelian groups and homomorphisms 

G fIG h G f 3 f "-I G f" 
... --+ 1--+ 2--+ 3--+"'--+ n--+'" 

is exact if each triple is exact. An exact sequence 
f g O-+C-+D-+E-+O 

is called short exact. This is a generalization of the concept of isomorphism 
in the sense that h: G1 -+ G2 is an isomorphism if and only if 

h 
0-+ G1 -+ G2 -+ 0 

is exact. 
Note that in a short exact sequence as above, f is a monomorphism and 

identifies C with a subgroup C s; D. Also g is an epimorphism with kernel C. 
Thus up to isomorphism the sequence is just 

0-+ C ~ D ~ DIC -+ O. 

Suppose now that C = {Cn}, D = {Dn} and E = {En} are chain complexes 
and 

O-+C~D~E-+O 

is a short exact sequence where f and g are chain maps of degree zero. Hence, 
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for each p there is an associated triple of homology groups, 

Hp(C) ~ Hp(D) ~ Hp(E). 

We now want to examine precisely how this deviates from being short exact. 
So we are assuming that we have an infinite diagram in which the rows are 

short exact sequences and each square is commutative. 

j j j 
o ----. Cn 

f 
Dn 

9 
En ----. 0 ----. ----. 

j' j' j' 
o ----. Cn- 1 

f 
Dn- 1 

9 
En- 1 ----. 0 ----. ----. 

j' j' j " 

Let Z E Zn(E), that is, Z E En and oz = O. Since g is an epimorphism, there 
exists an element d E Dn with g(d) = z. From the fact that g is a chain map we 
have 

g(od) = o(g(d» = oz = O. 

The exactness implies that od is in the image of f, so let c E Cn - 1 with f(c) = 
od. Note that 

f(oc) = of (c) = o(od) = 0, 

and since f is a monomorphism, OC must be zero, and c E Zn -1 (C). 
The correspondence Z -+ c of Zn(E) into Zn -1 (C) is not a well-defined func­

tion from cycles to cycles due to the number of possible choices in the con­
struction. However, we now show that the associated correspondence on the 
homology groups is a well-defined homomorphism. 

Let z, z' E Zn(E) be homologous cycles. So there exists an element e E En+1 
with o(e) = z - z'. Let d, d' E Dn with g(d) = z, g(d') = z', and c, c' E Cn - 1 

with f(c) = od, f(c') = od'. We must show that c and c' are homologous 
cycles. 

There exists an element a E Dn+! with g(a) = e. By the commutativity 

g(oa) = og(a) = oe = Z - z', 

so we observe that (d - d') - oa is in the kernel of g, hence also in the image 
of f. Let b E Cn with f(b) = (d - d') - oa. Now we have 

f(ob) = of (b) = o(d - d' - oa) = od - od' 

= f(c) - f(c') = f(c - c'). 
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Since f is one to one, it follows that c - c' = Db and c and c' are homologous 
cycles. Therefore, the correspondence induced on the homology groups is 
well defined and obviously must be a homomorphism. 

This homomorphism is denoted by d: Hn(E) ~ Hn- 1 (C) and called the 
connecting homomorphism for the short exact sequence 

O~C~D~E~O. 
J g 

1.13 Theorem. If 0 ~ C ~ D ~ E ~ 0 is a short exact sequence of chain com­
plexes and degree zero chain maps, then the long exact sequence 

... ~ Hn(D) ~ Hn(E)! Hn- 1(C) ~ Hn- 1(D) ~ ... 

is exact. 

EXERCISE 4. Prove Theorem 1.13. o 

It is important to note that the construction of the connecting homomor­
phism is suitably natural. That is, if 

o ------> 

is a diagram of chain complexes and degree zero chain maps in which the 
rows are exact and the rectangles are commutative, then commutativity holds 
in each rectangle of the associated diagram 

... ------> Hn(D) ~ Hn(E) ~ Hn- 1 (C) ~ Hn- 1 (D) ------> ... 

j" j" j., j" 
... ------> Hn(D') ~ Hn(E') ~ Hn- 1 (C') ~ Hn- 1 (D') ------> ... 

Let X be a topological space and A r:; X a subspace. The interior of A 
(Int A) is the union of all open subsets of X which are contained in A, or 
equivalently the maximal subset of A which is open in X. A collection !lit of 
subsets of X is a covering of X if X r:; UUE 11 U. Given a collection !lit, let int!llt 
be the collection of interiors of elements of !lit. We will be interested in those 
!lit for which int!llt is a covering of X. 

For !lit any covering of X, denote by S:I(X) the subgroup of Sn(X) generated 
by the singular n-simplices ¢J: (In ~ X for which ¢J((Jn) is contained in some 
U E !lit. Then for each i 

image D;¢J r:; image ¢J 

so that the total boundary 
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So associated with any covering !lit of X there is a chain complex S:(X) and 
the natural inclusion 

i: S:(X) ---> S*(X) 

is a chain map. Note that if f' is a covering of a space Y and f: X ---> Y is a 
map such that for each V E !lit, f(V) is contained in some V of f', then there 
is a chain map 

andf# 0 ix = iy 0 f#. 
We are now ready for the theorem which will serve as the essential compu­

tational tool in studying the homology groups of spaces. 

1.14 Theorem. If !lit is a family of subsets of X such that Int!llt is a covering of 
X, then 

is an isomorphism for each n. 

Proof. See Appendix I. D 

The proof is deferred to an appendix to avoid a lengthy interruption of the 
exposition. It should not be assumed that this implies the proof is either 
irrelevant or uninteresting. Indeed this argument characterizes the basic dif­
ference between homology theory and homotopy theory. Intuitively the ap­
proach to proving this theorem is evident. Given a chain c in X we must 
construct a chain c' in X such that c' is in the image of i and 8c = 8c'. 
Moreover, if c is a cycle we will want c' to be homologous to c. This is done 
by "subdividing" the chain c repeatedly until the resulting chain is the desired 
c'. The technique of subdivision is possible in homology theory because an 
n-simplex may be subdivided into a collection of smaller n-simplices. How­
ever, the subdivision of a sphere does not result in a collection of smaller 
spheres. It is the absence of such a construction, that makes the computation 
of homotopy groups extremely difficult for spaces as simple as a sphere. 

To see the requirement that Int!llt covers X is essential, let X = sl, Xo E Sl, 
and !lit = {{XO},SI - {xo}}. Then any chain c in Sf(SI) may be uniquely 
written as the sum of a chain C l in {xo} and a chain Cz in Sl - {xo}. More­
over, since the image of C2 is contained in a compact subset of Sl - {xo}, c 
will be a cycle if and only if each of Cl and Cz are cycles. Now both Cl and C2 

must then also be boundaries; hence, HI(S:(SI)) = O. However, it will soon 
be shown that HI (Sl) ;::, Z. 

The first application of Theorem 1.14 will be the development of a tech­
nique for studying the homology of a space X in terms of the homology of 
the components of a covering !lit of X. In the simplest nontrivial case the 
covering !lit consists of two subsets V and V for which Int V u Int V = X. For 
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convenience let A' be the set of all singular n-simplices in U and A" be the set 
of all singular n-simplices in V. Then 

Sn(U) = F(A'), Sn(V) = F(A"), 

Sn(U n V) = F(A' n A"), S:'(X) = F(A' u A"). 

Note that there is a natural homomorphism 

h: F(A') EB F(A") --+ F(A' u A") 

given by 

h(a;, an = aj + aj'. 

It is not difficult to see that h is an epimorphism. On the other hand, there is 
the homomorphism 

g: F(A' n A") --+ F(A') EB F(A") 

given by 

It follows immediately that g is a monomorphism and hog = O. Now 
suppose 

That is 

Since these are free abelian groups, the only way this can happen is for each 
nOnzero ni, a; = aj' for some j and furthermore mj = - ni . All nonzero coeffi­
cients mj must appear in this manner. This implies that all a; are in A' n A" 
and if x = I nia;, then I mjaj' = - x. Hence, 

X E F(A' n A") and 

This proves that the kernel of h is contained in the image of g, and inter­
preting these facts in terms of the chain groups gives for each n a short exact 
sequence 

0--+ Sn(U n V) ~ Sn(U) EB Sn(V) ~ S:'(X) --+ O. 

Define a chain complex S*(U) EB S*(V) by setting (S*(U) EB S*(V»n = 

Sn(U) EB Sn(V) and letting the boundary operator be the usual boundary on 
each component. Then the above sequence becomes a short exact sequence 
of chain complexes and degree zero chain maps. 

By Theorem 1.13 there is associated a long exact sequence of homology 
groups, 

... ~ Hn(U n V) ~ Hn(S*(U) EB S*(V».".t Hn(S:(X» ~ Hn- 1 (U n V) --+ .... 

From the definition of the chain complex it is evident that Hn(S*(U) EB 
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S*(V)) :::::: Hn(U) EB Hn(V), and by Theorem 1.14 we have Hn(S:(X)):::::: Hn(X). 
Incorporating these isomorphisms into the long exact sequence, we have 
established the M ayer- Vietor is sequence 

... ~ Hn(U n V) ~ Hn(U) EB Hn(V) ~ Hn(X) ~ Hn- 1 (U n V) ~ .... 

Note that if we define by 

/u~ 
unv\ /uuv~x 

V 

the respective inclusion maps, then g*(x) = (i*(x), -j*(x)) and h*(y,z) = 
k*(y) + [*(z). The connecting homomorphism A may be interpreted geomet­
rically as follows: any homology class w in Hn(X) may be represented by a 
cycle c + d where c is a chain in U and d is a chain in V. (This follows from 
Theorem 1.14.) Then A(w) is represented by the cycle 8c in Un V. 

The construction of the Mayer-Vietoris sequence is natural in the sense 
that if X' is a space, U' and V' are subsets with Int U' u Int V' = X', and 
f: X ~ X' is a map for which f(U) S U' and f(V) s V', then commutativity 
holds in each rectangle of the diagram 

d ( ) g. h. d 
... ---+ Hn Un V ---+ Hn(U) EB Hn(V) ---+ Hn(X) ---+ Hn-1(U n V) ---+ ... 

[f. [f.ffif. [f. [f . 
... ~ Hn(U' n V') ~ Hn(U' ) EB Hn(V' ) -'i Hn(X')~ Hn- 1 (U' n V') ---+ ... 

EXAMPLE. Let X = Sl and denote by z and z' the north and south poles, 
respectively, and by x and y the points on the equator (Figure 1.5). Let 
U = Sl - {Z'} and V = Sl - {z}. Then in the Mayer-Vietoris sequence as­
sociated with this covering we have 

Figure 1.5 
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Figure 1.6 

The first term is zero since U and V are contractible. Thus, L1 is a mono­
morphism and HI (SI) will be isomorphic to the image of L1 = the kernel of 
g*. An element of Ho(U n V) :::::; Z EB Z may be written in the form ax + by, 
where a and b are integers. 

Now 

g*(ax + by) = (i*(ax + by), - j*(ax + by)). 

Since U and V are pathwise connected, i*(ax + by) = 0 if and only if a = - b 
and similarly for j*. Thus the kernel of g* is the subgroup of Ho(U n V) 
consisting of all elements of the form ax - ay. This is an infinite cyclic sub­
group generated by x - y. Therefore, we conclude that 

Hl(SI):::::;Z. 

To give geometrically a generator w for this group, we must represent w by 
the sum of two chains, c + d, where c is in U and d is in V, for which a(c) = 
x - y = - ad. The chains c and d may be chosen as shown in Figure 1.6. 

For any integer n > 1 the portion of the Mayer-Vietoris sequence 

Hn(U) EB Hn(V) ~ Hn(SI) ~ Hn- 1 (U n V) 

has the two end terms equal to zero; hence, Hn(SI) = o. 
This completes the determination of the homology of SI. We now proceed 

inductively to compute the homology of sn for each n. Recall that 

sn = {(x 1, ... ,xn+1)lxi E IR,Lx? = 1} s:; IRn+l. 

In the usual fashion consider IRn s:; IRn +1 as all points of the form (x l' ... , xn , 0). 
Under this inclusion sn -1 s:; sn as the "equator." Denote by z = (0, ... ,0, 1) 
and ZI = (0, ... ,0, -1) the north and south poles of sn. Then by stereo graphic 
projection sn - {z} is homeomorphic to [Rn, and similarly for sn - {ZI}. Fur­
thermore, sn - {z U ZI} is homeomorphic to [Rn - {origin}. 

EXERCISE 5. Show that S"-1 is a deformation retract oflR" - {origin}. 

Now let U = sn - {z}, V = sn - {ZI} so that Un V = sn - {z U ZI}. Then 
by the observations and the exercise above, the Mayer-Vietoris sequence for 



24 Homology Theory 

Figure 1.7 

this covering becomes 

Hm(lRn) EB Hm(fR.n) ~ Hm(S") ~ Hm- 1 (S" -1) ~ Hm -1 (fR.") EB Hm- 1 (/R"). 

For m > 1, the end terms are zero so that ~ is an isomorphism. For m = 1 
and n > 1, g* and ~ must both be monomorphisms so that H 1(S") = O. This 
furnishes the inductive step in the proof of the following: 

1.15 Theorem. For any integer n ~ 0, H*(sn) is a free abelian group with two 
generators, one in dimension zero and one in dimension n. D 

1.16 Corollary. For n #- m, S" and sm do not have the same homotopy type. 0 

EXERCISE 6. Using only the tools that we have developed, compute the homology of a 
two-sphere with two handles (Figure 1.7). 

Define the n-disk in fR." to be 

D" = {(x1, ... ,x") E fR."II xl ~ 1} 

and note that S" -1 <:; D" is its boundary. 

1.17 Corollary. There is no retraction of Dn onto S"-I. 

Proof. For n = 1 this -is obvious since Dl is connected and SO is not. Suppose 
n> 1 and f: D" -> S"-l is a map such that f 0 i = identity, where i is the 
inclusion of S" -1 in D". 

This implies that the following diagram of homology groups and induced 
homomorphisms is commutative: 

H"_l(S"-I) ~ H"_l(S"-l) 

~ / 
H"-I(D") 

However, this gives a factorization of the identity on an infinite cyclic group 
through zero which is impossible. Therefore, no such retraction f exists. D 
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g(x) 

Figure 1.8 

1.18 Corollary (Brouwer fixed-point theorem). Given a map f: Dn -+ Dn, there 
exists an x in Dn with f(x) = x. 

Proof. Suppose f: Dn -+ Dn without fixed points. Define a function g: Dn -+ 

sn -1 as follows: for x E Dn there is a well-defined ray starting at f(x) and 
passing through x. Define g(x) to be the point at which this ray intersects 
sn-1 (Figure 1.8). Then g: Dn -+ sn-1 is continuous and g(x) = x for all x in 
sn -1. But the existence of such a map 9 contradicts Corollary 1.17. Therefore, 
f must have a fixed point. 0 

EXERCISE 7. Show that Corollary 1.18 implies Corollary 1.17. 

Let n ;;::: 1 and suppose that f: sn -+ sn is a map. Choose a generator a of 
Hn(sn) ~ Z and note that the homomorphism induced by f on Hn(sn) has 
f*(a) = m· a for some integer m. This integer is independent of the choice of 
the generator since f*( - a) = - f*(a) = - m· a = m· (- a). The integer m is 
the degree of f, denoted d(f). This is often referred to as the Brouwer degree 
as a result of the work of L.E.J. Brouwer. The degree of a map is a direct 
generalization of the "winding number" associated with a map from the circle 
into the nonzero complex numbers. 

The following basic properties of the degree of a map are immediate conse­
quences of our previous results: 

(a) d(identity) = 1; 
(b) if f and g: sn -+ sn are maps, d(f 0 g) = d(f)· d(g); 
(c) d(constant map) = 0; 
(d) iff and 9 are homotopic, then d(f) = d(g); 
(e) iff is a homotopy equivalence then d(f) = ± 1. 

A slightly less obvious property (a future exercise) is that there exist maps of 
any integeral degree on sn whenever n > O. All these properties are results of 
homology theory, and as such are easily obtained. A much more sophisti­
cated property is the homotopy theoretic result of Hopf, which is the con­
verse of property (d), if d(f) = d(g) then f and 9 are homotopic. Thus, the 
degree is a complete algebraic invariant for studying homotopy classes of 
maps from sn to sn. 
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z 

Figure 1.9 

1.19 Proposition. Let n > ° and define f: sn --+ sn by 

Then d(f) = - 1. 

Proof. First consider the case n = 1 (Figure 1.9). As before let z = (0,1), Zl = 
(0, -1) and x = (-1,0), y = (1,0). The covering U = Sl - {Zl} and V = 
Sl - {z} has the property that f(U) s;;; U and f(V) s;;; V. 

Thus, by the naturality of the Mayer-Vietoris sequence the diagram 

° ------+ 

has exact rows, and the rectangle commutes where f3 is the restriction of f 
Recall that a generator tX of HdS 1 ) was represented by the cycle c + d where 
oc = x - y = -ad, and L\(tX) is represented by x - y. Now 

L\f*(tX) = f3.L\(X) = f3.(X - y) = y - x = -L\(tX) = L\( -tX). 

Since L\ is a monomorphism, d(f) = - 1. 
Now suppose the conclusion is true in dimension n - 1 ~ 1 and consider 

sn-l s;;; sn as before. Taking U and V to be the complements ofthe south pole 
and the north pole, respectively, in sn, the inclusion 

i: sn-l --+ Un V 

is a homotopy equivalence. Since n ~ 2, the connecting homomorphism in 
the Mayer-Vietoris sequence is an isomorphism. Thus, in the diagram 
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'Lf 

Figure 1.10 

each rectangle commutes and the horizontal homomorphisms are isomor­
phisms. If CI. is a generator of Hn(sn), 

f*(el.) = ,1-1f3',1(:X) = ,1-1i*f*i;I,1(0:) = -,1-1i*i;I,1(0:) = -0:. 

This gives the inductive step and the proof is complete. D 

For a given map f: sn --t sn, n ;:::: 0, there is associated a map g: sn+1 --t sn+l 
called the suspension of f and denoted by 2.J Intuitively, the idea is that the 
restriction to the equator (sn) in sn +1 should be f and each slice in sn +1 
parallel to the equator should be mapped into the corresponding slice in the 
manner prescribed by f (Figure 1.10). Specifically consider sn+1 S [R"+2 = 

[R" +1 X [R 1 so that the points of S" +1 are of the form (x, t), where x E [Rn +1, 

t E [R\ and IIxl12 + Itl2 = 1. Then define 

{
(x, t) 

I f(x, t) = (1Ixll. f(x/llxll), t) 
if x = 0 
if x#- o. 

It is not difficult to see that If is continuous and has the desired 
characteristics. 

The technique used in proving Proposition 1.19 may be applied to estab­
lish the following: 

1.20 Proposition. If f: S" --t So, n ;:::: 1 is a map, then dCL!) = d(f). D 

Note that if f(x\, ... ,x"+\) = (-x 1 , ••. ,Xn +1) and g(x 1 , •.. ,Xn +2 ) = 

( - XI' ... , Xn + 2), then g = If and Proposition 1.19 is a special case of Propo­
sition 1.20. 

1.21 Corollary. If f: S" --t sn is given by 

!(X 1,···,Xn + 1 ) = (Xl"'" -Xb""Xn+1 ), 

then d(f) = -1. 

Proof. Let h: S" --t S" be the map that exchanges the first coordinate and the 
ith coordinate. Then h is a homeomorphism (h- 1 = h), so d(h) = ± 1. Let 
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g(x 1" .. , Xn +1) = ( - X 1'"'' Xn +d SO that d(g) = -1. Then 

dU) = d(h 0 g 0 h) = d(h)2d(g) = (± W( -1) = -1. D 

1.22 Corollary. The antipodal map A:sn-+sn defined by A(x1, ... ,xn)= 
(-x u ,,·,-xn)hasd(A)=(-l)n+1. 

Proof From Corollary 1.21 A is the composition of (n + I)-maps, all having 
degree -1. D 

EXERCISE 8. Show that for n > 0 and m any integer, there exists a map f: sn -+ 

sn of degree m. 

1.23 Proposition. If f, g: sn -+ sn are maps with f(x) #- g(x) for all x in sn, then 
g is homotopic to A 0 f 

Proof Graphically the idea is as follows: since g(x) #- f(x), the segment in 
fRn+! from Af(x) to g(x) does not pass through the origin. Thus, projecting 
out from the origin onto the sphere yields a path in sn between Af(x) and g(x) 
(Figure 1.11). These are the paths which produce the desired homotopy. In 
particular we define a function 

by 

F: sn x 1-+ sn 

(1 - t)Af(x) + t· g(x) 
F(x, t) = 11(1 _ t)Af(x) + t· g(x)11 

which gives the homotopy explicitly. D 

1.24 Corollary. If f: s2n -+ s2n is a map, then there exists an x in s2n with 
f(x) = x or there exists a y in s2n with f(y) = - y. 

Proof If f(x) #- x for all x, then by Proposition 1.23 f is homotopic to A. 
On the other hand, if f(x) #- - x = A(x) for all x, then f is homotopic to 
A 0 A = identity. 

Figure 1.11 
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Figure 1.12 

When both of these conditions hold, we have 

d(A) = d(f) = d(identity). 

However, d(A) = (_1)2.+1 = -1 and d(identity) = 1, and the two conditions 
cannot hold simultaneously. D 

1.25 Corollary. There is no continuous map f: S2. --+ S2. such that x and f(x) 
are orthogonal for all x. D 

Although these ideas have not been defined, S· is a manifold of dimenion 
n. That is, it is locally homeomorphic to [R". As such it has a tangent space 
T(sn,x) at each point x in S·. With S" identified with the unit sphere in [Rn+l, 

T(S", x) is the n-dimensional hyperplane in [R"+1 which is tangent to S· at x 
(Figure 1.12). We may translate this hyperplane to the origin where it be­
comes the n-dimensional subspace orthogonal to the vector x. Of course, as 
x varies over S·, these subspaces will vary accordingly. A vector field on sn is 
a continuous function assigning to each x in S" a vector in the corresponding 
linear subspace. A vector field rP is nonzero if rP(x) :f. 0 for each x in So. 

1.26 Corollary. There exists no nonzero vector field on S2". 

Proof. If rP is a nonzero vector field on S2", then ljJ(x) = rP(x)/11 rP(x) II is a vector 
field on S2. of unit length. Thus, 1jJ: S2" --+ S2" is a map for which ljJ(x) is 
orthogonal to x for each x. But this is impossible by Corollary 1.25. Hence, 
no such vector field exists. D 

Nonzero vector fields always exist on odd-dimensional spheres. A collec­
tion of vector fields rP1' ... , rPk on S" is linearly independent if for each x in S· 
the vectors rP1 (x), ... , rPk(X) are linearly independent. A famous problem in 
mathematics is the determination of the maximum number of linearly inde­
pendent vector fields which exist on S2"+1 for each value of n. The work of 
Hurwitz and Radon [see Eckmann, 1942] gives a strong positive result; that 
is, a specific number of linearly independent vector fields (varying with the 
dimension of the sphere) is shown to exist. The solution of the problem was 
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completed by Adams [1962] who showed that these positive results were the 
best possible. 

Before proceeding with further applications, we digress in order to intro­
duce some necessary algebraic ideas. A directed set A is a set with a partial 
order relation :::;; such that given elements a and b in A there eixsts an 
element c in A with a :::;; c and b :::;; c. A direct system of sets is a family of sets 
{Xa}aEA' where A is a directed set, and functions 

whenever a:::;; b, 

satisfying the following requirements: 

(i) faa = identity on Xa for each a in A; 
(ii) if a :::;; b :::;; c, then fac = N 0 fab. 

The particular case of interest to us is where the Xa are abelian groups and 
the f} are homomorphisms. So let {XaJab } be a direct system of abelian 
groups and homomorphisms. Define a subgroup R of La Xa as follows: 

R = ttl Xa, I there exists aCE A, c ~ ai for all i, and itl fa~(xa) = o}. 
Then the direct limit of the system {Xa,fab} is the group 

lim Xa = L Xa/R. 
It a 

Note that if Xa is in Xa and Xb is in X b, then they will be equal in the direct 
limit if for some c in A, c ~ a and c ~ band faC(xa) = N(xb). 

1.27 Lemma. Let X be a space and denote by {Xa} the family of all compact 
subsets of X, partially ordered by inclusion. Then the family of groups 
{H*(Xa)} forms a direct system where the homomorphisms are induced by the 
inclusion maps. Then 

Proof. For each Xa, let the homomorphism 

ga': H*(Xa) -4 H*(X) 

be induced by the inclusion map. Then set 

g = L gaO: L H*(Xa) -4 H*(X). 
a a 

Now suppose that L7=1 xai is in R; that is, there exists a compact subset 
Xb £; X such that Xai £; Xb for each i and 

n 

L g~i,(xa) = 0 
i=l 

Then from the commutativity of the diagram 
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H*(Xb) 

l:9~i*/ \ 
/ 9b* 

n 9 

L H*(Xa) ~ H*(X) 
i =1 

it follows that g(L7=1 xa) = 0 and R is contained in the kernel of g. Thus, g 
induces a homomorphism 

g: L H*(Xa)/R = lim H*(Xa) ~ H*(X). 
a it 

For any homology class x in Hn(X), represent x by a cycle L n/pj. Since (In 
is compact, ¢Jj((Jn) is compact in X for each j. Then the chain L nj¢Jj is 
"supported" on the set Uj ¢J/(Jn)' which is compact since the sum is finite. 
Thus 

for some a, 

and L nj¢Jj must represent some homology class Xa in Hn(Xa). Moreover, it is 
evident that ga'(xa) = x; hence, x is in the image of g and g is an epimorphism. 

Now suppose that L7=1 x ai is in La Hn(Xa) with g(L?=1 Xa) = O. Each xai 
may be represented by a cycle Lj nij¢Jij in X a, Then geL? =1 Xa) is represented 
in X by the cycle Li.j nij¢Jij. Since we have assumed that this cycle bounds, 
there exists an (n + l)-chain Lk mktfJk in X with a(L mktfJk) = Li.j nij¢Jij. Once 
again define a subset of X by 

and note that Xb is compact. Since LmktfJk is an (n + I)-chain in Xb with 
a(L mktfJd = Li.j nij¢Jij, it follows that 

.f g~i# (2: nij¢Jij) 
,=1 J 

is a boundary in Sn(X b) 

and 

n 

L g~i*(Xa) = 0 
i=1 

Thus, L7=1 x ai is in R, R = kernel of g, and g is an isomorphism. 0 

1.28 Lemma. If A c:; sn is a subset with A homeomorphic to Ik, 0 :::;; k :::;; n, then 

for j = 0 

for j > O. 

Proof. Proceeding by induction on k, if k = 0 then A is a point and sn - A is 
homeomorphic to ~n from which the conclusion follows. Assume then that 
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the result is true for k < m and let 

h: A --t 1m 

be a homeomorphism. Split the m-cube r into its upper and lower halves by 
setting 

and 

so that r n r is homeomorphic to I m - 1• For the corresponding decomposi­
tion of A denote by A+ = h-1(r) and A- = h-1(r). The set sn - (A+ n A-) 
may be written as the union of two sets (sn - A +) U (sn - A -) satisfying the 
requirements of the Mayer-Vietoris sequence. So there is an exact sequence 

Hj +1(sn - (A+ n A-)) --t HiS· - A) --t Hj(S· - A+) EEl HiS· - A-) 

--t Hj(S· - (A+ n A-)). 

By the inductive hypothesis, for j > 0 the end terms are both zero. This yields 
an isomorphism 

Hisn - A)~Hj(S· - A+)EElHj(sn - A-). 
'~Ei1I;; 

SO if x E Hj(sn - A) and x "# 0, then either i;(x) "# 0 or i;(x) "# O. Suppose 
i;(x) "# O. Now repeat the procedure by splitting A + into two pieces whose 
intersection is homeomorphic to 1m -1. In this manner a sequence of subsets 
of sn may be constructed A = A1 ;2 A2 ;2 A3 ;2 ... having the property that 
the inclusion 

s· - A £ S. - Ak 

induces a homomorphism on homology taking x into a nonzero element of 
Hj(S· - Ak ), and furthermore that niAi is homeomorphic to I m - 1• 

Now every compact subset of (S· - niAi) will be contained in some 
(sn - Ad. Thus the isomorphism of Lemma 1.27 factors through the direct 
limit 

lim Hj(sn - Ak ), 

It 
so that this direct limit must also be isomorphic to Hj(S· - ni AJ By the 
construction, the element of this direct limit represented by x is nonzero; 
however, by the inductive hypothesis the group Hisn - ni A;) = O. This 
contradiction implies that no such element x exists and Hisn - A) = O. 

For the case j = 0, the Mayer-Vietoris sequence yields a monomorphism 
rather than an isomorphism. If x and yare points in sn - A with (x - y) "# 0 
in Ho(sn - A), then the above argument may be duplicated to imply that 
(x - y) must be nonzero in Ho(sn - ni A;), a contradiction. 0 

1.29 Corollary. If B £ sn is a subset homeomorphic to Sk for 0 ::;; k ::;; n- 1, 
then H*(sn - B) is a free abelian group with two generators, one in dimension 
zero and one in dimension n - k - 1. 
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Proof. Once again inducting on k, note that for k = 0, Sk is two points and 
S" - B has the homotopy type of S"-l. Since H*(S"-l) satisfies the descrip­
tion, the result is true for k = O. Suppose the result is true for k - I and write 
B = B+ U B-, where B+ and B- are homeomorphic to closed hemispheres in 
Sk and B+ n B- is homeomorphic to Sk-1. The Mayer-Vietoris sequence of 
the covering 

has the form 

Hj +1 (S" - B+) EB Hj+1 (S" - B-) --.. Hj +1 (S" - (B+ n B-)) 

--.. HiS" - B) 

--.. HiS" - B+) EB Hj(S" - B-). 

For j > 0, both of the end terms are zero by Lemma 1.28. The resulting 
isomorphism furnishes the inductive step necessary to complete the proof. 

o 
This result may now be applied to prove the following famous theorem. 

1.30 Theorem (Jordan-Brouwer Separation Theorem). An (n - I)-sphere im­
bedded in S" separates S" into two components and it is the boundary of each 
component. 

B 

c, 

Figure 1.13 

Figure 1.14 
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Proof. Let B ~ S" be the imbedded copy of S"-I. Then by Corollary 1.29, 
H*(S" - B) is free abelian with two basis elements, both of dimension zero. 
So S" - B has two path components. B is closed, so S" - B is open and hence 
locally pathwise connected. This implies that the path components are com­
ponents. 

Let e I and e 2 be the components 01 S" - B. Since e I u B is closed, the 
boundary of e I is contained in B. (Here we mean by the boundary of e I' the 
set ae I = C I - en The proof will be complete when we show that B ~ ae I. 
Let x E B and V be a neighborhood of x in So. Since B is an imbedded copy 
of S"-I, there is a subset K of V n B with x E K and B - K homeomorphic 
to D"-I (Figure 1.13). 

Now by Lemma 1.28 H*(S" - (B - K)) ~ Z with generator in dimension 
zero. Thus, S" - (B - K) has one path component. Let PI Eel, P2 E e2 and 
y a path in S" - (B - K) between PI and P2. Since e I and e 2 are distinct path 
components in S" - B, the path y must intersect K. As a result, K contains 
points of CI and Cz. 

We have shown that an arbitrary neighborhood of x contains points of 
both C I and C z, hence x is in the boundary of e I and the proof is complete. 

D 

One final application is the Brouwer theorem on the invariance of domain. 

1.31 Theorem. Suppose that VI and V 2 are subsets of S" and that h: VI --+ Vz 
is a homeomorphism. Then if VI is open, V 2 is also open. 

Note. It should be observed that this is a nontrivial fact. Of course, it is 
obviously true if "open" is replaced by "closed," or if the homeomorphism is 
assumed to be defined over all of So. This need not be true in spaces in general. 
For example, let WI = ct 1] and W2 = (0, t] be subsets of [0, 1]. If h: WI --+ 

Wz is given by hex) = x - t, then h is a homeomorphism, WI is open, but W2 

is not. It should be evident that there is no extension of h to a homeomor­
phism of [0, 1] onto itself. 

Proof. Suppose X 2 = h(x l ) is some point in V2 . Let VI be a neighborhood of 
XI in VI with VI homeomorphic to D" and aVI homeomorphic to S"-I. Set 
Vz = h(VI ) and denote by aV1 = h(aVd, so that aV1 is a subset of S" 
homeomorphic to S"-I (Figure 1.14). 

Then by Lemma 1.28 S" - V2 is connected, while by Theorem 1.30 
S" - aV1 has two components. So S" - aV1 is the disjoint union of S" - V2 

and Vz - avz, both of which are connected. Hence, they are the components 
of S" - av2 . This implies that V1 - aV2 is open, contained in V2 , and X 2 E 

V1 - avz. Hence, V1 is open. D 



CHAPTER 2 

Attaching Spaces with Maps 

The purpose of this chapter is to develop the basic theory of CW complexes 
and their homology groups. An equivalence relation on a topological space 
is seen to produce a new space whose points are the equivalence classes. This 
gives a means of attaching one space to another via a mapping from a sub­
space of the first to the second. The case of particular interest is that of 
attaching a cell to a space via a map defined on the boundary. This leads 
naturally to the definition of CW complexes. To serve as tools in the study of 
these spaces, relative homology groups are introduced and the excision theo­
rem is proved. It is shown that the relative groups of adjacent skeletons 
produce a finitely generated chain complex whose homology is the homology 
of the space, and this is applied to compute the homology of real projective 
spaces. 

Recall that a relation", on a set A is an equivalence relation if the following 
are satisfied: 

(i) a '" a, 
(ii) a '" b ==> b '" a, 

(iii) a '" b, b '" c ==> a '" c, 

for all a, b, and c in A. Such a relation on A gives a decomposition of A into 
equivalence classes. On the other hand, a decomposition of A into disjoint 
subsets defines an equivalence relation on A (a '" b ¢:> a and b are in the 
same subset) under which these subsets are the equivalence classes. Denote 
by AI'" the set of equivalence classes under "'. By the quotient function 
n: A --+ AI'" we mean the function which assigns to a E A the equivalence 
class containing a. 

More generally, if f: A --+ B is a function of sets, there is naturally asso­
ciated an equivalence relation on A. Specifically, a l '" a2 if and only if f(a l ) = 

35 
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f(a2)· In particular if B = AI ~, for some equivalence relation ~, and f = n, 
then we recover the original relation ~ in this way. 

Now suppose ~ is an equivalence relation on a topological space X. The 
quotient space XI ~ may be topologized by defining a subset U s XI ~ to be 
open if and only if n-I(U) is open in X. Note that under this topology, n 
becomes a continuous function. 

Since our main interest is in Hausdorff spaces, we will want to restrict our 
attention to those equivalence relations on a Hausdorff space X for which the 
quotient space XI ~ is Hausdorff. For example define an equivalence relation 
on [-1, 1J by a ~ -a iflal < 1 and a ~ a for all a. Then the images of 1 and 
- 1 in the quotient space cannot be separated by mutually disjoint open sets. 

If X is a topological space define 

D = {(x,x)lx E X} s X x X 

the diagonal in X x X. Recall that X is Hausdorff if and only if the diagonal 
is a closed subset of X x X. Now let ~ be an equivalence relation on X 
and denote by A the diagonal in (XI ~) x (XI ~). Note that the continuous 
function 

has 
(n x n)-I(A) = {(x,y)lx ~ y}. 

This subset of X x X is the graph of the relation. The relation ~ on X is 
closed if and only if its graph is a closed subset of X x X. It is evident from 
the above that if X I ~ is a Hausdorff space, then ~ is a closed relation on X. 
We now show that the converse is true whenever X is compact. 

2.1 Proposition. If ~ is a closed relation on a compact Hausdorff space, then 
X I'" is Hausdorff· 

Proof Recall that a subset of a compact Hausdorff space is closed if and only 
if it is compact. Denote by PI and P2 the projection maps of X x X onto the 
first and second factors, respectively. Let C be a closed subset of X and 
G S X x X the graph of~. Then 

P2(pjl(C) n G) = {y E Xly ~ x for some x E C} 

= n-l(n(C». 

Now pjl(C) n G is closed, hence compact, and so P2(pjl(C) n G) is compact, 
hence closed. Thus, for any closed C S X, n-1(n(C) is closed in X; hence, 
n( C) is closed in X I ~ . 

If x and y E XI ~ are distinct points, then they are closed in XI ~ since 
they are images of single points in X. Thus, n-1(x) and n-1(y) are disjoint 
closed subsets of X. Since X is compact Hausdorff, it is normal, and there 
exist open sets U, V, in X containing n-1(x) and n-1Cy)' respectively, with 
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Un V = 0. Let U' and V' be the complements of U and V, so that n(U') and 
n(V') are closed subsets of XI"'. Then their complements XI'" - n(U') and 
XI'" - n(V') are open, disjoint and contain x and y, respectively. Thus, XI '" 
is Hausdorff. 0 

EXERCISE 1. (a) Give an example of a closed relation - on a Hausdorff space X such 
that n: X --> XI - is not a closed mapping. 

(b) Give an example of a closed relation - on a Hausdorff space X such that 
X I - is not Hausdorff. 

If a partial relation ",' is given on a space X, it is possible to associate with 
",' a specific equivalence relation on X. Define an equivalence relation", on 
X by x '" y if there exists a sequence X o, ... , x" in X with X o = x, x" = y, and 

(i) X i+ 1 = Xi or 
(ii) X i +1 ",' Xi or 

(iii) Xi ",' X i+1 

for each i. Then '" is the equivalence relation generated by"". It is the least 
equivalence relation that preserves all of the relations from ",'. 

For example, let X = S", n :2: 1, and define'" to be the least equivalence 
relation on S" for which x '" - x for all x. The graph of '" in S" x S" is the 
union of the diagonal D and the anti diagonal D' = {(x, - x) I XES"}. This is 
obviously closed; hence, S"I'" is a compact Hausdorff space called real pro­
jective n-space, IHP(n). 

Suppose A, X, and Yare spaces with A s X and X n Y = 0. Let f: A -> 

Y be a continuous function. We consider X v Y as a topological space in 
which X and Yare both open and closed, carrying their original topologies. 
Let '" be the least equivalence relation on X v Y such that x '" f(x) for all 
x E A. The identification space X v YI'" is the space obtained by attaching X 
to Y via f: A -> Y. It is customary to denote X v Y I'" by X vI Y. 

EXERCISE 2. Suppose in the above that X and Yare Hausdorff spaces and A is closed 
in X. Then show that - is a closed relation. 

2.2 Corollary. If X and Yare compact Hausdorff spaces, A is closed in X and 
f: A -> Y is continuous, then X vI Y is a compact Hausdorffspace. 0 

It is not difficult to see that there is a homeomorphic copy of Y sitting in 
X vI Y. We denote by i: Y -> X vI Y the homeomorphism onto this sub­
space; i may be thought of as the composition of the inclusion of Y in X v Y 
followed by the quotient map n: X v Y -> X vI Y. 

A case of particular importance is when X = D" and A = S"-l = aD". The 
space D" vI Y is called the space obtained by attaching an n-cell to Y via f. 
When it may be done without causing confusion, we will denote D" vI Y 
by lJ. 
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EXAMPLE. Let X = D2, A = Sl = aD2 and Y be a copy of Sl disjoint from X. 
Let f: A -+ Y be the standard map of degree two given in complex coordi­
nates by f(e i6 ) = e2i6. The identification space X uJ Y is then the real projec­
tive plane, ~P(2). 

The homology groups of this space may be computed by applying the 
Mayer-Vietoris sequence. In the interior of D2 pick an open cell U and a 
point p contained in U (see Figure 2.1). Setting V = ~P(2) - {p}, consider 
the Mayer-Vietoris sequence of the covering {U, V}. U (\ V and V both have 
the homotopy type of Sl, whereas U is contractible. In the portion of the 
sequence given by 

~ P 
Hl (U (\ V) -+ Hl (U) EB Hl (V) -+ Hl (~P(2)) 

Z Z 

it is easy to check that f3 is an epimorphism. A generating one-cycle in U (\ V, 
when retracted out onto the boundary, is wrapped twice around Sl since f 
has degree two. Thus, IX is a monomorphism onto 2Z, and Hl(~P(2)) ~ 
Z/2Z = Z2. 

Moreover, the connecting homomorphism 
.1 

H2(~P(2)) -+ Hl(U (\ V) 

is a monomorphism whose image is the kernel of IX, so H2(~P(2)) = o. All 
higher-dimensional homology groups are easily seen to be zero, and ~P(2) is 
path wise connected, so its homology is completely determined. 

The technique used in this example may easily be adapted to prove the 
following proposition: 

2.3 Proposition. If f: sn-l -+ Y is continuous where Y is Hausdorff, then there 
is an exact sequence 
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... -> Hm(sn-1) :!i Hm(Y) .s Hm( lJ) ~ Hm- 1 (sn-1) -> ... 

-> HO(sn-1) -> Ho(Y) EB Z -> Ho( lJ). 
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D 

This exact sequence shows how closely related are the homology groups 
of Y and lJ. If an n-cell has been attached to Y, then Hn(Y) ~ Hn(Yf) is 
a monomorphism with cokernel either zero or infinite cycle. In this sense 
we may have created a new n-dimensional "hole." On the other hand, 
Hn- 1 (Y) .!:.. Hn- 1 (lJ) is an epimorphism with kernel either zero or cyclic, so 
the effect of this new n-cell may have been to fill an existing (n - I)-dimen­
sional "hole" in Y. Away from these dimensions, the addition of an n-cell does 
not affect the homology. 

Let (X, A) be a pair of spaces and Y = point. Then there is only one map 
A!.. Y for A oF 0. The space X u f Y is then denoted by X/A because it can 
be pictured as the spaced formed from X by collapsing A to a point. Note 
that if X is compact Hausdorff and A is closed in X, then X/A is compact 
Hausdorff. 

2.4 Proposition. If X and Ware compact HausdorJJspaces and g: X -> W is a 
continuous function onto W such that for some Wo E W, g-l(WO) is a closed 
set A s;;: X, and for w oF Wo, g-l(W) is a single point of X, then W is homeo­
morphic to X/A. 

This follows immediately from the following more general fact. 

2.5 Proposition. Suppose X, Y, and Ware compact H ausdorJJ spaces and A is 
a closed subset of X. Let f: A -> Y be continuous and g: Xu Y -> W continu­
ous and onto. If for each w E W, g-l(W) is either a single point of X - A or the 
union of a single point y E Y together with f-1(y) in A, then W is homeomor­
phic to X u f Y. 

Proof. If n: Xu Y -> X u f Y is the identification map, g may be factored 
through n to give a commutative triangle 

XuY~W 

\/ 
XUf Y 

where k is induced by g. Then k is one to one and onto by the properties of 
g. To see that k is continuous, let C be closed in W Then k-1(C) is closed if 
and only if n-1k-1(C) is closed. But n-1k-1(C) = g-l(C), which is closed 
since g is continuous. Since X u f Yand Ware compact Hausdorff spaces, k 
is a homeomorphism. D 
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EXAMPLE. Consider sn-l as the boundary of Dn and let hi: Dn - sn-l --> IRn be 
a homeomorphism. Let Z E sn and set hz: sn - {z} --> IRn to be the homeomor­
phism given by stereographic projection. Now define a function 

if x E sn-l 

xEDn-sn-l. 

Then checking that g satisfies the hypothesis of Proposition 2.4 with A = 

sn-I we conclude that Dn/sn- I is homeomorphic to sn. Thus, sn may be viewed 
as the space given by attaching n-cell to a point. 

Many of the spaces which concern algebraic topologists may be con­
structed in a similar fashion, that is, by repeatedly attaching cells of varying 
dimensions to a finite set of points. Before giving a formal definition, we 
consider a number of important examples. 

EXAMPLE. Recall that IRP(n) = sn / ~, where ~ is the least equivalence rela­
tion on sn having x ~ - x for all x. Denote by n: sn --> IRP(n) the quotient 
map. What space is produced by attaching an (n + I)-cell to IRP(n) via n? 

Regard sn S sn+l by identifying (x 1, ... ,Xn+1) E sn with (x 1, ... ,Xn+1,O) E 

sn+1. This induces an inclusion map i: IRP(n) --> IRP(n + 1), of a closed subset. 
Write sn+l as the union of two subsets E,:+1 u E~+1 which correspond to the 
upper and lower closed hemispheres, that is, E"r+1 n E~+1 = sn. 

There is a homeomorphism g: Dn+1--> E"r+l . Denote by II: Dn+1 -->IRP(n + 1) 
the composition of the maps 

Dn+1 ~ E"r+ 1 S sn+1 !!. IRP(n + 1), 

where h is the quotient map on sn+l. 
Thus, we have a mapping of the union 

D n +1 u IRP(n) ~ IRP(n + 1). 

It is not difficult to check that 11 u i is onto; in fact, II is onto. Note that for 
z E IRP{n + l),fl-l (z) is either a single point of Dn +1 - sn or a pair {x, - x} in 
sn, the latter being true if and only if z lies in the subspace IRP(n). Thus, the 
hypotheses of Proposition 2.5 are satisfied and we conclude that IRP(n + 1) is 
homeomorphic to Dn +1 u" IRP{n), the space given by attaching an (n + I)-cell to 
IRP{n) via n. 

Suppose X and Yare topological spaces and Xo E X, Yo E Yare base 
points. In X x Y there are the subsets {xo} x Y and X x {Yo}. Define X v 
Y, the wedge of X and Y, to be the union of these two subsets, 

X x {Yo} u {xo} x Y. 

EXAMPLE. Denote by 1 the unit interval in 1R1, 31 = {a, I}. The n-cube 

1" s IRn has 31n = {(x 1 , ... ,xn)1 some Xi = ° or I}. 

So 1m X 1" = I m+n and 
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Let Zm E sm and Zn E sn be base points. There exists a map of pairs 
f: (1m, aIm) -> (sm, zm), which is a relative homeomorphism; similarly there is 
a g: (In, al") -> (sn, zn). Taking cartesian products gives a map 

f x g: 1m X I" -> sm X sn. 

To see what happens on a(lm x 1") note that 

Im+n _ a(lm+n) = (1m - aIm) x (l" - al"). 

From the properties of f and g, f x 9 maps this one to one onto 

(sm - zm) x (sn - zn) = sm x sn - (sm X {zn} U {zm} X sn) 

= sm X sn - sm V sn. 

Furthermore, f x 9 maps a(lm+n) onto sm v sn, so by Proposition 2.5, sm x 
sn is homeomorphic to the space obtained by attaching an (m + n)-cell to 
sm v sn via the map 

a(lm+n) ;;:::; sm+n-1 -> sm V sn. 

sm X sn is called a generalized torus. 

EXAMPLE. For each integer n identify [R2n with C" and denote the points by 
(z 1' ... , zn). Then s2n-1 <;; C" is given by 

s2n-1 = {(z1, ... ,zn)1 L IZil2 = 1}. 

Define an equivalence relation on s2n-1 by (z 1' ... ' Zn) ~ (Z~, .. . , Z~) if and 
only if there exists a complex number A wth 1)"1 = 1 such that z~ = ,1.Z 1, ..• , 

z~ = )"zn. This is a closed relation, and the space s2n-1 / ~ is denoted 
CP(n - 1), (n - 1)-dimensional complex projective space. [This because its 
complex dimension is (n - 1), real dimension (2n - 2).] Recall that in the 
case of real projective space, a point on the sphere determined a unique real 
line through the origin and the point was set equivalent to all other points on 
that line, that is, the antipodal point. In the complex case, a point on the 
sphere determines a unique complex line through the origin and the point is 
identified with all other points on that line. 

EXERCISE 3. Let f: s2n-l --+ s2n-l/_ = ICP(n - 1) be the identification map. Show that 
the space formed by attaching a 2n-cell to ICP(n - 1) via f is homeomorphic to ICP{n). 

For the case n = 1, any two points in S1 are equivalent; hence, CP(O) is a 
point. Now CP(1) is formed by attaching D2 to CP(O), which must yield S2. 
Thus, CP(1) is homeomorphic to S2. A matter of particular interest is the 
identification map 
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This map 
h: S3 -+ S2 

is called the H opf map and is of particular importance in homotopy theory. 

EXAMPLE. In the same manner as for the complex number field, we may 
identify [R4 with the division ring of quaternions by (X I ,X 2 ,X 3,X4 ) -+ XI + 
iX2 + jX3 + kx4. This identifies [R4n with ~n, and the sphere 

s4n-1 = {(al, ... ,an ) E ~nl L lail 2 = I}. 

On s4n-1 set (a l , ... , C(n) - (C(~, ... , C(~) if there exists ayE ~ with Iyl = 1 such 
that:x~ = y:x I , ... , a~ = yan- Then S4n-I/_ is ~P(n - 1), (n - I)-dimensional 
quaternionic projective space. As before we find that ~P(O) = pt, ~P(1) ;:::: S4 
and ~ P(n) is the space given by attaching a 4n-cell to ~P(n - 1) via the 
identification map S4n-I-+~P(n -1). The identification map h: S7 -+~P(1) = 

S4 is once again called the Hopf map. 

We now want to compute the homology groups of some of these examples. 
Leaving the real projective spaces for later in this chapter, first consider the 
generalized torus sm x sn and assume m, n :2: 2. 

Recall that sm x sn is given by attaching an (m + n)-cell to sm v sn. Denote 
by - Zm and - Zn the antipodes of the base points Zm E sm and Zn E sn (see 
Figure 2.2). Define 

u = sm V sn - { - zn} and 

Then {U, V} gives an open covering of sm v sn, U admits a deformation 
retraction onto sm, and V admits a deformation retraction onto sn. Finally, 
note that Un V has the homotopy type of a point. Thus, in the Mayer­
Vietoris sequence for this covering we have 

for j > O. 

Therefore, H*(sm v sn) is a free abelian group of rank three having one basis 
element of dimension zero one of dimension m and one of dimension n. 

Now by Proposition 2.3 there is an exact sequence 

... -+ Hi(sm+n-I) ~ HJsm v sn) -+ Hi(sm x sn) -+ Hi-I (sm+n-l) -+ .... 

Figure 2.2 

-2 
n 
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Since m, n ~ 2, m + n - 1 > m and m + n - 1 > n. It follows that f* is the 
zero map in positive dimensions. On the other hand, if i = m + n, the con­
necting homomorphism 

Hi(sm x sn) -+ Hi~1 (sm+n~l) 

must be an isomorphism. This information may be combined with special 
arguments for dimensions zero and one to prove the following: 

2.6 Proposition. H*(sm x sn), m, n ~ 0, is a free abelian group of rank four 
having one basis element of each dimension 0, m, n, and m + n. D 

Note. This is our first encounter with a nonspherical homology class. 
Let a E Hk(Sk) ~ Z be a generator. An homology class {3 E Hk(X) is spherical 
if there exists a map f: Sk -+ X such that f*(a) = {3. Specifically, if {3 E 

H 2 (SI X SI) is a generator, then {3 is not spherical. Although we are not 
equipped to prove this at the present time, the basic reason is that {3 is a 
product of two one-dimensional homology classes, while \/. E H2(S2) is not. 

Next consider complex projective space CP(n). For n = 0, 1 we know 
H*(CP(O)) ~ H*(pt) and H*(CP(l)) ~ H*(S2). 

2.7 Proposition 

Hi(CP(n)) ~ {~ for i = 0, 2, 4, ... , 2n 

otherwise. 

Proof. We proceed by induction on n. From the remarks above, the result is 
true for n = ° or 1. So suppose it is true for n - 1 ~ 1 and recall that CP(n) 
may be constructed by attaching a 2n-cell to CP(n - 1) via the identification 
map f: s2n~1 -+ CP(n - 1). By Proposition 2.3 this yields an exact sequence 

... -+ Hi(s2n~1) ~ Hi(CP(n - 1)):i Hi(CP(n)) ~ Hi~1 (s2n~1) -+ ... 

for i > 0. For strictly algebraic reasons the homomorphism f* must be zero 
in positive dimensions. So for i > 1, this gives a collection of short exact 
sequences 

0-+ Hi(CP(n - 1)) r Hi(CP(n)) -; Hi~l (s2n~1) -+ 0. 

These, together with the induction hypothesis, the fact that j* is an epimor­
phism in dimension one and the fact that CP(n) is pathwise connected, com­
plete the inductive step and the result follows. D 

2.8 Proposition 

for i = 0, 4, 8, ... , 4n 

otherwise. 
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Proof. The proof of this is entirely analogous to that for Proposition 2.7. 0 

With these examples in mind we now develop some of the basic properties 
of spaces constructed in this way. To do so it is necessary to introduce the 
relative homology groups, a useful generalization initiated by Lefschetz in the 
1920s. The concept is entirely analogous to that of the quotient of a group by 
a subgroup. If A is a subspace of X then we set two chains of X equal modulo 
A if their difference is a chain in A. In particular a chain in X is a cycle 
modulo A if its boundary is contained in A. This reflects the structure of 
X - A and the way that it is attached to A. In a sense, changes in the interior 
of A, away from its boundary with X - A, should not alter these homology 
groups. 

To introduce the necessary homological algebra, let C = {Cn , o} be a chain 
complex. D = {Dn' o} is a subcomplex of C if Dn s;: Cn for each n and the 
boundary operator for D is the restriction of the boundary operator for C. 
Define the quotient chain complex 

CID = {CnIDn,o'}, 

where 0' {c} = {oc} for {c} the coset containing c. For convenience the prime 
will be omitted and all boundary operators will continue to be denoted by O. 

There is a natural short exact sequence of chain complexes and chain maps 
i 1t 

0--+ D --+ C --+ C/D --+ 0, 

where i is the inclusion and n is the projection. From Theorem 1.13 this leads 
to a long exact sequence of homology groups 

... --+ Hn(D) ~ Hn(C) ~ Hn(C/D) ~ Hn-1(D) ~ .... 

For clarity denote by { } the equivalence relation in C/D and by < ) the 
equivalence relation in homology. 

To see how the connecting homomorphism ~ is defined let {c} be a cycle 
in Zn( C/ D). To determine ~( < {c} ) ), represent {c} by an element c E Cn having 
oc E Dn- 1 . Of course, OC E Zn-l (D) and hence represents a class in Hn - 1 (D). 
Thus, we have 

~«{c}») = <oc). 

More generally, if E s;: D s;: C are chain complexes and subcomplexes, 
there is a short exact sequence of chain complexes and chain maps 

0--+ DIE --+ C/E --+ C/D --+ 0 

In the corresponding long exact homology sequence 
tJ.' 

... --+ Hn(D/E) --+ Hn(CIE) --+ Hn(C/D) --+ Hn-1(DIE) --+ ... 

the connecting homomorphism is given by ~'( < {c} ») = < {oc} ), which may 
be viewed as the composition 

Hn(CID) ~ Hn-1(D) ~ Hn- 1 (DIE). 
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This is natural in the sense that if E' ~ D' ~ C' are chain complexes and 
subcomplexes and f: C --+ C' is a chain map for which f(D) ~ D' and f(E) ~ 
E', then the induced homomorphisms on homology groups give a transfor­
mation between the long exact homology sequences in which each rectangle 
commutes. 

By a pair of spaces (X, A) we mean a space X together with a subspace 
A ~ X. If (X, A) is a pair of spaces, S*(A) may be viewed as a subcomplex of 
S*(X). The singular chain complex of X mod A is defined by 

S*(X, A) = S*(X)/S*(A). 

The homology of this chain complex, the relative singular homology of X 
mod A, is thus given by 

Hn(X, A) = Hn(S*(X)/S*(A)). 

From the previous observations any pair (X, A) has an exact homology 
sequence 

.•. --+ Hn(A) ~ Hn(X) ~ Hn(X, A) ~ Hn - 1 (A) --+ ••.• 

In this sense H*(X, A) is a measure of how far i*: H*(A) --+ H*(X) is from 
being an isomorphism. That is, i* is an isomorphism of graded groups if and 
only if H*(X, A) = O. Thus, we have immediately the following: 

2.9 Proposition. If (X, A) is a pair for which A is a deformation retract of X, 
then H*(X, A) = O. 0 

More generally if (X, A, B) is a triple of spaces, that is, B .:::::: A ~ X, there 
results a short exact sequence of chain complexes 

0--+ S*(A, B) --+ S*(X, B) --+ S*(X, A) --+ 0 

which yields the corresponding long exact sequence of relative homology 
groups. It is conventional to define S*(0) = 0 so that H*(X, 0) = H*(X) and 
all homology groups may be viewed as groups of pairs. 

Given pairs (X,A) and (Y,B) a map of pairs f: (X,A)--+(Y,B) is a con­
tinuous function f: X --+ Y for which f(A) .:::::: B. Note that for such a map 
f#(S*(A)) ~ S*(B), so that there is associated a homomorphism 

f#: S*(X, A) --+ S*( Y, B) 

which is a chain map, hence also a homomorphism on the relative homology 
groups. Note that the homomorphisms of degree zero in the exact sequence 
of a triple are induced by the inclusion maps of pairs. 

Two maps of pairs f, g: (X, A) --+ (Y, B) are homotopic as maps of pairs if 
there exists a map of pairs 

F:(X x I,A x I)--+(Y,B) 

such that F(x, 0) = f(x) and F(x, 1) = g(x). Note that this says that in contin­
uously deforming f into g, it is required that at each stage we map A into B. 
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2.10 Theorem. If f, g: (X, A) ---+ (Y, B) are homotopic as maps of pairs, then 
f* = g* as homomorphisms from H*(X, A) to H*(Y,B). 

Proof. As before define io, i 1 : (X, A) ---+ (X x I, A x 1) by io(x) = (x,O) and 
i 1 (x) = (x, 1) and note that it is sufficient to show that io# and i 1 # are chain 
homotopic. 

Using the same technique as for the absolute case of Theorem 1.10 we 
construct a natural homomorphism 

having 

aT + Ta = io# - iu 

and observe that the restriction of T has T(Sn(A)) ~ Sn+1(A X 1). Thus, there 
is induced the desired chain homotopy 

o 

EXAMPLE. To illustrate the difference between maps being absolutely homo­
topic and homotopic as maps of pairs, consider the following example. Let 
X = [0, IJ, A = {O, I}, and Y = Sl, B = {l}. Define 

g,f: X ---+ Y 

by f(x) = e2Ttix and g(x) = 1. Then f and 9 are maps of pairs (X, A) ---+ (Y, B) 
and f and 9 are absolutely homotopic as maps from X to Y but they are not 
homotopic as maps of pairs. 

EXERCISE 4. (The five lemma) Suppose that 
'I 

C I --> C2~ '3 
C3 --> 

'4 
C4 --> Cs 

jfl j" jh jf4 jIs 
D ~I 
1--> 

D ~2 
2 --> 

D ~3 
3 --> 

D ~4 
4--> Ds 

is a diagram of abelian groups and homomorphisms in which the rows are exact and 
each square is commutative. Then show 

(i) if f2' f4 are epimorphisms and fs is a monomorphism, then f3 is an epimorphism; 
(ii) if f2' f4 are monomorphisms and fl is an epimorphism, then f3 is a mono-

morphism. 

Note that, as a special case of this exercise, if fl' f2' j~, an::! fs are isomorphisms, then 
f3 is an isomorphism. 

As pointed out before it seems that those points of A which are not close 
to the complement of A in X (see Figure 2.3) make no contribution to the 
relative homology group of the pair (X, A). This property is formally set forth 
in the following excision theorem. 
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Figure 2,3 

2.11 Theorem. If (X, A) is a pair of spaces and U is a subset of A with V 
contained in the interior of A, then the inclusion map 

i: (X - U, A - U) -> (X, A) 

induces an isomorphism on relative homology groups 

i*: H*{X - U, A - U) -> H*{X, A). 

That is, such a set U may be excised without altering the relative homology 
groups. 

Proof. Denote by °ll the covering of X given by the two sets X - U and Int A. 
By assumption their interiors cover X; thus, their interiors also cover A and 
we set oll' to be the covering of A given by {A - U, Int A}. Then by Theorem 
1.14 the inclusion homomorphisms of chains 

and 

both induce isomorphisms on homology. 
Considering St(A) as a subcomplex of S:(X) there is a chain mapping of 

chain complexes 

j: S:(X)/S;-(A) -> S*(X)jS*(A) = S*(X, A). 

The chain mappings i, i', and j give rise to the following diagram of homol­
ogy groups 

' .. -> Hn(S:'(A» -> Hn(S:(X» -> Hn(S:(X)/S;-(A» -> Hn_1(S;-(A» ----> ... 

j; j;. jJ j; 
Hn - 1 (A) -> ... 

Since i~ and i* are isomorphisms, it follows from the five lemma (see Exercise 
4) that j* is an isomorphism. 
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Now we can write S:(X) as the sum of two subgroups 

S:(X) = S*(X - V) + S*(Int A), 

but not necessarily as a direct sum. Similarly 

Sr (A) = S*(A - V) + S*(Int A). 

Then by elementary group theory 

S:(X)/S:'(A) ~ S*(X - V)/S*(A - V) = S*(X - V,A - V). 

Composing this isomorphism with the chain map j there is induced on hom­
ology the desired isomorphism 

H*(X - V, A - V) ---+ H*(X, A). 

A short exact sequence of abelian groups and homomorphisms 
J 9 

O---+A---+B---+C---+O 

is split exact if f(A) is a direct summand of B. 

o 

EXERCISE 5. Suppose 0 -+ A !.. B .!. C -+ 0 is short exact. Then the following are 
equivalent: 

(i) the sequence is split exact; 
(ii) there exists a homomorphism J: B -+ A with J 0 f = identity; 

(iii) there exists a homomorphism g: C -+ B with gog = identity. 

Let X be a space and y a single point. Denote by IX: X ---+ Y the map of X 
into y. Then there is the induced homomorphism on homology 

IX*: H*(X) ---+ H*(y). 

Denote the kernel of IX* by H*(X). This subgroup of H*(X) is the reduced 
homology group of X. Note that since Hi(Y) = 0 for i "# 0, Hi(X) = Hi(X) for 
i "# O. Furthermore, if X "# 0, then IX* is an epimorphism so that Ho(X) is 
free abelian with one fewer basis element than Ho(X). Note that if f: X ...... Y 
is a map, then f*: H*(X) ---+ H*( Y). For example, H*(sn) is free abelian with 
one basis element in dimension n. 

2.12 Proposition. If Xo E X, then H*(X,xo) ~ H*(X). 

Proof. In the exact homology sequence of the pair (X,xo) the homomor­
phism Hi(XO) ---+ Hi(X) is a monomorphism for each i. Thus, the long sequence 
breaks up into a collection of short exact sequences: 

0---+ Hi(XO) ~ Hi(X) ~ Hi(X, x o) ...... O. 

The map cc X ...... xo induces IX*: Hi(X) ---+ Hi(xO) which splits the sequence. 
Thus there is a homomorphism f3: Hi(X, xo) ---+ Hi(X) with j*f3 = identity. 
This f3 is then an isomorphism onto the subgroup Hi(X), 0 
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A 

Figure 2.4 

A subspace A of a space X is a strong deformation retract of X if there exists 
a map F: X x I --+ X such that 

(i) F(x,O) = x for all x E X; 
(ii) F(x, 1) E A for all x E X; 

(iii) F(a, t) = a for all a E A and tEl. 

EXERCISE 6. Let X be the space given by the unit interval together with a family of 
segments approaching it as pictured in Figure 2.4. If A is the unit interval, show that 
A is a deformation retract of X but not a strong deformation retract. 

2.13 Proposition. Let (X, A) be a pair in which X is compact Hausdorff, A is 
closed in X and A is a strong deformation retract of X. Let n: X --+ X/A be the 
identification map and denote by y the point n(A) in X/A. Then {y} is a strong 
deformation retract of X/A. 

Proof. Denote by F: X x I --+ X the map given by the fact that A is a strong 
deformation retract of X. We must exhibit a map F: (X/A) x I --+ X/A 
having F(x,O) = x, F(x, 1) = y for all x E X/A and F(y, t) = y for all tEl. 
Thus, it would be sufficient to define a map so that the following diagram is 
commutative: 

XxI ~ X 

j . .;, j. 
(X/A) x I ~ X/A 

So define F = n 0 F 0 (n x idfl. To see that this is single valued, let (x, t) E 

(X/A) x I. Then 

(n x id)-l (x, t) 

is just (x, t) if x ¢ A and is A x {t} if x E A. So if x ¢ A, this is obviously single 
valued. If x E A, note that F(A x {t}) <:; A and n(A) = y. Hence, F is single 
valued. 

To show that F is continuous, let C <:; X/A be a closed set. Then 
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Figure 2.5 

F- 1 0 n-1(C) is closed in X x I, hence compact. Thus, (n x id) 0 F- 1 0 n-1(C) 

is compact in X/A x I, hence closed. Therefore, F is continuous. 0 

2.14 Theorem. Let (X, A) be a pair with X compact Hausdorff and A closed in 
X, where A is a strong deformation retract of some closed neighborhood of A 
in X. Let n: (X, A) --+ (X/A, y) be the identification map. Then 

n*: H*(X, A) --+ H*(X/A,y) 

is an isomorphism. 

Proof. Let U be a compact neighborhood of A in X which admits a strong 
deformation retraction onto A (see Figure 2.5). Applying Proposition 2.13 to 
the pair (U, A) we observe that {y} is a strong deformation retract of n(U). 
Thus, in the exact sequence of the triple (X/A, n(U), y), 

... --+ Hn(n(U),y) --+ Hn(X/A,y) --+ Hn(X/A, n(U)) --+ Hn-1(n(U),y) --+ ... 

it follows that H*(n(U), y) = O. Hence, the inclusion map of pairs induces an 
isomorphism 

Recall that since X is compact Hausdorff, it is also normal. Now Int U is 
an open set containing the closed set A, so there exists an open set V with 
A s;;; Vand V s;;; Int U. Thus, V may be excised from the pair (X, U) to induce 
an isomorphism 

H*(X - v, U - V) ~ H*(X, U). 

Since A is a strong deformation retract of U, it follows from the exact se­
quence that 

These two isomorphisms may be combined to give 
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H*(X, A) ::::: H*(X - V, U - V). 

In similar fashion the set n(V) may be excised from the pair (Xj A, n(U» to 
give an isomorphism 

H*(XjA,y) ::::: H*(XjA, n(U» ::::: H*(XjA - n(V), n(U) - n(V». 

Now note that since V is a neighborhood of the set A which was collapsed, 
the restriction of the map n gives a homeomorphism of pairs 

n: (X - V, U - V) - (XjA - n(V), n(U) - n(V», 

and so an isomorphism of their homology groups. All of these combine to 
give the desired isomorphism 

o 

2.15 Corollary. If (X, A) is a compact Hausdorff pair for which A is a strong 
deformation retract of some compact neighborhood of A in X, then 

D 

If f: (X, A) - (Y, B) is a map of pairs such that f maps X - A one to one 
and onto Y - B, then f is a relative homeomorphism. Under certain condi­
tions on the pairs a relative homeomorphism will induce an isomorphism of 
relative homology groups. 

2.16 Theorem (Relative homeomorphism theorem). If f: (X, A) - (Y, B) is a 
relative homeomorphism of compact Hausdorff pairs in which A is a strong 
deformation retract of some compact neighborhood in X and B is a strong 
deformation retract of some compact neighborhood in Y, then 

f*: H*(X, A) - H*(Y, B) is an isomorphism. 

Proof. Consider the diagram of spaces and maps, where nand n' are the 
identification maps and f' = n' 0 f 0 n -1: 

X ~ Y 

j" j" 
XjA YjB 

As in the proof of Proposition 2.13 it is easy to see that f' is single valued and 
continuous. Since f is a relative homeomorphism, f' is one to one and onto. 
But X j A and Yj B are compact Hausdorff spaces, so f' is a homeomorphism. 

Denoting Xo = n(A) and Yo = n'(B) there is the corresponding diagram of 
relative homology groups and induced homomorphisms: 
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f. () H*(X, A) ------+ H* Y, B 

j.. j.: 
f' 

H*(X/A,xo) ~ H*(Y/B,yo) 

By Theorem 2.14 the homomorphisms 1'C* and 1'C~ are isomorphisms. Also f~ 
is an isomorphism since f' is a homeomorphism. Thus 

EXAMPLE. (1) There is a relative homeomorphism 

f: (Dn, sn-I) ~ (sn, z), 

o 

where z is any point in sn. Both pairs satisfy the hypotheses of Theorem 2.16, 
so there is an isomorphism 

f*: H*(Dn, sn-I) ~ H*(sn, z) ~ H*(sn). 

(2) To see that the hypotheses of the theorem are actually necessary, con­
sider the following example. Using the curve sin(1/x) construct a space as 
shown in Figure 2.6a, where X is the curve together with those points "in­
side," and A is the boundary. Let Y = D2 and B = aD2 = SI (Figure 2.6b). 
Then (X, A) and (Y, B) are compact Hausdorff pairs. By flattening the patho­
logical part of A it is possible to define a map of pairs f: (X, A) ~ (Y, B) which 
is a relative homeomorphism. However, it cannot induce an isomorphism on 
homology because H 2 (X, A) = 0 and H 2 (Y, B) ~ z. The result fails because A 
is not a strong deformation retract of some compact neighborhood of A in X. 

The fact that H 2 (X, A) = 0 is an easy consequence of the exact sequence of 
the pair (X, A), 

... ~ H2(A) ~ H2(X) ~ H2(X, A) ~ HI (A) ~ .... 

Now X is contractible, so H 2 (X) = O. On the other hand, if L nicPi is a 
I-chain in A, the sum must be finite. Since the curve A is not locally connected, 
the union of the images of these singular simplices cannot bridge the gap in 

(a) (b) 

Figure 2.6 
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the sinO/x) curve. Thus, the chain is supported by some contractible subset 
of A, so that if it is a cycle, it is also a boundary. Therefore, H 1 (A) = 0 and by 
exactness H 2 (X, A) = o. 

2.17 Lemma. Let f: sn-l --+ Y be a map, where Y is a compact Hausdorff 
space. If lJ is the space obtained by attaching an n-cell to Y via f, then Y is a 
strong deformation retract of some compact neighborhood of Y in lJ. 

Proof. Let U c;:: Dn be the subset given by U = {x E Dnlllxll ~ D, and observe 
that U is a compact neighborhood of sn-l in Dn. Define a map F: (U u Y) x 
1--+ U u Y by 

{

X 

F(x, t) = x 
(l-t)x+t· W 

if x E Y 

if x E U. 

Then F is continuous, F(x, 0) = x and F(x, 1) E sn-l U Y for all x, and if 
x E sn-l U Y, then F(x, t) = x for all t. Thus, F is a strong deformation retrac­
tion of U u Yonto sn-l U y. 

Now let n: Dn u Y --+ lJ be the identification map and consider the dia­
gram 

(U u Y) x I UuY 

j .. " j. 
F' 

n(U u Y) x I --- --+ n(U u Y) 

As before define 

F' = n 0 F 0 (n x id)-l. 

Then F' is well defined, continuous and gives a strong deformation retraction 
of the compact neighborhood n(U u Y) of n(Y) onto n(Y). D 

Note. Denote by h the composition 

Dn incl Dn Y It Y. 
-- u --+ f. 

Then h gives a map of pairs h: (Dn, sn-l) --+ (lJ, Y), which is a relative homeo­
morphism. The hypotheses of Lemma 2.17 and Theorem 2.16 are satisfied, so 
we may conclude that 

h*: H*(Dn, sn-l) --+ H*(lJ, Y) 

is an isomorphism. Therefore, H*(lJ, Y) is a free abelian group on one basis 
element of dimension n. 

Suppose that D~, ... , D~ is a finite number of disjoint n-cells with bound­
aries S~-l, ... , S~-l. For each i = 1, ... , k let /;: Sr-1 --+ Y be a map into a 
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fixed space Y. Define ~ to be the least equivalence relation on D~ u ... u 
Dr u Y for which Xi ~ /;(xJ whenever Xi E S;-I. 

Then D~ U··· u Dr u Y/~ may be denoted If,, ... ,h' the space obtained by 
attaching n-cells to Y via fl' ... , k 

Conversely, if (X, Y) is a compact Hausdorff pair for which there exists a 
relative homeomorphism 

F: (D~ U··· u Dr, S~-l U··· U Sr- 1) -+ (X, Y), 

then X is homeomorphic to If,, ... ,h where/; = Fls;-l. 
A finite CW complex is a compact Hausdorff space X and a sequence 

XO s:;; Xis:;; ... s:;; xn = X of closed subspaces such that 

(i) XO is a finite set of points; 
(ii) X k is homeomorphic to a space obtained by attaching a finite number of 

k-cells to X k - I • 

Note that X k - X k - I is thus homeomorphic to a finite disjoint union of open 
k-cells, denoted E~, ... , E~k' These are the k-cells of X. Using the convention 
that DO = point and aDO = S-l = 0, the requirements (i) and (ii) may be 
replaced by the condition that for each k there exist a relative homeomor­
phism 

It is easy to verify that the cells of X have the following properties: 

(a) {E~lk = 0,1, ... , n; i = 1, ... , rd is a partition of X into disjoint sets; 

(b) for each k and i the set £7 - E7 is contained in the union of all cells of 
lower dimension; 

k U k' (c) X = k'sk Ej ; 

(d) for each i and k there exists a relative homeomorphism 

h: (D\ Sk-l) -+ (£7, £7 - En. 

These properties characterize finite CW complexes and will be used as an 
alternate definition whenever it is convenient. The closed subset X k is the 
k-skeleton of X. If xn = X and X n-1 of. X, then X is n-dimensional. 

EXAMPLE. It should be evident that for a given space there may be many 
different decompositions into cells and skeletons (see Figure 2.7). For exam­
ple, let X = S2. If z is a point in S2, then S2 may be described as the space 
obtained by attaching a 2-cell to z. This gives S2 a cell structure in which 
there is one O-cell and one 2-cell (Figure 2.7a). 

If z' is another point in S2 and rY. is a simple path from z to z', we have a 
cell structure with two O-cells, a I-cell, and a 2-cell (Figure 2. 7b). Why was it 
necessary to include the I-cell rY. when two vertices were used? 

Further cells may be included as shown in the third figure, in which there 
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(al (b) (e) 

Figure 2.7 

are two O-cells, three I-cells, and three 2-cells (Figure 2. 7 c). While there is 
considerable freedom in assigning a cell structure to a finite CW complex, 
it is apparent that any change in the number of cells in a certain dimen­
sion dictates some corresponding change in the number of cells in other 
dimensions. 

Note that one apparent advantage CW complexes have over simplicial 
complexes is that considerably fewer cells are generally necessary in the de­
composition of a complex. 

2.18 Proposition. Jf X and Yare finite CW complexes, then X x Y is a finite 
CW complex in a natural way. 

Proof. Suppose the cellular decompositions of X and Yare given by {En and 
{E/}. The obvious candidate for a cellular decomposition for X x Y is the 
collection {E~ x EjT First note that this is a partition of X x Y into a finite 
number of sets homeomorphic to open cells. Also 

e x gl _ Ek X gl = Ek X gl _ Ek X gl 
I } L J I J I J 

= (Ek - Ek) X gl U E~ X (E'.l - E'.l) 
I I ) I } }' 

which is contained in the union of all cells of dimension less than k + I. 
To check the third requirement we may assume that there are relative 

homeomorphisms 

and 

Then f x g' (Jk+l oJk+1) --+ (Ek X gl E~ X E.l - Ek X gl) gives the desired 
., l}' I J I J 

relative homeomorphism. 0 

EXAMPLES. (1) Taking the decomposition of SI into one O-cell (z) and one 
I-cell (0:) as in Figure 2.8a, the torus SI x SI is naturally given the decompo­
sition into one O-cell (z x z), two I-cells (z x 0: and rx x z) and one 2-cell 
(0: x rx) (Figure 2.8b). 

(2) Recall that IRP(O) = pt and IRP(k) is obtained by attaching a k-cell to 
IRP(k - 1). Thus, IRP(n) is an n-dimensional finite CW complex with one cell 
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z 

(a) (b) 

Figure 2.8 

in each dimension 0, ... , n. Moreover, the k-skeleton of ~P(n) under this 
structure is just ~P(k). 

(3) Similarly ICP(n) is a finite CW complex of dimension 2n with one cell in 
each even dimension, 0, 2, 4, ... , 2n. Also ICP(k) = the 2k-skeleton of ICP(n) = 

the (2k + 1)-skeleton of ICP(n) for ° ~ k ~ n. An anologous structure may be 
given to quaternionic projective space. 

If X is a finite CW complex with cells {m}' then a subset A of X is a 
subcomplex of X if whenever An E7 #- 0 then £7 <;: A. Note that if A is a 
subcomplex of X, then A is a closed subset of X and inherits a natural CW 
complex structure. 

2.19 Theorem. If A is a subcomplex of a finite CW complex X, then A is a 
strong deformation retract of some compact neighborhood of A in X. 

Proof. Denote by N the number of cells in X-A. We proceed by induction 
on N. If N = ° the result is trivial and if N = 1 we may adapt the proof of 
Lemma 2.17 to give the desired result. 

So suppose the result is true for any finite CW pair (Y, B) where the number 
of cells in Y - B is N - 1. Let E'(' be a cell of maximal dimension in X - A, 
and define XI = X - E'('. Note that XI must be a finite CW complex since 
any cell in X - E'(' either lies in A so that its boundary must also lie in A or 
has dimension less than or equal to m. In either case its boundary does not 
meet E'('. Moreover, A is a subcomplex of X I. 

Now the number of cells in X I - A is N - 1, so by the inductive hypothe­
sis there exists a compact neighborhood UI of A in XI such that A is a strong 
deformation retract of UI . 

There is a relative homeomorphism 

rjJ: (Dm, sm-I) -+ (E,(" E'(' - En 

given by the structure of X as a finite CW complex (Figure 2.9). Define the 
radial projection map 
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x 

Figure 2.9 

r: Dm - {O} --+ sm-1 

by r(x) = x/llxll. 
Since V1 is a compact subset of X 1, tP -1 (Vd is a compact subset of sm-l. 

Now define 

Then V is a compact subset of X which admits a strong deformation retrac­
tion onto VI n V Thus, V u V1 is a compact subset of X which admits a 
strong deformation retraction onto A. 

We must now make certain that the interior of V u V 1 contains A. Let y be 
in the interior of V 1 in X l' If y is not in V, y must also be in the interior of VI 
in X, hence also in the interior of V u V1 . So suppose y is in V or, in other 
words, y in (ift - En. Now r 1 of the interior of V1 in Xl is an open subset 
of sm-1 containing the compact set r1(y). By the description of V it follows 
that r 1(y) is contained in the interior of r1(V) in Dm. Thus, y must be in the 
interior of V in E'{'. 

Therefore, we have shown that any point in the interior of V 1 in Xl lies in 
the interior of V u V1 in X. So V U V1 gives the desired compact neighbor­
hood of A in X. 0 

Note that as an immediate consequence of this result, the conclusions in 
Theorem 2.14, Corollary 2.15, and the relative homeomorphism theorem, 
Theorem 2.16, will hold whenever the spaces involved are finite CW pairs. 
These have some very useful applications. 



58 Homology Theory 

2.20 Proposition. If X is a finite CW complex and X k is the k-skeleton of X, 
then Hj(X\ X k - 1 ) = 0 for j =1= k and Hk(X\ X k- 1 ) is a free abelian group with 
one basis element for each k-cell of X. 

Proof. X k - 1 is a subcomplex of X\ so by Theorem 2.19 it is a strong deforma­
tion retract of a compact neighborhood in Xk. Since X is a finite CW com­
plex, there is a relative homeomorphism 

tjJ: (D~ u ... u D;, S~-1 u ... u S;-I) -+ (XX, X k- 1). 

Then applying Theorem 2.16 yields the desired result from the corresponding 
fact about 

D 

For any finite CW complex X define 

Ck(X) = Hk(X\ X k- 1 ). 

Then C*(X) = L Ck(X) is a graded group which is nonzero in only finitely 
many dimensions, moreover it is free abelian and finitely generated in each 
dimension. The connecting homomorphism of the triple (Xk, Xk-t, X k- 2 ) de­
fines an operator 

a: Ck(X) -+ Ck - 1 (X). 

Recall that these connecting homomorphisms may be factored in the follow­
mg way: 

/'(X~ 
H k(X\Xk- 1 ) ~ H (Xk - 1 X k - 2 ) ~ H (Xk - 2 X k - 3 ) 

~/." H,' 

Hk _ 1(Xk - 1 ) 

where a' and an are boundary operators for the respective pairs and i and j 
are inclusions of pairs. So a 0 a = j* 0 an 0 i* 0 a'. But an 0 i* is the composi­
tion of two consecutive homomorphisms in the exact sequence of the pair 
(Xk - 1, X k - 2 ) and hence must be zero. Therefore, a 0 a = 0 and {C*(X), a} is a 
chain complex. Of course, the obvious question is then to ask how the hom­
ology of this chain complex is related to the singular homology of X. 

2.21 Theorem. If X is a finite CW complex, then 

for each k. 
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Note: This is an extreme simplification. The chain complex used in defining 
H*(X) was, in general, a free abelian group with an uncountable basis. Here 
we have reduced the chain complex, not only to a finite basis, but these 
generators are in one-to-one correspondence with the cells of X. 

Proof We must analyze the composition 

Hk+l (Xk+\ Xk) ~ Hk(X\ X k- 1 ) ~ Hk- 1 (Xk-l, X k- 2 ) 

and show that kernel 82 /image 81 ::::; Hk(X), 
First consider the diagram 

o 

] 
Hk(Xk+l, X k- 2 ) 

]1, 

H'(X"X~'(x>+"r')~o 

Hk- 1 (Xk-l, X k- 2 ) 

in which i* and j* are induced by inclusion maps of pairs. The row and 
the column are exact sequences of triples in which the zeros appear by 
Proposition 2.20. The triangle commutes by the naturality of the boundary 
operators. 

Let x E kernel 82 , Then 83 i*(x) = 0 and i*(x) = j*(y) for some y E 

Hk(Xk+I, X k- 2 ). Note that since j* is a monomorphism, this y is uniquely 
determined. Thus, we define a homomorphism 

by rjJ(x) = y. 
If y' E Hk(Xk+l, X k- 2 ) then j*(y') is in the image of i* because i* is an 

epimorphism. So there exists an x' E Hk(X\ X k- 1 ) with i*(x') = j*(y'). Then 
82 (x') = 83 i*(x') = 83 j*(y') = 0 so x' is in the kernel of 82 and rjJ(x') = y'. We 
conclude that rjJ is an epimorphism. 

Since i* 0 81 = 0, it is apparent that the image of 81 is contained in the 
kernel of rjJ. On the other hand, let x E kernel 82 with rjJ(x) = O. But the fact 
that j* is a monomorphism implies that i*(x) = O. Then by exactness x is in 
the image of 81 , Hence, we have shown that rjJ is an epimorphism with kernel 
given by the image of 81 and we conclude that 

rjJ: ker 82 /im 81 -==. Hk(Xk+\Xk- 2 ). 
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In the remainder of the proof we show that 

Hk(Xk+I, X k- 2) ~ Hk(X). 

Suppose that X is n-dimensional, so that 

Hk(X) = Hk(Xn, X-I). 

Consider the sequence of homomorphisms 

Hk(X) = Hk(X", X-I) ---+ Hk(X", XO) ---+ •.. ---+ Hk(X", X k- 2), 

each induced by an inclusion of pairs. In general, a homomorphism in this 
sequence is a part of the exact sequence of a triple 

H (Xi Xi-I) ---+ H (X" Xi-I) ---+ H (X" Xi) ~ H (Xi Xi-I) 
k' k' k' k-l' , 

where i ::s; k - 2. But by Proposition 2.20 for this range of values of i the first 
and last group must be zero. Hence, each homomorphism in the sequence is 
an isomorphism and 

Hk(X) ~ Hk(X", X k- 2). 

Similarly the homomorphisms 

Hk(Xk+I, X k- 2 ) ---+ Hk(Xk+2, X k- 2) ---+ •.. ---+ Hk(X", X k- 2) 

induced by inclusion maps are all isomorphism, so that 

Hk(X", X k- 2) ~ Hk(Xk+l, X k- 2 ) 

and the proof is complete. D 

A map f: X ---+ Y between finite CW complexes is cellular if f(X k) ~ yk for 
each integer k. Iff: X ---+ Y is cellular, then f defines a map of pairs 

f: (Xk, X k- l ) ---+ (yk, yk-l) 

for each k, and hence a chain mapping 

One should check that the homomorphism induced by f* on the homology 
of the chain complex C*(X) corresponds with the homomorphism induced 
by f on H*(X) under the isomorphism of Theorem 2.21. 

We now want to compute the homology of IRP(n). To do this, give sn the 
structure of a finite CW complex so that the k-skeleton is Sk. That is 

SO ~ S I ~ ... ~ Sk ~ ... ~ sn 
so that there are two cells in each dimension, denoted by E~ and E~. Simi­
larly give IRP(n) the structure of a finite CW complex so that IRP(k) is the 
k-skeleton. Thus 
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IRP(O) <;; IRP(l) <;; ... <;; IRP(k) <;; ... <;; IRP(n) 

and there is one cell in each dimension. 
With these structures, the identification map n: S" -4 IRP(n) is cellular. By 

Proposition 2.20 the group Ck(IRP(n)) is infinite cyclic for 0 :::;; k :::;; n and we 
denote a generator by e~. In order to compute the homology of IRP(n) we 
need to know what the boundary operator c: Ck(IRP(n)) -4 Ck- 1 (IRP(n)) does 
to the element e~. 

To answer this question we first study the situation in So. Recall that the 
antipodal map of So, A: S" -4 So, is cellular and furthermore maps E~ homeo­
morphically onto E~ and vice versa for each k. Denote by Fk the composition 
of maps of pairs 

(Dk, Sk-l) ~ (E~, Sk-l) ~ (Sk, Sk-l). 

If we choose a generator ik of Hk(Dk, Sk-l), then F;(ik) = ek is a basis element 
in HdSk, Sk-l) = ck(sn). We view ek as the basis element corresponding to the 
cell E~. Since the following diagram commutes 

(Dk, Sk-l) ~ (E~, Sk-l) ~ 

j' 
we may take the element A*(ek) to be the basis element corresponding to the 
cell E~. Thus, Ck(S") is the free abelian group with basis {ek' A*(ek )}. 

To determine the boundary operator c: Ck(S") -4 Ck- 1 (sn) consider the fol­
lowing diagram: 

in which each triangle and rectangle is commutative. The homomorphism A* 
in the center has been previously computed, specifically it is multiplication by 
( - 1 t Starting with ek E Hk(Sk, Sk-l) = Ck(S") we have 
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oA*(ed = i*o' A*(ek) = i*A*o'(ed 

= (-l)ki*o'(ek) = (-IN(ed· 

Thus, ek + ( _1)k+1 A*(ed is a cycle in Ck(S"). 
In fact, the set of cycles in Ck(S") is an infinite cyclic subgroup generated by 

ek + ( _1)k+1 A*(ek). Before proceeding with the proof, note that this algebraic 
fact is entirely reasonable from a geometric viewpoint. Since ek and A*(ek) 
correspond to the upper and lower halves of the sphere S\ and they are being 
combined in such a way that the respective boundaries will cancel each other, 
geometrically we see this generating cycle as the sphere Sk itself. So suppose 

o = 0(n1 ek + n2 A*(ek)) 

= n10ek + n20A*ek 

= n1 oek + (-I)kn20ek 

= (n1 + (-I)kn2 )oek. 

Since Ck- 1 (5") is free abelian, it must be true that either oek = 0 or (n1 + 
( -l)kn2) = O. Suppose oek = O. Then also oA*ek = 0 and 0: Ck(S") --+ Ck- 1 (S") 
is identically zero. But we have observed that there are nontrivial cycles in 
Ck - 1 (S"), so if k > I, these cycles must bound because Hk - 1 (S") = 0 in this 
range. [It is also easy to see that 0: C1(S") --+ Co(S") cannot be identically zero 
because every element of Co(S") is a cycle.] This contradiction implies that 
oek =f. 0 and we conclude that n1 + (-I)kn2 = 0 or n2 = (-I)k+1 n1 . Therefore 

n1ek + n2A*ek = n1(ek + (-1)k+ 1A*ek) 

as desired. 
Since Hk(S") = 0 for 0 < k < n, we must have 

o(ek+d = ±(ek + (_I)k+1 A*(ed). 

Once again, this formula may be shown to hold as well for k = O. We may as 
well suppose the sign is +. 

The identification map n: (Sk, 5k - 1 ) --+ (IRP(k), IRP(k - 1)) is a relative 
homeomorphism on the closure of each k-cell. The generator e~ could have 
been chosen so that e~ = n*(ed. Then 

n*(A*ek) = (n 0 A)*(ed = n*(ed = e~. 

Therefore, the boundary operator in the chain complex C*(IRP(n» is given by 

0(e~+1) = on*(ek+1) = n*o(ek+1) 

= n*(ek + ( _l)k+1 A*ed 

= e~ + (_I)k+1e~ 

for k odd 
for k even. 
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This completely determines the boundary operator in the chain complex 
C*(IR1P(n)) so that we may apply Theorem 2.21 to conclude the following: 

2.22 Proposition. The homology groups of real projective space are given by 

H,(U;!P(n)) " {~' 
for i = 0 
for i odd, 0< i < n 

for i odd, i = n 

otherwise. 

Recall that the rank of a finitely generated abelian group A is given by 

rank A = lub{nl there exists a free abelian subgroup B s; A with 
basis having exactly n elements}. 

D 

If A and B are isomorphic abelian groups, then rank A = rank B. If H is a 
subgroup of a finitely generated abelian group G, then 

rank G/H = rank G - rank H. 

2.23 Proposition. If (X, A) is a finite CW pair, then H*(X, A) is a finitely 
generated abelian group. 

Proof. By Corollary 2.15 we know that H*(X,A) ~ H*(X/A), and since 
H*(X/A) ~ H*(X/A) EB Z, it is sufficient to show that H*(X/A) is finitely gen­
erated. X/A may be given the structure of a finite CW complex directly from 
the structure of X and A. The cells of X/A correspond to the cells of X which 
are not in A together with one O-cell corresponding to A, thus dim (X/ A) :s; 
dim X. It follows from Theorem 2.21 that Hk(X / A) is the quotient of a finitely 
generated abelian group by a subgroup, and is nonzero for only finitely many 
values of k. Therefore, H*(X / A) is finitely generated and the result follows. 

D 

For a space X the ith Betti number of X, b;(X), is the rank of Hi(X), From 
Proposition 2.23 we see that if X is a finite CW complex, bi(X) is finite for all 
i, and nonzero for only finitely many values of i. It was noted previously that 
bo(X) is the number of path components in X. In a corresponding sense the 
number bi(X) is a measure of a form of higher-dimensional connectivity of X. 
The Euler characteristic of X is given by 

x(X) = I (-l)ibi(X). 
i 

2.24 Proposition. If X is a finite CW complex with (Xi cells in dimension i, then 

Proof. Exercise 7. D 
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EXERCISE 8. If X and Yare finite CW complexes, show that 

x(X x Y) = X(X)' X(Y). 

There are a number of important questions related to attaching cells, CW 
complexes, and maps that have not been addressed in this chapter. When 
examining the Hopfinvariant in the context of products in Chapter 5, we will 
show that, if fo and f1 are homotopic as maps of S" into X, then the iden­
tity map of X extends to a homotopy equivalence between X ufo D"+l and 
X u f , D"+l. A matter of broader significance is whether a mapping between 
finite CW complexes can be approximated by a cellular map. In this setting 
the word "approximation" refers to homotopy rather than the more tradi­
tional notion of distance in some metric. A proof of the following important 
result may be found in Brown [1988]. 

2.25 Theorem (Cellular Approximation Theorem). If X and Yare finite CW 
complexes, A is a subcomplex of X, and f: X --> Y is a map that is cellular on 
A, then f is homotopic to a cellular map via a homotopy that does not change 
the restriction of f to A. D 



CHAPTER 3 

The Eilenberg-Steenrod Axioms 

Following the necessary algebraic preliminaries, we introduce the homology 
of a space with coefficients in an arbitrary abelian group. Combined with the 
results of the previous chapters this establishes the existence of homology 
theories satisfying the Eilenberg-Steenrod axioms for arbitrary coefficient 
groups. The corresponding uniqueness theorem is proved in the category of 
finite CW complexes. Finally, the singular cohomology groups are intro­
duced and shown to satisfy the contravariant analogs of the axioms. 

If A, B, and C are abelian groups, a mapping 

r/J: A x B- C 

is bilinear (or is a bihomomorphism) if 

and 

r/J(a,bl + b2 ) = r/J(a,bd + r/J(a,b2 )· 

Note that if A x B is given the usual product group structure, r/J will not be a 
homomorphism except in very special cases. 

Denote by F(A x B) the free abelian group generated by A x B. An ele­
ment of F(A x B) has the form 

L ni(ai,bJ, 

where the sum is finite, ai E A, bi E Band ni is an integer. Let R(A x B) be the 
subgroup of F(A x B) generated by elements of the form 

(a l + a2 ,b) - (al,b) - (a2 ,b) 

or 

65 
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where a, a I' a2 E A and b, bl , b2 E B. Then the tensor product of A and B is 
defined to be 

A <8> B = F(A x B)/R(A x B). 

Note that if f/J: A x B -> C is any function, there exists a unique extension 
of f/J to a homomorphism 

f/J': F(A x B) -> C. 

Moreover, if f/J is a bihomomorphism, then ¢J' is zero on the subgroup 
R(A x B), so that there is induced a homomorphism 

f/J": A ® B -> C, 

which is uniquely determined by f/J. 
This universal property with respect to bilinear maps can be used to char­

acterize the tensor product. There exists a bilinear map 

r: A x B -> A ® B 

defined by taking (a, b) into a <8> b, the coset containing (a, b). Given a bi­
homomorphism f/J: A x B -> C we have seen that there exists a unique hom­
omorphism f/J": A <8> B -> C such that commutativity holds in 

AxB~C 

'\/ 
A<8>B 

On the other hand, if G is abelian and r': A x B -> G is a bihomomorphism 
whose image generates G, such that any bihomomorphism f/J: A x B -> C can 
be lifted through G, then G is isomorphic to A <8> B. 

Since the elements (a, b) generate F(A x B), it follows that the elements 
a <8> b generate A ® B. Note that in A <8> B we have 

n(a ® b) = (na) ® b = a ® (nb) 

O®b=O=a<8>O 

for any integer n; 

for all a and b; 

(a l + a2 ) ® (b l + b2 ) = (a l + a2 ) ® bl + (a l + a2 ) ® b2 

= al ® bl + a2 <8> bl + a l ® b2 + a2 ® b2 · 

3.1 Proposition. There is a unique isomorphism 

e:A®B~B<8>A 

such that e(a <8> b) = (b <8> a). 

Proof. Define J1: A x B -> B ® A by J1(a, b) = b <8> a. This is a well-defined 
bihomomorphism. Thus, there exists a unique homomorphism e: A <8> B -> 

B ® A with e(a <8> b) = b ® a. Similarly there exists a homomorphism 
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0': B 09 A --+ A 09 B such that O'(b ® a) = a 09 b. Then the compositions 0 00' 
and 0' 0 0 are the identity on respective generating sets, and it follows that 0 
is an isomorphism with inverse 0'. D 

3.2 Proposition. Given homomorphisms f: A --+ A' and g: B --+ B', there exists a 
unique homomorphism 

f09 g: A 09 B --+ A' ® B' 

with 

f 09 g(a 09 b) = f(a) ® g(b). 

Proof. Define a mapping /1: A x B --+ A' 09 B' by /1(a, b) = f(a) ® g(b), and 
observe that /1 is well defined and bilinear. Thus, there exists a unique homo­
morphism 0: A 09 B --+ A' 09 B' with O(r(a, b)) = /1(a, b) or O(a ® b) = f(a) 09 
g(b). This 0 is the desired f 09 g. D 

3.3 Propositions. (a) If f: A --+ A',j': A' --+ A" and g: B --+ B', g': B' --+ B", then 

(f' 0 f) 09 (g' 0 g) = (f' ® g') 0 (f 09 g); 

(b) If A ;:;:;; L Aj , then A 09 B ;:;:;; L (Aj 09 B); 
(c) if for each j in some index set J there is a homomorphism fj: A --+ A' such 

that for any a E A, fj(a) is nonzero for only finitely many values of j, then 
we can define L fj: A --+ A'. For any homomorphism g: B --+ B' it follows 
that 

CI. fj) ® g = L (fj 09 g); 

(d) for any abelian group A, Z 09 A ;:;:;; A; 
(e) if A is a free abelian group with basis {aJ and B is a free abelian group 

with basis {bJ, then A 09 B is a free abelian group with basis {a i 09 bJ. 

Proof. We prove only Part (d). Note that Part (e) follows from Parts (d) and 
(b) and Proposition 3.1. 

Define /1: Z x A --+ A by /1(n, a) = na. Then /1 is bilinear, so there exists a 
unique lifting 0: Z 09 A --+ A with O(n 09 a) = n' a. Now define 0': A --+ Z ® A 
by O'(a) = 1 09 a and observe that 

OO'(a) = 0(1 ® a) = a 

and 

O'O(n 09 a) = O'(na) = 1 ® na = n ® a. 

Thus, 0 and 0' behave as inverses on generating sets and 0 is an isomorphism. 
D 

Now suppose that A' and B' are subgroups of A and B, respectively. We 
want to describe the tensor product AI A' ® BIB'. Denote by 7[1: A --+ AlA' 
and 7[2: B --+ BIB' the quotient homomorphisms. Then by Proposition 3.2 
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there is a homomorphism 

1[1 ® 1[2: A ® B --+ A/A' ® B/B'. 

If a' E A' and bE B, then 1[1 ® 1[2(a' ® b) = 1[l(a') ® 1[2(b) = O. Similarly if 
a E A and b' E B', 1[1 ® 1[2(a ® b') = O. Thus, if we denote by 

and 

the inclusion homomorphisms 

H = im(i1 ® id) + im (id ® i2) S;;; ker 1[1 ® 1[2' 

This means that 1[ 1 ® 1[2 induces a homomorphism 

<1>: A ® B/H --+ A/A' ® B/B'. 

We now want to show that <1> is an isomorphism. Define a function 

'1': A/A' x B/B' --+ A ® B/H 

by 'I' ( { a}, { b }) = {a ® b}, where { } denotes the respective coset. It is evident 
that this is well defined, since if a' E A', then 

'1'( {a'}, {b}) = {a' ® b} = 0, 

and similarly for b' E B'. 'I' is also bilinear, so there exists a unique homo­
morphism 

(J: A/A' ® B/B' --+ A ® B/H. 

The homomorphisms <1> and (J are easily seen to be inverses of each other, so 
we have proved the following. 

3.4 Proposition. If i 1 : A' --+ A and i2: B' --+ B are inclusions of subgroups, then 

D 

EXAMPLE. Zp ® Zq :::::: Z(P.q), where (p, q) is the greatest common divisor of p 
and q. To see this, let (p, q) = r so that p = r' s, q = r' t with (s, t) = 1. Denote 
by pZ s;;; Z the subgroup divisible by p and identify Zp = Z/pZ and Zq = 

Z/qZ. 
Therefore 

Zp ® Zq = Z/pZ ® Z/qZ 

Z®Z 

:::::: im(i1 ® id) + im(id ® i2) 

Z Z 
~ ~ ~ ZjrZ 

im i1 + im i2 rsZ + rtZ 

= Zr = Z(P,q)' 
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Specifically then 

Z2 ® Z2 :::::: Z2' Z2 C8l Z3 = 0, Z6 ® Z15 :::::: Z3' and so forth. 

3.5 Proposition. If A ~ B! C ..... 0 is an exact sequence, then for any abelian 
group D 

is exact. 

Proof. Define a function 

fjJ: C x D ..... B ® D/im(ex C8l id) 

as follows: for (c, d) E C x Diet bE B with f3(b) = c. Then set 

fjJ(c, d) = {b ® d}, 

where { } denotes the coset in the quotient group. If b' is another element of 
B with f3(b') = c, then b - b' E kernel 13 = image ex, so there exists an a E A 
with ex(a) = b - b'. Then note that 

{b®d} - {b'®d} = {(b - b')®d} 

= {ex(a) ® d} 

= {(ex ® id)(a ® d)} 

= o. 

This implies that fjJ is independent of the choice of b and so is well defined. 
Since fjJ is also bilinear, there is associated a unique homomorphism 

B®D 
e:C®D..... . 

im(ex C8l id) 

On the other hand, (13 ® id) is zero on the image of (ex C8l id) so we have a 
homomorphism 

13 ® id: B C8l D/im(ex ® id) ..... C ® D. 

It is evident that 13 C8l id and e are inverses. This isomorphism establishes the 
desired exactness. D 

Note: If we had added a zero to the left of A in Proposition 3.5, the corre­
sponding conclusion would not have been true. That is, in general, tensoring 
with D does not preserve monomorphisms. For example, let tt: Z ..... Z be 
given by tt(n) = 2n, so that tt is a monomorphism. However 

tt ® id: Z ® Z2 ..... Z ® Z2 

is zero because (tt ® id)(1 ® 1) = (2 ® 1) = 1 ® 2 = O. For this reason we say 
that tensoring with D is a right exact functor. In trying to measure the extent 
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to which this fails to be left exact, we introduce a useful idea which will be 
employed in later results. 

Recall that every abelian group A is the homomorphic image of a free 
abelian group and denote by F the free abelian group generated by the 
elements of A. Then let n: F --+ A be the natural epimorphism. If R s; F is the 
kernel of n, then R must be a free abelian group since it is a subgroup of F. 
(The proof that any subgroup of a free abelian group is free is definitely 
nontrivial. See Spanier's book for a proof of this fact.) 

Thus, there is a short exact sequence 

o --+ R ~ F ~ A --+ O. 

This is an example of a Iree resolution of the group A. In general, a free 
resolution of an abelian group A is a short exact sequence 

j r 
0--+ G1 --+ Go --+ A --+ 0 

in which both G1 and Go are free abelian groups. Given a free resolution of A 
and an abelian group D we know by Proposition 3.5 that exactness holds in 

i®id r®id 
G1 @ D -----+ Go @ D -----+ A @ D --+ O. 

Then define Tor(A, D) = kernel(j ® id). In a sense, this measures the extent 
to which j ® id fails to be a monomorphism. 

EXERCISE 1. (a) Compute Tor(Zp, Zq) for any integers p and q. 
(b) Show that if A is free abelian, Tor(B, A) = 0 for any abelian group B. 
(c) Show Tor(A, B) is independent of the resolution chosen for A. 

EXERCISE 2. Show that for any abelian groups A and B, 

Tor(A, B) ~ Tor(B, A). 

Suppose that e = {en, a} is a free chain complex. That is, each en is a free 
abelian group. For any abelian group G define a new chain complex e @ G 
by 

e @ G = {en @ G, a @ id}. 

It is evident that (a @ id) 0 (a ® id) = O. 
Iff: e --+ C' is a chain map, the associated homomorphism 

I ® id: e @ G --+ C' ® G 

has 

(f@ id) 0 (a ® id) = loa @ id = a' 0 I ® id = (a' ® id) 0 (f @ id) 

so that I @ id is also a chain map. Suppose T is a chain homotopy between 
chain maps 10 and 11, that is, 

a'T+ Ta =11-10' 
Then 
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(0' ® id)(T ® id) + (T ® id)(o ® id) = o'T ® id + To ® id 

= (0'T + To) ® id 

= (f1 - fo) ® id 

= f1 ® id - fo ® id. 
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Hence, T ® id is a chain homotopy between the chain maps f1 ® id and 
fo ® id. 

Now fix the abelian group G. For each pair of spaces (X, A) we may use the 
free chain complex S*(X, A) to construct a new chain complex S*(X, A) ® G. 
This chain complex, denoted S*(X, A; G), is the singular chain complex of 
(X, A) with coefficients in G. Since there is a natural isomorphism 

S*(X, A) ® Z :::::: S*(X, A), 

we refer to S*(X, A) as the singular chain complex with integral coefficients. 
The homology of S*(X, A; G) is denoted by H*(X, A; G). Note that if 
f: (X, A) --> (X', A') is a map of pairs, it follows from the preceding comments 
that there is an induced homomorphism 

f*: H*(X, A; G) --> H*(X', A'; G). 

In some applications it is desirable to have additional structures on these 
homology groups. For example suppose that R is an associative ring and G 
is a right R-module. Then Sn(X, A; G) may easily be given the structure of a 
right R-module in such a way that the boundary operators and induced 
homomorphisms are all homomorphisms of R-modules. In particular, if R is 
a field, then each Hn(X, A; G) is a vector space over R. Note that for any R we 
know that R is a free module over itself, so that Sn(X, A; R) is the free R­
module generated by the singular n-simplices of X mod A. 

Suppose that (X, A, B) is a triple of spaces. We have observed previously 
that there is a short exact sequence of chain maps 

0--> S*(A, B) --> S*(X, B) --> S*(X, A) --> O. 

Since each chain complex is free, it follows from Exercises 1 and 2 that the 
exactness is preserved when we tensor throughout with G. Thus 

0--> S*(A, B; G) --> S*(X, B; G) --> S*(X, A; G) --> 0 

is a short exact sequence of chain complexes and chain maps. There results 
the long exact sequence of the triple (X, A, B) for homology with coefficients 
in G. 

As in the case of integral coefficients it is easy to show that 

for n = 0 

otherwise. 

Returning to the general case of a free chain complex C, we now consider 
the problem of relating the homology of C ® G to the homology of C. For 
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example, suppose that x E Cn such that px is a boundary for some integer p. 
Since C is free, this implies that x must be a cycle, so x represents a homology 
class of order p. Let b E Cn+1 with ob = px. Note that b is not a cycle unless 
x = O. If we now tensor C with G = Zp, the element b ® 1 in Cn+1 ® Zp has 

(o®id)(b® 1) = ob® 1 = px® 1 = x®p = O. 

Thus, b ® 1 is a cycle in Cn+! ® Zp, where b had not been a cycle previously. 
In this way we see how torsion common to Hn(C) and G produces new 
homology classes in H n +1 (C ® G). 

Before proceeding we note the easily proved algebraic fact that if f: G -> G' 
and g: G' -> G are homomorphisms of abelian groups with go f = identity, 
then 

G' = im fEB ker g. 

As usual we denote by Bn c;: Zn c;: Cn the subgroups of boundaries and 
cycles, respectively. If C is a free chain complex, then each Bn and Zn will be a 
free abelian group. Fix an abelian group G and consider the short exact 
sequence 

iJ 
0-> Zn -> Cn +- __ 1.. Bn - 1 -> O. 

y 

First note that since Bn- 1 is free, the sequence splits. That is, if {Xi} is a basis 
for Bn - 1 , for each i there exists an element C i E Cn with oCi = Xi' Define y(xJ = 

Ci and note that y extends uniquely to a homomorphism which splits the 
sequence. 

Now since Bn- 1 is free, Tor(Bn_ 1 , G) = 0 and the short exact sequence is 
preserved when tensored with G, 

o@id 
0-> Zn ® G -> Cn ® G +- __ 1.. Bn - 1 ® G -> O. 

y@id 

This sequence is also split by the homomorphism y ® id. 
On the other hand, the short exact sequence 

i 
0-> Bn -> Zn -> Hn(C) -> 0 

is a free resolution of Hn(C); hence, it yields the exact sequence 
g i@id 

0-> Tor(Hn(C), G) -> Bn ® G ---+ Zn ® G -> Hn(C) ® G -> O. 

We want to compute the homology of C ® G, given by kernel 0 ® idj 
image (\ ® id in the following diagram: 

Zn-l ® G 
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Note that by the above remarks both i @ id and k @ id are monomorphisms 
and 03 @ id is an epimorphism. Thus, kernel 0 @ id = kernel O2 @ id and 
image 01 @ id may be identified with image j @ id. 

Now consider the groups and homomorphisms 
9 j0id 

0--> Tor(Hn- 1 (C), G) --> Bn- 1 @ G --------+ Zn-l ® G --> H n- 1 (e) ® G --> 0 

"'.;'1; ,®;. 

en®G 

where the horizontal row is exact. As we have observed, the cycle group in 
en @ G is the kernel of (j @ id) 0 (03 ® id). Since 03 @ id is an epimorphism 
and kernelj @ id = image g, we have 

ker(j @ id) 0 (03 @ id) = (03 @ idrl(g(Tor(Hn_l (e), G))). 

Thus, there are homomorphisms 
i13®id 

(03@id)-l g(Tor(Hn _ 1 (e),G)) ( I g(Tor(Hn - 1 (C),G)) 
r0id 

for which the composition (03 @ id) 0 (y ® id) is the identity. Combining 
these observations we have the cycle group expressed as a direct sum 

ker(j @ id) 0 (03 ® id) = ker(03 ® id) EB (y @ id)g(Tor(Hn _ 1 (e), G)). 

Note that'the first direct summand may be identified with Zn ® G, while in 
the second, both g and y @ id are monomorphisms. Thus, we may identify the 
groups of cycles in en @ G with the direct sum 

Zn @ G EB Tor(Hn_1 (e), G). 

Furthermore, the group of boundaries, which has been identified with the 
image of 

Bn @ G --> Zn ® G, 

is contained entirely in the first summand. 
Finally, recalling the exactness of 

Bn @ G --> Zn @ G --> Hn( e) @ G --> 0, 

we conclude that the homology of the chain complex e @ G is given by 
Hn(e ® G) ~ Hn(C) @ G EEl Tor(Hn- 1 (e), G). This completes the proof of the 
universal coefficient theorem: 

3.6 Theorem. If e is a free chain complex and G is an abelian group, then 

Hn(e @ G) ~ Hn(e) @ G EB Tor(Hn_1 (C), G). 

3.7 Corollary. For any pair of spaces (X, A), 

o 

Hn(X, A; G) ~ Hn(X, A) ® G EB Tor(Hn_1 (X, A), G). 0 
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EXAMPLE. Recall that the integral homology groups of real projective space 
are given by 

H,(~P(n)) " {~, 
for k = 0 or for k odd and = n 
for k odd, 0 < k < n 
otherwise. 

Applying Corollary 3.7 to compute H*(IRP(n); Z2) we first note that 
Tor(Z2, Z2) ~ Z2 and Tor(Z, Z2) = 0 were results from an earlier exercise. 
We are thus able to conclude that 

for 0::;; k ::;; n 

otherwise, 

where Hk(IRP(n); Z2) results from Hk(IRP(n)) ® Z2 for k = 0 or for k odd, 
o < k ::;; n, and Hk(IRP(n); Z2) results from two-torsion in Hk- 1 (IRP(n)) for k 
even 0 < k ::;; n. 

We are now in a position to characterize singular homology in terms of a 
set of axioms. Each of these axioms has been established previously as an 
intrinsic property of singular homology theory. Our main purpose here is 
to show that when restricted to a suitable category of spaces and maps, 
these axioms uniquely determine a homology theory. The formulation of the 
axioms and the proof of the uniqueness are due to Eilenberg and Steenrod 
[1952]. 

Suppose Yf is a function assigning to each pair of spaces (X, A) and integer 
n an abelian group JIt,,(X,A), and to each map of pairs f:(X,A)-4(Y,B) 
a homomorphism f*: JIt,,(X, A) -4 JIt,,(Y, B). Suppose further that for each n 
there is a homomorphism 0: JIt,,(X, A) -4 JIt,,-l (A). This operation gives a 
homology theory if the following axioms are satisfied: 

(1) if id: (X, A) -4 (X, A) is the identity map, then 

id*: JIt,,(X, A) -4 JIt,,(X, A) 

is the identity homomorphism; 
(2) iff: (X, A) -4 (X', A'), g: (X', A') -4 (X", A") are maps of pairs, then 

(g 0 f)* = g* 0 f*; 

(3) iff: (X, A) -4 (Y, B) is a map of pairs, then 

00 f* = (fIA)* 0 0; 

(4) if i: (A, 0) -4 (X, 0) and j: (X, 0) -4 (X, A) are inclusion maps, then the 
following sequence is exact: 

ii i. j. i 
•.. -4 JIt,,(A) -4 JIt,,(X) -4 JIt,,(X, A) -4 JIt,,-l (A) -4 ... ; 

(5) if f, g: (X, A) -4 (Y, B) are homotopic as maps of pairs, then f* = g* as 
homomorphisms; 
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(6) if (X, A) is a pair and U s:: A has [j s:: Int A, then the inclusion map 
i: (X - U, A - U) -+ (X, A) has i*: £,,(X - U, A - U) -+ £,,(X, A) an 
isomorphism; 

(7) £,,(pt) = 0 for n -# 0 [£o(pt) is called the coefficient group]. 

3.8 Theorem (Existence). Given any abelian group G, there exists a homology 
theory with coefficient group G. 

Proof. Let £,,(X, A) = Hn(X, A; G), singular homology with coefficients in G. 
Then each of the axioms has been proved previously. 0 

3.9 Theorem (Uniqueness). On the category of finite CW pairs and maps of 
pairs, homology theories are determined, up to isomorphism, by their coefficient 
groups. That is, if £* and £~ are homology theories and h: £* -+ £~ is a 
natural transformation (that is, it commutes with induced homomorphisms and 
boundary operators) such that h: £o(pt) -+ £o(pt) is an isomorphism, then h: 
.Y{t,(X, A) -+ £;(X, A) is an isomorphism for each integer n and each finite CW 
pair (X, A). 

Proof First note that the proofs of Theorems 2.14 and 2.16 (the relative 
homeomorphism theorem) only require that singular homology theory sat­
isfy these axioms. So the analogs of these results will hold for any homology 
theory. 

Denote the zero-sphere SO as the union of two points SO = xu y, and 
consider the diagram 

~(y) ~(xu y,x) 

j. j. 
which commutes by the naturality of h. The horizontal maps are excision 
maps, so both horizontal homomorphisms are isomorphisms by Axiom 6. 
Since the first vertical homomorphism is an isomorphism by the hypothesis, 
we conclude that 

h: ~(SO, x) -+ £;(SO, x) 

is an isomorphism for each k. Now consider the diagram 

~+I(SO,X) ~ ~(x) -----> ~(SO) -----> ~(SO,x) -----> ~-I(X) 

+ + ). + ,). 
£;+1 (SO, x) ~ £;(x) -----> £;(SO) -----> £;(SO, x) -----> £;-1 (x) 

where the rows are exact by Axiom 4. By the five lemma (Exercise 4, Chapter 
2), h: ~(SO) --> £;(SO) is an isomorphism. 
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We now prove inductively that h is an isomorphism for spheres of all 
dimensions. Suppose h: ~(sn-l) --+ Yt';(S"-l) is an isomorphism, n > O. The 
n-disk D" has the homotopy type of a point, so by using Axiom 5 we have an 
isomorphism h: ~(Dn) --+ Yt';(Dn). In the commutative diagram 

Yt';(Dn, sn-l) ~ Yt';(S", x) 

the horizontal homomorphisms are isomorphisms since they are induced by 
relative homeomorphisms, while the vertical homomorphism on the left is an 
isomorphism by the five lemma (Exercise 4, Chapter 2). So we conclude that 
h: ~(S", x) --+ Yt';(S", x) is an isomorphism, and again apply the five lemma to 
see that h: ~(S") --+ Yt';(sn) is an isomorphism. This completes the inductive 
step. 

We are now ready to prove the theorem by inducting on the number of 
cells in the finite CW complex, X. Of course the conclusion is true if X has 
only one cell, so suppose that h is an isomorphism for all complexes having 
less than m cells. Let X be a finite CW complex containing m cells. If dim 
X = n, pick a specific n-cell of X and denote by A the complement of this top 
dimensional cell. Then A is a subcomplex of X having m - 1 cells and there 
is a relative homeomorphism 

n: (D", S"-l) --+ (X, A). 

In the commutative diagram 

~(Dn,S"-l) ~(X,A) 

+ j. 
Yt';(Dn, S"-l) ~ Yt';(X, A) 

the horizontal homomorphisms are induced by relative homeomorphisms, so 
they are isomorphisms. The first vertical homomorphism is an isomorphism 
by the inductive argument above. Hence 

h: ~(X, A) --+ Yt';(X, A) 

is an isomorphism for each k. Finally, the five lemma together with the induc­
tive hypothesis imply that 

h: ~(X) --+ Yt';(X) 

is an isomorphism. This establishes the theorem for any finite CW complex, 
and the similar result for pairs follows by another application of the five 
lemma. D 



3. The Eilenberg-Steenrod Axioms 77 

Note: During recent years, many theories have been developed which sat­
isfy all of the axioms except Axiom 7. These have been called "generalized 
homology theories" and include stable homotopy, various K-theories, and 
bordism theories. Some of these theories are able to detect invariants which 
cannot be detected by ordinary homology. As a result, problems have been 
solved by these techniques whose solutions in terms of singular homology 
were either extremely difficult or impossible. Certainly any thorough study of 
modern methods in algebraic topology should include a significant segment 
on generalized homology and cohomology theories. 

We now want to introduce singular cohomology theory. If A and G are 
abelian groups, denote by Hom(A, G) the abelian group of homomorphisms 
from A to G, where (f + g)(a) = f(a) + g(a) for each a in A. If c/J: A --> B is a 
homomorphism, there is an induced homomorphism 

c/J#: Hom(B, G) --> Hom(A, G) 

defined by c/J#(f) = f 0 c/J. Note that if Ij;: B --> C is a homomorphism, then 
(Ij; 0 c/J)# = c/J# 0 Ij;#. 

For a chain complex {Cn , o} and an abelian group G, define abelian groups 

C = Hom(Cn , G). 

Then the boundary operator 0: Cn +1 --> Cn has 

and the composition 0# 00# = (0 0 0)# = O. So this resembles a chain com­
plex except that the indices are increased rather than decreased. This leads us 
to define a cochain complex to be a collection of abelian groups and homo­
morphisms {C, b} where b: C --> C+ I and bob = O. The homomorphism 
b is the coboundary operator. 

Note that if {C, b} is a cochain complex and we define Dn = c-n and 
0= b: Dn --> Dn- I , then {Dn'o} becomes a chain complex. So the two notions 
are precisely dual to each other and the use of cochain complexes is mainly a 
convenience. 

The basic definitions for chain complexes may be duplicated for cochain 
complexes. If {C, b} and {Dn, b'} are cochain complexes, a cochain map f of 
degree k is a collection of homomorphisms 

f: cn --> Dn+k 

such that fOb = b' 0 f. Two cochain maps f and g of degree zero are cochain 
homotopic if there is a collection of homomorphisms 

T: cn --> Dn- 1 

such that b'T + Tb = f - g. T is a cochain homotopy. 
Note that if {Cn,o} and {Dn'o'} are chain complexes and f, g: {Cn,o}--> 
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{D", v'} are chain homotopic chain maps, then for any abelian group G the 
cochain maps 

f #, g#: {Hom(D", G), v'#} --+ {Hom(C", G), v#} 

are cochain homotopic. 
Let C = {C, b} be a cochain complex and define Z"( C) = kernel b: C --+ 

C+1 , the group of n-cocycles, and B"(C) = image b: C- l --+ C, the group of 
n-coboundaries. The nth cohomology group of C is then the quotient group 

W(C) = zn(C)jB"(C). 

If A = {A"}, B = {Bn}, and C = {C} are cochain complexes and 

O--+A--+B--+C--+O 

is a short exact sequence of cochain maps of degree zero, then there exists a 
long exact sequence of cohomology groups 

... --+ W(A) --+ WeB) --+ W( C) ~ w+l (A) --+ ... , 

where the connecting homomorphism .1 is defined in a fashion analogous to 
the connecting homomorphism for homology. 

Now let (X, A) be a pair of spaces and G be an abelian group. Define 

S"(X, A; G) = Hom(Sn(X, A), G) 

as the n-dimensional cochain group of (X, A) with coefficients in G. Let 

b: S"(X, A; G) --+ S"+I(X, A; G) 

be given by b = v#. This defines the singular co chain complex of (X, A) 
whose cohomology is the graded group 

H*(X, A; G) 

as the singular cohomology group of (X, A) with coefficients in G. Each of the 
covariant properties of singular homology becomes a contravariant property 
of singular cohomology. In particular, if f: (X, A) --+ (Y, B) is a map of pairs, 
than there is induced a homomorphism 

f*: H*(Y, B; G) --+ H*(X, A; G). 

If g: (Y, B) --+ (W, C) is another map of pairs, then (gf)* = f* 0 g*. 
Let 

be a short exact sequence of abelian groups and homomorphism which is 
split by a homomorphism y: H --+ F. If G is an abelian group and f is a non­
zero element of Hom(K, G), then n#(f) = f 0 n is a nonzero element of 
Hom(H, G) since n is an epimorphism. It is evident that i# 0 n# = (n 0 i)# = 

O. On the other hand, let h: H --+ G be a homomorphism such that i#(h) = 
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hoi = O. Since h is zero on the image of i = kernel of n, h may be factored 
through K. The resulting homomorphism h: K ~ G will have n#(h) = h. 
Th us, the kernel of i # is equal to the image of n # . 

Finally, since y 0 i is the identity on F, (y 0 i)# is the identity on Hom(F, G). 
But this implies that i# is an epimorphism. Therefore, we have completed the 
proof of the following. 

3.10 Proposition. If 0 ~ F -.!... H ~ K ~ 0 is a split exact sequence and G is an 
abelian group, then 

n# i# o ~ Hom(K, G) ~ Hom(H, G) ~ Hom(F, G) ~ 0 

is exact. 

For example, if (X, A) is a pair of spaces, the sequence 

o ~ S*(A) ~ S*(X) ~ S*(X, A) ~ 0 

D 

is split exact since S*(X, A) is a free chain complex. Thus, by Proposition 3.l0 

o ~ S*(X, A; G) ~ S*(X; G) ~ S*(A; G) ~ 0 

is a short exact sequence of cochain complexes and cochain maps. By the 
previous remarks, this produces a long exact sequence in singular cohom­
ology, 

... ~ W(X, A; G) ~ W(X; G) ~ W(A; G) ~ W+1(X, A; G) ~ .... 

It is important to note the necessity of the hypothesis in Proposition 3.10 
that the original sequence be split exact. For example, if i: Z ~ Z is the 
monomorphism given by i(l) = 2, then 

i#: Hom(Z, Z2) ~ Hom(Z, Z2) 

is zero and thus fails to be an epimorphism. The other conclusions of exact­
ness will hold in general since they were established without using the fact 
that the sequence was split. As in the case of the tensor product, this failure 
to preserve short exact sequences may be measured. 

Let E be an abelian group and take a free resolution of E, 

O~R-.!...F~E~O. 

Then for any abelian group G the sequence 
n# i# o ~ Hom(E, G) ~ Hom(F, G) ~ Hom(R, G) 

is exact by the proof of Proposition 3.10. Define 

Ext(E, G) = coker i# = Hom(R, G)/im i#. 

The basic properties of Ext are dual to those of Tor and may be established 
in the following exercises: 
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EXERCISES 3. (a) If E is free abelian, Ext(E, G) = O. 
(b) Ext(E, G) is independent of the choice of the resolution for E. 
(c) Ext(E, G) is contravariant in E and covariant in G; that is, given homomor­

phisms f: E --> E' and h: G --> G' there are induced homomorphisms 1*: Ext(E', G)--> 
Ext(E, G) and h*: Ext(E, G) --> Ext(E, G'). 

(d) If 0 --> A J... B!'... C --> 0 is a short exact sequence, then exactness holds in 
kif! j# 

0--> Hom(C, G) --> Hom(B, G) --> Hom(A, G) --> Ext(C, G) 
k* j* 
--> Ext(B, G) --> Ext(A, G) --> o. 

Since we have defined sn(x, A; G) = Hom(S.(X, A), G), it is useful to adopt 
the following notation: if r/J is in sn(x, A; G) and c is in S.(X, A), then the value 
of r/J on c is the element of G denoted by <rP,c). Note that this pairing is 
bilinear in the sense that 

and 

<r/J,c1 + c2 ) = <r/J,c 1 ) + <r/J,c2 )· 

In particular, for any integer n we have <r/J,nc) = <nrP,c). Thus the pairing 
produces a homomorphism 

sn(x, A; G) ® S.(X, A) --+ G 

for each n. This homomorphism will be studied in more detail in the next 
chapter. 

In this notation the boundary and coboundary operators are adjoint; that is, 

<r/J,oc) = <fJrP,c). 
(In a somewhat different setting this is called the fundamental theorem of 
calculus.) Furthermore, if f: (X, A) --+ (Y, B) is a map of pairs, rP E sn(y, B; G) 
and c E S.(X, A), then 

<r/JJ#(c) = <f#(r/J),c). 
The cochain r/J E S·(X, A; G) is a cocycle if and only if 

<fJr/J,c') =0 forall C'ESn+1(X,A), 

or equivalently, if 

<r/J,oc') = O. 

Thus, r/J is a cocycle if and only if r/J annihilates Bn(X, A). 
On the other hand, suppose that r/J = fJr/J' is a coboundary, where r/J' E 

sn-l(x, A; G). Then 

<r/J,c) = <fJrjJ',c) = <rP',oc) 
so that if rP is a coboundary, then r/J annihilates Zn(X, A). 

Now let x E Hn(x, A; G) be represented by a cocycle r/J and Y E Hn(X, A) be 
represented by a cycle c. Then we define a pairing 

< , ): Hn(x, A; G) ® H.(X, A) --+ G 

by <x,y) = <r/J,c). To see that this is well defined, let rP + fJr/J' and c + oc' be 
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other choices for representatives of x and y. Then 

<1> + o1>',c + ~c') = <1>, c) + <o1>',c + oc') + <1>,oc') 
= <1>, c) + <1>',oc + ooc') + <o1>,c') 
= <1>,c). 
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This pairing is called the Kronecker index and may be viewed as a homo­
morphism 

ex: W(X, A; G) --+ Hom(Hn(X, A), G). 

For example, consider the zero-dimensional cohomology of a space X. 
SO(X; G) = Hom(So(X), G) and So(X) may be identified with the free abelian 
group generated by the points of X. Since any homomorphism defined on 
So(X) is determined by its value on the basis, we may identify SO(X; G) with 
the set of all functions from X to G. 

Of course, BO(X; G) = 0, so the cohomology may be determined by iden­
tifying the group of O-cocycles. Note that 1> will be a O-cocycle if and only 
if <01>, c) = < 1>, oc) = 0 for all c in Sl (X). This will be true if and only 
if 1>((}(1)) = 1>((}(0)) for every path (} in X. Therefore, we have identified 
HO(X; G) = ZO(X; G) with the set of all functions from X to G which are 
constant on the path components of X. From this description we have the 
following. 

3.11 Proposition. If X is a topological space and {Xa}aEA is the decomposition 
of X into its path components, then 

HO(X; G) ~ n G., 
aEA 

the direct product of copies of G, one for each path component of x. 0 

There is a natural embedding of Gin HO(X; G) defined by sending g E G 
into the function from X to G having constant value g. If p is a point and 
n: X --+ p is the map of X to p, then 

n*: HO(p; G) --+ HO(X; G) 

maps HO(p; G) ~ G isomorphically onto this embedded copy of G. As for the 
case of homology we define 

H*(X; G) = H*(X; G)jim n*, 

the reduced cohomology group of X with coefficients in G. 
Essentially all of the results we have established previously for homology 

carryover in dual form to cohomology. For example, we have the following. 

3.12 Theorem. Let (X, A) be a pair of spaces and U ~ A a subset with fJ ~ 
Int A. Then the inclusion map of pairs 

i: (X - U, A - U) --+ (X, A) 

induces an isomorphism 

i*: H*(X, A; G) --+ H*(X - U, A - U; G). 
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Proof We have observed that 

i#: S*(X - U, A - U) --+ S*(X, A) 

induces an isomorphism on homology groups (Theorem 2.11). The following 
exercise implies that i# is a chain homotopy equivalence. Thus, 

i#: S*(X, A; G) --+ S*(X - U, A - U; G) 

is a cochain homotopy equivalence and i* is an isomorphism. o 

EXERCISES 4. Iff: C --> D is a chain map of degree zero between free chain complexes, 
such that f induces an isomorphism of homology groups, then f is a chain homotopy 
equivalence. [Hint: Take the algebraic mapping cone Cf of f (see page 167). Use the 
fact that Cf has trivial homology to construct the homotopies.] 

3.13 Theorem. If f, g: (X, A) --+ (Y, B) are homotopic as maps of pairs, then the 
induced homomorphisms 

f*, g*: H*(Y, B; G) --+ H*(X, A; G) 

are equal. 

Proof We showed in Theorem 2.10 that 

f#, g#: S*(X, A) --+ S*(Y, B) 

are chain homotopic. Therefore 

f #, g#: S*(Y, B; G) --+ S*(X, A; G) 

are cochain homotopic, and it follows that f* = g*. o 
EXERCISES 5. Formulate and prove the Mayer-Vietoris sequence for singular cohom­
ology. 

EXERCISE 6. State the Eilenberg-Steenrod axioms for cohomology and prove the 
uniqueness theorem in the category of finite CW complexes. 

EXAMPLE. We want to compute H*(sn, xo; G). First note that Hk(SO, Xo; G) is 
isomorphic by excision to 

for k = 0 

otherwise. 

As usual (Figure 3.1) we decompose the n-sphere il'to its upper cap E"t. and 
lower cap E"... with Xo E sn-l = E"t. n E".... Let z be a point in the interior of 
E".... 

Note that since the inclusions Xo --+ E"t. and Xo --+ E"... are homotopy equiva­
lences, the relative cohomology groups H*(E"t., Xo; G) and H*(E"..., Xo; G) are 
both zero. Thus, in the exact cohomology sequence of the triple (SM, E"..., xo) 
we have an isomorphism 



3. The Eilenberg-Steenrod Axioms 

Xo 

Figure 3.1 

Hk(sn, E~; G) ~ Hk(sn, xo; G). 

The point z may be excised from the pair (sn, E~) to give an isomorphism 

Hk(sn, E~; G) ~ Hk(sn - z, E~ - z; G). 
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Now the pair (sn - z, E~ - z) may be mapped by a relative homeomorphism 
to the pair (E~, sn-l) so that we have an isomorphism 

Hk(sn - z, E~ - z; G) ::;:: Hk(E~, sn-l; G). 

Finally, the exact sequence of the triple (E~, sn-l, xo) yields an isomor­
phism 

Thus 

Hk(sn, Xo; G) ::;:: Hk- 1 (sn-l, Xo; G), 

which completes the inductive step to prove that 

for k = n 

otherwise. 

All of these similarities between homology and cohomology might lead 
one to ask: why bother? There may be many answers to this question; we 
briefly cite only three: 

(i) When the coefficient group is also a ring, the cohomology of a space may 
be given a natural ring structure. (This is not true for homology groups.) 
This additional algebraic structure gives us another topological invariant. 

(ii) Cohomology theory is the natural setting for "characteristic classes." 
These are particular cohomology classes, arising in the study of fiber 
bundles, which have many applications, particularly to the topology of 
manifolds. 
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(iii) There are "cohomology operations," naturally occurring transforma­
tions in cohomology theory, which have many applications in homotopy 
theory. 

In Chapter 5 we will define the ring structure in (i) while studying the 
relationships between homology and cohomology theory. The topics in (ii) 
and (iii) are more advanced and will not be dealt with here. Perhaps the best 
source for topic (ii) is Milnor [1957]. The original source for topic (iii) is 
Steenrod and Epstein [1962J; see also the book by Mosher and Tangora 
[1968]. 

We close this chapter with an extension of the universal coefficient theo­
rem which establishes the first basic connection between homology and co­
homology groups. 

3.14 Theorem. Given a pair (X, A) of spaces and an abelian group G, there 
exists a split exact sequence 

0--> Ext(Hn_1 (X, A), G) --> W(X, A; G) ~ Hom(Hn(X, A), G) --> O. 

EXERCISE 7. Prove Theorem 3.14. o 
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Covering Spaces 

The concept of a covering space is a valuable source of examples, applica­
tions, and problems, as well as a basis for new ideas. Our analysis begins with 
an exploration of the lifting problem for a map into the base space. When the 
mapping is restricted to be a closed loop, the resulting structure is seen to be 
the fundamental group, and this provides a framework within which the 
lifting properties may be recast in algebraic terms. Continuing with this 
connection, the relations among the covering spaces over a given base are 
expressed in terms of the subgroups of the fundamental group of the base. 
The chapter closes with an examination of the relationship between the fun­
damental group and the first homology group and a discussion of Van 
Kampen's Theorem, a useful computational tool. 

A space X is said to be locally pathwise connected if given any x E X and 
any open set U about x, there exists a path wise connected V with x E Int V 
and V <;; U. Figures 2.4 and 2.6a give examples of spaces that are path wise 
connected but not locally pathwise connected. For the remainder of this 
chapter the spaces considered will all be pathwise connected and locally path­
wise connected, unless it is stated otherwise or apparent from the context. 

If X is a topological space, a covering space of X is a space X and a 
continuous function p: X ~ X such that 

(a) p is onto, and 
(b) given any x E X there is a connected open set U about x sQch that p maps 

each component of p-l(U) homeomorphically onto U. 

X is the total space, p is the covering projection or covering map, X is the 
base space, and U is a fundamental neighborhood of the covering. 

85 
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EXAMPLES. (1) Consider Sl as the complex numbers of modulus one, Sl = 

(z E Cllzl = I}. The function exp: [R;l --> Sl given by exp(t) = e2 1[it forms a 
covering space. Given any x E Sl, a connected open set U about x that is 
properly contained in Sl has p-l(U) a countable disjoint union of open inter­
vals in [R;, each mapped homeomorphically onto U by exp (Figure 4.1). 

(2) Recall from Chapter 2, the equivalence relation x ~ - x on sn gives rise 
to a quotient map n: S" --> [R;P(n). This is a covering space in which a funda­
mental neighborhood U about x in [R;P(n) can be taken to be the image under 
n of an open disk V about a point of n- 1 (x) such that V is contained in an 
open hemisphere of So. Vand - V will then be the two components of n- 1 (U). 

(3) One can view the torus T2 as a quotient of [R;2 under the equivalence 
relation that sets (x, y) ~ (x + m, y + n) for any m, n E Z. The quotient map 

q: [R;2 --> T2 

maps each unit square in the plane onto the torus (Figure 4.2). 
The image of the x-axis under q is homeomorphic to Sl. For intuitive 

purposes we will call this the "horizontal" circle Sh in T2, and the orientation 

c_--+--_=::> S' 

Figure 4.1 

(OJ) (Ll) q 
----l.~ 

(0,0) (1.0) 

Figure 4.2 
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of the x-axis determines a "positive horizontal" direction around T2. Simi­
larly, the image of the y-axis yields a "vertical" circle Sy in the torus and a 
"positive vertical" direction, once q has been specified. If we set L = {(x, y) E 

[R21 x or y E Z} to be the lattice in [R2, then q maps L onto the union of these 
two circles, Sh v S" which intersect in a single point. Both q: [R2 --+ T2 and 
qlL: L --+ Sh V Sy are covering spaces. 

EXERCISE 1. Explain why the following functions are not covering spaces: 

(a) p: [ -1, lJ --> [0, lJ 
(b) h: L --> SI 
(c) q: [R2 - {(O, O)} --> T2, 

by pix) = Ixl 
by h(x,y) = e2ni(x+ y) 

the restriction of q to the punctured plane. 

The strength of a covering space p: X --+ X lies in the facts that X and X 
are locally identical, and the preimages in X of fundamental neighborhoods 
in X are systematically combined to produce the space X. It is clear from the 
examples that the total space and the base space may be significantly differ­
ent in a global sense. 

Now let p: X --+ X be a covering space, and f: Y --+ X be a continuous 
function. A fundamental question that arises in many applications is the 
lifting problem: Does there exists a continuous function g: Y --+ X such that 
pg = f? 

X 

,~,/ " j' 
Y"~X 

The local properties of the covering space provide some hope. Specifically, 
start with y E Y, and consider x = f(y) E X. Let U be a fundamental neigh­
borhood of x, and select a component V of p-l (U) s; X. The continuity of f 
provides an open set W about y with f(W) S; U. Since plv: V --+ U is a 
homeomorphism, the composition 

(plvt1flw: W --+ X 

gives a lift of flw. In other words, there will always be a lifting on some open 
set about any given point of Y. However, the global structure of the spaces 
makes it clear that a lifting over all of Y need not exist. 

EXERCISE 2. (a) Show that the function f: SI --> SI given by f(z) = Z5 cannot be lifted 
to IR in the covering space exp: IR --> SI. 

(b) Show that the inclusion map i: [RP(2) --> IRP(3) cannot be lifted to S3 in the 
covering space n: S3 --> IRP(3). 

(c) Show that the identity map id: Sh v Sy --> Sh V Sy cannot be lifted to L in the 
covering space q: L --> Sh V SV. 



88 Homology Theory 

We now restrict Y to be a closed interval. For this simple case a lifting will 
always exist, and the analysis of the resulting properties wililead us to a new 
algebraic tool for solving topological problems. 

4.1 Proposition. If p: X ---> X is a covering space, and f: [0,1] ---> X is a path in 
X, then there exists a lifting g: [0,1] ---> X for p; i.e., 9 is a continuous function 
and pg = f 

Proof The preceding discussion shows that if z E p-1(f(0)), then there is an 
open set W about {O} and a lift 9 of flw with g(O) = z. Moreover, once z is 
selected, and W is chosen so that its image under f lies in a fundamental 
neighborhood of f(O), this lifting is uniquely determined. 

Define D = {t E [0,1] If: [0, t] ---> X can be lifted to a path in X beginning 
at z}. Since W contains an interval about 0, D is nonempty. D is bounded 
above by 1, so let d E [0, 1] be the least upper bound of D. We will show that 
d E D and, in fact, d = 1. i 

Take a fundamental open set V' about' f(d) in X. Since f is continuous, 
there exists an open set W' about d with f(W') s V'. Furthermore, there is a 
point z' E W' with ° < z' < d and z' E D. The lifting of f: [O,z'] ---> X 
determines a point g(z') in X, and this point in p-1(f(Z')) together with the 
fundamental neighborhood V' permit a lifting of f: [z', d] ---> X. Since these 
liftings agree at z', they may be combined to produce a lifting over the entire 
interval [0, d], establishing that d E D. 

Suppose d < 1. Then using the same W', there would be point z" E W' with 
d < z" < 1. The same argument shows z" E D, and consequently that d is not 
the least upper bound of D, contradicting the original choice of d. Thus d = 1, 
D = [0,1], and the lifting exists. 0 

It is clear from the above argument that once the initial point f(O) is lifted, 
the remainder of the lift is uniquely determined. In fact, a more general 
proposition is true: 

4.2 Proposition. Let p: X ---> X be a covering space, and f: Y ---> X be a continu­
ous function with Y connected. If 9 l' 9 2: Y ---> X are liftings of f with 9 1 (y) = 

g2(Y) for some yin Y, then g1 == g2· 

EXERCISE 3. Prove Proposition 4.2. D 

For a covering space p: X ---> X, fix a point Xo in the base space X, and 
consider paths in X that begin at xo, i.e., functions f: [0, 1] ---> X with f(O) = 

Xo. If Xo is a selected element of p-1(XO)' there is unique lift of f to a path in 
X beginning at .\:0. Note that if the original path f in X is a loop, it need not 
be the case that the lift of f is a loop in X. In fact it is this variation in the 



4. Covering Spaces 89 

/ 
(0.1) / (1,\) 

(0.0) (1,0) 

f 

o 

Figure 4.3 

lifted path that carries information on the loop in the base, and through it, 
the topological properties of the base itself. 

In the previous example (3), q: 1R2 ~ T2, let Xo be the origin in 1R2 and 
Xo = q(xo) in T2. Let f be the loop in T2 that wraps once around the torus 
in the "positive horizontal" direction and twice around the torus in the "posi­
tive vertical" direction. This loop lifts to a path in 1R2 from Xo = (0,0) to (1,2), 
another point in q-I(XO) (Figure 4.3). 

On the other hand, in example (2) consider IRP(2) as SI with a 2-cell at­
tached via a map of degree 2 from aD 2 ~ SI. What is the result of lifting the 
loop in IRP(2) that wraps once around this i-skeleton? 

To understand this question, it helps to specify a pre-image of the i-skele­
ton of IRP(2) under the quotient map S2 ~ IRP(2). One way to express it is as 
a closed semicircle at the equator; the equivalence relation identifies the two 
endpoints to produce the 1-skeleton. While IRP(2) cannot be drawn as an 
imbedded surface in 1R 3 , an open "collar" about the 1-skeleton can be ex­
pressed as a Mobius band M s; IRP(2), with the 1-skeleton along the midline. 
Under the quotient map, M arises from a collar extending above and below 
the semi-circle in S2; the identification of x with - x provides the twist on the 
ends of the collar to produce M (Figure 4.4). 

In the expression of IRP(2) as a 2-cell attached to St, M arises as the image 
of an open collar along the boundary of D2. The map of degree 2 wraps aD 2 

twice around the 1-skeleton, producing the entire band M. From this repre­
sentation, it is clear that a loop traversing the 1-skeleton once lifts in S2 to a 
path from Xo to -xo. Note that if the loop is repeated to produce a loop that 
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wraps twice around the 1-skeleton, then the lift becomes a loop with terminal 
point back at xo. This was not the case in the first example; repeating the 
loop in T2 would lift to a path with endpoint (2,4), etc., and the lifts of succes­
sively composed loops in T2 would never return to Xo = (0,0). 

EXERCISE 4. To prove the next proposition, it will be necessary to use the important 
concept of the Lebesgue number. If Y is a metric space and U is an open covering of 
Y, a Lebesgue number for U is a positive number 11 such that any subset of Y with 
diameter less than 11 is contained in some open set in U. Prove that if Y is a compact 
metric space and U is an open cover of Y, then U admits a Lebesgue number. 

4.3 Proposition. If p; X ~ X is a covering space and F: I x I ~ X is a 
homotopy between paths fo and f1' then for any lift of fo(O) = F(O, 0) to a point 
in X, there is a unique lifting of the homotopy F to a homotopy G: I x I ~ X 
between paths go and g 1 which are lifts of fo and f1; that is, pG = F. 

Proof Using the continuity of F, there is about each (s, t) in I x I an open set 
U whose image under F is contained in a fundamental open set in X. The set 
of all such U forms an open cover of the compact set I x I. Let J1 be a 
Lebesgue number for this covering, and select points ° = to < t 1 < ... < tn = 

1 so that each rectangle [ti' ti+1] x [tj' tj+1] has diameter less than J1. 
Now consider [to,t1] x [to,t 1]. Its image in X under F is contained in a 

fundamental open set. Thus the lift of F(to, to) = F(O,O) to X uniquely 
determines a lifting G on [to,t1] x [to,t 1] into X. The rectangle [to,t1 ] x 
[t l' t 2] likewise is mapped by F into a fundamental open set. Along the edge 
[tOJ1] x {td a lift G has already been defined. There exists a lift of F that 
agrees with G along this edge, and by 1.2, it must be unique. 

Continuing in this manner, G may be extended to [to, t 1] x I, then in the 
same manner to [t 1,(2] x I, always using the previous lifting along one or 
more edges of the small rectangle. The end result is a unique map 

G: I x I ~X 

such that G(O, 0) agrees with the lift of F(O, 0) and pG = F. o 
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Note that if the homotopy F between the paths fo and fl keeps the initial 
and terminal points of the paths fixed, then the same must be true of G in X. 
In particular, for loops at Xo there is the following corollary. 

4.4 Corollary. Let p: X --+ X be a covering space with p(xo) = Xo and f be a 
loop in X at Xo' If g is the lift of f with initial point xo, the terminal point of g 
in p-l (xo) is an invariant of the homotopy class of the loop f, under homotopies 
that keep the endpoints fixed. 0 

This relationship between based homotopy classes of loops at Xo and the 
discrete set p-l(XO) in X is very important. Assuming X is pathwise con­
nected, for any point w in p-l(XO)' there is a path g in X from Xo to w. Then 
pg is a loop at Xo that clearly lifts to g. In other words, the correspondence 

{based homotopy classes of loops at xo} --+ p-l (xo), 

sending the class of f into the terminal point of the lift of f with initial point 
xo, has its image precisely the set of points in p-l(XO) lying in the path 
component containing xO' 

A natural question to ask is whether this correspondence is one-to-one. 
Suppose f and j' are loops at Xo lifting to paths g and g' leading from Xo to 
the same point w in p-l(XO)' Note that if there exists a homotopy G in X from 
g to g', fixing the endpoints of the paths, then pG is a based homotopy 
between f and j', hence f and j' would lie in the same class. So the question 
may be recast: Given two paths in X from Xo to W, does there exist a 
homotopy between them, fixing the endpoints? Spaces that have this prop­
erty for any pair of points are said to be simply connected. In our previous 
examples the answer to this question is affirmative for 

exp: IR --+ SI, 
n: sn --+ IRP(n), if n > 1, and 
q: 1R2 --+ T2. 

However, the restriction of q to the lattice L does not have this property. 
In L there are paths from Xo = (0,0) to (1, 1) that are not homotopic. In other 
words, there are distinct based homotopy classes of loops in Sh v Sv that lift 
to produce the same terminal point in q-l (xo). 

For a simpler example of this phenomenon, consider the covering space 
given by the mapping 

Wq: S1 --+ SI 

where wq(z) = zq, for some positive integer q. Taking q = 3, consider the two 
loops (X and {3 in the base, where (X traverses SI once in a counterclockwise 
direction and {3 traverses SI four times in the same direction. Then (X and {3 
lifted to the same initial point in the total space will produce the same 
endpoints, but the original loops (X and {3 are not homotopic in the base. 

This correspondence also helps in understanding a new algebraic struc-
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ture. In the covering space exp: [R --+ Sl, a loop f traversing Sl once in a 
counterclockwise direction lifts to produce the integer 1 as its terminal point, 
if we choose Xo to be ° E [R. Composing the loop f with itself k times in Sl 
forms a loop that produces the integer k E R Similarly, reversing the direc­
tion along f gives a loop f' that produces - 1 E [R, and the composition of f 
and f' is a loop that produces ° = Xo as its terminal point. 

For the covering space q: [R2 --+ T2, we previously described a loop f in T2 
that lifts to a path in [R2 from Xo = (0,0) to (1,2). Now let g be a loop at Xo 

wrapping once around T2 in the "horizontal" direction, but with the negative 
orientation, and let h be a loop at Xo wrapping twice around T2 in the 
"negative vertical" direction. The loop in T2 produced by traversing f, then 
g, then h lifts to a path in [R2 from (0,0) to (1,2) to (0,2) to (0,0). Since this 
loop in [R2 is homotopic to the constant loop at (0,0), the composed loop in 
T2 must be homotopic to the constant loop at xo. Note that this conclusion 
remains valid if the order of the composition of f, g, and h is changed. 

A final example shows that this commutative relationship is not always the 
case. The restriction of q to the lattice L may be described in the same 
intuitive terms. Let f be a loop in Sh v Sv that wraps once around Sh in the 
positive direction and 9 be a loop that traverses Sv once in the positive 
direction (Figure 4.5). 

The loop in Sh v Sv formed by traversing f first and then 9 lifts in L to a 
path from (0,0) to (1,0) to (1,1), while the path formed by traversing 9 first 
and then f lifts to a path from (0,0) to (0, 1) to (1, 1). These two paths in L are 
not homotopic; consequently, the two composed loops in Sh v Sv are not 
homotopic. 

To summarize these observations and examples, the based homotopy 
classes of loops at Xo in the base space X may be represented by the effect 
each class has on p-l(XO). Composition of loops in X provides a product 
whose effects may be observed, to some degree, on p-l(XO) in X. From the 
last example it is clear that the product operation on homotopy classes of 
loops need not be commutative. 

We now make this structure more formal. Let X be a space and Xo E X. 
The fundamental group or Poincare group n1 (X, xo) is the set of based 

(0.11 (1,1) q 

(0,0) (1.0) 

L 

Figure 4.5 
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homotopy classes of loops at Xo in X, with product structure given by the 
composition of loops. That is, if IX: [0,1] --+ X and p: [0,1] --+ X are loops at 
xo, then <IX) and <P), the respective homotopy classes, are elements of 
Rt(X,Xo). Their product <IX)'<P) is the class in Rt(X,XO) represented by 
IX' p: [0, 1] --+ X where 

{
1X(2t) 

IX' P(t) = P(2t _ 1) 
for ° ~ t ~ 1/2 
for 1/2 ~ t ~ 1. 

Note that IX' P is indeed a loop at Xo. 
To see that <IX)' <P) is well defined, we must show that the homotopy 

class of IY.' P does not vary with the choice of representatives in the classes <IX) 
and <P). SO suppose IY.' ~ IX and P' ~ P are other representatives of (IY.) and 
<P), respectively. Then there exists a based homotopy 

F: [0,1] x [0,1] --+ X 

such that F(t, 0) = lY.(t) and F(t, 1) = 1X'(t). Likewise, there exists a based 
homotopy 

G: [0,1] x [0,1] --+ X 

with G(t,O) = P(t) and G(t, 1) = P'(t). Then define 

H: [0,1] x [0,1] --+ X 

{
F(2t, s) ifO ~ t ~ 1/2 and 

by H(t,s) = . 
G(2t - 1, s) If 1/2 ~ t ~ 1. 

The two definitions agree along the segment t = 1/2, so H is continuous. 
H(t, 0) = IX' P(t) and H(t, 1) = IX' . P'(t). Clearly, H(O, s) = Xo = H(1, s) for all s. 
Sox, P is homotopic to IX'· p', and the product <IX)' <P) = <IX' P) is well 
defined. 

To see that this product is associative, let IX, p, and y be loops based at Xo 
in X. We must show 

Restating this in terms of the representing loops, we must show that (IX' P)· y 
is homotopic to IX' (p. y) as loops based at Xo. Here 

and 

{

1Y.(4t) 

(IX·P)·y(t) = P(4t-l) 

y(2t - 1) 

{ 

IX(2t) 

IX' (p. y)(t) = P(4t - 2) 

y(4t - 3) 

ifO ~ t ~ 1/4 

if 1/4 ~ t ~ 1/2 

if 1/2 ~ t ~ 1 

ifO ~ t ~ 1/2 

if 1/2 ~ t ~ 3/4 

if 3/4 ~ t ~ 1. 
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Formulating a based homotopy between these two loops becomes easier if 
viewed geometrically (Figure 4.6). 

{

(x((4/(S + l))t) 
H(s, t) = f3(4t - s - 1) 

(((4/(2 - s))(t - (s + 2)/4)) 

if s ;:::: 4t - 1 

if 4t - 1 ;:::: s ;:::: 4t - 2 

if4t - 2 ;:::: s. 

Along the segments where the definitions change, the function H takes each 
point into Xo' Consequently, H is continuous and ((X' 13)' y is homotopic to 
(X.(f3.(). 

The identity element of the group n 1 (X, xo) is the class of loops homotopic 
to the constant loop e at x o, that is, e(t) = Xo for 0 :s; t :s; 1. For any element 
<(X) in n 1 (X, xo) there is an inverse «(X) -1, the class represented by iX, where 

iX(t) = !X(1 - t). 

Note that IX is just the loop (X traversed in the opposite direction. To see that 
<iX) = (!X) -1, we must establish based homotopies between !x' iX and e, and 
between iX' (X and e (Figure 4.7). 

s = I ,----------,---.----, 

s = 0 L-_-'--_---.J. ____ ----' 

a 

Figure 4.6 

.\ = I .--------------" 

s = 0 '----------''-----=-------' 
a 

Figure 4.7 
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On [0, IJ x [0, IJ define 

{ 

ex(2t) 

G(s, t) =ex((l - s)/2) 

Ci(2t - 1) 

if s :s;; 1 - 2t 

if s ~ 1 - 2t 

if s :s;; 2t - 1. 

and 

95 

s ~ 2t - 1 

Note that if a value of s is selected and the loop at level s produced by G is 
traced, it will proceed along ex to the point ex((l - s)/2), remain at that point 
until t = (s + 1)/2, and then retrace that portion of ex back to Xo' When s = 0, 
this yields'l.· Ci; when s = 1, this yields e. The verification that Ci' ex is 
homotopic to e is similar. 

If (Y, Yo) is another space with designated basepoint, and f: X -+ Y is a 
continuous function having f(xo) = Yo, then we define 

f*: n l (X,x O)-+n l (Y,yo) 

by f*( (ex») = (f'l.), i.e., the homotopy class represented by the loop at Yo in 
Y given by composing f with the loop ex. If'l.' is another representative of ('l.), 
then a homotopy in X from ex to ex' may be composed with f to produce a 
homotopy in Y from f'l. to fex'. Thus f*( ('l.») is a well defined element of 
n l (Y,yo)' 

4.5 Proposition. If f: (X,xo) -+ (Y,Yo), is a map of pairs, then 

f*: n l (X,x O ) -+ n l (Y,Yo) 

is a homomorphism of groups. 

Proof The verifications above show that n l (X,x O) and n l (Y,yo) are in fact 
groups. For elements ('l.) and (f3) in n l (X,x O ) represented by paths ex and f3, 
it is clear from the definitions that f*( (ex) . (f3») = f*( (ex»)' f*( (f3»). D 

EXAMPLE. Let (ex) be a class in nl(SI, xo), where Xo is chosen to be the point 
(1,0) in SI. Using the covering space exp: IR -+ SI, we lift ex to a path in IR with 
initial point O. The terminal point of this lift is an integer which we denote 
d(ex). Since any loop homotopic to ex must lift to a path with the same terminal 
point, d(ex) depends only on the class of ex in n l (SI, xo). Consequently, d 
defines a function from n 1 (SI, xo) to Z. Note that if the initial point of the lift 
of ex is taken to be the integer k, then the terminal point of the lift will be 
k + d(ex). Consequently, if ex and f3 are loops at X o, then d(ex' f3) = d(ex) + d(f3). 
In other words, we have produced a homomorphism 

d: nl(SI,xo) -+ Z, 

called the degree of the loop. 
For any integer m in Z there is a path y from 0 to m in IR. Projecting this 

path down to the base, I' = exp y is a loop at Xo for which d(y) = m; hence d 
is an epimorphism. On the other hand, let ex and f3 be loops in SI with 
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d(ex) = k = d([3). So the lifts & and iJ are paths in IR with initial point ° and 
terminal point k. Define a function 

H: [0,1] x [0,1] --+ IR 

by H(t,s) = (1 - s)li(t) + siJ(t), ° :s; s :s; l. Since IR is convex, this is well de­
fined and continuous. This homotopy from & (s = 0) to iJ (s = 1) fixes the 
endpoints at 0 and k throughout the deformation. Then exp H is a based 
homotopy from ex to [3. Therefore (IX) = ([3), and d is a monomorphism. 
This completes the proof of the following proposition. 

4.6 Proposition. The degree of a loop defines an isomorphism 

d: reI (Sl, xo) --+ Z. o 

For the next two calculations, we need an important property of maps 
between finite CW complexes: If X is a k-dimensional finite CW complex, A 
is a subcomplex, and f: (X, A) --+ (Y, B) is a map of finite CW pairs, then f is 
relatively homotopic to a map taking X into the k-skeleton of Y. This is a 
consequence of the Cellular Approximation Theorem (Theorem 2.25). 

Now suppose (ex) is an element of reI (sn, X o), n ;:::: 2. If w is a point in the 
interior of an n-cell of sn, the preceding property may be applied to produce 
a representative ex' of (IX) such that w does not lie on the loop IX'. Removing 
w from sn and projecting stereographically from that point identifies {sn - w} 
with IRn. Since IRn is convex, the loop in IRn resulting from IX' may be deformed 
into the constant loop. Translating the homotopy back to {sn - w} estab­
lishes that ex' is homotopically trivial, and (IX) = (e). So the fundamental 
group of sn is trivial for n ;:::: 2. 

Note that this same argument may be used to show that if Ii and iJ are 
paths from Yo to Zo in sn, n ;:::: 2, then Ii is homotopic to iJ via a deformation 
keeping the ends fixed at Yo and zoo This observation may be applied to 
calculate the fundamental group of real projective space. 

Suppose ([3) E reI (IRP(n), xo), represented by the loop [3. Using the 
covenng space 

re: (sn, Yo) --+ (IRP(n), xo) 

we lift [3 to a path iJ in sn with initial point Yo. The terminal point of iJ will be 
either Yo or - Yo, since re- l (xo) = {Yo, - Yo}· Define a function 

(J: re 1 (IRP(n), Xo) --+ Z 2 = {I, -l} by 

{ I if the terminal point of iJ is Yo 
(J( ([3» = -1 if the terminal point of iJ is - Yo. 

For clarity we are writing the group Z2 multiplicatively. As before, the func­
tion (J is a homomorphism, and the existence of a path in sn from Yo to - Yo 
shows (J is an epimorphism. 

Given two loops [3 and y in IRP(n) that lift to paths iJ and y with the same 
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terminal point, the observation above establishes a homotopy from fj to )i in 
sn, and subsequently from f3 to y in IRP(n). Therefore (J is also a mono­
morphism. We now summarize these observations. 

4.7 Proposition. For n ;:::0: 2, 

and 

EXERCISE 5. Use the covering space q: 1R: 2 -> T2 to prove that 

1t 1(T2,X O ) ~ Z x z. 

o 

Some of the results expressed previously in terms of covering spaces may 
now be reformulated in the framework of fundamental groups and induced 
homomorphisms. 

4.8 Proposition. If p: X --+ X is a covering space, then the induced homomor­
phism 

is a monomorphism. 

Proof. Suppose )i is a loop at Xo in X with p*( <)i») trivial in 1C 1 (X, xo). That 
is, there exists a homotopy in X from p)i to the constant loop. By Proposition 
1.3, this homotopy lifts to a homotopy in X between )i and the constant loop 
at xo. Thus <Y) is trivial in 1C 1(X,XO)' and p* is a monomorphism. 0 

4.9 Theorem. If p: X --+ X is a covering space, Y is pathwise connected, and 
f: Y --+ X is a continuous function, then a necessary and sufficient condition 
for the existence of a lift j: Y --+ X is that f*(1C 1 (Y, Yo)) s P*(1C 1 (X, xo)). 

Proof. The necessity of the condition is evident, since the existence of a lift J 
means the following diagram is commutative. 

1C 1(X,XO) 

;/ j" 
1C 1 (Y,Yo) ~ 1C 1(X,XO )' 

Since f* = p*J*, the image of f* is contained in the image of p*. 
Now suppose that f*(1C 1(Y,yo)) s P*(1C 1(X,XO))' and let y be a point of Y. 

Pick a path w in Y with w(O) = Yo and w(l) = y. Then fw is a path in X from 
Xo to f(y). Lift this path in X to a path OJ in X with initial point xo. Define 
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J(y) = w( 1). This is our candidate for a lifting of the map f. As it is defined, it 
is clear that j = pJ (Figure 4.8). 

We must show that the function J is well defined and continuous. First we 
show that the definition of J(y) is not dependent on the choice of the path w. 
Suppose that w' is another path from Yo to y. Then (wT1w is a loop at Yo. 
The image under j* of this loop is a loop f3 at Xo. Thus there is a loop fj at Xo 
with p*( <fj» = <f3), that is, pfj and f3 are homotopic. 

Take a homotopy between these loops in X, and lift the homotopy to X 
with initial point .xo. Since the loop fj is closed, the lift of f3 must also be 
closed. Another way of expressing this is that, the lifts of j(w) and j(w'), 
which begin at xo, must both end at the same point in X. This means that 
w(1) = w'(1), so the image of y under J is well defined. 

To see that J is continuous, let y and w be as above, and take an open set 
U about J(y) in X. Since p is a covering map, we may assume that p maps U 
homeomorphically onto a connected open set p(U). Then j-l(p(U» is an 
open set about y. Y is locally path wise connected, so there is a pathwise 
connected open set V about y contained in j-l(p(U». If z is any other point 
of V, there is a path in V from y to z. Composing this path with w produces 
a path from Yo to z. Since the definition of J(z) does not depend on the choice 
of path from Yo to z, we may use this composition; hence it is clear that 
J(z) E U. This proves that j is continuous, so we have established the exis­
tence of a lifting. D 

This theorem is remarkable in that it describes an algebraic condition that 
is sufficient for the existence of a lifting of f. Practically all of the applications 
we have encountered have involved necessary algebraic conditions for the 
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existence of certain topological features. This theorem is appealing in that it 
not only describes a sufficient condition for the existence of a lift, but also 
provides a concise description of the lift itself. 

EXAMPLE. For any positive integer q, we earlier defined Wq to be the standard 
map of degree q on Sl 

Wq: Sl --+ Sl 

given in complex coordinates by taking Z E Sl into zq. For this covering space 
the image of wq*: 7r 1 (Sl, Xo) --+ 7r1 (Sl, xo) is the subgroup qZ. Consequently, if 
q> 1, no map 

lifts through Wq unless q divides r. In particular, taking r = 1, Wr is the iden­
tity and there is no "cross section" of the map Wq for q > 1, i.e., there is no 
map s: Sl --+ Sl such that wqs = the identity. 

An obvious question that must be considered is how the choice of the 
basepoint Xo in X affects the fundamental group. Clearly, 7r1 (X, xo) can carry 
information only on the path component containing Xo' So assume that X is 
pathwise connected, and let Xl be another point of X. Select a path a in X 
with a(O) = Xo and a(1) = X 1 (Figure 4.9). 

Given a loop {3 based at Xl' we produce a loop at Xo by taking the compo­
sitionx- 1 {3x. Note that if {3 is modified to {3' via a homotopy based at Xl' then 
composing this homotopy with x and X-I as above shows that the loops 
X-I {3' 'Y.. and 'Y..- 1 {3'Y.. are homotopic, based at Xo. The correspondence {3 --+ X-I {3a 
therefore defines a function 

4.10 Proposition. 

(a) ha is an isomorphism of groups. 
(b) If a' is another path from Xo to Xl which is homotopic to a via a homotopy 

fixing the endpoints, then ha = h". 
(c) If a-I is defined by a-1(t) = a(1 - t), then (hot 1 = h,-I. 

Figure 4.9 
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Proof. We prove only that h, is one-to-one, leaving the remaining parts as an 
exercise. Suppose {3 is a l(lop at x I with ha({3) homotopically trivial at xo. So 
there exists a homotopy based at Xo between IX-I {31X and eo, the constant path 
at xo. To see that {3 is homotopic to e l , we modify {3 through several steps. 

First note that as loops at x 1> {3 is homotopic to (lXIX-I ){3(IXIX- I). This com­
position may be reassociated as IX(IX-I {31X)IX- I within the same homotopy class 
at x I' Now apply the homotopy from (IX-I {31X) to eo to show the composition 
is homotopic to O((eo)IX- I. Finally, note that O((eo)IX-1 as a loop at XI is 
homotopic to e I' 

In summary, if h,({3») = 1, then ({3) = 1 in nl(X,x l ). 0 

EXERCISE 6. Prove the remaining parts of Proposition 4.10 (a), (b), and (c). 

We look briefly at an example to see that if a path y from Xo to XI is not 
homotopic to 0(, then hy need not be the same isomorphism as h,. Consider 
X = Sh V Sv with its covering space q: L --+ Sh V Sv' Let X o be the point of 
intersection of the two circles, and let X I be antipodal to Xo on the horizontal 
circle (Figure 4.10). 

Let IX be the horizontal path from Xo to X I which lifts in L to the segment 
from (0,0) to (1/2,0). Let}' be the path from X o that traverses the vertical 
circle once and then follows IX from Xo to XI' lifting in L to the segment from 
(0, 0) to (0, I) to (1/2, 1). 

Now take {3 to be the loop at XI traversing Sh once in the positive direction. 
Note that ha ({3) = 0(-1 {31X, as a loop at xo, lifts in L to a path from (0,0) to 
(1/2,0) to (3/2,0) to (1,0). On the other hand, hy({3) = y-l{3y, as a loop at xo, 
lifts in L to the path from (0,0) to (0, 1) to (1/2, 1) to (3/2, 1) to (1, 1) to (1,0). 

Although these paths in L have the same endpoints, they are not 
homotopic. If h,({3) and h/{3) were homotopic as loops at xo, the homotopy 
between them could be lifted to L. So for this example the isomorphisms ha 
and hy are not the same. 

Note that if we take XI = xo, then h, becomes an inner automorphism of 
n l (X, x o), that is 

((),I) (1,1) q 

(0,0) (\,0) 

s, s, 
L 

Figure 4.10 
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Of course, if 7rl (X, xo) is abelian, then any such isomorphism is the identity. 
Now suppose p: X ...... X is a covering space in which X is pathwise 

connected. The lifting theorem (4.9) was concerned with the image of the 
homomorphism 

p*: 7r 1(X,XO) ...... n1(X,xO)' 

Is this subject to change with the choice of Xo in p-l(XO)? In general the 
answer is yes, but the variation can be precisely characterized. 

4.11 Proposition. If p: X ...... X is a covering space with X path wise connected, 
then as y ranges over the points of p-l(XO), P*(7r 1(X,y)) ranges over all conju­
gates of p*(n1(X,xO) in n1(X,xO)' 

Proof. Let y E p-l(XO) and select a path a in X from Xo to y. Then ('J. = pa is a 
loop at X o, and 

p*(n1(X,y)) = p*(h,,(7r1(X,xo)) 

= h,(p*(n1 (X, x o)) 

shows that p*(ndX,y)) is a conjugate of p*(n1(X,xO)). 
On the other hand, let <,p) E n 1 (X, xo) and consider the conjugate 

<,p)-1(p*(7r1(X,xO))<,p). Lift the loop y/ = rp-l to a path ~ in X with initial 
point xo. Taking y = ~(1), we see that 

p*(n1 (X, y)) = p*(h~(nl (X, x o))) 

= h~(p*(nl (X, x o))) 

= <y/)p*(n1(X,xO))<y/)-1 

= <,p)-lp*(nl(X,xO))<,p). 

So each conjugate of p*(n1(X,xO)) in n1(X,xO) is an image for some choice 
ofy. D 

This result allows us to state the lifting theorem (Proposition 4.9) in a more 
general form: 

4.12 Corollary. If p: X ...... X is a covering space, Y is path wise connected, and 
f: Y ...... X is a continuous function, then a necessary and sufficient condition for 
the existence of a lift j: Y ...... X is that f*(n 1 (Y, Yo)) be contained in some 
conjugate of p*(nl(X,xO))' D 

Note that two choices for y in p-l(XO) may yield the same conjugate in 
n 1 (X, xo). In fact, all y will yield the same conjugate in the case that 
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p*(rrJX, xo)) is normal in rr I (X, xo). In particular, this is the case if rr I (X, xo) 
is abelian. 

From our examples we have seen a family of connected covering spaces 
with base space SI: 

(a) For each positive integer m, the m-fold covering 

wm: SI --+ SI; and 

(b) The exponential map 

exp: IR --+ SI. 

lt is natural to ask how these are related, or, more specifically, when does 
there exist a mapping of covering spaces that preserves the covering relation­
ship? The answer will rely on the lifting theorem, but first we consider the 
more general setting. 

Suppose q: W --+ X and p: i --+ X are covering spaces over the same base 
space X. A homomorphism of covering spaces (or a map of covering spaces) is 
a continuous function f: W --+ i, such that pf(w) = q(w) for every w in WIn 
other words, the following triangle is commutative 

The homomorphism f is an isomorphism if there exists a homomorphism 
h: i --+ W with fh and hf the respective identity maps. 

It will supplement our understanding of covering spaces if we can establish 
how such mappings arise and how they are related to the subgroups of the 
fundamental group of the base, X. For this analysis we will consider only 
covering spaces in which X is pathwise connected. 

4.13 Lemma. If q: W --+ X and p: i --+ X are covering spaces over a path wise 
connected base X, and f: W --+ i is a mapping of covering spaces in which f 
maps W onto i, then f itself is a covering space. 

Proof. Given .x in i, we must produce a fundamental open set for f about X. 
Since both q and p are covering maps, there exist about p(x) fundamental 
open sets VI for q and V2 for p. Let U be the component of VI n V2 contaning 
p(x), and consider p-I(U). Each component of p-I(U) is mapped home om or­
phically onto U via p. let 0 be the component of p-I(U) containing X. 

Now f-I(p-I(U» = q-I(U), and each component of this set is mapped 
homeomorphically onto U via q. Since f is onto, at least one of these compo­
nents must contain a point of f- I (x). By composing homeomorphisms we see 
that each component of f-I(O), i.e., those components of q-I(U) that contain 
a point of f-I(.x), is mapped homeomorphically onto O. Thus f is a covering 
ma~ 0 
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x 

Figure 4.11 

4.14 Lemma. If q: W -> X and p: X -> X are covering spaces over a pathwise 
connected base X in which both Wand X are pathwise connected, then any 
mapping of covering spaces f: W -> X is itself a covering space. 

Proof. By the previous lemma it suffices to show that f is onto. Given x in X, 
select a point w in q-l(p(X)) (Figure 4.11). Since X is path wise connected, 
there is a path ¢J in X from f(w) to x. Projecting this path down into X gives 
a path based at q(w) = p(x). There is a unique lift of this path to W with 
initial point w. Call this path (. Now f( and ¢J are paths in X with initial point 
f(w), projecting via p into the same path in X. By the uniqueness of lifts, f( 
and ¢J must be the same path. Thus x = ¢J(1) = f(((1)) is in the image of f, and 
f is onto. 

We conclude that f: W -> X is a covering space. D 

Note that these two results place significant limitations on the continuous 
maps from W to X that can be homomorphisms of covering spaces. The 
following propositions provide further restrictions, as well as specific con­
ditions for the existence of a homomorphism. 

4.15 Proposition. If q: W -> X and p: X -> X are covering spaces with Wand 
X pathwise connected, and f, g: W -> X are homomorphisms of covering spaces 
for which g(w) = f(w) for some point w in W, then f == g. 

Proof. Since f and g are both "liftings" of q to X, and since W is pathwise 
connected, we may apply Proposition 4.2. In other words, if f and g agree at 
a point, they are identical on W. D 

In the special case that W = X, an isomorphism of the covering space is 
called an automorphism. The following observation is an immediate conse­
quence of Proposition 4.15: 
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4.16 Corollary. If f: X -> X is an automorphism of a pathwise connected 
covering space p: X -> X, and f is not the identity, then f is fixed-point free. 

D 

4.17 Proposition. Let q: TV -> X and p: X -> X be covering spaces with TV 
pathwise connected. If q*(n I Uv, wo)) is contained in a conjugate of 
p*(n l (X, xo)), then there exists a homomorphism f: TV -> X. 

Proof. This follows directly from the Lifting Theorem (4.9). Note that we may 
not be able to require that the homomorphism take Wo into xo· D 

A covering space p: X -> X is regular if, for each closed path \I. in X, either 
all lifts of \I. to X are closed or no lift of \I. is closed. 

EXERCISE 7. (a) Let p: X --> X be a covering space with X pathwise connected. Then 
prove that (X, p) is regular if and only iffor any points x I and x2 in p-I(XO) there is an 
automorphism of(X,p) taking Xl into x2 • 

(b) Show that the covering space p: X --> X, with X pathwise connected, is regular 
ifand only if p*(rrdX,xo)) = p*(rrdX,xd) for every Xo and Xl in p-I(XO)' 

(c) Find an example of a covering space, with X path wise connected, which is not 
regular. 

4.18 Proposition. Let q: TV -> X and p: X -> X be covering spaces with TV 
path wise connected. There is a homomorphism f: TV -> X with f(wo) = Xo if 
and only if q*(nl(lv' wo)) is contained in p*(nl(X,xO))' D 

We can summarize these results in the following theorem: 

4.19 Proposition. Two pathwise connected covering spaces q: TV -> X and p: 
X -> X are isomorphic if and only if for any two points Wo and Xo lying above 
Xo, q*(n I (J¥, wo)) and p*(n l (X, xo)) are conjugate in n I (X, xo). 

Proof. If the image subgroups are conjugate in n I (X, xo), then using Proposi­
tion 4.11, we can change the basepoint in TV to WI so that the images of q* 
and p* are equal. Applying Proposition 4.18, there exist homomorphisms 
f: TV -> X and h: X -> TV with f(w 1 ) = Xo and h(xo) = WI' Now by Corollary 
4.16 each composition must be the respective identity, since hf(w I) = WI and 
fh(xo) = xO' 

Conversely, an isomorphism f: TV -> X implies the images of p* and q* are 
equal for one choice of basepoints. By Proposition 4.11, varying the base­
points within q-l(xo) and p-I(XO) will produce conjugate subgroups as images. 

D 

At this point we have established that isomorphism classes of path wise 
connected covering spaces of (X, x o) give rise to conjugacy classes of sub-
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groups of 7r 1 (X, xo). Furthermore, homomorphisms of path wise connected 
covering spaces (which are themselves covering spaces) correspond to "inclu­
sion" of conjugacy classes, i.e., one conjugacy class is "included" in another if 
each subgroup in the first is contained in some subgoup in the second. 

There is one remaining piece of the puzzle that is more difficult to resolve: 
Given a conjugacy class of subgroups of 7r 1 (X, xo), does there exist a covering 
space p: X --+ X with P*(7r 1 eX, xo)) in this class? We will outline the answer to 
this question; for more details see Massey [1967]. 

The simplest nontrivial case is associated with the conjugacy class of the 
subgroup {1}. That is, since s* is a monomorphism, we seek a pathwise 
connected covering space s: E --+ X with 7r 1 (E,eo) = {I}. Such a covering 
space is called a universal covering space because it exhibits the following 
universal mapping property: For any covering space p: X --+ X, there exists a 
homomorphism f: (E, s) --+ (X, p). This holds for (E, s) since s*(7r 1 (E, eo)) = 

{I} is a subgroup of every image. 
Now suppose 7r 1(E,eo) = {I}, and let U be a fundamental open set about 

Xo and Va component of S-l(U) mapped homeomorphically onto U by s. 
The diagram 

7r 1(V,eO) 

",.+ 
7r 1(U,X O) 

is commutative, where i and j are inclusion maps. Now (slv)* is an 
isomorphism, and 7r 1(E,eo) = {I}, so any nontrivial element of 7r 1(U,XO) 

must be in the kernel ofj*. In other words, any nontrivial loop in U, based at 
X o, must be homotopically trivial in X. A space with this property at each 
point is said to be semilocally simply connected. Put more directly, a space Y 
is semi locally simply connected if for each y in Y there exists an open set V 
about y such that any loop in V, based at y, is homotopic in Y to the constant 
loop at y. 

EXERCISE 8. Find an example of a space Y that is not semilocally simply connected. 

The preceding discussion shows that if X fails to be semilocally simply 
connected, then X will not have a simply connected covering space. How­
ever, there are examples of universal covering spaces, i.e., covering spaces 
with the universal mapping property, in which the total space is not simply 
connected. See Spanier [1966] for a specific example. 

For our purposes we will assume the space X is semilocally simply con­
nected; this is the case for all manifolds and finite CW complexes. So given a 
path wise connected base (X, xo), consider the set of all paths in X with initial 
point Xo' For any point x 1 in X, the paths from Xo to x 1 fall into distinct 
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homotopy classes (with endpoints fixed). The homotopy classes of paths be­
come the points of the space E. Take eo to be the class of the constant loop 
at Xo' The function s: E ---> X assigns to a homotopy class the endpoint Xl 

inX. 
Our assumptions regarding the local properties of X allow a topology to 

be introduced in E so that s is continuous and is, in fact, a covering space. To 
see why E will be simply connected, take a nontrivial loop at Xo in X. This 
represents a homotopy class, hence a point in E lying above xo, but not equal 
to eo. Thus any nontrivial loop at Xo lifts to a nonclosed path in E. Since s* 
is a monomorphism, there can be no nontrivial loops at eo in E. Therefore 
E is simply connected. 

Now suppose s: E--->X has n 1 (E,eo) = {l} and let G be a subgroup of 
n 1 (X, xo). Each element g in G produces, via lifting the path to eo, a point geo 
in S-I(XO)' and consequently an automorphism of E. This action of G on E is 
particularly nice, due to Corollary 4.16 and the properties of E. The quotient 
space E/G admits a map 

r: E/G ---> X 

that is a covering space, and r *(n 1 (E/G, {eo})) is equal to the subgroup G. For 
example, start with a loop :t in G. Lift :t to a path in E from eo to e l' These 
two points are identified in the quotient E/G, and the resulting loop is 
mapped via r * to :t. 

We summarize these observations in the following theorem. Again, for a 
complete proof, see Massey [1967]. 

4.20 Theorem. For a semilocally simply connected space (X, xo) the isomor­
phism classes of path wise connected covering spaces of (X, xo) are in one-to­
one correspondence with the conjugacy classes of subgroups of n 1 (X, xo)· 0 

EXAMPLE. We return to the connected covering spaces of SI. Writing 
n 1 (Sl, Xo) ~ Z multiplicatively with generator e, for each positive integer n 
there is a subgroup nZ = {enklk E Z}. Together with {1}, this is the complete 
set of subgroups of n 1 (Sl, xo), and each is its own conjugacy class. For m > 0, 
wm: Sl ---> SI, the m-fold covering, has 

image(wm') = mZ <:; n 1(Si,x O)' 

Of course, exp* has image {I}. Consequently, as m ranges over all positive 
integers, we produce all isomorphism classes of connected covering spaces of 
Sl. Furthermore, there is a homomorphism of covering spaces 

f: (SI, wm ) ---> (Sl, w K ) 

if and only if k divides m. 

EXERCISE 9. If p: X -> X is a covering space with X path wise connected, define the 
multiplicity of p (or the number ~r sheets of p) to be the cardinality of {p-l(XO)}' Prove 
that the multiplicity of p is the index of p*(ndX,xo)) in ndX,xo). 
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There is a clear relationship between the fundamental group and the first 
singular homology group for a path wise connected space. As we have seen, 
both assign a group to a space and a homomorphism of groups to a continu­
ous map of spaces. Furthermore, homotopic maps are seen to induce the 
same homomorphism. For certain familiar spaces, e.g., spheres, projective 
spaces, and the torus, the fundamental groups are isomorphic to the homology 
groups, so one might begin to believe there is little new information con­
tained in the fundamental group. The first major distinction lies in the obser­
vation that fundamental groups need not be abelian. Indeed, a space as 
simple as the join of two circles readily produced a product of loops that do 
not commute. 

A less obvious distinction lies in the absence of a process in the fundamen­
tal group that is analogous to the subdivision procedure in singular 
homology. While a loop in a space bears a striking resemblance to a singular 
I-simplex, it cannot be subdivided into smaller loops the way a simplex may 
be decomposed into smaller simplices. This difference means we can expect 
no Mayer-Vietoris sequence as an aid to making computations. However, 
there is an analogous theorem for the fundamental group that will be 
discussed later in this chapter. 

For now let us focus attention on the specific connections betwen 11:1 (X, xo) 
and H1(X). Given a loop (1. at Xo in X, we think of rt. as a map of pairs 
(1.: (/, eI) --> (X, x o), where I = [0, I]. Then (1. induces a homomorphism on the 
first relative homology groups 

(1.*: H1 (/, aI) --> H 1 (X, Xo)· 

If eJ denotes a chosen generator for H 1 (/, aI), corresponding to an orientation 
for the interval I, then the element (1.*(eJ) in Hl (X, xo) suggests a function from 
loops at Xo into H1 (X, xo). Note that if (1.' is a loop at x o, based homotopic to 
(1., then (1.* = (1.~ and (1.*(eJ) =(1.~(eJ). 

Thus we have a function 

h: 11: 1 (X,X O)--> Hl(X,xO ) 

called the Hurewicz homomorphism. To see that h actually carries the product 
in 11: 1 into the sum in H 1, we return to the level of singular cycles and chains. 
Note that h( «(1.» may be represented by the singular I-simplex rt.: I --> X, a 
relative I-cycle in the pair (X, xo). Similarly, for (fJ) in 11: 1 (X, x o) we think of 
fJ as a relative I-cycle. The product «(1.) (fJ) is assigned by h to the homology 
class represented by the relative I-cycle dictated by rt. on the first half of the 
interval and by fJ on the second half. To establish that this cycle is homolo­
gous to the sum of the cycles representing h( «(1.» and h( < fJ», consider the 
relative singular 2-simplex depicted in Figure 4.12. 

Along the edge from va to VI the value is (rt.) (fJ). The segment, )., from the 
midpoint of this edge to the vertex V2 is mapped into Xo. The edge from Vo to 
[;2 is mapped via rt., suitably parameterized, as is each ray emanating from Vo 
to a point on ) .. Similarly, the edge from V2 to V 1 is mapped via fJ, as is each 
ray starting at a point of }. and ending at V 1 • The resulting singular 2-simplex 
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v, 

has as its boundary a relative I-cycle representing h(rx) <f3») - h(rx»)­
h«f3»). Thus 

h: n 1 (X, xo) -+ Hl (X, xo) 

is a homomorphism of groups. 

4.21 Proposition. The Hurewicz homomorphism 

h: nl(X,xO) -+ Hl(X,xo) 

is an epimorphism with kernel the commutator subgroup of n 1 (X, Xo). 

Proof. To see that h is an epimorphism, suppose r is a relative I-cycle in 
(X, xo). Then r is a finite sum of singular I-simplices 

r= LmirPi 
where or = O. Note that, for each i, arPi is the difference of two O-simplices, i.e., 
the algebraic difference of two points in X. The fact that ar = 0 in the relative 
chain group means the algebraic sum of all points outside of {xo} is zero. 

Consider the set of all O-simplices arising from the relative I-chain r. We 
think of each of these as a point in X. For each O-simplex Yi in this finite set, 
choose a path Wi from Xo to y;- This can be done since X is path wise con­
nected. If Yi happens to be X o, we choose the path to be constant. Call this the 
collection of "vertex paths" from Xo to the I-chain r (Figure 4.13). 

Now suppose rPj is a I-simplex in r, with arPj = Yk - Ym. The composition 
w;/rPjwm is a loop at xo that traverses rPj in the positive direction. Let f3 in 
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7I 1 (X, xo) be the product of all such loops arising from I-simplices in r, taken 
with multiplicity dictated by the coefficients in the associated sum. Let us 
intuitively examine h( (f3». Since ar = 0, each O-simplex outside Xo sums 
algebraically to O. Consequently, the path Wi occurs in f3 the same number of 
times as wi1. Therefore, when viewed as singular 1-simplices, all the vertex 
paths in h( (f3» sum to 0, and the remaining paths produce r. Hence 
h( (f3» = r, and h is an epimorphism. 

To analyze the kernel of h, SLippose rt. is a loop at Xo with h( (rt.» = O. In 
other words, when considered as a relative cycle, rt. is a boundary. So there 
exists a relative 2-chain e = I miC(Ji in X with ae = rt.. As before, we select a 
finite family of "vertex paths" from Xo to the O-simplices of e. Denote the 
O-simplices of e by {tn} and the corresponding vertex paths by {(n} (Figure 
4.14). Suppose aC(Jk = (to,t1> + (t 1,tZ> + (tz,t o> = (10 + (11 + (12. Then 
consider the composition 

)·k = ((01(1Z(Z)((21(11 (d((11(10(0)· 

Note that since this loop arises as the boundary of a 2-simplex, it is 
homotopically trivial. The orientation of aC(Jk dictates a direction along each 
edge, and hence a direction along each bracketed loop in the composition ).k. 

Reversing the orientation of an edge replaces the loop in the composition 
with its inverse. 

Now since ae = rt., one of the loops described above must be rt. itself, with 
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the vertex paths constant at xo' We want to consider the product of all such 
loops produced in ae, and for clarity we assume that the first loop in the 
product is c(. Write the product of the loops from ae in the form 

'11 1]21]3" 'l]pC( 

and note that the composition is trivial in 7r 1 (X, xo). So 
-1 

C( = 1]11]21]3" 'I]p. 

The algebraic sum of the I-simplices other than C( must be 0 since ae = c(. 

Hence each singular I-simplex that occurs is expressed in equal numbers 
with each orientation. This means that I] 11]21]3' . '1] p is a product of loops in 
which a loop and its inverse appear an equal number of times. Consequently, 
1]11]21]3 "'I]p must lie in the commutator subgroup, and so must a. 

Therefore the kernel of h is contained in the commutator subgroup. Con­
versely, since H 1(X,xO) is abelian, the commutator subgroup of7r 1 (X,xo) is 
contained in the kernel of h. 0 

As a final topic in this chapter, we consider the problem of computing the 
fundamental group of the union of two spaces in terms of the fundamental 
groups of each space individually and of their intersection. It has already 
been observed that the lack of a process analogous to simplicial subdivision 
makes this problem more difficult than the same question for homology 
groups. However, the approach we use does involve decomposing a loop into 
segments contained in one subspace or the other. 

So let X = X 1 V X 2 be the union of two open sets with XI' X 2 and X 0 = 

XI n X 2 all nonempty and pathwise connected, with Xo E XI n X 2' The in­
clusion maps of subspaces give rise to the following commutative diagram 

7r j (X o,Xo) 
it * 7r j (X j ,xo) -

(4.22) j'" jJ" 
7r j (X 2 ,XO) 

j2* 
7rl(X,XO) . -

The first step is to show that 7r1 (X, xo) satisfies a "universal mapping" 
property with respect to diagrams of this type. 

4.23 Proposition. If G is a group and kl and k2 are homomorphisms so that the 
following diagram is commutative 

(4.24) 
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Figure 4.15 

then there exists a unique homomorphism 

/1: RI(X,XO) -> G 

such that /1jl* = kl and /1j2* = k 2· 

111 

Proof. Let a be a loop in X at Xo. Since X I and X 2 are open, we can find a 
finite set of points Xo = Yo, YI, ... , Ym = Xo along a with the property that 
each Yj lies in X 0 and the segment 'j+1 from Yj to Yj+1 lies in either X I or X 2' 

F or each point Yj select a path {3j in X 0 = X I n X 2 from Xo to Yj (Figure 4.15). 
Note that for each integer i, 0 < i < m, there is a loop at Xo given by 

traversing {3j-1 from Xo to Yj_l, 'j from Yj_1 to Yi, and then {3i l from Yi back 
to Xo' Call this loop 8j = {3i l 'j{3;-I' It is clear that 8j lies entirely within either 
X I or X 2, hence 8 j represents an element of the respective fundamental 
group. 

Define a function 

/1: RI (X, x o) -> G 

by /1(a) = k*(8 1)· k*(8 z )'" k*(8m ), where it is understood that k* means either 
kl or k z depending on whether 8; lies within XI or X 2 . Note that there is 
some potential ambiguity if 8 j lies in both X I and X z, but this means 8 j 
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arises from X 0, and the commutativity of (4.24) implies that, in this case, both 
choices yield the same result. 

Although our intuition strongly supports this definition of /1, there are 
several questions that must be resolved: 

(I) Is this definition of fl independent of the choices of the points Yi and the 
paths f3i? 

(2) If a and a' are homotopic loops, is fl(lX} = /1(IX')? 
(3) Is fl a homomorphism? Does /1jl* = kl and fljz* = k2? 
(4) Is /1 unique with regard to these properties? 

First consider a single point Yi along IX, and suppose another path )1; is 
chosen in Xo from Xo to Yi (Figure 4.16). Note that 

k*(f3i Lr if3i -I) = k* (f3il.'/;,yi l T if3i -d = k*(f3i ly;). k* (Yi I Ti f3i -I)· 

On the other hand 

k*(f3i';l Ti+1 f3J = k*(f3i';l Ti+1 YiYi lf3i} = k*(f3i';l Ti+1 yJ. k*(yi 1 f3J 

= k*(f3i';l T i +1 yJ. [k*(f3i 1Yi)]-I. 

Since f3i lYi is a loop in X 0 and since the diagram (4.24) commutes, the 
value of k* on this loop will be the same, whether k* is kl or kz. Thus 

k*(f3i';l Ti +1 f3J . k*(f3i l T if3i -I) = k* (f3i';l Ti +1 y;) . k* (yilT if3i -I)· 

SO the product will not change when Yi is used in place of f3i. Repeating this 
argument at each Yi shows that the product defining fl{lX) is independent of 
the choice of the paths f3i. 

To see that fl is independent of the choice of the points Yi, consider once 
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again the loop f3i1rJ3i- 1. Suppose another point Z E Xo is added along r i, 
separating r i into lfJi and lfJi-l, and tP is a path in X 0 from Xo to Z (Figure 4.17). 

Note that if f3i1rif3i-l lies in Xi' then f3i 1 lfJitP and r 1lfJi-lf3i-l are both 
contained in Xi' and 

k*(f3i 1 lfJitP)· k*(r1lfJi-lf3i-l) = k*(f3i 1 lfJitPr 1 lfJi-lf3i-d = k*(f3i1rif3i-d. 

Thus adding an additional point to the set of {y;} does not change the 
value of J.L(oc}. More generally, adding a finite number of points to the set, i.e., 
refining the {Yi}' leads to the same result. Now given two distinct sets of 
choices for the points {Y;}, we can consider the mesh of the two sets, 
producing a refinement of both. The corresponding definitions of J.L(oc) must 
agree since they are both equal to the value computed using the refinement. 
Therefore the definition of J.L(oc) is independent of the choice of the points {Yi}. 

Suppose oc' is a loop at Xo homotopic to oc. 
If F: [0,1] x [0,1] -+ X is a homotopy between oc and oc', we can subdivide 

the unit square so that each small rectangle is mapped by F into either X 1 or 
X 2 (Figure 4.18). Proceeding one small rectangle at a time, we deform oc into 
oc' through a finite sequence of paths such that each step involves a homotopy 
in which the only change occurs within either Xl or X 2. For such a restricted 
deformation, the points {y;} may be chosen so that the value of J.L is unchanged. 
Hence J.L(oc) = J.L(oc'), and J.L is well defined on 7rl (X, xo). 

It is clear that J.Ljl* = kl and J.Lj2* = k2• The verification that J.L is a homo­
morphism of groups and that J.L is unique with regard to these properties is 
left as an exercise. 0 
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Figure 4.18 

This result should be put in more conventional terms. Given a category C 
and a diagram 

(4.25) 

B 

of objects and morphisms, a solution is an object D and morphisms rand s 
making the following diagram commute 

C~A 

ij 'j 
B~D. 

A pushout of (4.25) is a solution with the universal mapping property de­
scribed in Proposition 4.23. In other words, it is a solution that admits a 
unique, compatible morphism to any other solution. 

EXAMPLES. (I) In the category of topological spaces and continuous functions, 
a space X written as the union of two open subsets X I and X 2 will produce 
a diagram of inclusion maps 

X I (lX 2 ~ Xl 

lj 

whose pushout is X I U X 2. 

(2) Similarly, if Y is a space and f: sn-l -> Y is a map, the pushout of the 
diagram 
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Y 

is the space YUf Dn = lJ. 

i 
~Dn 
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(3) In the category of groups and homomorphisms, for any groups A and 
B there is a diagram 

{l} ~ A 

j 
B 

The pushout of this diagram is called the free product of A and B, written 
A * B. One must establish the existence of such a group and of the homo­
morphisms A -+ A * Band B -+ A * B. An element of A * B can be thought of 
as a word (gl' g2' ... ' gm) in A and B, a finite sequence of elements, alternating 
from one group or the other, with no gi equal to the identity. The product is 
defined by juxtaposition followed by coalescence, when appropriate. The 
identity element in A * B is the empty word. With this characterization the 
homomorphism r assigns an element a E A to the word (a), likewise for the 
homomorphism s. 

More generally, if 

B 

is a diagram of groups and homomorphisms, there exists a pushout G which 
is the amalgamated free product (A * B)/H, where H is the normal subgroup 
of A * B generated by the elements (i(c), [j(C)]-l), where c E C. For details see 
Gray [1973J, Massey [1967J, or Spanier [1966]. Note that this characteriza­
tion of A * B and its amalgamation tracks closely the argument used in prov­
ing Proposition 4.23. 

These observations, together with Proposition 4.23, provide a basic tool 
for computing fundamental groups. 

4.26 Van Kampen Theorem. If X = Xl U X 2 is written as the union of two 
pathwise connected open sets with Xl n X 2 pathwise connected, then 
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where H is the normal subgroup generated by the words (il.(a), [i 2 .(a)] -I) for 
a in R1(X 1 n X 2,XO). 

Proof. Within a given category, once a pushout is shown to exist, it will be 
unique up to isomorphism. This is a direct result of the existence and 
uniqueness of a compatible morphism from a pushout to any solution. 

The conclusion of Proposition 4.23 may be restated in this setting: A 
pushout of the diagram 

RI (X 2' Xo) 

is RI(X,XO). Applying the observations in the preceding discussion, this must 
be isomorphic to the amalgamated free product of RI (X I' xo) and Rl (X 2, Xo). 

o 

4.27 Corollary. If X = XI U X 2 is the union of pathwise connected open sets 
and XI n X 2 is both pathwise connected and simply connected, then 

o 

EXAMPLES. (1) Let X = Sh V Sy be the join of two circles with common point 
X o, and let X 1 and X 2 be Sy and Sh, each expanded to include a connected 
open set about Xo in the other circle (Figure 4.19). Then XI n X 2 is con­
tractible, and (4.27) may be applied to conclude 

Rl(X,XO):::::: R1(S"XO)*R1(Sh,XO) 

::::::Z*Z, 

the free group on two letters. Denote these generating elements by a and b. 
(2) Write the torus T2 as Xl U X 2 where Xl is an open disk on T2 and X 2 

is the complement of a smaller closed disk D s;;; X 1 (Figure 4.20). Then 
R 1 (X I' xo) :::::: {1}, and Xl n X 2 has the homotopy type of a circle. Suppose a 
is a loop in Xl n X 2 generating its fundamental group. 

s, x, 

x, 

Figure 4.19 
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The space X 2 may be retracted onto Sh v Sv (Figure 4.21). Note that the 
deformation of X 2 onto Sh v Sv carries the generating loop IY. onto the prod­
uct aba- 1b- 1 in n 1(X 2 ,xO)' Thus in the isomorphism 

n 1(X I'XO) * n 1(X 2'XO) 
nl(X,xO) ~ H 

the resulting group is 

where H is the normal subgroup generated by aba- 1b-1• Note that 

(aba- 1 b -1 )ba = ab, 

in fact H is precisely the commutator subgroup of Z * Z. Consequently, 

ndX,xo) ~ Z EEl Z 

as we determined previously. 
(3) Write IRP(2) as SI uJ D 2 , where f: Sl --+ Sl is a map of degree 2. Let Xl 

be the interior of D2, and let X 2 be the complement in IRP(2) of the center of 
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D2 (Figure 4.22). Then X 1 is contractible, and X 2 retracts onto SI; a 
generating loop f3 in XI n X 2 is wrapped twice around SI during this retrac­
tion. Hence 7r I (IRP(2), xo) ~ ({ l} * Z)/ H where H is generated by the square 
of the generator of the fundamental group of SI. Therefore 7r1(IRP(2),xo) is 
cyclic of order 2. 

EXERCISE 10. Determine the fundamental group of the Klein Bottle. 

EXERCISE 11. Describe the universal covering space of the Klein Bottle. 

EXERCISE 12. For any positive integer k, find a topological space whose fundamental 
group is cyclic of order k. 

EXERCISE 13. Determine the fundamental group of CP(n) for each n :::: 1. 

EXERCISE 14. If n > 1, prove that any continuous function g: sn ---> Sl is homotopically 
trivial. 

EXERCISE 15. Suppose X is a finite CW complex with no cells of dimension 1. What 
can you say about the fundamental group of X? 

EXERCISE 16. If X is a finite CW complex of dimension k > 2, with one O-cell, one 
I-cell, and no 2-cells, show that ndX,xo) is infinite cyclic. 

EXERCISE 17. A knot is a simple closed curve imbedded in [R3. Two knots KI and K2 
are said to be equivalent if there exists an orientation-preserving homeomorphism 

D' 

S' 

f c __ ::> S'=dD' 

Figure 4.22 

L 

Figure 4.23 
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h: {[R3 - K!} ---> {[R3 - K 1 }. A knot equivalent to an ordinary Euclidean circle in a 
plane in [R3 is said to be unknotted. The group of the knot K is the fundamental group 
of [R3 - K. Clearly, two equivalent knots have isomorphic groups. 

(a) Considering S3 as the one point compactification of [R3, show that for any knot K, 
the inclusion {[R3 - K} c;: {S3 - K} induces an isomorphism of fundamental 
groups. 

(b) Consider S3 as the unit vectors in (;1 ~ [R4, and take K to be the unit circle in the 
complex plane determined by the first coordinate 

K = {(Z!,Zl) E s311z!1 = I}. 

This is, by definition, unknotted. Show that the group of this knot is infinite cyclic. 
This un knotted circle K is the core of a solid torus 

There is an analogous circle 

at the core of the solid torus 

These solid tori intersect in a torus 

T = TK n TL = {(Z!,Zl) E s311z!11 = ~ and IZ111 = 1}. 

It may help to picture T as a standard torus in R 3, with core K the unit circle in the 
(x, y)-plane. In this representation, L would lie along the z-axis (Figure 4.23). Now let 
N be a knot lying on the torus T that traverses m times in the horizontal (K) direction 
and n times in the vertical (L) direction. This is a torus knot of type (m, n). 

(c) Use Van Kampen's Theorem to show that the group of this knot is isomorphic to 
(Z * Z)/ H, where H is the normal subgroup generated by (am, bn ), a and b the 
generators arising from K and L. 



CHAPTER 5 

Products 

In this chapter we introduce the theory of products in homology and 
cohomology. Following the Kiinneth formula for free chain complexes, we 
state and prove the acyclic model theorem. This is applied to establish the 
Eilenberg-Zilber theorem and the resulting external products in homology 
and cohomology. When the coefficient group is a ring R, it is shown that the 
cohomology external product may be refined to the cup product, giving the 
cohomology group the structure of an R-algebra. This structure is computed 
for the torus by introducing the Alexander-Whitney diagonal approxima­
tion. Also, a cup product definition of the Hopf invariant is given. Finally, the 
cap product between homology and cohomology is defined in anticipation of 
Chapter 6. 

Suppose that C = {Cn, 8} and D = {Dn, 8} are chain complex. In Chapter 3 
we discussed the formation of a new chain complex by tensoring a given 
chain complex with an abelian group. We now want to generalize this to give 
a procedure for tensoring two chain complexes to form a new chain complex. 

Define a chain complex C ® D by setting 

(C ® D)n = L Ck ® Dn- k • 
k 

The boundary operator on a direct summand 

8: Cp ® Dq -+ Cp-l ® Dq EB Cp ® Dq- 1 

is given by the formula 

8(c ® d) = 8c ® d + ( -!)pc ® ad. 

To check that this gives a chain complex, note that 

120 
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o(c(c @ d)) = o(oc @ d + (-!)pc @ od) 

= ooc @ d + (_!)P-10C @ od + (-lYoc @ od 

+ (-l)2 p (C @ ood) 

= o. 
Since the elements (c @ d) generate C @ D, it follows that 0 0 0 = O. 
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Note that if f: C -> C' and g: D -> D' are chain maps between chain com­
plexes, there is an associated chain map 

f@g:C@D->C'@D' 

characterized by f @ g(c @ d) = f(c) @ g(d). 
Now suppose that C is a free chain complex. The exact sequence 

a " 0-> Zn( C) -> Cn --> Bn- 1 (C) -> 0, 

where !Y. is the inclusion, must split because Bn-d C) is free. Thus, there exists 
a homomorphism 

which is just projection onto a direct summand, that is, rjJ 0 !Y. = identity on 
Zn(C), 

We consider the graded groups Z*(C), B*(C), and H*(C) to be chain com­
plexes in which the boundary operators are all identically zero. Denote by <l> 
the composition <l> = rr 0 rjJ, 

r/> n 
Cn -> Zn( C) -> Hn( C), 

where rr is the quotient map. Then <l> is a chain map between chain complexes 
because 

<l>(oc) = rr(oc) = 0 = o<l>(c). 

5.1 Theorem. If C and D are free chain complexes, the chain map 

<l> @ id: C @ D -> H*(C) @ D 

induces an isomorphism 

Proof. Recall the exact sequence of chain complexes and chain maps 
C( t 

0-> Z*(C) -> C -> B*(C) -> 0, 

where 0 has degree -1. Since the sequence splits, we may tensor with the 
chain complex D and preserve exactness. This yields an exact sequence of 
chain complexes and chain maps 

0-> Z*(C)@ D ~ C @ D ~ B*(C)@D -> 0 
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and thus an exact homology sequence 
(,0idl. «'0idl • 

.•• --+ Hn(Z*(C) ® D) --------> Hn(C ® D) --------> Hn- 1 (B*(C) ® D) 
L\, 

--+ Hn - 1 (Z*( C) ® D) --+ "', 

where (0 ® id)* has degree - 1 and ~ is the connecting homomorphism. 
On the other hand, the short exact sequence 

p 1t 
0--+ B*(C) --+ Z*(C) --+ H*(C) --+ 0 

of chain complexes need not split. However, since D is free, exactness will be 
preserved in 

0--+ B*(C) ® D ~ Z*(C) ® D ~ H*(C) ® D --+ O. 

Passing to the homology groups of these complexes we have the long exact 
sequence 

... --+ Hn(B*(C) ® D) ~ Hn(Z*(C) ® D) ~ Hn(H*(C) ® D) 
L\,' 
--+ Hn-1(B*(C) ® D) --+ .... 

These two long exact sequences 

U0idl. 
Hn - 1 (B* (C) ® D) --------> 

]0 
L\,' 

Hn-1(B*(C) ® D) --------> 

L\, 
--------> 

(P0 idl. 
--------> 

(,0idl. 
--------> 

(1t0idl. 
--------> 

Hn(C ® D) 

j(.®;',. 
Hn(H*(C) ® D) 

Hn - 1 (Z*( C) ® D) 

]0 

Hn- 1 (Z*(C) ® D) 

may be related in such a way that each rectangle commutes up to sign (see 
the following exercise). Now the proof of the five lemma (Exercise 4, Chapter 
2) only required commutativity up to sign; hence, we apply the five lemma to 
conclude that 

is an isomorphism. This completes the proof. D 

EXERCISE 1. Show that in the diagram in the preceding proof each rectangle commutes 
up to sign. 

This proposition reduces the problem of computing the homology of the 
chain complex C ® D to computing the homology of the simpler complex 
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H*(C) ® D. Note that if c ® d E Hp(C) ® Dq, then a(c ® d) = (-!)pc ® ad, so 
that up to sign the boundary operator is just 

id ® a: Hp(C) ® Dq -> Hp(C) ® Dq- 1 • 

Therefore, for p fixed Hp(C) ® D is a subcomplex of H*(C) ® D, in fact a 
direct summand, and we conclude that 

Hn(H*(C) ® D) = L Hn(Hp(C) ® D). 
p 

Now if two boundary operators differ by sign only, it is evident that they 
produce the same homology groups. Thus, we may assume that the bound­
ary operator in the chain complex Hp(C) ® D is id ® a. Note that the n­

dimensional component of this complex is Hp(C) ® Dn- p. 
Since D is a free chain complex, we are in a position to apply the universal 

coefficient theorem, Theorem 3.6, to the chain complex Hp(C) ® D. Thus 

Hn(Hp(C) ® D) ~ Hp(C) ® Hn_p(D) E8 Tor(Hp(C), Hn-p-l (D)). 

Summing these over all values of p, we have completed the proof of the 
Kiinneth formula for free chain complexes: 

5.2 Corollary. If C and D are free chain complexes, then 

Hn(C ® D) ~ L Hp(C) ® Hq(D) E8 L Tor(Hr(C), Hs(D)). D 
p+q=n r+s=n-l 

EXAMPLE. Suppose c E Zp(C) but c is not a boundary. Suppose further that 
r· c = ac' for some c' E Cp +1 and some minimal integer r > 0, so that c repre­
sents a homology class of order r. Similarly let dE Zq(D) represent a homol­
ogy class of order r so that rd = ad' for some d' E Dq+1. Then in (C ® D)P+q+l 
the element (c' ® d - ( - 1)Pc ® d') is a cycle because 

o(c' ® d - (-l)Pc ® d') = ac' ® d + (_1)P+1C' ® ad - (-1)Poc ® d' 

- (-1)2 Pc ® ad' 

= rc ®d - c® rd 

= r(c ® d - c ® d) 

= 0. 

In this way torsion common to Hp(C) and Hq(D) produces homology classes 
in H p+q+1 (C ® D). 

Given spaces X and Y, the Kiinneth formula of Corollary 5.2 may be 
applied to the singular chain complexes S*(X) and S*(Y) to give the 
isomorphism 

Hn(S*(X)®S*(Y))~ L Hp(X)®Hq(Y)E8 L Tor(Hr(X),H.(Y)). 
p+q=n r+s=n-l 
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We turn now to the problem of relating Hn(S* (X) ® S* (Y») to Hn(X x Y), the 
homology of the cartesian product of X and Y. 

The solution of this problem will be stated in terms of the acyclic model 
theorem, a useful tool in homological algebra. To put this result in its proper 
setting we require a number of definitions. A category C(j is 

(a) a class of objects, 
(b) for every ordered pair of objects a set hom (X, y), of morphisms viewed as 

functions with domain X and range Y, 

such that whenever f: X --+ Y and g: Y --+ Z are morphisms, there is an ele­
ment 9 0 f in hom(X, Z). These are required to satisfy the following axioms: 

I. Associativity: (h 0 g) 0 f = h 0 (g 0 f). 
2. Identity: For every object Y there is an element Iy E hom(Y, Y) such that 

if f: X --+ Y and g: Y --+ Z are morphisms, then Iy 0 f = f and 9 0 Iy = g. 

EXAMPLES. (i) The category whose objects are sets and whose morphisms are 
functions. 

(ii) The category of abelian groups and homomorphisms. 
(iii) The category of topological spaces and continuous functions. 
(iv) The category of pairs of spaces and maps of pairs. 
(v) The category of chain complexes and chain maps. 

If C(j and fij are categories, a covariant functor T: C(j --+ fij is a function that 
assigns to each object X in C(j an object T(X) in fij and to each morphism 
f: X --+ Ya morphism T(f): T(X) --+ T(Y) such that 

(a) T(I y ) = IT(¥)' 

(b) T(f 0 g) = T(f) 0 T(g). 

A functor K is contravariant if for f: X --+ Y, K(f): K(Y) --+ K(X) and 

(a') K(ly) = IK (¥), 

(b') K(f 0 g) = K(g) 0 K(f). 

EXAMPLES. (1) The correspondence (X, A) --+ S*(X, A) and [f: (X, A)--+ 
(Y,B)] --+ [f#: S*(X,A) --+ S*(Y,B)] is a covariant functor from Category (iv) 
above to Category (v). 

(2) The correspondence X --+ Hn(x; G) and [f: X --+ Y] --+ [f*: Hn(y; G)--+ 
Hn(x; G)] is a contravariant functor from Category (iii) to Category (ii). 

Suppose that C(j and fij are categories and T1 , Tz:C(j--+.@ are covariant 
functors. A natural transformation r: TI --+ Tz is a function which assigns to 
each object X in C(j a morphism r(X): TI (X) --+ Tz(X) in fij such that com­
mutativity holds in 
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whenever f: X """""* Y is a morphism in ~ 
Now fix a category C(}. Suppose that vii = {M,}aEA is a specified collection 

of objects in ct. vi! will be called the models of ct. A functor T from C(} to the 
category of abelian groups and homomorphisms is free with respect to the 
models vii if there exists an element e, E T(M,) for each !Yo such that for every 
X in C(} the set 

{T(f)(e,) I !Yo E A,f E hom(M" X)} 

is a basis for T(X) as a free abelian group. A functor T from ct to the category 
of graded abelian groups is free with respect to the models uIt if each r. is, 
where r. is the nth component of T. 

5.3 Theorem (Acyclic Model Theorem). Let C(} be a category with models vii 
and T, T' covariant functors from C(} to the cateogry of chain complexes and 
chain maps, such that r. = 0 = T: for n < 0 and T is free with models uIt. 
Suppose further that HJT'(M,)) = 0 for i > 0 and M, E uIt. If there is a natu­
ral transformation 

then there is a natural transformation 

rjJ: T"""""* T' 

which induces <1>, and furthermore any two such rjJ are naturally chain 
homotopic. 

Proof. By the hypothesis To(M,) and T~(M2) are the respective cycle groups 
in dimension zero. Thus, there are epimorphisms nand n' onto the homology 
groups: 

T~(M,) 

Since To is free with models uIt, there is for each !Yo a prescribed element 
e~ E To(M,). So for each !Yo we choose an element rjJ(e~) E T~(M,) such that 
n' 0 rjJ(e~) = <1> 0 n(e~). 

Let f: M, """""* X be a morphism in ct. Then T(f)(e~) is a basis element in 
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To(X) and we define IjJ(T(f)(e~)) = T(f)(IjJ(e~)). This defines IjJ on the basis 
elements of the free abelian group To(X) so there is a unique extension to a 
homomorphism 

1jJ: To(X) --- T~(X). 

To check that IjJ induces the original <P on zero-dimensional homology, we 
must show that the front face of the followng diagram commutes: 

" To(X) ¢) n(X) 

To(~;i"j"., T~(~;( j" 
Ho(T(X)) ~ Ho(T(X)) 

I ,.,"'''' : "" 
.... / <]) .... 

Ho(T(M.)) -----+ Ho(T(M.)) 

The bottom face commutes by the naturality of <P. The left and right faces 
commute since T(f) and T(f) are chain maps. The back face and the top 
face commute by definition; thus, the front face must also commute. 

Since Tl is free with models JIt, there is for each a a prescribed element 
e; E Tl (M.). From the above, ljJ(oe;) is a well defined element of T~(M.). 
Moreover, since IjJ induces <P on zero-dimensional homology, ljJ(e;) must be a 
boundary in T~(M.). S~ let C E T{(M.) with oc = ljJ(oe;) and define ljJ(e;) = c. 
Using the above technique we extend IjJ to a homomorphism 1jJ: Tl (X) --­
T{(X) for each object X in C{i. 

Suppose IjJ is defined in dimensions less than n, and consider the set {e;le; E 

T,,(M.)} given by the fact that T" is free with models JIt. By the inductive 
hypothesis ljJ(oe;) is a well-defined element of T:- 1 (M.). Since it is a cycle and 
T is acyclic in positive dimensions, it is also a boundary. So define ljJ(e;) to 
be an element of T:(M.) whose boundary is ljJ(oe;). Once again IjJ may be 
extended using the fact that T is free with models JIt. This defines IjJ on T(X) 
for all objects X in C{i. 

EXERCISE 2. Show that for each X in ~, <jJ: T(X) ..... T'(X) is a chain map, and for each 
morphism f: X ..... Y, <jJ 0 T(f) = T(f) 0 1jJ. 

This defines the natural transformation 1jJ: T --- T. Suppose now that 
1jJ': T ___ T is another such natural transformation, inducing <P on zero-
dimensional homology. For each object X in C{i we must construct a chain 
homotopy :?f: T(X) --- T(X), which is natural with respect to morphisms in 
C{i, having 

o:?f +:?fa = IjJ -1jJ'. 

We define :?f inductively. Suppose that it has been defined in dimensions less 
than n, and recall that T,,(X) has basis {T(f)(e:)} as a free abelian group. For 
n > 0 the element 
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is a cycle because 

crjJ(e;) - crjJ'(e;) - cff(ce;) = rjJce; - rjJ'ce; - (-ffcce; + rjJce; - rjJ'ce;) 

=0. 

Since T' is acyclic in positive dimensions, this cycle must bound, so define 
ff(e;) to be an element of T:+ 1 (Ma) whose boundary is (rjJ(e;) - rjJ'(e;) -
ff(ce;)). Again we extend ff to be defined on T(X) for all objects X in Cf} by 
using the fact that T is free with models 9Jl. This same technique will work for 
the case n = 0 because the cycle rjJ(e~) - rjJ'(e~) must bound. This is a conse­
quence of the fact that rjJ and rjJ' induce the same homomorphism (<1» on 
zero-dimensional homology. 

This ff gives the desired chain homotopy and is natural with respect to 
morphisms of Cf}, so the proof is complete. 0 

Note: The technique in the proof of Theorem 5.3 is essentially the same as 
that used in Theorem 1.10 and Appendix I, although the former is in a more 
general context. 

EXERCISE 3. Reprove Theorem 1.10 as a corollary to the acyclic model theorem. 

We now want to apply this theorem to relate the homology of the chain 
complex S*(X x Y) to the homology of S*(X) ® S*(y). Let Cf} be the category 
of topological spaces and continuous functions. (This may easily be general­
ized to the category of pairs of spaces and maps of pairs.) Denote by Cf} x Cf} 

the category whose objects are ordered pairs (X, Y) of objects in Cf} and whose 
morphisms are ordered pairs (f,f') of morphisms in Cf} with, f: X -> X' and 
1': Y -> Y'. Let At be the set of all pairs (uP,u q ), p, q ~ 0 in Cf} x Cf} where Uk 
is the standard k-simplex. Define two functors from Cf} x Cf} to the category of 
chain complexes and chain maps by 

T(X, Y) = S*(X x Y) and 

Both of these functors are free with models .41. Furthermore, both have 
models acyclic in positive dimensions. 

The path components of X x Yare of the form C x D, where C and Dare 
path components of X and Y, respectively. As a result there is a natural 
isomorphism 

<l> 
Ho(X x Y) -> Ho(S*(X) ® S*(Y)) 

because Ho(S*(X) ® S*(Y)) ~ Ho(X) ® Ho(Y) by the Kiinneth formula of 
Corollary 5.2. 

From the natural transformations <1> and <1>-1 we apply the acyclic model 
theorem, Theorem 5.3, in each direction to conclude that there exist chain 
maps 
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and 
~: S*(X) ® S*(Y) --+ S*(X x Y) 

that induce <}) and <})-1, respectively, in dimension zero. 

Homology Theory 

Thus, rP 0 ~ is a chain map from S*(X) ® S*(Y) to itself inducing the iden­
tity on zero-dimensional homology. But the identity chain map also has this 
property, so by Theorem 4.3, rP 0 ~ is chain homotopic to the identity. Simi­
larly the composition ~ 0 rP is chain homotopic to the identity on S*(X x Y). 
Therefore 

rP*: H*(X x Y) --+ H*(S*(X) ® S*(y» 

is an isomorphism with inverse ~*. This completes the proof of the 
Eilenberg-Z ilber theorem: 

5.4 Theorem. For any spaces X and Y and any integer k there is an 
isomorphism 

D 

By combining Theorem 5.4 and Corollary 5.2 we have established the 
Kiinneth formula for singular homology theory: 

5.5 Theorem. If X and Yare spaces, there is a natural isomorphism 

Hn(X x Y) ~ L Hp(X) ® Hq( Y) ta) L Tor(H,(X), Hs( Y» 
p+q=n ,+s=n-l 

for each n. D 

Suppose now that we have fixed a natural chain map 

rP: S*(X x Y) --+ S*(X) ® S*(Y) 

for any spaces X and Y with the above properties. The composition 
1>-1 

Hp(X) ® Hq(Y) --+ Hp+q(S*(X) ® S*(Y» ~ Hp+q(X x y), 

where the first homomorphism takes {x} ® {y} into {x ® y}, is called the 
homology external product. The image of {x} ® {y} under the composition is 
usually denoted {x} x {y}. From the Kiinneth formula we may conclude 
that this is a monomorphism for any choice of p and q. In fact the Kiinneth 
formula for singular homology may be restated as a split exact sequence 

0--+ L Hp(X) ® Hq(Y) --+ Hn(X x Y) --+ L Tor(H,(X), Hs(Y» --+ 0, 
p+q=n r+s=n-l 

where the monomorphism is given by the external product. 
Our primary purpose now is to construct the analog of this in cohomol­

ogy, that is, a product 
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HP(X; G1 ) @ Hq(y; G2 ) --+ Hp+q(X x Y; G1 @ G2 ). 

If iJ. E SP(X; Gd and fJ E sq(y; G2 ), then iJ.: Sp(X) --+ G1 and fJ: Sq(Y) --+ G2 

are homomorphisms. Denote by iJ. X fJ the homomorphism given by the 
composition 

¢ ~®P 
Sp+q(X x y) --+ S*(X) ® S*(Y) ~ G1 @ G2 , 

where iJ. @ fJ is defined to be zero on any term not lying in Sp(X) @ Sq(Y). 
Thus, iJ. x fJ E Sp+q(X x Y; G1 @ G2 ). This defines an external product on 
cochains 

5.6 Proposition. If iJ. E SP(X; G1) and fJ E sq(y; G2 ) are cochains and iJ. x fJ E 

Sp+q(X x Y; G1 @ G2 ) is their external product, then 

t5(iJ. x fJ) = (t5iJ.) X fJ + ( -1)PiJ. X t5fJ. 

(This is the derivation formula for cochains.) 

Proof The diagram 

commutes since <p is a chain map. Thus 

t5(iJ. X fJ) = (iJ. ® fJ 0 <p) 00 = (iJ. @ fJ) 0 0 0 <p. 

On the other hand 

(t5iJ.) X fJ = ((t5iJ.) @ fJ) 0 <p and iJ. X t5fJ = (iJ. @ t5fJ) 0 <p. 

Therefore, it is sufficient to check the behavior of these three homomor­
phisms on the image of <p. 

Let e @ c be a basis element of S*(X) @ S*(Y). Then (iJ. @ fJ) 0 0 will be zero 
on e @ c unless 

(i) e E Sp+l (X) and c E Sq( Y) or 
(ii) e E Sp(X) and c E Sq+1(Y). 

In the first case 

(iJ. @ fJ) 0 o(e @ c) = (ex @ fJ)(oe @ c + (-1)P+le @ oc) 

= ex(oe) @ fJ(c) + 0 

= ((t5ex) @ fJ)(e @ c). 

In the second case 
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(a ® [3) 0 aCe ® c) = (a ® [3)(ae ® c + (-lye ® ac) 

= ( -!)pa(e) ® [3(ac) 

= ( -!)p(a ® (5[3)(e ® c). 

Since all three homomorphisms will be zero on any basis element not of the 
form (i) or (ii), we conclude that (5(ex x [3) = ((5a) x [3 + (-!)p(a x (5[3). 0 

5.7 Corollary. This induces a well-defined external product on cohomology 
groups 

HP(X; Gl ) ® Hq(y; G2 ) -+ Hp+q(X x Y; Gl ® G2 ) 

given by {ex} x {[3} = {a x [3}. 

Proof. This will follow immediately from three consequences of Proposition 
5.6: 

(a) cocyle x cocycle is a cocycle; 
(b) co cycle x coboundary is a coboundary; 
(c) coboundary x cocycle is a coboundary. 

If (5·ex = 0 = (5[3, then (5(ex x [3) = ((5a) x [3 + (-!)pa x (5[3 = O. This estab­
lishes (a); (b) and (c) follow in similar fashion. 0 

The product given by Corollary 5.3 is the cohomology external product. 

EXERCISE 4. If J: X' ---> X and g: Y' ---> Yare maps, {co:} E HP(X; Gtl, and {P} E 

W( Y; Gz ), show that 

(f x g)*({co:} x {P}) = J*{co:} x g*{P} 

in Hp+q(X' x V'; G1 ® Gz). 

Let R be an associative commutative ring with unit. So there is a homo­
morphism }l: R ® R -+ R given by }l(a ® b) = abo We now specialize the co­
homology external product to the case where Gl = R = G2 . For ex E SP(X; R) 
and [3 E sq( Y; R) define ex x I [3 E Sp+q(X x Y; R) to be the composition 

¢ >®P ~ 
Sp+q(X x y) -+ S*(X) ® S*(y) ~ R ® R -+ R. 

As before this induces a well-defined product on cohomology groups 

HP(X; R) ® Hq(y; R) -+ Hp+q(X x Y; R) 

by taking {ex} ® {[3} into {a Xl [3}. 

5.8 Lemma. Let {ex} E HP(X;R) and {[3} E Hq(Y;R) and define the map T: 
X x Y -+ Y x X by T(x,y) = (y,x). Then 

T*: Hp+q(y x X;R) -+ Hp+q(X x Y;R) 
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has 

Proof. Define T': S*(X) ® S*(Y) -> S*(Y) ® S*(X) on a basis element e ® c, 
where e E Sp(X) and c E Sq(Y), by 

T'(e ® c) = ( -1)Pqc ® e. 

Then consider the diagram 
¢ 

------> 

It is evident that ( -1)Pqll 0 (0: ® [3) = 11 0 ([3 ® 0:) 0 T' since R is commutative. 
Restricting our attention to the rectangle, we observe that the composition 
</J 0 T* is a chain map, since both </J and T* are chain maps. We also claim that 
To </J is a chain map. To establish this it is sufficient to show that T' is a 
chain map, so let e E Sp(X) and c E Sq(Y). Then 

To c(e ® c) = T'(ce ® c + (-1)Pe ® cc) 

= ( -l)(p-l)qc ® oe + ( -1)P+p(q-l)OC ® e 

= ( _l)(p-l)qc ® oe + ( -l)pqoc ® e. 

On the other hand 

Co T(e ® c) = 0(( -1)Pqc ® e) 

= ( - l)pqoc ® e + ( - 1)Pq+qc ® ce 

= (-1)Pqoc ® e + (-l)(p+1)qc ® oe. 

Since these two expressions are equal, we conclude that T' is a chain map. 
Now if we check on zero-dimensional homology, it is evident that T' 0 </J 

and </J 0 T* induce the same transformation. By applying the acyclic model 
theorem, Theorem 5.3, we conclude that these two chain maps are naturally 
chain homotopic. Therefore, the cohomology class represented by the com­
position 11 0 ([3 ® 0:) 0 </J 0 T* is the same as the class represented by ( -l)pqll 0 

(0: ® fi) 0 </J. In other words 

o 

5.9 Lemma. If {o:} E H*(X;R) and {[3} E H*(Y;R) and f: X' -> X, g: Y' -> Y 
are maps, then 

(f x g)* ( { o:} X 1 {[3}) = f * { o:} X 1 g* {[3}. 

Proof. This follows routinely as in Exercise 4. o 
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5.10 Lemma. If {IX} E H*(X;R), {In E H*(Y;R), and {y} E H*(W;R), then 

( { IX} X 1 {{3}) X 1 {y} = {IX} X 1 ({ {3} X 1 {y}). 

EXERCISE 5. Prove Lemma 5.10. D 

Observe that if we take Y = point, then H*(Y; R) = HO(y; R) ~ R and the 
external product 

H*(X;R)@H*(Y;R)--*H*(X x Y;R) 

has the form 
H*(X;R)@R --* H*(X;R). 

This gives H*(X; R) the structure of a graded R-module. Moreover, it fol­
lows from Lemma 5.9 that any map f: X' --* X induces an R-module 
homomorphism 

f*: H*(X; R) --* H*(X'; R). 

For any space X let d: X --* X x X be the diagonal mapping given by 
d(x) = (x, x). Then the composition 

d* HP(X; R) @ Hq(X; R) --* Hp+q(X xX; R) --* Hp+q(X; R) 

sending {IX} ® {{3} into d*({IX} Xl {{3}) defines a multiplication in the R­
module H*(X;R). This is called the cup product and is usually written {IX} U 

{{3} or just {IX}' {{3}. 
By applying the previous lemmas we may conclude the following impor­

tant result. 

5.11 Theorem. For R a commutative associative ring with unit, X a topological 
space, H*(X; R) is a commutative associative graded R-algebra with unit. Any 
continuous function f: X' --* X induces an R-algebra homomorphism 

f*: H*(X;R) --* H*(X';R) of degree zero. D 

As a point of information, a graded R-algebra M = Lk Mk is commutative 
if given any homogeneous elements mp E MP and mq E Mq, we have 

Note: It is important to observe that while all of the development of prod­
ucts so far has been in terms of single spaces for the sake of clarity, the same 
constructions may be duplicated using pairs of spaces and relative homology 
and cohomology groups. It is important to point out that in this context, the 
cartesian product of pairs is another pair given by 

(X, A) x (Y,B)=(X x Y,X x BuA x Y). 
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EXERCISE 6. Is the connecting homomorphism in the long exact cohomology sequence 
for the pair (X, A) an R-module homomorphism? An R-algebra homomorphism? 

The essential tool used in defining the cup product of two cohomology 
classes is the composition of chain maps 

d. rP 
S*(X) -> S*(X x X) -> S*(X) ® S*(X). 

More generally, suppose that T: S*(X) -> S*(X) ® S*(X) is a chain map such 
that 

(i) T(a) = a ® a for any singular O-simplex a; 
(ii) T commutes appropriately with homomorphisms induced by maps of 

spaces. 

Then by applying the acyclic model theorem, Theorem 5.3, we see that any 
such T must be chain homotopic to ¢ 0 d*. This implies that the cup product 
on cohomology classes is independent of the choice of T as long as the stated 
conditions are satisfied. A chain map T with these properties is usually called 
a diagonal approximation. For use in later definitions and examples it will be 
helpful to have a specific example for T. The following is the Alexander­
Whitney diagonal approximation. 

Given a singular n-simplex ¢: an -> X in a space X, define the front i-face 
i¢' 0 .::;; i .::;; n, to be the singular i-simplex 

i¢(to,· .. , tJ = ¢(to, . .. , t i, 0, ... ,0). 

Similarly let the back j-face ¢j, 0 .::;; j .::;; n, be the singular j-simplex 

¢j(to, . .. , t) = ¢(O, ... , 0, to, . .. , tj ). 

Then define 

T(¢) = L i¢ ® ¢j 
i+j~n 

for ¢ a singular n-simplex in X. 
For example, if ¢: a 2 -> a 2 is the identity, then T(¢) = 0 ® ¢ + (0, 1) ® 

(1,2) + ¢ ® 2 where 0 and 2 are the obvious O-simplices and (0,1) and (1,2) 
are I-simplices (see Figure 5.1). 

2 

Figure 5.1 
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It is evident that Properties (i) and (ii) above are satisfied by r. The only 
mild complication is left as the foliowing exercise. 

EXERCISE 7. Show that the Alexander-Whitney diagonal approximation T is a chain 
map. 

Using this specific model for r, let us see exactly what the cup product 
looks like. Let a E SP(X; R) and {3 E sq(X; R) and ¢J be a singular (p + q)­
simplex in X. Then 

is the image of the composition 

¢J ~ I i¢J ® ¢Jj ~ a(p¢J) ® {3(¢Jq) .!.. a(p¢J)· {3(¢Jq). 

Thus, <':I. U {3, ¢J) = <a, P¢J) . <{3, ¢Jq). 

EXAMPLE. We want to compute the cohomology ring of the two-dimensional 
torus T Z = Sl X Sl. Recali that HI (TZ; Z) ~ Z EB Z, and the generators may 
be represented by fi and lJ in Figure 5.2b. For H2(T2;Z) ~ Z we may use as 
generator the 2-chain ¢J - 1/1, where (Figure 5.2c) 

and 

(see Figure 5.2a). 
Using the universal coefficient theorem, Theorem 3.14, we see that 

HI (T2; Z) ~ Hom(H1 (T2; Z), Z) and we choose as generators a, {3, where 

Now 

iJ 
a, .---_---" a, 

ao IL-______ -' a, 

(a) 

':I.(fi) = 1, 

{3(fi) = 0, 

a(lJ) = 0, 

{3(lJ) = 1. 

(b) 

Figure 5.2 

2 

a, 

(e) 
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«X u fJ, IjJ - 1/1 > = < rJ.q 1jJ> . < fJ, IjJ 1> - < rJ., 11/1 > . < fJ, 1/1 1 > 

= <rJ., ~>. <fJ, p> - <rJ., p>. <fJ, ~> 

=1-0 

=1. 

On the other hand 

<rJ. UrJ., IjJ - 1/1> = <rJ., ~>. <rJ., p> - <rJ., p>. <rJ., ~> 

= O. 
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Similarly <fJ u fJ, IjJ - 1/1> = O. Since H2(T2; Z) :::::: Hom(H2(T2; Z), Z) :::::: Z, we 
now have computed the cohomology ring H*(T2; Z). Thus, H*(T2; Z) is the 
graded algebra over Z generated by elements rJ. and fJ of degree 1, subject to 
the relations 

rJ.fJ = - fJrJ.· 

Note: This has the form of an exterior algebra on two generators. How 
about the cohomology ring of the n-torus Tn = SI X ••• X SI? 

Suppose that f: s2n-l ~ sn is a map, n ~ 2. There is a procedure for asso­
ciating with such a map an integer H(.f), the Hopf invariant of.f. This may be 
defined using the cup product in the following way: Let {Co(} and {fJ} be 
generators of the cohomology groups H 2n- 1 (s2n-l; Z) and Hn(sn; Z), respec­
tively, represented by the cocycles rJ. and fJ. Since {fJ} u {fJ} = 0, the cocycle 
fJ u fJ must be a coboundary. That is, there exists a cochain y E s2n-1 (sn; Z) 
with 

6y = fJ u fJ· 

Since Hn(s2n-1; Z) = 0, the cocycle f #(fJ) E sn(S2n-l; Z) must be a co bound­
ary, and there exists a cochain s in sn-1 (S2n-1; Z) such that be = f #(fJ). 

Now s U f#(fJ) and f#(y) are cochains in S2n-l(S2n-l;Z). Moreover 

6(s u f#(fJ) - f#(y)) = 6(s u be) - f#(fJ U fJ) 

= beube - f#(fJ)uf#(fJ) 

=0. 

So we define H(.f) to be the integer which when multiplied times {rJ.} gives the 
cohomology class of s u f#(fJ) - f#([). That is 

{suf#(fJ) - f#(y)} = H(.f)·{a}. 

EXERCISE 8. (a) Let f: s2n-1 --> sn be a map of Hopf invariant k. If g: s2n-1 --> S2"-1 and 
g: sn --> sn are maps of degree p, determine H(gf) and H(jg). 

(b) If 
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s2n-1 ii s2n-1 --> 

j' j' 
sn h sn --> 

is a commutative diagram where f has Hopf invariant k, how are the degrees of hand 
h related? 

Let us give an alternate definition for H(f). Recall that sn and s2n-1 may 
be given the structure of finite CW complexes, each having only two cells. 
Given a map f: s2n-1 ---> sn, we denote by S; the space obtained by attaching 
a 2n-cell to sn via f (see Chapter 2). Then S; is a finite CW complex with three 
cells, of dimension 0, n, and 2n. Applying the technique of Theorem 2.21 we 
see that since n > 1, the cohomology of S; is given by 

for i = 0, n, 2n 

otherwise. 

Denoting by b E H"(S;; Z) and a E H2n(s;; Z) a chosen pair of generators, we 
define H(f) to be that integer for which b2 = H(f)· a in H2n(s;; Z). 

EXERCISE 9. Show that the two definitions of H(f) are equivalent. 

In order to show that H(f) is an invariant of the homotopy class of f, we 
need the following result due to 1. H. C. Whitehead. 

5.12 Proposition. If fa, fl: SP ---> X are homotopic maps into a space X, then 
the identity map of X extends to a homotopy equivalence 

h: X io ---> XI,' 

Proof. Let {j,} be a homotopy between fa and fl and denote an element of 
DP+I by Bu, where u E SP and 0 :::;; B:::;; 1. 

Given a radius in the attached disk in X io (Figure 5.3a), the inner half 
should be mapped onto the corresponding radius in XI,' Then the outer half 
is used to trace out the path of the homotopy from fl (u) to fa(u) (Figure 5.3b). 
Specifically then define the map h by 

h(x) = x 

h(Bu) = 2Bu 

h(8u) = f2-20(U) 

for XEX; 

for u ESP, 0:::;; 8 :::;; 1; 

for u ESP, t:::;; B :::;; 1. 

Defining a similar map h': XI, ---> X Io ' it is easily seen that the compositions 
h 0 h' and h' 0 h are homotopic to the respective identities. 0 
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(a) (b) 

Figure 5.3 

5.13 Proposition. If fo, fl: s2n-l -- sn are homotopic maps, then HUo) = 

HUl)· 

Proof. Let h: S}o -- S}, be the homotopy equivalence given in Proposition 
5.12. If io:(D2n,S2n-l) __ (S}0,sn) and i1 :(D2n,S2n-l) __ (S}"sn), denote the 
relative homeomorphisms corresponding to fo and fl' the diagram 

(S}"sn) 

is homotopy commutative. This homotopy is easily defined by setting 
gt((}u) = h 0 io((1 - tt)(}u). 

This implies that the diagram of cohomology groups 

H2n(sn sn) ~ H2n(sn sn) 
f,' fo' 

~/ 
H 2n (D 2n, S2n-l) 

is commutative. Thus, a choice of an orientation for D2n dictates compatible 
choices of generators 

a E H2n(sn sn) 
1 f,' and a E H2n(sn sn) o fo' 

and corresponding choices of generators 

a E H2n(sn ) 
1 f, and a E H2n(sn ) o fo 

such that h*(a l ) = ao. 
Furthermore, if bl E Hn(s}) and bo E Hn(S}o) are generators corresponding 
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to a chosen orientation of D·, then since h is the identity on S·, it follows that 
h*(b1) = boo 

Therefore 

and 

H(fo)' ao = b5 = (h*(b1)f 

= h*(bf) 

= h*(H(fd'ad 

= H(f1)'h*(ad 

= H(f1)'aO, 

D 

Note: If n is odd, the commutativity of the cup product implies that b2 = 
_b2 , so that H(f) = O. Thus, the Hopf invariant can only be nonzero for 
maps f: S4.-1 -+ S2 •. 

5.14 Proposition. For any n > 0 there exist maps from S4.-1 to S2. of arbi­
trary even Hopf invariant. 

Proof. As a corollary of Exercise 8, it is sufficient to show that there exists a 
map with Hopf invariant ± 2. 

Recall that S2. X s2n may be given the structure of a finite CW complex 
having one O-cell, two 2n-cells, and one 4n-cell (see Proposition 2.6). Further­
more, there is a map 

f: S4.-1 -+ S2. V S2. 

where S2. V s2n is the 2n-skeleton of S2. x S2., such that s2n X S2. is the 
space obtained by attaching a 4n-cell to S2. v S2. via f. 

Define a map 

by g(x, p) = x, g(p, y) = y, where s2n V s2n is identified with 

(s2n X p) U (p x S2.) ~ S2. X s2n. 

From the commutative diagram 

we see that g induces a map 
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g: s2n X s2n = (S2n V S2n)J --+ S;;. 

U sing this map g we want to prove that the Hopf invariant of gf is ± 2. 
Let e E HO(p), 1 E HO(s2n), and e E H2n(s2n) be generators of these infinite 

cyclic groups. Then H 4n(s2n X s2n) is the infinite cyclic group generated by 
e x e and H 2n(S2n X S2n) is the free abelian group with basis consisting of 
1 x e and e x 1. As before let a E H4n(S;J) and b E H 2n(S;J) be generators of 
these infinite cyclic groups. 

First, we must compute g*(b) E H 2n(s2n X s2n). If j: p --+ s2n is the inclu­
sion, then both rectangles in the following diagram commute: 

Thus 

ii' ------. H2n(S2n X s2n) 

j '" .j)' 

H 2n(s2n X p) 

x 
+---

x 
+---

'" 

H2n(S2n) ® HO(S2n) 

. j ''')".'' 
H2n(s2n) ® HO(p) 

i*(b) = ±e x e = ±(id)*(e) x j*(1) 

or 

(id x j)*g*(b) = ±(id x j)*(e x 1). 

This means that the element 

g*(b) ± e x 1 

is in the kernel of (id x j)* for some choice of sign. Now the kernel of 
(id x j)* in H 2n(S2n X S2n) is the infinite cyclic subgroup generated by 1 x e, 
so 

g*(b) ± e x 1 = m(1 x e) 

for some integer m. 
By the same argument, g*(b) ± 1 x c = k(c x 1) for some integer k. These 

two properties together imply that with a proper choice of sign, we have 

g*(b) = ±e x 1 ± 1 x c. 

It can be easily checked that 

(±c x 1 ± 1 x C)2 = (c X 1)2 ± 2(e x 1).(1 x c) + (1 x cf 

= c2 x 1 ± 2c x c + 1 X c2 

= ±2e x c, 

since c2 = O. 
Finally, since 

is an isomorphism, 
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b2 = g*-I(g*(b2» = g*-I((C ± 1 ± 1 x C)2) 

= g*-I(±2c x c) 

= ±2a. 

This proves that H(gf) = ±2. D 

There remains the question of the existence of maps having odd Ropf 
invariant. Using the results of the next chapter we will be able to show that 
the Ropf maps S3 ---> S2 and S7 ---> S4 each has Ropf invariant one. By using 
the Cayley numbers, one can define an analogous map SIS ---> S8 of Ropf 
invariant one. Results of Adem [1952] on certain cohomology operations 
imply that there can exist maps f: s4n-1 ---> s2n of odd Ropf invariant only 
when n is a power of 2. Finally, there is a deep theorem due to Adams [1960], 
that for n i= 1,2, or 4 there is no map f: s4n-1 ---> s2n of odd Ropf invariant. 
An important consequence of this theorem is that the only values of n for 
which [Rn carries the structure of a real division algebra are: n = 1 (real num­
bers), n = 2 (complex numbers), and n = 4 (quaternions). [See Eilenberg and 
Steenrod, 1952, p. 320]. 

As a reference for further information on the Ropf invariant we recom­
mend Ru [1959]. We cite only briefly one further result: two maps from S3 
to S2 are homotopic if and only if they have the same Ropf invariant. 

As the final topic of this chapter we introduce a variant of the cup product 
which will be useful in the following chapter. Let X be a space and R be a 
commutative ring with unit. If a E SP(X; R) we may view a as a homomor­
phism of all S*(X) into R by setting it equal to zero on elements of dimension 
different from p. 

The composition 
r a0id 

S*(X) ---> S*(X) ® S*(X) -- R ® S*(X) 

when tensored throughout with R yields 

R ® S*(X) ~ R ® S*(X) ® S*(X) ~ R ® R ® S*(X) ~ R ® S*(X). 

If c E Sn(X; R) = R ® Sn(X), we define the cap product of a and c, a n c, to be 
the image of c under this composition. Note that 

an c E Sn-p(X; R). 

For example, suppose r is the Alexander-Whitney diagonal and cP is a 
singular n-simplex. Then the above composition has 

1 ® cP ---> 1 ® {J~n icP ® cPj } ---> 1 ® a(pcP) ® cPn-p ---> a(pcP) ® cPn-p· 

If we interpret R ® S*(X) as the free R-module generated by the singular 
simplices of X, then 
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a (\ i/J = 'Y.(pi/J)' i/Jn-p' 

It is evident that this is closely connected to the cup product. To make this 
relationship specific, let a E SP(X; R), f3 E sq(X; R) and i/J E Sp+iX; R), where i/J 
is a singular simplex. Then 

On the other hand 

< a, f3 (\ i/J) = <'Y., f3(qi/J)' i/Jp) = f3(qi/J)' 'Y.(i/Jp)' 

Since this is true for all i/J, it follows that for any e E Sp+q(X; R), 

( 5.15) < f3 u a, e) = < a, f3 (\ e). 

Finally, we must determine the action of 0 on the chain 'Y. (\ e. To do this 
we evaluate an arbitrary cochain I' on o(a (\ e), 

<y, o(a (\ e) = <by, a (\ e) = <a u by, e). 

Suppose that a E sq(X; R), e E Sn(X; R) so that 'Y. (\ e E Sn_q(X; R). Recall that 

b(a u 1') = ba u y + (-l)qa u by 

or 
a u by = ( -l)q(b('Y. U y) - (b'Y.) U y). 

So by substituting into the previous equation we have 

<I', o('Y. (\ e) = (-I)q<b(a u I' - b'Y. U y, c) 

= (-I)q[(y,a(\bc) - <y,ba(\e)] 

= <y, (-I)q(a (\ oe - ba (\ e). 

Since this is true for all cochains y, it follows that 

( -l)qo(a (\ e) = (a (\ oe) - (ba (\ e). 

From this derivation formula we conclude that the cap product on chain 
groups induces a well-defined product on homology groups which takes the 
form 

Hq(X; R) ® Hn(X; R) -+ Hn_q(X; R) 

and sends {a} ® {e} into {a (\ c}. 

EXERCISE 10. Formulate and prove a statement showing that the cap product is natu­
ral with respect to homomorphisms induced by mappings of spaces. 

EXERCISE 11. A graded group {Gq } is said to be of finite type if for each q, Gq is finitely 
generated. Prove the following theorem. 

5.16 Theorem (Cohomology Kiinneth formula). Let G and G' be abelian 
groups with Tor(G,G') = O. If H*(X;Z) and H*(Y;Z) are of finite type, then 
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there is a split exact sequence 

0---+ L HP(X; G) ® Hq(y; G' ) ~ Hn(x x Y; G ® G' ) 
p+q=n 

---+ L Tor(HP(X;G),Hq(Y;G'))---+O. o 
p+q=n+1 

EXERCISE 12. Let X and Y be spaces and R be a commutative ring. If U I E HP(X; R), 
U 2 E Hq(X; R), VI E H'( Y; R), and V2 E H'( Y; R), then in HP+q+r+s(x X Y; R) we have 

(u l x VI) U (U2 x v2 ) = (-l)qr(u l U u2 ) x (VI U V2). 

EXERCISE 13. If U E HP(X; R), v E Hq(y; R), PI: X x Y -> X, and P2: X x Y -> Yare 
the projection maps, then 

U x v = pf(u) U pHv). 

EXERCISE 14. If U j E HP(X; R), U2 E Hq(y; R), 21 E Hm(X; R), and 22 E Hn(Y; R), then in 
Hm+n-p-q(X x Y; R) we have 

(u l x u2 ) n (2 1 x 22) = (-I)q(m- p)(Ul n 2d x (U z n 22). 

EXERCISE 15. Show that the cap product may be extended to relative homology and 
cohomology groups of a pair to give products of the form 

Hk(X, A) ® Hn(X, A) -> Hn-k(X) 

and 



CHAPTER 6 

Manifolds and Poincare Duality 

This chapter deals with some of the basic homological properties of topologi­
cal manifolds. Since the main result is the Poincare duality theorem, we begin 
with a simple example to establish an intuitive feeling for this classical result. 
This is followed by material on topological manifolds and a detailed proof of 
the theorem. The approach used follows the excellent treatment of Samelson 
[1965, pp. 323-336] and proceeds by way of the Thorn isomorphism theo­
rem. Several applications of the theorem follow, including the determination 
of the cohomology rings of projective spaces and results on the index of 
topological manifolds and cobordism. 

Before proceeding with the general approach, let us see how the theorem 
may be motivated from an example. Briefly, the Poincare duality theorem 
will say that if M is a compact oriented n-manifold without boundary, the ith 
Betti number of M is the same as the (n - i)th Betti number for 0 ::;; i ::;; n. In 
the following example we will indicate how such a correspondence arises. 

Suppose we are given a portion of a triangulated surface K as shown in 
Figure 6.1. By taking the first barycentric subdivision (see Appendix I) we 
arrive at a new triangulation K', as shown in Figure 6.2. If v is a vertex in this 
new triangulation, define the star of v in K' to be the union of all open cells 
in K' that contain v in their closure. Thus, star(A; K') is the open 2-cell shown 
in Figure 6.3, whereas star(vo; K') is the open 2-cell shown in Figure 6.4. 

Given a simplex (J in K, we define its dual cell (J* in K' by 

(J* = n star(v; K'), 
v 

where v ranges over the vertices of (J. For example, the dual of the vertex A is 
star(A; K'), the closure of Figure 6.3, while the dual of the 2-simplex ABC is 
the vertex Vo. Similarly the dual of the I-simplex AB is the I-cell joining Vo 
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Figure 6.2 

Figure 6.3 
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D* 

and Vl. Note that while the dual of a simplex need not be a simplex, it is a cell 
in the complementary dimension. 

As a specific example we take the boundary of a 3-simplex, a triangulated 
surface homeomorphic to S2 (Figure 6.5). This surface may be viewed as a fin­
ite CW complex having four O-cells, six 1-cells, and four 2-cells. By taking the 
dual cells of each of these simplices we get a corresponding CW decom­
position for the same space as shown in Figure 6.6. Here we have four 2-cells 
(A*, B*, C*,D*), six 1-cells (AB*, ... , CD*), and four O-cells (ABC*, ... , BCD*). 

To compute the Betti numbers of these complexes we use the cellular chain 
complex of Theorem 2.21. Recall that if Y is a finite CW complex and 

Ci+l(Y) ~ Cj(Y) ~ Cj-t(Y) 



146 Homology Theory 

is a portion of the chain complex, then the ith Betti number 

f3i(Y) = iXi(Y) - li+1(Y) - li(Y), 

where iX;( Y) is the number of i-cells in Yand Yi Y) is the rank of the image of 
OJ. 

Denoting by X and X* the two structures above we may make the follow-
. . 
mg compansons: 

iXo(X) = 4 

given by A, B, C, D 

iX 1(X) = 6 

given by AB, ... , CD 

C(z(X) = 4 

given by ABC, ... , BCD 

IO(X) = 0 

i'l (X) = 3, basis 

given by A - B, A - C, A - D 

IZ(X) = 3, basis 

given by o(ABC - ABD), 

o(ABC - ADC), o(ABC - BCD) 

13(X) = o. 

iXZ(X*) =4 

given by A*, B*, C*, D* 

iXl (X*) = 6 

given by AB*, ... , CD* 

iXo(X*) = 4 

given by ABC*, ... , BCD* 

Y3(X*) = 0 

Yz(X*) = 3, basis 

given by o(A* - B*), 

o(A* - C*), o(A* - D*) 

h (X*) = 3, basis 

given by ABC* - ABD*, 

ABC* - ADC*, ABC* - BCD* 

Yo(X*) = o. 
Putting this information together, it is evident that f3o(X) = f3z(X*) = 1, 

131 (X) = 131 (X*) = 0, and f3z(X) = f3o(X*) = 1. It may be helpful to keep this 
sort of geometric picture in mind as we develop the algebraic techniques 
necessary to establish the theorem in its general setting. 

In [Rn define the half-space IHln to be the set of all points (x l' ... ,xn ) 

such that Xn Z O. A topological n-manifold is a Hausdorff space M having a 
countable basis of open sets, with the property that every point of M has a 
neighborhood homeomorphic to an open subset of IHln. The boundary of M, 
denoted oM, is the set of all points x in M for which there exists a homeo­
morphism of some neighborhood of x onto an open set in IHln taking x into 
{Cx 1 , ... ,xn )lxn = O} = olHln s;; IHln. 

EXERCISE 1. Let h be a homeomorphism of an open subset U of IHJ" onto an open 
subset of IHJ". If x E Un 61HJ", then show h(x) E 61HJ". 

It follows immediately from this exercise that if x E oM, then all homeo­
morphisms from open sets about x to open sets in IHl n must map x into 
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CW. M is an n-manifold without boundary if oM = 0, or, equivalently, if each 
x E M has a neighborhood homeomorphic to an open set in [Rn. A closed 
n-manifold is a compact n-manifold without boundary. 

EXAMPLES. (1) Any open subset of IHl n is obviously an n-manifold. 
(2) For each point x E sn, stereographic projection from -x is a homeo­

morphism from sn - { - x} onto [Rn. This gives sn the structure of a closed 
n-manifold. 

(3) For each point y E [RP(n) pick a point x E sn with n(x) = y, where 

n: sn ...... [RP(n) 

is the identification map. Let i: (Dn - sn-l) ...... sn be the inclusion of the open 
hemisphere centered at x. Then n 0 i is a homeomorphism of an open subset 
of [Rn onto an open set about y. Therefore, [RP(n) is a closed n-manifold. 

(4) Let GL(n) denote the set of all real n x n matrices having nonzero 
determinant. By ordering the entries we may view GL(n) as a subspace of [Rn2 
and give it the induced topology. Under this identification, the determinant 
function [Ro2 ...... [R is continuous and has GL(n) as the inverse of the open set 
[R - {O}. Thus, GL(n) is an open subset of [Rn2 and hence is an n2-manifold 
without boundary. 

(5) The Mobius band, formed by identifying the two ends of a rectangle so 
that the indicated arrows coincide (Figure 6.7), is obviously a 2-manifold with 
boundary. 

6.1 Lemma. If U is an open subset of [Rn, then H;(U) = 0 for i ;::: n. 

Proof. Before proceeding with the proof, we point out a slight generalization 
of the chain complex in Theorem 2.21. If(X, A) is a finite CW pair, the groups 

Hp(XP u A, Xp-l U A) 

form a chain complex whose homology is H*(X, A). Note that if every cell of 
X of dimension greater than p is contained in A, then H;(X, A) = 0 for i > p. 

Let {z} E H j ( U) be an homology class represented by an i-cycle z, i ;::: n. 
The image of each singular simplex in U is a compact subset. Since z is a finite 
linear combination of singular i-simplices, the union of the associated images 
forms a compact subset X s; U. 

Define 

j 1 
Figure 6.7 
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Figure 6.8 

e = Inf{llx - yllix E X, y E IW - U}. 

Note that e > 0, since X is compact, [R" - U is closed, and X (\ ([R" - U) = 

0. Since X is compact, there exists a large simplex 6" in [R" such that X is 
contained in the interior of 6". 

From Appendix I we know that there exists an integer m with mesh 
Sdm6" < e. Now consider Sd rn6" as a finite CW complex under the sim­
plicial decomposition. Let K be the subcomplex of Sdm6" consisting of all 
faces of simplices which intersect X (Figure 6.8). Note that by construction 

Xc;;;Kc;;; U. 

A portion of the exact homology sequence of the finite CW pair (Sdm6", K) 
has the form 

... -+ Hi +1 (Sdm 6", K) -+ H;(K) -+ Hi(Sdm6") -+ .... 

By our previous comments, H i+1 (Sdm 6", K) = O. Also H i(Sdm6") = 0 since 
the space is a simplex, hence, a convex subset of [R" (see Theorem 1.8). There­
fore, Hi(K) = O. 

Since z was a cycle in X, it is also a cycle in K. The fact that Hi(K) = 0 
implies that z bounds an (i + I)-chain in K. But this (i + I)-chain also lies in 
U; hence, z bounds a chain in U and {z} = O. 0 

6.2 Lemma. rr M is an n-manifold without boundary, then Hi(M) = 0 for 
i> n. 

Proof. Let z be an i-cycle in M, i > n. Then as in Lemma 6.1 we associate with 
z the compact subset Xc;;; M, which is the union of the images of the singular 
simplices which make up z. There exists a finite collection VI' ... , Urn of open 
sets in M, each homeomorphic to an open set in [R", with X c;;; U Vj . (Open 
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sets of this type will usually be called coordinate neighborhoods or coordinate 
charts.) We will show that {z} = 0 by proving that HJU V) = 0 so that z 
must bound in U Vj . 

Proceeding by induction on the number of coordinate neighborhoods, it is 
true for m = 1 by Lemma 6.1. Suppose that 

There is a Mayer-Vietoris sequence for the space (US=l VJu Vr +1 , which 
has the form 

The term on the right is zero by Lemma 6.1 since the space is an open subset 
of a coordinate chart; similarly Hi(Vr+d = O. It follows from the inductive 
hypothesis that Hi(UJ!~ Vj ) = O. This completes the inductive step. D 

This result tells us that the nontrivial homology of such a manifold all 
occurs in dimensions less than or equal to the dimension of the manifold. 
When the manifold is connected but not compact, this result may be refined 
to show that the top-dimensional homology group (dimension of the mani­
fold) must also be zero. To establish this, we need the following lemmas. 

6.3 Lemma. Let V be open in fRn and a E Hn(fRn, V). If for every p E fRn - V, 
the homomorphism induced by inclusion 

jp.: Hn(fRn, V) -+ Hn(fRn, fRn - p) 

hasjp.(a) = 0, then a = O. 

Proof The connecting homomorphism for the exact sequence of the pair 
(fRn, V) gives an isomorphism 

A: Hn(fRn, V) ~ Hn- 1 (V). 

We will prove that a = 0 by establishing that ,1(a) = 0 in Hn - 1 (V). 
So let b = ,1(a). Once again, since the "image" of a cycle representing b is a 

compact subset of V, there exists an open set V with V compact <;; V and an 
element b' in Hn - 1 (V) with i*(b') = b, i: V -+ V the inclusion. 

Let Q be an open cube containing V and define K = Q - Q !l V (Figure 
6.9). For each point p in K there exists a closed cube P containing p such that 
P!l V = 0. From the diagram 

Hn- 1 (fRn - p) -----==------. Hn- 1 (fRn - p) ~ Hn(fRn, fRn - p) 
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Figure 6.9 

in which the rectangles commute, it is evident that the image of b' under the 
homomorphism 

Hn-I(V) -> Hn-I(lR" - p) 

is zero. A finite number of such closed cubes cover K, say PI' ... , Pm. 
Now suppose that the image of b' under the homomorphism 

Hn- l (V) -> Hn- l (Q - (PI U ... u Pk)) 

is zero (this is certainly true when k = 0, since Q is contractible). 
Denoting Qk = Q - (PI U··· u Pd, consider the Mayer-Vietoris sequence 

relating Qk and [Rn - PHI: 

... -> Hn(Qk u ([Rn - PHI)) 

-> Hn- l (Qk+l) ~ Hn- l (Qk) EB Hn- l ([Rn - PHJ -> .... 

The first group is zero by Lemma 6.1. The images of b' in the two direct 
summands are both zero; hence, the image of b' in Hn- I (Qk+d is zero. This 
completes the inductive step and we conclude that the image of b' under the 
homomorphism 

( ) (incl)* (Q) Hn-I(V)->Hn-I(Q- Plu···uPm) ------'-+ Hn- 1 (IV 

is zero. Since the inclusion of V in V factors through Q (I V, it follows that 
the image of b' in H n - l (V), that is, b, is zero. Hence, a = 0. 0 

6.4 Lemma. If x and yare points in the interior of a connected n-manifold M, 
then there is a homeomorphism h: M -> M, homotopic to the identity, having 
hex) = y. 

Proof. Note that since M is locally homeomorphic to IHl n, M is locally path­
wise connected. That is, each point of M is contained in a pathwise connected 
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x 

Dn _Sn-l 

Figure 6.10 

open set. This implies that the path components of M are both open and 
closed. Since M is connected, there can be only one path component, so M 
must be pathwise connected. 

Now if M is connected, so is M - aM = the interior of M (see the follow­
ing exercise). So let p: [0,1] -+ M - aM be a path from x to y. This compact 
subset of M - aM may be covered by a finite number of open sets, each 
homeomorphic to the open unit disk in [Rn. Denote these disks by V 1 , ••• , Vrn 
and the corresponding homeomorphisms by h1' ... , hrn. 

Let x = X o, Xl' ... , X k = Y be a collection of points on the path with the 
property that for each j, the segment from Xj to Xj+! is contained in some Vi 
(Figure 6.10). The desired homeomorphism may now be constructed induc­
tively. It is sufficient then to show that for 0 :-s; j < k there is a homeomor­
phism h: M -+ M, homotopic to the identity, with h(xj ) = xj +1. 

So suppose Xj and x j +! are in Vi. Define a homeomorphism 

g: Dn _ sn-1 -+ [Rn 

by 

z 
g(z)=~. 

The inverse of 9 is given by 

-1 W 
9 (W) = 1 + Iwl· 

Let ghJxJ = (a 1, a2 , .•. , an) and ghi(xj +!) = (h1, h2 , ••. , bn). Define the transla­
tion function 

f: [Rn -+ [Rn 

by f(w 1,·.·, wn) = (w 1 + (b1 - ad, W 2 + (b2 - a2 ), ..• , Wn + (bn - an)). Then 
f is a homeomorphism with 
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Moreover, f is homotopic to the identity via the homotopy 

fr(w 1,· .. , wn) = (WI + t(b1 - a1),···, Wn + t(bn - an)), 

Thus, we have a homeomorphism for each t 

9 -1 0 fr 0 g: Dn _ sn-l ---> Dn _ sn-l 

Homology Theory 

o ::;; t ::;; 1. 

that takes h;(x) into hi(xj+d when t = 1. Note further that, for each t, this 
may be extended to a homeomorphism from Dn to Dn by defining it to be the 
identity on the boundary (see Exercise 3). 

Now define a homotopy hI: M ---> M by 

{z 
h,(z) = 

hi- 1 0 g-1 0 fr 0 9 0 hi(z) 
if z E M - Vi 

if z E Vi' 

Then each h, is a homeomorphism, ho is the identity and hi (xj ) = xj +1' This 
completes the inductive step, so that by composing maps and homotopies we 
may give a homeomorphism homotopic to the identity taking x into y. 0 

Note: We actually have proved something stronger than the conclusion of the 
lemma. Iff, g: X ---> Yare homeomorphisms between topological spaces, then 
f is isotopic to 9 if there exists a map F: X x [0,1] ---> Y such that 

(l) F(x,O) = f(x); 
(2) F(x, I) = g(x); 
(3) for 0 ::;; t ::;; 1 the map x ---> F(x, t) is a homeomorphism of X onto Y 

The construction used in the theorem makes it evident that the map h is 
isotopic to the identity. 

EXERCISE 2. If M is a connected n-manifold, show that the interior of M, M - aM, is 
also connected. 

EXERCISE 3. Let (a l , ... , a") be a point in [R" and define f: [R" --> [Rn by f(x 1 , ••• , xn) = 
(Xl + al, ... ,xn + an). Using the map g: D" - S"-l --> [Rn defined by g(z) = z/(1 -Izl), 
show that the homeomorphism 

g-l 0 fog: D" - S"-l --> D" _ S"-l 

may be extended to a homeomorphism Dn --> D" by defining it to be the identity on the 
boundary. 

6.5 Theorem. If M is a connected, noncompact n-manifold without boundary, 
then Hn(M) = O. 

Proof. First note that if p is any point in M, the homomorphism k*: Hn(M) ---> 

Hn(M, M - p), induced by the inclusion, is identically zero. To check this let 
{z} E Hn(M) be represented by the cycle z and let C £ M be a compact subset 
which supports the cycle z. 

First suppose p E M - C, so that {z} is in the image of the homomorphism 
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Hn(M - p) --t Hn(M). Then by the exact sequence of the pair (M, M - p) it 
follows that k*( {z} ) = O. 

If pEe, then select a point q with q E M - C. Such a point must exist, 
since C is compact and M is not. By Lemma 6.4 there is a homeomorphism 
h: M --t M, homotopic to the identity, with h(p) = q. The restriction of h will 
then yield a homeomorphism from M - p to M - q. 

From the commutativity of the diagram 

Hn(M) ~ Hn(M, M - p) 

],,0" ] . 
k' 

Hn(M) ~ Hn(M, M - q) 

and the fact that k~ ( {z} ) = 0 we conclude that k*( {z} ) = O. 
Now let {z} be an arbitrary homology class as above and cover the com­

pact set C with a finite number of coordinate neighborhoods Ul , ... , Ub 

where each Ui is homeomorphic to an open disk in [Rn, Denoting J.j = 

Uf=l Ui' we will show that {z} = 0 by proving that {z} is a boundary in Vk, 
that is, Hn(T{) = O. 

The argument proceeds by induction on k. For k = 1 the result follows 
from Lemma 6.1. So suppose Hn(Vm) = 0 and consider the Mayer-Vietoris 
sequence for the union Vm U Um+1 = Vm+1: 

Hn(Vm) EB Hn(Um+1) --t Hn(Vm+d --t Hn- l (Vm n Um+1) 

--t Hn-1(Vm) E8 Hn-1(Um+I). 

Now the first term is zero by the inductive hypothesis and Lemma 6.1 and 
H n - 1 (U m+1) = 0 since Um+1 is homeomorphic to an open disk. Thus, to prove 
that Hn(Vm+d = 0 it is sufficient to show that the homomorphism 

i*: Hn- l (Vm n Um+1) --t Hn- 1 (Vm) 

is a monomorphism. 
So suppose that i*([3) = O. Then there exist elements [3' E Hn(Um+1, Vm n 

Um+d and [3" E Hn(Vm, Vm n Um+d such that AI ([3') = [3 = A2([3"), where Al 
and A2 are the respective connecting homomorphisms. 

Consider the following diagram: 

Hn(Vm, VmnUm+l)~ Hn(Vm+I' VmnUm+d ~ Hn(M,M - p) 

j'" ~H(~7)~p* ~ 
n m+l 

At Jp * 
Hn-I(VmnUm+l) +--- Hn(Um+1, VmnUm+1) ----> Hn(Um+l , Um+l-p) 

"'2 

Setting 13 = i1*([3') - i2*([3"), observe that A(13) = 0, where A is the connect-
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ing homomorphism of the pair (Vrn+1' Vrn n Urn +1 ). Thus, there exists an IX E 

Hn(Vm+1) withj*(IX) = 13. 
Let p E Um+ 1 - Vm n Urn +1' Then by the remarks at the beginning of the 

proof, ip'(IX) = O. Thus 

0= I*U*(IX)) = 1*(13) = 1*(i 1.(/3') - iz.(f3")) 

= l*i 1.(/3') - l*iz'(f3")· 

Now since p rio Vm , l*i2 • factors through Hn(M - p, M - p) = 0, so l*i2 .(/3") = 
O. Hence, l*i 1.(/3') = O. This implies thatjp.(/3') = O. 

It follows from Lemma 6.3 that /3' must be zero, hence /3 = 0 and i* is a 
monomorphism. Therefore, Hn(Vm +1 ) = 0 and we have completed the induc­
tive step. 0 

6.6 Corollary. Let M be a closed connected n-manifold. If Z E Hn(M) and p E 

M such that 

has ip'(z) = 0, then Z = O. 

Proof. Since ip'(z) = 0, there must be an element z' E Hn(M - p) with z 
being the image of z'. However, M - p is not compact, so by Theorem 6.5 
Hn(M - p) = O. Thus, z' and also z must be zero. 0 

6.7 Corollary. rr M is a connected n-manifold without boundary, then either 

(i) Hn(M)=O,or 
(ii) Hn(M)::::::: Z, and for every p E M the homomorphism ip.: Hn(M) ~ 

Hn(M, M - p) is an isomorphism. 

Proof. From Corollary 6.6 we have that ip • is a monomorphism. Since 
Hn(M, M - p) ::::::: Z, it follows that either Hn(M) = 0 or Hn(M) ::::::: Z. So sup­
pose Hn(M) =f- 0 and let z E Hn(M) and WE Hn(M, M - p) be generators for 
the respective infinite cyclic groups. Then ip'(z) = ± m' w for some positive 
integer m. We must show that m = 1. 

Note that the same proof as for Theorem 6.5 may be given to show that for 
any abelian group G, Hn{M; G) = 0 for M a connected noncom pact manifold 
without boundary. Then consider the diagram 

where the vertical monomorphisms come from the universal coefficient theo­
rem. The commutativity of the square implies that ip • (8) id is a monomor­
phism. But 
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Up, ® id)(z ® 1) = ip'(z) ® 1 = ± m· w ® 1 = ± w ® m = 0, 

so that z ® 1 = 0. This only happens if m = 1. Therefore, ip. is an isomor­
phism. 0 

Let M be an n-manifold without boundary. For each p E M let 

and for coefficients in Z2 

Define the set 

We want to introduce a topology on the set :Y. To do so requires the 
notion of a proper n-ball. A proper n-ball in M is an open set V c:; M such 
that there exists a homeomorphism of Dn onto V taking sn-l onto V - V. For 
example, the interior of the region shown in Figure 6.11a fails to be a proper 
n-ball while the interior of the region in Figure 6.11 b is a proper n-ball. 

EXERCISE 4. Show that if M is an n-manifold without boundary, then the collection of 
all proper Il-balls in M forms a basis for the topology on M. 

Now if V is a proper n-ball in M and p E V, then there is an isomorphism 

jp.: Hn(M, M - V) -.:. Tp. 

As a basis for the topology on :Y we take the sets 

Ua,v = {jp.(er:)lp E V} 

as V ranges over all proper n-balls of M and r:J. ranges over all elements for 
Hn(M, M - V). For example, the choice of a generator for Hn(M, M - V) 
dictates, via the isomorphisms j p" a generator for each Tp ' and these selected 
generators form a sheet in :Y which is homeomorphic to V. Since this may be 

(a) (b) 

Figure 6.11 
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done for either generator of Hn(M, M - V) we see that the generators of the 
Tp form two disjoint sheets each homeomorphic to V. 

More generally, if r: :Y ~ M is the natural projection, it is evident that r is 
a local homeomorphism. Each component of :Y is a covering space of M 
with either one or two sheets. In particular the generators of all the Tp form 
either a double covering of M or two distinct simple coverings. The restric­
tion of r to this subset of:Y is the orientation double covering of M. In the case 
that there are two distinct simple coverings we say that M is orientable. An 
orientation of M is a map s: M ~ :Y with r 0 s = identity on M and s(p) a 
generator of Tp for each p E M. Of course, an orientable manifold has two 
possible orientations. 

EXERCISE 5. Let B be the Mobius band so that M = B - oB is a 2-manifold without 
boundary. Prove that M is not orientable by showing that the domain of its orienta­
tion double covering is homeomorphic to the annulus SI x (0,1). 

EXERCISE 6. Let M be an n-manifold without boundary and let M be the domain of its 
orientation double covering. Then show that M is an orientable n-manifold. 

Following the same procedure for the groups Tp(Z2), the generators form 
a simple covering of M so that there always exists a unique Z2-orientation. 

If M is a closed n-manifold, a fundamental class on M is an element Z E 

Hn(M) such that 

ip.: Hn(M) ~ Hn(M, M - p) = Tp 

has ip'(z) a generator of Tp for each p E M. A cycle representing z is a funda­
mental cycle. 

6.8 Lemma. Let M be a closed n-manifold and U be an open subset of M. If 
an element x E Hn(M, U) hasjp'(x) = 0 for all p E M - U, where 

jp.: Hn(M, U) ~ Tp, 

then x = o. 

Proof. First suppose that M - U is contained in some coordinate neighbor­
hood W Then consider the commutative diagram 

Hn(M, U) ~ Hn(M, M - p) = Tp 

where the vertical homomorphisms are excision isomorphisms. For each p E 

M - U = W - (W n U), it follows thatjp'(x) = 0 if and only if hp • kills the 
preimage of x. Then by Lemma 6.3 the preimage of x must be zero, which 
implies that x = o. 
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For the general case, since M - V is compact, we express M - V as the 
union of a finite number of compact sets, each contained in a coordinate 
neighborhood. We proceed by induction on the number k of such compact 
sets. In the previous paragraph we have proved the result for k = 1. For the 
inductive step we use the Mayer-Vietoris sequence 

Hn+1 (M, V' u V") -+ Hn(M, V' n V") -+ Hn(M, V') EB Hn(M, V"), 

where V' and V" are open sets in M, and the fact that Hn+1 (M, V' u V") = 0, 
which follows by Lemmas 6.1 and 6.5 and the exact sequence of a pair. D 

6.9 Lemma. Let M be a closed orientable n-manifold with orientation s: M -+ 

:Y. Then there exists a class Z E Hn(M) such that ip'(z) = s(p) E Tp for all P E 

M. 

Proof. From our previous observations we know that for each p there exists 
a proper n-ball Vp about p and an element xp E Hn(M, M - Vp) such that if 
q E Vp, jq'(xp) = s(q). The technique then is to piece together such proper 
n-balls, using a Mayer-Vietoris sequence and the compactness of M, to con­
struct the desired global homology class. 

Since M is compact, there is a finite collection VI' ... , ~ of proper n-balls 
which cover M. Suppose that there is an element 

Zm E Hn(M,M - (VI U'" U Vm)) 

such that 

jq,(Zm) = s(q) 

for all q E VI U ... U Vm . Then consider the relative Mayer-Vietoris sequence 

Hn(M, M - (VI U ... U Vm+d) 

-+ Hn(M, M - (VI U ... U Vm)) EB Hn(M, M - Vm+d 

-+ Hn(M, M - (VI U ... U Vm) n Vm+1)' 

Starting with the element Zm - X m+1 in the direct sum, let w be its image 
in Hn(M, M - (VI U··· U Vm) n Vm+1)' This implies that for all q E (B U··· U 

Vm ) n Vm+l , jq'(w) = O. Now by Lemma 6.8 it follows that w = O. 
Let zm+l E Hn(M, M - (VI U ... U Vm+l )) be the element which is mapped 

into Zm - Xm + l and note that jq,(zm+1) = s(q) for all q E VI U ... U Vm+l . This 
completes the inductive step and the desired class Z is Zk' D 

All of these results are summarized in the following theorem expressing the 
precise relation between orientation and fundamental class: 

6.10 Theorem. If M is a closed connected orientable n-manifold with orienta­
tion s: M -+ :T, then there is a unique fundamental class Z E Hn(M) such that 
ip'(z) = s(p) for each p E M. 
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Proof. This follows immediately from the previous lemmas. From Lemma 6.9 
we have the existence of such a fundamental class z. If z' is another such class, 
then for each p E M 

ip'(z - z') = s(p) - s(p) = 0 

so that z - z' = 0 by Corollary 6.6. This proves uniqueness. D 

EXERCISE 7. Let M, be a closed orientable Il,-manifold and M2 be a closed orientable 
I1rmanifold. Then show M, x M2 is a closed orientable (11, + 1l2)-manifold. 

Our procedure for proving the Poincare duality theorem follows the style 
of Milnor [1957J by first establishing a form of the Thorn isomorphism. So 
for the present, we assume that M is a closed, orientable n-manifold with an 
orientation s: M ->:Y. Then by the above exercise, M x M is a compact, 
orientable 2n-manifold. Define maps nl' n2 : M x M -> M by projection onto 
the first or second coordinate, and for any p E M 

lp, r p: M -> M x M 

by lp(x) = (p, x), r p(x) = (x, pl. Finally, denote by 

L1: M ->M x M 

the diagonal L1(x) = (x, x) and note that 

n 1 0 L1 = n2 0 L1 = identity on M. 

6.11 Lemma. Let V be a proper n-ball in M with p E V corresponding to the 
origin in Dn. There is a homeomorphism 

8: n~'(V) = V x M -> n~l(V) 

such that 

(i) n l = n l 08 on all of n~l(V); 
(ii) 8 o L1=rp on V; 

(iii) (n2 080 lq)*(s(q)) = s(p) for all q E V. 

Note: This states that V x M may be deformed in such a way that the first 
coordinate is unchanged (i), and the diagonal over V is transformed into the 
level set V x {p} (ii). Furthermore this is done in such a way as to preserve 
the orientation in the sense that the composition 

'., Hn(M, M - q) -> Hn(q x M, q x (M - q)) 
8. 
-> Hn(q x M, q x (M - p)) 

'::: Hn(M, M - p) 

takes seq) into s(p) for all q in V. 
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y 

Proof: Denote by 

Figure 6.12 

h: V --> D" 

.\" 

• 

the homeomorphism taking p into the origin. Define a homeomorphism 

).: (D" - aD") x D" --> (D" - aD") x D" 
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as follows: for XED" - aD", y E aD", map the entire segment from (x, x) to 
(x, y) linearly into the segment from (x, 0) to (x, y) (Figure 6.12). 

Now define 

if q'rt V 8( ') {(q, q') 
q, q = (q, h -I ().(h(q), h(q'))) for q' E V 

For fixed q E V, as q' E V approaches av, 8(q, q') approaches (q, q'). It follows 
that 8 is a well-defined homeomorphism with the desired properties. 0 

For any open set U <;; M denote by U x the pair 

u x = (nl1(U), nll(U) - MM)) = (U x M, U x M - ~(M)) 

and in particular 

M X =(M x M,M x M-~(M)). 

6.12 Lemma 

(i) Hi(MX)=Ojori<n; 
(ii) Ho(M) ~ H"{M X) under the homomorphism sending the O-chain represented 

by p E M into the relative class represented by lp'{s{p)), where 

lp.: H"{M, M - p) --> H"{M x M, M x M - ~(M)). 
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Proof. First consider the statement of the lemma with a proper n-ball V 
replacing M. The homeomorphism 8 of Lemma 6.11 induces 

8: V x = (V x M, V x M - i1(M)) -+ V x (M, M - p), 

since i1(V) is taken into V x p. Therefore, the induced homomorphism on the 
relative homology groups is an isomorphism. Applying the Kiinneth formula 
of Theorem 5.5 to V x (M, M - p), Statement (i) follows for V x 

Consider the composition 
lq. 

Hn(V, V - q) -+ Hn(V x M, V x M - i1(M)) 
(J* 1t2* 
-;; Hn(V x (M, M - p)) -+ Hn(M,M - p). 

i 

Ho(V) ® Hn(M, M - p) 

From Lemma 6.11, Part (iii) we know that n2.8*lq.(s(q)) = s(p). The vertical 
isomorphism follows from the Kiinneth formula, where Ho(V) ® Hn(M, M - p) 
is the infinite cyclic group generated by {q} (8) s(p). These two isomorphisms 
imply that Part (ii) holds for V replacing M. 

Finally, we again use an inductive procedure to extend to the general case. 
Suppose that U and V are open sets in M such that the lemma holds for U, 
V, and U n V. There is a diagram of Mayer-Vietoris sequences 

... ~ Ho(U n V) ---> Ho(U u V) 

j j j 
••• ---> Hn((U n V)') ---> Hn(UX)EBHn(VX) ---> Hn((Uu V)X) ---> Hn-d(Un V)X)---> ... , 

where the vertical homomorphisms are those described in Part (ii). Note that 
if p and q are in the same path component of U, then it follows from Lemma 
6.11, Part (iii) that lp.(s(p)) = lq.(s(q)). Applying the five lemma (Exercise 4, 
Chapter 2) completes the inductive step and, since M is compact, the proof is 
complete. D 

We are now ready to prove the following important theorem which has 
many applications in algebraic topology. 

6.13 Theorem (Thom Isomorphism Theorem). For a compact oriented 
n-manifold M without boundary, there is a cohomology class U E Hn(M X) 
such that for any coefficient group G the homomorphism 

<1>*: Hk(M; G) -+ H"+k(M '; G) 

given by 

<I>*(x) = U u n!(x) 
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is an isomorphism. Here the cup product has the form 

Hk(M x M;G) ® H"(M x M,M x M - A(M);Z) 

.... Hn+k(M x M, M x M - A(M); G). 
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Note: The class U E Hn(M X) is called the Thorn class of the topological 
manifold M. 

Proof. We prove the theorem for G = Z. The general case follows by 
applying the universal coefficient theorem. 

Since Hi(M X) = 0 for i < n, it follows from the universal coefficient theo­
rem that Hi(MX) = 0 for i < nand Hn(Mx)::::; Hom(Hn(MX),Z). From 
Lemma 6.12 we have a natural isomorphism of Hn(M X) with Ho(M), hence 
also of Hom(Hn(M X), Z) with Hom(Ho(M), Z). Then we define U E H"(M X) 
to be the class corresponding to the augmentation homomorphism 

Ho(M) .... Z 

under these isomorphisms. In particular then it follows from Lemma 6.12 
that for all p E M the Kronecker index 

<U, lp'(s(p))> = 1. 

For any open set V <:; M we denote by Uv E Hn(v X) the restriction of the 
Thorn class U. There is a cap product 

H"(V x M, V x M - A(M)) ® Hk(V x M, V x M - A(M)) .... Hk-n(V X M) 

sending Uv ® r:t. into Uv n r:t.. For any (X E Hk(V X) define <I>*(r:t.) to be the ele­
ment of Hk-n(V) given by <I>*(r:t.) = nl*(Uv n (X). Thus 

<1>*: H*(V X) .... H*(V) 

is a natural homomorphism of degree - n between graded groups. 
Now restrict to the case of V being a proper n-ball. Under the isomorphism 

of Lemma 6.11 

e*: H"(V x (M, M - p)) .... Hn(v X), 

the element e*-l(uJ may be identified via the Kiinneth formula with 1 ® y E 

HO(V) ® Hn(M, M - p), where y is a generator of the infinite cyclic group 
H"(M,M - pl. 

By the naturality of the cap product 

nl*(Uv n (X) = nl* 0 e*(e*(e*-l(Uvl) n r:t.) 

= n1.(e*-1(Uv ) n e*(r:t.)). 

So if ill E Hn(M, M - p) is a generator with <y, ill> = 1, then 

nl*(Uv n (X) = {J, 
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where p ® w corresponds to 'Y. under the isomorphisms 

Hk-n(V) ® Hn(M, M - p) ~ Hk(V x (M, M - p)) f- Hk(V X). 

Therefore, <1>*: Hk(V X) -+ Hk-n(V) is an isomorphism for each k. 
If VI c;:; V2 are open sets in M, the restriction of UV2 is UV1 ' This fact, to­

gether with naturality and the Mayer-Vietoris sequence, may be used in the 
manner of Lemma 6.12 to extend the result inductively to an isomorphism 

<1>*: Hk(M X
) ~ Hk-n(M). 

By returning to the chain level we can define the adjoint of <1>*; this yields 
a homomorphism 

Applying the universal coefficient theorem, we see that <1>* is also an isomor­
phism. Finally note that 

(<1>*(x),y) = (x,<1>*(y) 

= (x,nl*(U ny) 

= (nfx,Uny) 

= (Uunt(x),y) 

for any x and y, so that <1>*(x) = U u nt(x). o 

EXAMPLE. As an aid to understanding this important theorem, consider 
the following simple example: Let M = SI so that M x M is the two­
dimensional torus. Recall from Chapter 5 the determination of the coho­
mology ring structure in M x M. As before we denote generating I-cycles in 
M x M by a. and p, and their dual cocyles by 'Y. and P (Figure 6.13). It is not 
difficult to see that M x M - 11M has the homotopy type of SI, as is demon­
strated in the following deformation (Figure 6.14). 

Now given an orientation for M = sl, there is a generator ii E HI (M) such 
that ip.(ii) = s(p) for all p E M. Thus, from the commutative diagram 

I 
I 
I 
I 
1 
I 

~ 

Figure 6.13 
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we see that lp'(s(p)) = lp.ip.(a) = i*lp.(a). With a possible change in sign re­
sulting from the choice of orientation, we have lp.(a) = a. Thus, the Thorn 
class U E Hl(MX) will have the property that 

1 = <U,lp.s(p) = <U,i*(a) = <i*U,a). 

From the exact cohomology sequence of the pair M x , 

Hl(MX) ~ HI(M x M)!:. Hl(M x M - tlM), 

it is not difficult to argue that i* is a monomorphism and j* is an epimor­
phism. Furthermore, HI (M x M) is free abelian with basis elements rt and /3, 
and the kernel of j* is infinite cycle generated by rt - /3. This uniquely deter­
mines the Thorn class U corresponding to the given orientation. Changing 
the orientation of M changes the sign of U. 

Finally consider the Thorn homomorphism 

$*: Hl(M) -+ H2(MX). 

If a is the generator dual to a, $*(a) = U v nf(a). Now in HI(M x M) we 
have 

<nf(a),ma + n13) = <a,nl*(ma + n13) = m, 

so that nt(a) =rt. Using the isomorphism H2(MX) ~ H2(M x M), it follows 
that 

i*($*(a)) = i*(U v nt(a)) = i*(U v rt) = i*(U) v rt 

= (rt - /3) v rt = - /3 v rt, 
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which is a generator of H2(M x M). Thus, <I>*(a) is a generator of H2(MX) 
and <1>* is an isomorphism. 

At this point we need another very basic property of topological manifolds. 

6.14 Theorem. If M is a closed topological n-manifold, there exists a topologi­
cal embedding of M in IRk for some large value of k. Furthermore, under this 
embedding there exists an open set U about M such that M is a retract of U, 
that is, there exists a map r: U -+ M such that riM is the identity. 

Proof. See Appendix II. D 

6.15 Lemma. For M a closed manifold, there exists a neighborhood N of ~(M) 
in M x M such that nllN and n21N are homotopic as maps from N to M. 

Proof. Applying Theorem 6.14 we embed M in IRk and let U be a neighbor­
hood of M which retracts onto M. Since M is compact there exists an e > 0 
such that for any points x, y E M having distance (in IRk) between x and y less 
than e, the segment from x to y lies in U. It is evident then that any two maps 
into M with the distance between corresponding points less than e are homo­
topic in U via the obvious homotopy. Applying the retraction r moves the 
homotopy into M. 

Now the projection maps n 1 and n2 coincide on ~(M) in M x M. Again 
using compactness, there must exist a neighborhood N of ~(M) in M x M 
such that the distance between nil Nand n21 N is less than e. It follows then 
that these restrictions are homotopic in M. D 

6.16 Lemma. Define t: M x M -+ M x M by t(x, y) = (y, x) and note that t 
induces a map of pairs t: M x -+ M x. Then for x E H*(M x; G), t*(x) = ( -1 )nx. 

Proof First let V be a proper n-ball in M and consider the diagram 

W(M x M,M x M - ~(M)) ~ W(M x M,M x M - ~(M)) 

j. j. 
W(V x V. V x V - ~(V)) 

,* 
-----+ W(V x V, V x V - ~(V)), 

where the vertical homomorphisms are induced by the inclusion map. Note 
that W(V x V, V x V - ~(V)) is infinite cyclic since (V x V, V x V - ~(V)) 

has the homotopy type of (Dn, sn-l). Furthermore, i*(U) is a generator of this 
group and t*(i*U) = (-lti*(U). Thus, we conclude that 

t*(U) = (-ltU. 

Now let N be a closed neighborhood of ~(M) satisfying the requirement of 
Lemma 6.15. We may further require that N be invariant under t. Then the 
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diagram 

is commutative where the composition across the top is $*. Recalling that 
712 = 711 0 t we have 

t*j*($*(X)) = t*j*(U U 71T(X)) = t*(j*(U) U (71 1 IN)*(x)) 

= t*j*(U) U (71 2IN)*(x) = (_l)nj*(U) U (712IN)*(x) 

which by Lemma 6.15 

= ( - I )nj*(U) U (71 1 1 N )*(x) = ( - 1 )nj*($*(x». 

Since j* and $* are isomorphisms, the result follows. o 

6.17 Proposition. If M is a closed n-manifold, then H*(M) is finitely generated. 

Proof. Using Theorem 6.14 we embed M in a high-dimensional euclidean 
space ~m so that some open set N about M in ~m admits a retraction onto 
M, r: N ~ M. Choose a large m-simplex sm in ~m so that M is contained in 
its interior. By the results of Appendix I there exists an integer k so that mesh 
Sdks m is less than the distance from M to ~m - N. 

Let K be the union of all simplices in Sdksm whose closures intersect M. 
Then K is a finite CW complex, M ~ K ~ N and the retraction r restricts to 
a retraction r: K ~ M. 

By Proposition 2.23 H*(K) is finitely generated and by Corollary 1.12 
H*(M) is isomorphic to a direct summand of H*(K); hence, H*(M) is finitely 
generated. 0 

We are now ready to prove the main theorem of this chapter. 

6.18 Poincare Duality Theorem. For M a compact connected orientable n­
manifold without boundary, with orientation s: M ~ !!I and associated funda­
mental class z, the homomorphism 

given by D(x) = x n z, is an isomorphism for each k. 

Proof. Let z be a cycle in Sn(M) representing z. Then there is a homomor­
phism of chain complexes 

D#: Sk(M; G) ~ Sn-k(M; G) 
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given by cap product with z. Note that D # commutes with co boundary and 
boundary operators up to sign and induces D on cohomology and homology. 

Now let R be a ring with unit, x, y E H*(M; R) and rt., fJ E H*(M; R). Then 
there are the elements 

'Y. X fJ E H*(M x M;R) and x x y = n!(x) u n!(y) E H*(M x M;R). 

If U E Hn(M X) is the Thorn class of M, denote by 0 the class i*(U), where 

i*: W(M') ---> W(M x M) 

is induced by inclusion. Let £ be a chosen generator for Ho(M). 
The homomorphism i*: Hn(M x M) ---> Hn(M') takes £ x z into Ip'(s(p)), 

Thus 

( 6.19) (-I)"<O,z x £) = <0,£ x z) 

= < i*( U), £ X z) 

= <U, Ip'(s(p))) 

=1. 

If x E Hr(M; R) and y E W(M; R), then we claim that 

(6.20) o u (x x y) = (-I)rsO u (y x x). 

In order to give this meaning we must view 0 as an element of 
W(M x M; R). This is done by using the coefficient homomorphism Z ---> R 
given by taking 1 into the unit of the ring R. 

Then in the diagram 

W(M';R)®W+S(M x M;R) ~ 

], .. " 
W(M x M; R) ® W+S(M x M; R) ~ w+r+s(M x M; R), 

we have 

Therefore 

(-I)"Uu(x x y) = t*(Uu(x x y)) 

= t*(U) u t*(x x y) 

= (_l)n+rsu U (y X x). 

o u (x x y) = i*(U) u id(x x y) = i*(U u (x x y)) 

= (-I)rsi*(Uu(y x x))=(-I)'sUu(y x x) 

which proves Equation (6.20). 
Finally, for x E Hk(M; R) and rt. E Hk(M; R) we have 
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<O,D(x) x a) = <O,(xnz) x a) 

Then by Equation (6.20) 

= <O,(x x l)n(z x a) 

= «x x 1) u 0, (z X a). 

<O,D(x) x a) = <(1 x x)u O,z x a) 

= <0,(1 x x)n(z x a) 

= (-I)nk<O,z x <x,a)·e). 
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It follows from Equation (6.19) that this last expression is equal to 
(_1)n(n~k)<x, a)' 1. We summarize these statements in the following impor­
tant equation: 

(6.21 ) <x,a) = (_1)n(n~k)<O,D(x) X Ct). 

For the special case R = Zp, where p is a prime, the universal coefficient 
theorem becomes an isomorphism, 

H*(M;Zp) ~ Homz)H*(M;Zp),Zp)' 

Applying this to the above equation we see that x#-O implies D(x) #- O. 
Therefore 

D: H*(M;Zp) -+ H*(M;Zp) 

is a monomorphism. By Proposition 6.17 these are finite-dimensional vec­
tor spaces, so since their dimensions must be the same, D must be an 
isomorphism. 

To extend this result to more general coefficient groups we use the method 
of "algebraic mapping cylinders" [Eilenberg and Steenrod, 1952]. Recall that 
D# is a homomorphism 

D#: Sk(M) -+ Sn~k(M) 

with D# 0 J = a 0 D#. Define 

Cn~k = Sk+l(M) EB Sn~k(M) 

and a boundary operator 

or 

3: Cm -+ Cm~l = sn~m+2(M) EB Sm~l (M), 

by 

Then we check that 

30 3(!X.,P) = 3( -Ja,ap + D#(a)) 

= (JJa, a(ap + D#(a)) - D#J(Ct)) 
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= (0, 8D#(a) - D#o(a)) 

= O. 

Homology Theory 

Hence, {Cm , 8} defines a chain complex C. 
There is a short exact sequence 

° ---> Sm(M) ~ Cm ~ sn-m+l (M) ---> ° 
that determines a short exact sequence of chain complexes (the second homo­
morphism will be a chain map up to sign only, but this will be sufficient for 
our purposes). Therefore, we have a long exact sequence of homology groups. 
What is the connecting homomorphism? 

Let y E sn-m+l(M) with oy = 0. Pick the element (y,O) E Cm that projects 
onto y. Then 

8(y,0) = (-oy,D#(y)) = (O,D#(y)) 

and the element in Sm-l (M) having this as its image is D#(y). Thus the con­
necting homomorphism for the sequence is D and the sequence has the form 

•.. ---> W-m(M).!? Hm(M) ---> Hm(C) ---> W-m+l(M).!? Hm-1(M) ---> ••.• 

Now we may identify Sk(M;Zp) with Sk(M) ® Zp, so that for each prime p 
we have a long exact sequence 

.•. ---> Hn-m(M' Z ) .!? H (M' Z ) ---> H (C' Z ) ---> Hn - m+1 (M' Z ) ---> ... 
'p~m 'P m'p 'p' 

In the sequence, D is an isomorphism wherever it occurs. Hence, Hm( C; Zp) = 

o for all integers m and primes p. But since Hm(C) is finitely generated, it 
follows from the universal coefficient theorem that Hm(C) = ° for all m. Thus, 
the first sequence shows D to be an isomorphism for integral coefficients. This 
same technique shows D to be an isomorphism for G any finitely generated 
abelian group. 

Finally, to extend to the general case, the fact that H*(M) is finitely gener­
ated implies that H*(M; G) is the direct limit of {H*(M; G')} where G' ranges 
over the finitely generated subgroups of G. Since D commutes with coefficient 
homomorphisms, we conclude that D is an isomorphism for general abelian 
groups G. D 

Note: The essence of the proof is the relationship between the Thorn class 
and the duality homomorphism. Specifically, if x is a cohomology class and 
CI. is an homology class, the Kronecker index of x on a is, up to sign, the same 
as the Kronecker index of the "restricted" Thorn class 0 on the external 
homology product D(x) x a. 

Since all manifolds are orientable when the coefficient group is Z2' we may 
duplicate the previous proof to establish: 
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6.22 Theorem. For M a closed connected n-manifold with Zz-fundamental 
class Zz E Hn(M;Zz), the homomorphism 

D: Hk(M;Zz) --+ Hn-k(M;Zz), 

given by D(x) = x n zz, is an isomorphism. o 

We now turn to the relative case, that is, the duality theorem for a manifold 
with boundary. Therefore, let M be a compact manifold with boundary aM. 
The structures that were defined previously, the local homology groups Tp 
and the orientation covering ff with projection r, may still be defined for 
points p E M - aM. We define (M, aM) to be orientable if there exists a con­
tinuous map s: M - aM --+ ff with r 0 s = identity and s(p) a generator of Tp 
for each p in M - aM. 

One of the most useful tools in studying manifolds with boundary is the 
"collaring theorem," which states that there is a neighborhood of the bound­
ary which resembles a collar, that is, it is homeomorphic to the cartesian 
product of the boundary and an interval. In its topological form it is due to 
Brown [1962]. 

6.23 Topological Collaring Theorem. If M is a topological manifold with 
boundary aM, then there exists a neighborhood W of aM in M such that W is 
homeomorphic to aM x [0,1] in such a way that aM corresponds naturally 
with aM x 0. 

Proof See Appendix II. o 

If M is a manifold with boundary, define the "double" of M to be the 
manifold M formed by identifying two copies of M along aM. 

EXERCISE 8. Show that (M, aM) is orientable if and only if Mis orientable. 

EXERCISE 9. Show that if (M, aM) is orientable, then aM is an orientable manifold 
without boundary. Is the converse true? 

6.24 Theorem. If (M, aM) is a compact connected orientable n-manifold with 
orientation s, then there exists a unique fundamental class Z E Hn(M, aM) 
such that for each p ¢ M - aM, jp'(Z) = s(p). Furthermore, if L1: Hn(M, aM) --+ 

Hn- 1 (aM) is the connecting homomorphism, then L1(z) is a fundamental class 
of aM, that is, it restricts to a fundamental class on each component of aM. 

Proof. Since M is orientable, there exists a fundamental class Z E Hn(M) such 
that ]p.(z) = s(p) for all p E M. Then we define z to be the image of Z under 
the composition 

Hn(M) --+ Hn(M, M - (M - aM)) ~ Hn(M, aM), 
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M 

Figure 6.15 

where the second homomorphism is the inverse of an excision isomorphism. 
This gives the existence of the desired fundamental class z. 

Let D be a proper (n - I)-ball in aM. If W is a collar for aM in M (Theo­
rem 6.23), then under the homeomorphism W:;::: aM x I there is an n-cell E 
corresponding to D x I (Figure 6.15). For any point p in the interior, DO, of 
the (n - I)-cell D in aM we have the following diagram: 

in which each rectangle commutes and the horizontal isomorphisms follow 
by excision. 

If q is a point in EO, the factorization 

and the fact that jq.(z) is the generator s(q) imply that i*(z) is a generator for 
the infinite cyclic group Hn(M, M - EO). Thus, there exists a generator z' for 
Hn(E, aE) such that k*(z') = i*(z). 

From the diagram k~Ll(z') = i~Ll(z) and hence the images of Ll(z) and Ll(z') 
in the infinite cyclic group H n - 1 (M - EO, (M - EO) - p) must coincide. Since 
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the image of Li(z') is a generator, so is the image of Li(z). Therefore, jp.(Mz)) 
is a generator of Hn- 1 (aM, aM - p) and Li(z) must be a fundamental class for 
aM. 

To prove uniqueness, note first that if W is a collar for aM, then both M 
and M - aM are homotopy equivalent to M - Woo Thus 

by Theorem 6.5. So suppose z and ware fundamental classes in Hn(M, aM) 
corresponding to the orientation s. Since Li(z) and Li(w) are fundamental 
classes in Hn- 1 (aM) corresponding to the orientation induced by s on aM, the 
restrictions of Li(z) and Li(w) to each component of aM must agree by Theo­
rem 6.10. Thus, z - w is in the kernel of Li. By exactness and the fact that 
Hn(M) = 0 it follows that z = w. 0 

6.25 Poincare-Lefschetz Duality Theorem. Let (M, aM) be a compact ori­
en table n-manifold with fundamental class z E Hn(M, aM). Then the duality 
maps 

and 

given by taking the cap product with z are both isomorphisms. 

Proof. In M let Ml and M2 denote the two copies of M (Figure 6.16). There 
exists a two-sided collaring N of aM in M. That is, N is homeomorphic to 
aM x /, where / = [ -1, IJ, with aM corresponding to aM x {O}. Note that 
aN is homeomorphic to aM x 0/. 

For i = 1,2 consider the following diagram: 

where D; is defined to make the triangle commute. Since j is the inclusion 

M 

Figure 6.16 
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map, the rectangle commutes by the naturality of the cap product; that is, 

j*(j*(x) n z) = x n j*(z). 

On the other hand, if cr E H1(l,iU) is a generator, and e is the element of 
H°(l) having en cr = cr, then we have the following diagram: 

Hk(oM) ~ Hk(oM x /) = Hk(N) 

] 
'" ,-,i\.z ]0(4"<' ~H._.(M,M _ NO) 

~10n 
Hn- k- 1 (aM) ~ Hn-k(oM x (I, a/)) = Hn-k(N, aN) 

where, once again, l5 is defined to make the diagram commute. The rectangle 
commutes since 

(x x e) n (~z x cr) = (x n ~z) x (e n cr) = (x n ~z) x cr. 

Note further that since ~z is a fundamental class for aM, it follows from 
Theorem 6.18 that 15 is an isomorphism. 

These homomorphisms may be used to connect the following Mayer­
Vietoris sequences: 

... -+ ~ ~ ° ~ ° Hn-k(M) -+ Hn-k(M, M2 - N ) EB Hn-k(M, Ml - N ) 

-+ Hk(N) -+ ... 

j. 
-+ Hn-kCM,!VI - N°) -+ ... , 

where jj is given by taking the cap product with i, the fundamental class for 
!VI which is associated with z. It can be checked that each rectangle commutes 
up to sign. Since jj and l5 are isomorphisms, it follows by the five lemma 
(Exercise 4, Chapter 2) that Dl EB D2 is an isomorphism. Going back to the 
first diagram, the fact that Dl is an isomorphism implies that 

D: Hk(M) -+ Hn-k(M, aM) 

is an isomorphism for each k. 
Finally, it follows from the diagram 

... -+ Hk-l(oM) ------+ Hk(M,aM) -----+. Hk(M) -+ ... 

+~ jM + 
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and another application of the five lemma that 

D: Hk(M, aM) --+ Hn-k(M) 

is an isomorphism. D 

EXERCISE 10. Suppose M is a compact connected oriented n-manifold with aM = 

Ml U M2 , the disjoint union of two closed (n - I)-manifolds. If Z E Hn(M,aM) is a 
fundamental class, show that there is a suitably defined cap product which yields an 
isomorphism 

given by capping with z. 

In the remainder of this chapter we will give a number of immediate appli­
cations of the Poincare duality theorem. We make no attempt to be complete 
in this sense, because many of the known facts about manifolds are related to 
this theorem. 

6.26 Lemma. If M is a closed connected oriented n-manifold, then Hn - 1 (M) is 
free abelian. 

Proof· Suppose this is not true. Since Hn- 1 (M) is finitely generated, it must 
contain a direct summand isomorphic to Zp for some integer p > 1. Thus 

Hn(M):::::; Z and 

for some abelian group A. By the universal coefficient theorem 

Hn(M; Zp):::::; Hn(M) ® Zp EEl Tor(Hn_1(M),Zp) 

:::::; Zp EB Zp EB Tor(A, Zp). 

Now from our previous observations we know that the inclusion map 
induces a monomorphism 

Hn(M; Zp) --+ Hn(M, M - x; Zp) :::::; Zp 

for any point x E M. This implies the existence of a monomorphism 

Zp EB Zp EB Tor(A, Zp) --+ Zp, 

which is impossible. Thus, Hn- 1 (M) is free abelian. D 

It follows immediately from Lemma 6.26 that if M is a closed, connected, 
oriented n-manifold, 

Ext(Hn _ 1 (M), Z) = 0 

so that 

W(M) :::::; Hom(Hn(M), Z), 
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which is infinite cycle. If Z E Hn(M) is the fundamental class corresponding to 
the given orientation, define (J. E Hn(M) to be the "dual" of Z in the sense that 
«(;(,z) = 1, so (;( is a generator for Hn(M). 

F or any integer q define a pairing 

Hq(M) ® W-q(M) --+ Z 

by sending x ® y into the integer (x u y, z). Note that if r' x = 0 in Hq(M) for 
some integer r "# 0, then (r' x) u y = r' (x u y) = 0; hence, xu y = 0 because 
W(M) is infinite cyclic. Similarly x u y = 0 if y has finite order. 

On the other hand, suppose that x E Hq(M) does not have finite order. 
From the universal coefficient theorem the homomorphism 

Hq(M) --+ Hom(Hq(M), Z), 

sending x into the homomorphism w --+ (x, w), must take x into a nontrivial 
homomorphism. Thus, there exists an element WE Hq(M) with (x, w) "# O. 
Furthermore this is a split monomorphism, so that if x generates a direct 
summand of Hq(M), then there exists an element W E Hq(M) with (x, w) = 1. 

Now by the Poincare duality theorem there is an element y E Hn-q(M) with 
y Il Z = w. Then 

(yux,Z) = (x,Yllz) = (x,w)"# 0 

and so x u y "# O. This completes the proof of the following: 

6.27 Proposition. If M is a closed connected oriented n-manifold and Aq c:; 
Hq(M) is the torsion subgroup, then there is a nonsingular dual pairing 

o 

6.28 Corollary. If a E H2(CP(n» is a generator, then ak E H2k(CP(n» is a 
generator for 1 :s:; k :s:; n. 

Proof. CP(n) is an orientable, 
cohomology is given by 

Hm(CP(n» ~ {~ 

compact, connected 2n-manifold whose 

for m even, O:S:; m :s:; 2n 

otherwise. 

We prove the result by induction on n. It is obviously true for n = 1, so 
suppose it is true for n - 1 ;:::-: 1, and consider the inclusion 

i: CP(n - 1) c:; CP(n) 

of the finite subcomplex which contains all cells of CP(n) except the one cell 
of dimension 2n. From the exact sequence of the pair 

... --+ H 2k(CP(n), CP(n - 1» --+ H2k(CP(n»':: H2k(CP(n - I» 

--+ H 2k- 1(CP(n), CP(n - 1» --+ ... 
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we see that i* is an isomorphism for 2k < 2n. Since i*(a) generates 
HZ(CP(n - 1), the inductive hypothesis implies that [i*(a)]k generates 
HZk(CP(n - 1) for all k < n. Now i* is a ring homomorphism, so ak must 
generate HZk(CP(n» for k < n. 

Finally, by Proposition 5.27 there is an element bE HZn-Z(CP(n» with 
au b generating HZn(CP(n)). This b must generate HZn-Z(CP(n)) so that b = 

± an-I. Therefore, a u b = ± an is a generator of HZn(CP(n». This completes 
the proof. 0 

Note that this completely describes the structure of the cohomology ring 
of CP(n). 

6.29 Corollary. H*(CP(n» is a polynomial ring over the integers with one 
generator a in dimension two, subject to the relation an+! = O. 0 

Now let R be a field and M be a closed, connected, oriented manifold. As 
we observed previously 

and 

W(M;R);:::;: R, 

Denote by ZR E Hn(M; R) a generator as an R-module. Then a slight variation 
of the Poincare duality theorem states that the homomorphism 

Hq(M; R) --> Hn_q(M; R), 

given by sending a into a n ZR' is an isomorphism. The technique of Proposi­
tion 6.27 may now be used to prove the following. 

6.30 Proposition. The pairing W(M; R) ® W-q(M; R) --> R given by sending 
x ® y into <x u y, Z R) E R is a nonsingular dual pairing. 0 

6.31 Corollary. If M is a closed, connected n-manifold, then 

Hq(M; Zz) ® W-q(M; Zz) --> Zz 

is a nonsingular dual pairing. o 

6.32 Corollary. If a E HI(IRP(n);Zz) is a generator, then ak generates 
Hk(IRP(n); Zz) for 1 ::::;; k ::::;; n. Thus, H*(IRP(n); Zz) is a polynomial ring over Zz 
with one generator a in dimension one, subject to the relation an+1 = O. 0 

Similar arguments may be used to compute the cohomology ring of qua­
ternionic projective space IHl Pen). 
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6.33 Corollary. H*(IHlP(n)) is a polynomial ring over the integers with one 
generator a in dimension four subject to the relation an+l = o. 0 

With these results we may now establish the existence of certain maps 
having odd Hopf invariant (see Chapter 5). 

6.34 Corollary. There exist maps S3 --+ S2, S7 --+ S4, and S15 --+ S8 having Hopf 
invariant 1. 

Proof. Let f: S3 --+ S2 be the Hopf map of Chapter 2. Recall that sj is homeo­
morphic to ICP(2). So if b is a generator of H2(Sj) and a is a generator of 
H4 (Sj), then b2 = ±a by Corollary 6.29. Thus, H(f) = ± 1. Now the results 
of Exercise 8 (i) of Chapter 5 indicate how to alter f, if necessary, to give a 
map with Hopf ~nvariant 1. 

The cases S7 --+ S4 and S15 --+ S8 follow by applying the same approach to 
the quaternions and the Cayley numbers, respectively. 0 

In order to develop some further applications we must introduce some 
basic facts about bilinear forms. Let V be a real vector space of finite dimen­
sion. A bilinear form 

<1>: V x V --+ [R 

is nonsingular if <1>(x, y) = 0 for all y in V implies x = o. 

EXERCISE 11. Show that this is equivalent to requiring that <I>(x, y) = 0 for all x in V 
imply y = o. 

The form <I> is symmetric if <I>(x, y) = <I>(y, x); it is antisymmetric if <I>(x, y) = 

-<I>(y, x), for all x and y in V. 

EXAMPLE. Let V = [R2 and denote its points by (x, y). Define 

<1>((x, y), (x', y')) = det (:' :,). 

This is a nonsingular, anti symmetric bilinear form. 

Given any bilinear form <1> on V x V we may write <1> uniquely as <1> = 

<1>' + <1>", where <1>' is symmetric and <1>" is anti symmetric. To see this we set 

<1>'(x,y) = 1[<1>(x,y) + <1>(y,x)] 

and 

<1>"(x,y) = 1[<1>(x,y) - <1>(y,x)]. 

Let <1> be antisymmetric on V x V Then <1>(x, x) = 0 for all x E V If XI E V 
has <1> (x l' y) #- 0 for some y, then obviously there exists an element Yl in V 
with 
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<I>(xI,yd = 1. 

Define VI to be the subspace of V given by 

V1 = {x E VI<I>(x,x 1 ) = 0 and <I>(X'YI) = O}. 

This linear subspace may be identified with the kernel of the linear transfor­
mation 

8: V --+ IR2 

given by 8(x) = (<I>(x,xd, <I>(x,yd). Note that since 8(xd = (0,1) and 8(YI) = 

( - 1,0), the transformation is an epimorphism. Therefore, the dimension of 
V1 is equal to dimension V - 2. By repeating this process using the subspace 
VI to produce a subspace V2 , and so forth, we will eventually either exhaust 
V or reach a subspace with the property that the product of any pair of its 
vectors is zero. 

Thus, there is a basis for V of the form 

for which <I>(Xi' yJ = 1 = - <I>(Yi' x;}, and any other pair of basis vectors have 
product zero. 

6.35 Lemma. If <1>: V x V --+ IR is nonsingular and antisymmetric, then the 
dimension of V is even. 

Proof. This follows from the above, since s = O. o 

6.36 Corollary. If M is a closed, oriented manifold of dimension 4k + 2, then 
X(M) is even. 

Proof. Recall that the Euler characteristic is given by 

4k+2 

X(M)= L (-I)idimHi(M;IR). 
i~O 

By the universal coefficient theorem this may also be expressed as the sum 

4k+2 

X(M) = L (-I)idim Hi(M; IR). 
i~O 

Since M is closed and oriented, the Poincare duality theorem implies 

Hi(M; IR) ~ H4 k+2-i(M; IR) ~ Hom(H4 k+2-i(M; IR), IR). 

Therefore, dim Hi(M; IR) = dim H4 k+2-i(M; IR). As a result the entries in the 
second sum are paired up, except in the middle dimension, so that 

L (_I)i dim Hi(M; IR) 
i;o'2k+1 

IS even. 
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Finally note that there is a bilinear form 

<1>: HZk+l(M;~) x HZk+l(M;~) -+ ~ 

defined by <1>(x, y) = (x u y, Z n;! > E ~. By Proposition 6.30 this is nonsingular, 
and since x and yare both odd dimensional, it is antisymmetric. Thus, by 
Lemma 6.35 the dimension of HZk+l(M;~) is even and X(M) is even. 0 

6.37 Corollary. If M is a closed manifold of dimension 2k + 1, then X(M) = o. 

Proof. Since HJM) is a finitely generated abelian group for each i, we may 
write 

where Ai is free abelian of rank r i, Bi is a direct sum of Si cyclic groups of order 
a power of two, and Ci is a direct sum of cyclic groups of odd order. Note that 

Zk+1 
X(M) = L (-I)iri · 

i=O 

By the universal coefficient theorem 

Thus 

dim Hi(M;Zz) = dim(Hi(M) (8) Zz) + dim(Tor(Hi-1(M),Zz)) 

= (ri + s;) + (Si-l)' 

Zk+1 Zk+l 
L (-I)idimHi(M;Zz)= L (-l)i[ri+si+si_l] 
i=O i=O 

Zk+l 
= L (-I)iri = X(M). 

i=O 

On the other hand, by the Poincare duality theorem 

Hi(M;Zz)::::; HZk+1-i(M;Zz)::::; Hom(Hzk+l-i(M;Zz),Zz) 

so that 

dim Hi(M; Zz) = dimH2k+l-i(M;Zz). 

Since i and 2k + 1 - i have different parity, these appear in the sum with 
opposite signs. Therefore 

Zk+l 
X(M)= L (-l)idimHi(M;Zz)=O. o 

i=O 

Note: This result is obviously false for even-dimensional manifolds since 
X(sZn) = 2, x(~P(2n)) = 1, and x(CP(n)) = n + 1. The vanishing of the Euler 
characteristic is a useful fact in differential geometry, as is seen in the follow­
ing basic theorem: a closed differentiable manifold M admits a nonzero vec-
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tor field if and only if X(M) = O. Thus, Corollary 6.37 implies that any odd­
dimensional, closed, differentiable manifold admits a nonzero vector field. 
We shall return to this subject in Chapter 7. 

Now suppose that <1>: V x V ~ IR is symmetric. Then since 

<I>(x + y, x + y) = <I>(x, x) + 2<1>(x, y) + <I>(y, y) 

or 
<I>(x, y) = 1[<I>(x + y, x + y) - <I>(x, x) - <I>(y, y)], 

it follows that if <I> is nontrivial, there exists an Xl E V with <I>(xl,xd =1= O. We 
may as well assume <I> (x l' Xl) = ± 1. Consider the homomorphism 

a: V ~ IR 

given bya(x) = <I>(x,xd. This is an epimorphism since a(xd = ± 1, so if Vl is 
the kernel of a, the dimension of Vl is one less than the dimension of V. By 
applying the same analysis to Vl to give an element X2' and continuing the 
process, we produce a basis for V which may be renumbered so as to have the 
form Xl' ... , x" xr + l , ... , xr +s , x r +s + l , •.. , xr +s+ t , where 

if 1:s; i :s; r 

if r < i :s; r + s 

if r + s < i :s; r + s + t, 
and any other pair has product zero. 

EXERCISE 12. Show that the numbers rand s are invariants of the symmetric form <1>; 
that is, that they are independent of the various choices made. 

The signature of a symmetric form <I> is the integer r - s. If <I> is an arbitrary 
bilinear form, then we write <I> = <1>' + <1>/1 with <1>' symmetric and <1>/1 anti­
symmetric. We then define the signature of <I> to be the signature of <1>'. 

Let M be a closed, oriented n-manifold. Define the index of M, denoted 
reM), as follows: 

(i) reM) = 0 if n =1= 4k for some integer k; 
(ii) if n = 4k, let reM) be the signature of the nonsingular symmetric bilinear 

form 

EXERCISE 13. Let M be a closed, connected oriented 4k-manifold. Define a bilinear 
form 

'I': H*(M; IR) x H*(M; IR) .... IR 

by 

'I'(x,y) = «x u Y)4k,ZIl> E IR, 
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where (x u Y)4k is the 4k-dimensional component of x u y. Then show that the signa­
ture of,¥ is ,(M). 

EXERCISE 14. Let Ml and M2 be disjoint, closed, connected oriented manifolds. 

(a) Show that the manifold Ml x M2 may be oriented in such a way that 

,(M1 x M 2 ) = ,(MIl·,(M2). 

(b) If Ml and M2 have the same dimension, show that 

,(M 1 u M 2 ) = ,(MIl + ,(M2 ). 

Note that a change in the orientation of a manifold merely changes the 
sign of its index. It is evident that the index of CP(2k) is ± 1, depending on 
the choice of orientation. Thus, it follows from the above exercise that there 
exist 4k-dimensional manifolds of arbitrary index for all values of k. 

The final question we would like to consider is the following: given a closed 
topological manifold M, when does there exist a compact manifold W with 
M = oW? Of course we must require that W be compact since M is always 
the boundary of M x [0,1). Our first result gives a necessary condition for M 
to be such a boundary. 

6.38 Theorem. If W is a compact topological manifold with oW = M, then 
X(M) is even. 

Proof. If the dimension of M is odd, then X(M) = 0 by Corollary 6.37. Thus 
we assume that the dimension of M is even so that the dimension of W is odd. 
Now consider the manifold W x I (see Exercise 15), where I = [0,1]. We 
have 

o(W x I) = M x I u W x 01 = M x I u W x {O} u W x {1}. 

Define V = o(W x I) - W x {l} and V = o(W x I) - W x {O}. Note 
that V and V are open subsets of o(W x I) and W, V, and Vall have the same 
homotopy type, whereas V n V has the homotopy type of M. 

The Mayer-Vietoris sequence for V and V becomes 

H i +1 (o(W x I)) ~ Hi(M) ~ Hi(W) EB Hi(W) ~ Hi(O(W x I)), 

where each group is finitely generated and zero in dimensions greater than 
the dimension of W 

From the exactness we see that 

rank(Hi(M)) = rank(image hi+!) + rank(image j;), 

rank(Hi(W) EB Hi(W)) = rank(image j;) + rank (image gJ, 

rank(HJo(W x 1))) = rank(image gJ + rank (image hJ 

By multiple cancellations it follows that 
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L. (_l)i rank(Hi(M)) - L. (-1)i rank(Hi(W) EB Hi(W)) 

+ L. (-1)i rank(H;(a(W x I))) = O. 
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Since 8(W x 1) is an odd-dimensional, closed manifold, we have 
X(8(W x 1)) = 0 by Corollary 6.37. Therefore 

X(M) = 2· L: (_I)i rank Hi(W) = 2· X(W). D 

EXERCISE 15. Suppose Ml and M2 are topological manifolds. Then show that Ml x 
M2 is a topological manifold with 

8(Ml x M 2) = (8MIl x M2 u Ml x (8M2)' 

Note that as an immediate consequence of Theorem 6.38 we have many 
manifolds which are not boundaries of compact manifolds, for example, 
IRP(2k) and CP(2k). 

A necessary condition for a closed manifold M to bound a compact 
oriented manifold is that the index of M be zero. In order to prove this we 
will need the following: 

6.39 Lemma. Suppose <I> is a symmetric, nonsingular bilinear form on a vector 
space V of dimension 2n, and {Xl"'" Xn} is a linearly independent set in V such 
that <I>(L: aixi, L: bjxj) = 0 for any coefficients ai' ... , an, bl , ... , bn. Then the 
signature of <I> is zero. 

Proof. In the decomposition described previously, it is evident that t must be 
zero since <I> is nonsingular. We must show that r = s = n. We will prove 
inductively that r ~ n; a similar argument establishes s ~ n, from which the 
conclusion follows. 

For n = 1, there exists an element YI in V with <I>(XI'YI) oF O. Then 

<I>(y 1 + ax l' Y 1 + ax l) = <I>(y 1 ,Y l) + 2a<l>(x l' Y l) 

so by choosing 

1 - <I>(Yl,yd a = ----c-----

2<1>(Xl' yd 

we have <I>(Yl + ax l , Yl + axd = 1 and r ~ 1 = n. 
Now suppose the assertion is true for vector spaces of dimension 2(n - 1). 

Define a homomorphism 

0: V -> [Rn 

by 0(z) = (<I>(xl,z), ... , <I>(xn'z)). H0 is not an epimorphism, then the dimen­
sion of the kernel of 0 is ~ n + 1. On the other hand, we may extend the 
linearly independent set to a basis {x l' ... ,Xn , WI' ... ,wn } for V and define 

0': V -> IRn 
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by 0'(z) = (<1>(0)1' z), ... , <I>(wn, z)). The dimension of the kernel of 0' is ;:::: n; 
hence 

ker 0 " ker 0' i= O. 

But this cannot happen since <I> is nonsingular, so 0 must be an epimor­
phism. 

Let YI E 0~1(I,O, ... ,O). As before, there exists a real number a with 
<I>(YI + aX1'YI + ax l ) = 1. Now define 

\f: V -4 1R2 

by \f(z) = (<I>(XI' z), <I>(YI,Z)) and note that \f is an epimorphism. If V' is 
the kernel of \f, then the restriction of <I> to V' is a nonsingular form and 
{x z, ... , xn} is a linearly independent set in V' satisfying the hypothesis. Thus, 
by the inductive hypothesis there exist vectors qz, ... , qn in V' with <I>(q;, %) = 

bij' The collection YI + ax I' qz, ... , qn then shows that r ;:::: n. D 

6.40 Theorem. If M is a compact oriented (4n + I)-manifold with boundary, 
then the index of oM is zero. 

Proof. Denote by <I> the symmetric nonsingular bilinear form on Hln(oM; IR). 
We will show that the signature of <I> is zero by proving that the image of 

j*: Hln(M; IR) -4 Hln(oM; IR) 

is a subspace of half the dimension of Hln(oM; IR) on which <I> is identically 
zero, wherej: oM -4 M is the inclusion. 

Let z~EH4n+I(M,oM;IR) be a fundamental class and take AZ~E 
H4n(oM; IR) to be the fundamental class given by the image of z~ under the 
connecting homomorphism. Ifj*(c.:) andj*([3) are two elements of Hzn(oM; IR) 
in the image of j*, then 

<I>(j*(c.:), j*([3)) = <j*(a) u j*([3), Azl?,) 

= <j*(c.: u [3), Azl?,) 

= <c.: u [3, j*Azl?,) 

= o. 
So <I> is identically zero on the image of j*. 

Consider the commutative diagram 

HZn(M;IR) ~ 

+ t. 
Hln+1(M,oM; IR) ------> HZn(oM; IR) 

as in the proof of Theorem 6.25, where D and D' are Poincare duality isomor-



6. Manifolds and Poincare Duality 183 

phisms. Then since D(j*((X)) = d(D'(IX)), it follows that the image of j* is 
isomorphic to the image of d. Thus, the dimension of the image of j* is the 
same as the dimension of the kernel of j *. 

On the other hand, since IR is a field, the universal coefficient theorem gives 
a commutative diagram 

in which the horizontal maps are isomorphisms. Then it is easily checked 
that the dimension of the image of j* is eq ual to the dimension of the image 
ofj*. 

Putting these together we have 

2 . dim im j* = dim ker j * + dim im j * 

= dim H2n(oM; IR) 

= dim H2n(oM; IR). 

Thus, the image of j* is a subspace of H2n(oM; IR) of half the dimension. It 
follows from Lemma 6.39 that the index of aM is zero. D 

Note that Theorems 6.38 and 6.40 give certain necessary conditions for 
closed manifolds to be boundaries of compact manifolds of one dimension 
higher. These conditions are more closely related than may be readily 
apparent. 

6.41 Proposition. If M n is a closed oriented manifold, then 

r(M) = X(M) mod 2. 

Proof. This is clear if the dimension of M is odd since X(M) = 0 = r(M). If 
dim M = 2 mod 4, then by Corollary 6.36 X(M) is even, hence congruent to 
r(M) mod 2. If the dimension of M is 4k, then X(M) = dim H2k(M; IR) mod 2. 
On the other hand, r(M) = r - s, where r + s = dim H2\M; IR). Thus 

X(M) - r(M) = 2s = 0 mod 2. D 

From considering such examples as s2n or CP(n) it is apparent that the 
congruence in Proposition 6.41 cannot be replaced by equality. 

"Index" invariants of this type for manifolds are very important in alge­
braic and differential topology. Of particular interest is their connection with 
analysis, which arises from the analytical interpretation of cohomology 
groups via the theory of Hodge and de Rham. Much significant progress has 
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been made in recent years in relating geometric invariants to such analytical 
invariants as the indices of differential operators. 

The results of Theorems 6.38 and 6.40 introduce us to another area of 
considerable current interest. Let Mn be a closed, oriented manifold. M n 

is said to bound if there exists a compact, oriented manifold W n+1 and an 
orientation-preserving homeomorphism of Mn onto awn+1. Note that it is 
essential to require W n+1 to be compact, as Mn will always bound Mn x 
[0, I) if [0, I) is properly oriented. 

Two closed, oriented n-manifolds M~ and M~ are oriented cobordant, 
M~ ~ M~, if the manifold given by the disjoint union M~ u - M~ bounds a 
compact (n + 1)-manifold wn+1, where - M~ is the manifold given by revers­
ing the orientation on M l . The manifold W n+1 is called a cobordism between 
M~ and M2. 

This defines an equivalence relation on the class of closed oriented n­
manifolds. To see this, note that Mn ~ Mn because Mn u _Mn is homeo­
morphic to the boundary of Mn x [0,1] by an orientation-preserving 
homeomorphism. To establish transitivity we glue two cobordisms together 
(Figure 6.17). That is, if awn+1 = M~ u -Mz and avn+1 = Ml u -M~ 
then by identifying W n+1 and V n+1 along the common copy of M z we get 
a compact oriented manifold with boundary oriented homeomorphic to 
M~u -M~. 

Let [Mn] be the equivalence class represented by Mn. Denote the set of 
equivalence classes by m~TOP. We define an additive operation in m~TOP by 
setting [M~] + [Mz] = [M~ u M l ], the equivalence class of the disjoint 
union. This gives m~TOP the structure of an abelian group in which - [Mn] = 

[ - Mn] and the additive identity is the equivalence class of those manifolds 
which bound. The graded group 

00 

mSTOP = " m STOP * L... n n=O 

may be given the structure of a commutative graded ring by defining [Mn . 

f \ / 
I \ I \ 
I I f I 
\ I I I 

(j I ( 

I I 
I ( 

( I 
f \ f I 

I \ I I I I I I I 
I I I I 
\ I 

I / \ I 
\ I \ I 

./ 

vn+ 1 
M,n M n 

2 

Figure 6.17 
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[M~J = [M~ x M~J, the unit being the class of a positively oriented point in 
~n~TOP. 91~TOP is the oriented topological cobordism ring. 

If in the previous discussion we omit all references to orientation, there 
result the unoriented topological cobordism groups 91!OP. Denoting the 
un oriented equivalence class of the closed manifold M" by [M"J2' it is appar­
ent that 2· [M"J2 = 0 since M" u M" bounds M" x [0,1]. Thus the un­
oriented topological cobordism ring 91:op becomes a Z2-algebra. 

Define mappings '1': 91~TOP -> Z and '1'2: 91:OP -> Z2 by 'P([M"J) = r(M"), 
the index of M", and 'I' 2([M"J2) = X(M") reduced mod 2. By Theorems 6.38 
and 6.40 these are well-defined functions of the respective cobordism classes. 
Furthermore, since both invariants are additive over disjoint unions and 
multiplicative over cartesian products, 'I' and '1'2 are ring homomorphisms. 

A closed, oriented O-manifold is a finite collection of points, each given a 
positive or negative orientation. It bounds if and only if the "algebraic" sum 
of the points is zero. Similarly an unoriented O-manifold bounds if and only 
if it consists of an even number of points. Thus, '1': 91~TOP -> Z and '1'2: 
91~OP -> Z2 are both isomorphisms. 

Note that since any closed 1-manifold is homeomorphic to a finite disjoint 
union of circles, it follows immediately that 91Iop = 0 = 91~TOP. 

EXERCISE 16. From the classification of closed 2-manifolds, compute 911°P and 
~n~TOP. 

It is evident that since each IRP(2n) has Euler characteristic equal to one, 
'I' 2: 911~P -> Z2 is an epimorphism for each n. Similarly each CP(2n) has 
index ± 1 so that '1': 91~~op -> Z is an epimorphism for each n. 

The structure of these rings has remainded a mystery for some time. Re­
cently the ring 91:op has been determined in all dimensions # 4 by Brumfiel 
et al. [l971J, using results of Kirby and Siebenmann [1969]. As an excellent 
further reference in this area we recommend Stong [1968]. 



CHAPTER 7 

Fixed-Point Theory 

We are interested in studying the behavior of continuous functions on mani­
folds with particular interest in detecting the presence or absence of fixed 
points or coincidences. This is a classical problem, so it may prove enlight­
ening to take a brief look at some of its early development. 

During the 1880s, Poincare studied vector distributions on surfaces. For 
an isolated singularity of such a distribution he assigned an index which was 
an integer (positive, negative, or zero). A vector distribution may be inter­
preted as a map of the surface to itself by translating a point via the vector 
based at that point. Here the fixed points of the map are the singularities of 
the distribution. Thus, summing the indices of the isolated singularities was 
the first step toward "algebraically" counting the fixed points of a map. 
Poincare proved that if the surface is orientable of genus p and the distribu­
tion has only isolated singularities, then the sum of the indices is 2 - 2p. 

At the beginning of the twentieth century, Brouwer defined the degree of a 
mapping between n-manifolds. This allowed him to prove his fixed point 
theorem for mappings of Dn as well as to extend from 2 to n dimensions the 
definition of the index given by Poincare. One of his important results was: if 
f and g are homotopic mappings of an n-manifold to itself and both f and g 
have only a finite number of fixed points, then the sum of the indices of the 
fixed points is the same for both functions. Since every mapping can be 
deformed into one with only a finite number of fixed points, this produces a 
homotopy invariant for the "algebraic" number of fixed points. 

In 1923 Lefschetz published the first version of his fixed-point formula. Let 
M be a closed manifold and f: M -> M be a map. Then for each k there is the 
induced homomorphism on homology with rational coefficients 

For each k we may choose a basis for the finite-dimensional, rational vector 

186 
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space Hk(M; 11)) and write Jk as a matrix with respect to this basis. Denote by 
tr(f,J the trace of this matrix. If we define the LeJschetz number of J by 

00 

L(f) = I (- 1)k tr(fk), 
k=O 

then L(f) is independent of the choices involved and hence is a well-defined, 
rational-valued function of f. It is evident that L(f) depends only on the 
homotopy class of f. 

To see how this is connected with the earlier work of Brouwer, consider the 
case of a closed orientable manifold. Lefschetz proved the following: for each 
c > 0 there is an c-approximation g to J (here we are assuming a metric on 
the manifold) such that (i) g has only a finite number of fixed points, and (ii) 
for each fixed point x of g, g takes some neighborhood of x homeomorphi­
cally onto some other neighborhood of x. If XI' ... , Xm are the fixed points of 
g, denote by ai' ... , am the local degrees of g at these points in the sense of 
Brouwer. Then Lefschetz showed that 

m 

L(g) = I ai · 
i=1 

Now for c small, J and g are homotopic; hence, J* = g* and we have 
m 

L(f) = I ai• 
i=1 

This implies that L(f) is always an integer and leads to the celebrated 
LeJschetz Jixed-point theorem: if L(f) i= 0, then J has a fixed point. 

The idea of the proof is as follows: in the product space M x M consider 
the diagonal ~(M) (Figure 7.1). Denote by G(g) the graph of the function g. 
The points of ~(M) (\ G(g) correspond to the fixed points of g. The previously 

Figure 7.1 
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stated process of approximating f by g corresponds to making slight changes 
in G(f) in order to put it into "general position" with respect to ~(M). Here 
we see that the ai have the proper interpretation, determined by that particu­
lar intersection of the graph with the diagonal. Considering ~(M) and G(g) 
as n-dimensional chains in M x M, Lefschetz computed their intersection 
nunber and showed it to be the trace formula. 

As a special case we may take f to be the identity map. Then L(f) = X(M), 
the Euler characteristic of M. If M is a connected, differentiable manifold 
which admits a nonzero vector field, we may interpret this as before as a map 
homotopic to the identity but having no fixed points. Thus, L(f) = 0 and this 
implies X(M) = O. The classical theorem of Hopf is the converse of this, that 
is, that if X(M) = 0 then M admits a nonzero vector field. 

Generalizing the previous, if f and g: Ml ...... M2 are maps between closed 
oriented n-manifolds, a coincidence of f and g is a point x E Ml such that 
f(x) = g(x). Geometrically, if G(f) and G(g) are the graphs of the respec­
tive functions in Ml x M 2 , their points of intersection correspond to the 
coincidences. 

From the diagram 

W-q(M1;0) ~ W- q(M2 ;0) 

where the vertical homomorphisms are Poincare duality isomorphisms, we 
define 

E>q: Hq(Ml; 0) ...... HiMl; 0) 

to be E>q = j1g*v- 1f*. Then the coincidence number of f and g is given by 

n 

L(f, g) = L (-l)q tr(E>q). 
q=O 

As before, L(f, g) is the intersection number of G(f) and G(g), so if L(f, g) =F 

0, f and g have a coincidence. Note that if Ml = M2 and g is the identity, 
then L(f, g) = L(f). 

In this chapter we will prove these major results in the framework of the 
previous chapters. We will do this by first defining the coincidence index and 
the fixed-point index and establishing their basic properties. By introducing 
certain characteristic cohomology classes we establish the link between these 
indices and the corresponding coincidence numbers and Lefschetz numbers. 
In the process we encounter the Euler class and show that when evaluated on 
the fundamental class it yields the Euler characteristic. The principal tools 
used are the Poincare duality theorem and the Thorn isomorphism theorem. 
We close with some applications and observations. 

It should be pointed out the spaces we consider, closed, oriented mani-
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folds, could be made much more general. Similar techniques may be applied 
in the nonorientable case by using twisted coefficients. Many of the theorems 
are valid for such spaces as euclidean neighborhood retracts [Dold, 1965]. 
We impose these restrictions both for the purpose of continuity with the 
previous material and so that the reader may easily grasp the fundamental 
ideas involved. Many of the techniques of this chapter have been evolved 
from the excellent papers of Dold [1965] and Samelson [1965]. 

Let M 1 and M 2 be closed, connected, oriented n-manifolds with fundamen­
tal classes Zi E Hn(M;), and corresponding Thorn classes 

Vi E Hn(Mi x Mi, Mi X Mi - d(M;)), i = 1,2. 

Suppose W is an open set in M 1 and 

f,g: W--+M2 

are maps for which the coincidence set C = {x E Wlf(x) = g(x)} is a compact 
subset of W 

By the normality of M 1 there exists an open set V in M 1 with C s; V s; 
V s; W Define the coincidence index of the pair (f, g) on W to be the integer 
Irq given by the image of the fundamental class Z 1 under the composition 

H (M) H (M M - V) excision H (W W - V) 
n 1 ~ n l' 1 ~ n , 

~ Hn(M2 X M2, M2 X M2 - d(M2)) ::::: Z. 

Here the map (f,g): W --+ M2 X M2 is given by (f,g)(x) = (f(x),g(x)), and the 
identification 

Hn(M2 x M2,M2 X M2 - d(M2»::::: Z 

is given by sending a class a into the integer < V2 , a). That this is an iso­
morphism follows from the fact in Equation (6.19) that for p E M 2 , 

<V2 ,lp'(s(p») = 1. 
It must first be shown that this definition is independent of the choice of 

the open set V. Suppose V'is another open set with C s; V' s; V' s; W Then 
consider the following diagram: 

Here, as in Chapter 6, M2x denotes the pair (M2 x M2, M2 X M2 - d(M2))' 
Since each triangle and rectangle commutes, the images of Z 1 across the top 
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and across the bottom must be the same. This shows that I;'g is independent 
of the choice of V 

EXERCISE 1. Let W' be another open set in M\ and l' and g': W' --> M z be maps such 
that f = l' and g = g' on WnW' and 

C' = {x E W'1f'(x) = g'(x)} 

is equal to C. Then show that 

This exercise tells us that the coincidence index is completely determined 
by the behavior of the functions around the coincidence set. In this sense it 
may be viewed as a local invariant. It is of particular interest then to see 
how the later results will amalgamate these local invariants into a global 
invariant. 

Now suppose W = WI U Wz U'" U w" is a disjoint union of open sets and 
denote by Ci the compact set C n ~ and by J; and gi the restrictions of f and 
9 to~. 

7.1 Lemma. 

That is, the coincidence index is additive. 

Proof. For each i choose an open set V; such that Ci S; V; S; V; S; ~ and set 
V = U~~I V;. Then the result follows from the commutativity of the following 
diagram: 

D 

More generally, for any W let C = CI U ... U Ck be a decomposition of C 
into disjoint compact sets. Then by repeatedly using the normality of M I we 
can find a disjoint collect of open subsets of W, denoted WI' ... , w", such that 
Ci S; ~ for each i. Setting W' = U ~ we can apply Lemma 7.1 and Exercise 
I to conclude that 
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7.2 Lemma. If C = 0, then I;:g = O. 

Proof. Suppose f and 9 have no coincidence points in the open set W Then 
for any V, the map 

(f, g): (w, W - V) -> (M2 X M 2 , M2 X M2 - 8(M2)) 

can be factored through the pair (M2 x M2 - 8(M2),M2 X M2 - 8(M2)) so 
that the induced homomorphism (f, g)* must be zero. D 

7.3 Corollary. If I;:g i= 0, then f and 9 have a coincidence in W D 

7.4 Lemma. Suppose .ft and gr: W -> M 2 , 0::;; t ::;; 1, are homotopies and de­
note by 

Cr = {x E WI};(x) = gr(x)} 

for 0 ::;; t ::;; 1. If D = Ur Cr is a compact subset of W, then 

I W = I W 
f o.go f ,.g,' 

Proof. Let V be an open set with D ~ V ~ V ~ W Then the maps 

(};,gr): (W, W - V) -> (M2 X M 2, M2 X M2 - 8(Mz )) 

for 0 ::;; t ::;; 1 give a homotopy of maps of pairs; hence 

and D 

EXERCISE 2. Suppose M; and M; are closed, oriented m-manifolds and f' and g': 
W' -+ M; are maps, where W' is open in M;. If 

C' = {y E W'1f'(y) = g'(y)} 

is a compact subset of W', show that the coincidence index I}",/i,';;xg' is defined and is 
equal to (1;g)' (1},:,.'g')' 

As a special case of this construction we may take Ml = M z (denoted by 
M) and 9 = identity on the open set W Here a coincidence of f and 9 is 
merely a fixed point of f For this reason the coincidence index I;:id is denoted 
17 and called the fixed-point index of f on W For convenience we restate the 
previous results in terms of the fixed-point index, 

7.5 Lemma. If 1': W' -> M is a map from an open set W' in M such that 
f = l' on W (\ W' and the fixed-point sets of f and l' are the same compact 
subset of W (\ W', then 17 = Ir, D 

7.6 Lemma. If W = Wl U W2 U ... U w,. is a disjoint union of open subsets of 
M, then 

D 
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7.7 Lemma. If If #- 0, then f has a fixed point in W 

7.8 Lemma. If h: W -+ M is a homotopy for which the set 

D = {x E Wlh(x) = x for some 0:::; t:::; I} 

is compact, then I!o = I;:. 

o 

o 

For most of the cases we will consider, the open set W will be the entire 
manifold MI' In this case we may choose the open set V to be MI so that the 
coincidence index becomes the image of the class z I under the homomorphism 

(j,g)*: Hn(MI) -+ Hn(M2) ~ Z. 

When this occurs, the coincidence index is denoted by If .9 and the fixed-point 
index by If. 

EXAMPLE. Suppose M I and M 2 are closed, connected, oriented n-manifolds, 
p E M2, f(Md = p, and 9 has the property that 

g*: Hn(Md -+ Hn(M2) 

is given by g*(z d = m' Z2' We want to determine the coincidence index If ,9' 

To do this consider the following diagram: 

H'(M.J~,,_ If.,,_ / H,(MiJ 

., IH,(P x M,)~H,(p x (M"M'~ '.' 

ip* Hn(M2) ) Hn(M2,M2 - p) 

The definition of f allows us to factor (j, g)* through the upper rectangle. The 
commutativity of the other portions follows by using the natural identifica­
tions. Thus 

If ,9 = <U2,(j,g)*(ZI) = <U2,lp.ip.g*(zd) = (U2,lp.ip.(m·z2) 

= m' < U2, lp.ip.(z2) = m' < U2, lp'(s(p))) = m. 

In particular, if MI = M2 and 9 is the identity, then If = 1. 
As another example, suppose MI = M2 = M and f: W -+ M has a single 

fixed point PEW We want to give another interpretation of If for this case. 
First, working in euclidean space, let Dn denote the closed unit disk in [R1n. 

Define a map 
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:0: X R" 

Figure 7.2 

by F(x, y) = t(y - x). This may be viewed geometrically in [W x fRn as first 
taking the element of {O} x fRn which is equivalent to (x,y) modulo the linear 
subspace MfRn) and then multiplying by t (Figure 7.2). 

Note that this map induces a homotopy equivalence of pairs 

F: (Dn x D",Dn x D" - ~(D")) --+ (Dn,Dn - 0). 

To see this define j: Dn --+ Dn x Dn by jew) = (0, w). The homotopy 
h,: D" --+ Dn given by h,(w) = w/(l + t) has ho(w) = W, hi (w) = F 0 jew), and 
h,(D" - 0) £ D" - 0 for 0 :S t :S 1. 

On the other hand, define 

g,: Dn x Dn --+ Dn x Dn ( (1 - t)x Y - tx) 
by g,(x,y) = (1 + t) '~ . 

It is easily checked that both coordinates lie in D". Then 

go (x, y) = (x, y), gl(X,y) = (O,t(y - x)) = j 0 F(x,y) 

and 

g,(Dn x D" - ~(Dn)) £ Dn x Dn - ~(D") for O:s t :s 1. 

Thus, j is a homotopy inverse for F. 
Let Y be a closed, proper n-disk in M containing p such that the homeo­

morphism h: Y --+ Dn takes p into the origin. There exists an open, proper 
n-disk V in M such that p E V, V £ W n Y and f(V) £ Y. Denote by k: V --+ Dn 

the homeomorphism and note that k restricts to a homeomorphism of the 
boundaries k: av --+ sn-l. We may assume that D" is oriented and both k and 
h preserve orientations. 

Define a map ¢J: sn-l --+ sn-l by taking the following composition: 

sn-l ~ av ~ Y x Y - ~(Y) ~ Dn x D" - ~(D")!.. Dn - 0 ~ sn-I, 

where the last map is given by projecting radially from the origin. 
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7.9 Proposition. The degree of l/J is Ir. 
Proof. As we have observed, the chosen generator for Hn- 1 (sn-l) is given by 
the image of the fundamental class z of M under the composition 

- - a - k. n-l Hn(M) --+ Hn(M, M - V) ~ Hn(V, oV) --+ Hn- 1 (oV) --+ Hn- 1 (S ). 

Note that in computing the fixed-point index of f on W we may choose the 
open proper n-disk V. Consider the following commutative diagram: 

Hn(M) --+ Hn{M,M - V) ~ Hn{W, W - V) ~ Hn(MX) ~ Z 

+". +". 
Hn(V,oV) ~ Hn(Y x Y, Y x Y - ~(Y» + .... 

Hn(Dn x Dn, Dn x Dn - ~(Dn» 

+-
Hn{Dn, Dn - 0) 

+ Hn- 1 (sn-l) ~ Hn- 1 (oV) [Fo(hxh)oif.i))~ Hn- 1 (Dn - 0) ~ Hn- 1 (sn-l) 

Note that since the chosen generator of Hn(M X), lp'(s(p», arises from the 
orientation of the "vertical space" at (p, p) E ~(M) and the equivalence F 
collapses onto this vertical space, the vertical composition on the right takes 
lp'(s(p» into the chosen generator for Hn- 1 (sn-l). Now all of the vertical 
homomorphisms are isomorphisms, so if the composition across the top 
takes z into m 'lp'(s(p», then l/J must have degree m. D 

Note: As pointed out in the introduction, this is an important step: iden­
tifying the local degree of f at an isolated fixed point (degree of l/J) with the 
local fixed-point index. 

Having established these basic properties of the local index, we turn our 
attention to the corresponding global invariants. As before, we assume that 
M 1 and M 2 are closed connected oriented topological n-manifolds with fun­
damental classes ZI and Z2' respectively, and that f and g: Ml --+ M2 are 
maps. 

Using the coefficient homomorphism Z ~ Q, we denote by =1 and =2 the 
images of z 1 and z 2 in rational homology. That is 

and 
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Consider the following diagram of groups and homomorphisms: 

w-q(M 1 ;Q) ~ Hn-q(M2;Q) 

where Dl and D2 are the Poincare duality isomorphisms corresponding to ZI 
and Z 2, respectively. For each q define 

0 q : Hq(M 1 ; 01) --+ Hq(M 1 ; 01) 

by 0 q = Dl 0 g* 0 D-;1 0 J*. Then the LeJschetz number or coincidence number 
of the pair (f, g) is defined to be the rational number 

L(f,g) = I(-1)qtr0q , 

q 

where tr 0 q means the usual trace of 0 q as a linear transformation from the 
finite-dimensional rational vector space Hq(M 1; 01) to itself. 

There is an alternate definition which will prove to be useful. For each q let 

0 n - q: W-q(M2; 01) --+ W-q(M2; 01) 

by given by 

Then we define 
n 

L(f,g) = I (-lnr0,. 
,=1 

The relationship between these two definitions is given in the following 
exercises. 

EXERCISE 3. Show that tr 0 q = tr E>n-q. Hence, conclude that 

i(f, g) = (-I)"L(f, g). 

EXERCISE 4. Show that L(f, g) = (-I)"L(g,f). 

Recall that we have chosen a Thorn class 

U2 E W(M2 X M 2,M2 X M2 - A(M2)) 

corresponding to the fundamental class Z2 in the manner of Chapter 6. From 
the composition 

d fxg i A 
Ml --+ Ml X Ml ~ M2 X M2 --+ (M2 X M2,M2 X M2 - n(M2)) 

we define the LeJschetz class or coincidence class of (f, g) to be 

lfff,g = d* 0 (f x g)* 0 i*(U2) E Hn(Md. 
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Here d denotes the diagonal map. Note that the composition (f x g) 0 d is 
the map we have previously written as (f, g). Let i J.g be the image of Cf,g in 
rational cohomology under the coefficient homomorphism. 

We now want to establish a relationship between the Lefschetz number 
and the Lefschetz class of (f, g). To do so we will first establish two lemmas. 

Select a homogeneous basis {Xi} for H*(M2; Q) and denote by {aJ the 
basis for H*(Mz; Q) dual to {x;} under the Kronecker index. Define another 
basis {x;} for H*(M2; Q) by requiring that D2(xD = ai and let {a;} be the 
basis for H*(M2 ; Q) dual to {x;} via the Kronecker index. 

Using the duality isomorphism Dl we may define similarly related bases 
{Yi} and {y;} for H*(M1;Q) and {b;} and {b(} for H*(M1;Q). 

Suppose now that 

f*(x) = L Pjl' YI and g*(xD = L Yik' y~ 
I k 

for some rational coefficients Pjl and Yik' 

Proof. Expanding g*(bj) in terms of the basis {a~} we have 

g*(bi) = L Akj ' a~ 
k 

for some rational coefficients }.kj' Then note that 

Yij = \ f YikY~' bi) = <g*(x;), bi> 

= <x;,g*(bi» = \X;,~ Akja~) = Aij. 

Thus, g*(bi) = LiYija;, or, in other words, the coefficient of y~ in g*(x;) is the 
same as the coefficient of a; in g*(bfJ 

Using the same approach, we can show that 

f*(bJ = I Pli' al' 
I 

To prove the lemma, we first expand f* 0 Dl 0 g*(xD in terms of the basis 
{aJ and note that the coefficient of aj is given by 

<xj,f* 0 Dl 0 g*(xD> = <f*(xj),D1 0 g*(x~» 

= \~Pjl'YI'Dl(fYik'Y~)) 

= \ ~ Pjl' YI'~ Yikbk) 

= L Pjk' Yik' 
k 
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Thus 

f f* 0 DI 0 g*(xi) x a; = f ( ~ ( ~ Pjk . Yik) aj) x a; 

On the other hand, 

= L (Pjk' Yid(aj x aD· 
i,j,k 

L (f x g)*(bi x bn = L f*(bJ x g*(bn 
i i 

and the conclusion follows. 
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D 

7.11 Lemma. If d: MI -+ M1 X M1 is the diagonal and ZI E H.(M1; Q) is the 
fundamental class, then 

d*(z1) = L (_l)(dimb,)(dimbD• bi x b;. 
i 

Proof. This follows from the equations 

(_l)(dimbj)(dimbk)'(h X yj,d*(zd) 

= (_l)(dimyj)(dim Yk). (Yk U yj, z 1) 

= (yj u Yk,Z1) 

= (h,yj n Z1) 

= (Yk,bj ) 

= bk,j' D 

7.12 Theorem. The Lefschetz class jf,g and the Lefschetz number L(f, g) of the 
pair (f, g) are related by the equation 

Proof. Since the {xn and {aD are dual bases under the Kronecker index, we 
may compute the Lefschetz number by 

£(f,g) = L(-l)'trSr 
r 

= L ( _l)dimX,(s(x;), a;) 
r 

= L (_1)dimx;(D2'1 0 f* 0 DI 0 g*(xD,a;). 
r 
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By Equation (6.21) and the fact that n - dimxi = dim Xi' this is 

£(f, g) = L ( _l)n(dimx,)(dim xi). <i*(fJz),J* 0 Dr 0 g*(xi) X ai) 
i 

and by Lemma 7.10. 

£(f,g) = L (_I)n(dimb,)(dimbi), <i*(fJ2 ),(f x g)*(bi x b!). 
i 

[The sign change, while bothersome, works out nicely, since 

and the sum of the two dimensions in each case is always n.] 
By Lemma 7.11 

£(f,g) = (-I)n<i*(Uz),(f x g)*d*(zd) 

= (-l)n<d*(f x g)*i*(Uz), Z 1) 

o 
This relationship enables us to prove the following very important 

theorem: 

7.13 Lefschetz Coincidence Theorem. The coincidence index of the pair (f, g) 
on M r is equal to the Lefschetz number of (f, g); that is 

If .9 = L(f, g). 

Proof. Recall that the coincidence index is the integer given by 

If .9 = i* 0 (f x g)* 0 d*(zd E Hn(M{)::::::; Z, 

where the isomorphism is given by sending a class a into the integer < Uz, a). 
Thus 

If .9 = <Uz,i*(f x g)*d*(zd) 

= <d*(f x g)*i*(Uz),zr) 

= <Cf .9 ,zr) 

and the image of this in the rationals is just 

by Theorem 7.12. o 
Note first that this may be viewed as an "integrality" theorem. That is, the 

Lefschetz number L(f, g) is, by definition, a rational number in general. How-
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ever, its identification with the coincidence index guarantees that it will be an 
integer. 

7.14 Corollary. If f, g: M 1 ~ M 2 are maps between closed oriented manifolds 
for which L(f, g) i= 0, then f and g have a coincidence. 

Proof. This follows immediately from the fact that 

If,g = L(f, g) i= ° 
and applying Corollary 7.3. D 

This is a convenient result, since in many cases the Lefschetz number is 
easier to compute than the coincidence index. Before proceeding with some 
applications, we examine a few special cases of the coincidence theorem. 

First suppose M 1 = M 2 = M and g is the identity map. As before the 
coincidence index If,id is written If and called the fixed-point index. Similarly 
the Lefschetz number L(f, id) is written L(f). For each k define 

<l>k = f*: Hk(M; 0) ~ Hk(M; 0). 

7.15 Lemma. 

L ( - l)k tr <l>k = L(f). 
k 

Proof. Recall that 

L(f) = L(f,id) = L (-1)ktr0k, 
k 

where 

0 k = D 0 id* 0 D- 1 0 f* = f*. 

Thus, <l>k = 0 k for each k, and the result follows. D 

The Lefschetz class Cf,id is written Cf and, as before, its image in rational 
cohomology will be denoted by tfff. With these definitions we have the follow­
ing immediate consequences of the previous results. 

7.16 Lefschetz Fixed-Point Theorem. If f: M ~ M is a map of a closed, 
oriented n-manifold to itself, then If = L(f). Thus, if L(f) i= 0, then f has a 
fixed point. 

Proof. As in Theorem 7.13 we have 

If = <tfff' z> = L(f). 

Then the second conclusion follows from Lemma 7.7. o 
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In a further simplification we may take g and f both to be the identity on 
M. In this case the Lefschetz class is denoted by Iff M and called the Euler class 
of the oriented topological manifold M. The reason for this name is readily 
apparent since the Lefschetz number of the identity map is the Euler charac­
teristic, that is 

L(identity) = L (_I)k tr(idd 
k 

= L (-I)kdim Hk(M; 0) 
k 

= X(M). 

Thus, as a special case of the coincidence theorem (Theorem 7.13) we have 
established the following: 

7.17 Corollary. The value of the Euler class of M on the fundamental class of 
M is equal to the Euler-Poincare characteristic of M. That is 

D 

Note that the definition of the Lefschetz number L(f, g) is dependent only 
on the homotopy classes of the maps f and g. Thus, we can observe the 
following corollaries: 

7.18 Corollary. If L(f, g) #- 0, g' is homotopic to g and l' is homotopic to f, 
then g' and l' have a coincidence. 0 

7.19 Corollary. If f: M - M has L(f) #- 0, then any map homotopic to f 
has a fixed point. D 

7.20 Corollary. If x(M) #- 0, then any map f: M - M homotopic to the iden­
tity must have a fixed point. D 

We now proceed with a number of applications of these theorems. First we 
give several fixed-point theorems due to Brouwer analogous to his theorem 
for the n-disk (Corollary 1.18), although slightly less well known. 

7.21 Corollary. If f: S" - S" is a map of degree m #- (_1)"+1, then f has a 
fixed point. 

Proof. Iff has degree m, then the trace of f*: H"(S"; Q) - H"(S"; Q) must also 
be m. Since the trace of f*: Ho(S"; Q) - Ho(S"; Q) is 1, we have 

L(f) = L ( - l)i tr f~i) 
i 

= 1 + ( - 1)" . m. 
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Now since m #- (_1)n+1 we have that L(f) #- ° and f must have a fixed 
point by Theorem 7.16. 0 

Note that the antipodal map A: sn -+ sn does not have fixed points, but, as 
we saw in Corollary 1.22, the degree of A on sn is (_1)n+l. 

7.22 Corollary. If f: IRP(2n + 1) -+ IRP(2n + 1) is a map such that f*: 
H 2n+l (IRP(2n + 1); (j)) -+ H2n+1 (IRP(2n + 1); (j)) is multiplication by m #- 1, 
then f has a fixed point. 

Proof. Note from the universal coefficient theorem that the rational homol­
ogy groups of IRP(2n + 1) are given by 

Thus 

Hk(IRP(2n + 1); (j)) ~ {~ for k = 0, 2n + 1 

otherwise. 

L(f) = I (_I)i tr f~i) 
i 

= 1 + (_1)2n+1 . m 

= 1 - m. 

So if m #- 1, L(f) #- ° and f has a fixed point. o 

To see that the restriction in the theorem is necessary, consider the follow­
ing function on IRP(2n + 1). First write s2n+l in complex coordinates as 
s2n+1 = {(zl, ... ,zn+d E e+ 1 lIlzjl2 = l}. Let 

g: s2n+l -+ s2n+1 

be given by g(zl, ... ,zn+d = (i·z 1 , •.• ,i·zn+1 ), where i = J=1. Note that 
gog is the antipodal map A and goA = A 0 g. Thus, there is associated with 
g a map g: IRP(2n + 1) -+ IRP(2n + 1) for which g2 = identity. 

If g has a fixed point, then there must be a nonzero Zk = a + b· i such that 
either i· Zk = Zk or i· Zk = - Zk. But neither of these can happen, hence, g does 
not have a fixed point. 

Note that IRP(2n + 1) is a closed orientable manifold having the same 
rational homology groups as a sphere of the corresponding dimension. Such 
manifolds are called rational homology spheres. It is evident that corollaries 
of the type of Corollaries 7.21 and 7.22 will hold for any rational homology 
spheres. 

7.23 Corollary. If f: ICP(n) -+ ICP(n) is a map for which either 

(l) n is even, or 
(2) f*: H 2(ICP(n)) -+ H2(ICP(n)) 

is multiplication by m #- (-1), then f has a fixed point. 
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Proof. Recall that 

H*(ICP(n); {D) ::::; Q [t]/t n +1, 

where t E H2(ICP(n); Q) is the image of an integral generator under the coeffi­
cient homomorphism. Thus, the trace of 

f*: H2k(ICP(n); Q) ~ H2k(ICP(n); Q) 

is mk for 0 ::; k ::; n. This implies that the trace of 

f~2k): H2k(ICP(n); Q) ~ H2k(ICP(n); Q) 

is also mk for 0 ::; k ::; n. So we have 

L(f) = L: (_I)i tr f~i) 
i 

= 1 + m + m2 + ... + mn 

{ 
1 - m n+1 

= 1- m 

n + 1 

if m =I 1 

if m = 1. 

Note that if n + 1 is odd, this number must be nonzero. On the other hand, 
if n + 1 is even, it can only be zero when m = - 1. Therefore, under the 
hypotheses of the corollary, L(f) =I 0 and f has a fixed point. 0 

Note that for n = 1, the antipodal map on ICP(I) = S2 has no fixed points. 
Here, of course, m = - 1. 

EXERCISE 5. For a general odd integer n, define a map f: CP(n) -> CP(n) that does not 
have fixed points. 

In the same manner we may establish the following. 

7.24 Corollary. If f: IHIP(n) ~ IHIP(n) is a map for which either 

(1) n is even, or 
(2) f*: H4(IHIP(n)) ~ H4(IHIP(n)) is multiplication by m =I -1, 

then f has a fixed point. 

Let us now investigate the situation for maps of the torus 

Tn = Sl X Sl X ... X Sl. 
~-~y~----' 

n-fold 

o 

In this case it is necessary to change coefficients to an algebraically closed 
field, so let i: Q ~ IC denote the inclusion of the rationals in the complex 
numbers. Using the coefficient homomorphism on homology and cohomol-
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ogy, the previous theorems could easily be established using complex 
coefficients. 

Recall that H*(Tn; q ~ £(IC; Xl'"'' xn), the exterior algebra over IC on n 
generators, all of dimension 1. Thus, f*: Hl(Tn; q --+ Hl(T"; IC) is a linear 
transformation on an n-dimensional complex vector space. Since IC is alge­
braically closed, there exists a basis {Yl'" ., Yn} for Hl(Tn; q with respect to 
which the matrix A = (a i) of f* is upper triangular. This basis retains the 
property that 

In H 1 (T"; q denote by Z l' "., Zn the dual basis. Then 

<YkJ*(Z;» = <f*(yd,Zi> 

= (~akiYj, Z) 

Thus, f*(z;) = Ik akh, and the trace of f~l) is given by Li au. 
Denote by Zi 1\ Zj the element of H2(Tn; q dual to the product Yi 1\ Yi­

Then {Zi 1\ zjl i < j} is a basis for H 2 (T"; q and 

<Yi 1\ yjJ*(Zi 1\ z» = <f*(Yi 1\ y),Zi 1\ Zj> 

= <f*(y;) 1\ f*(y), Zi 1\ Zj> 

The last equality follows from the fact that i < j; hence, aji = O. Thus, the 
trace of f~2) is given by 

Similarly we find that for 1 S k S n the trace of f~k) is given by 

This implies that the Lefschetz number of f has the form 

L(f)= l-Iau + I aUajj-"'+(-1)"alla22"'ann 
i i<j 

= (1 - all )(1 - a22 )'" (1 - ann) 

= det(/ - A). 

Therefore, we have established the following result. 
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7.25 Corollary. If f: Tn --+ Tn is a map for which f*: H1(Tn) --+ H1(T") does 
not have + 1 as an eigenvalue, then f has a fixed point. 0 

It is evident that many maps of the torus exist without fixed points. For 
example if f2: Tn-1 --+ T n- 1 is any map and f1: Sl --+ Sl is a nontrivial rota­
tion, then f1 x fz: Tn --+ Tn has no fixed points. 

EXERCISE 6. Let f and g: S' ---+ S' be maps of degree m and k, respectively. Determine 
L(f,g). 

EXERCISE 7. (a) Let f, g: S2. ---+ CP(n) be maps, n > 1. Show that If .9 = o. 
(b) Do there exist maps f, g: CP(n) ---+ S2. such that If .9 = m for any integer m? 

EXERCISE 8. Suppose that M is a closed, connected, oriented n-manifold with funda­
mental class Z E H.(M). Iff: M ---+ M is a map for which f*(z) = k· z for some integer 
k, then show that 

L(f,f) = k . x(M). 

The coincidence theorem gives an indirect, but appealing approach to the 
following basic result. 

7.26 Fundamental Theorem of Algebra. If fez) = zn + an_1zn- 1 + ... + a1z + 
ao is a nonconstant, complex polynomial, then fez) has a root. 

Proof. Denoting by C the complex numbers, we view f as a map from C to 
C. Note that If(z)1 --+ (f) as Izl--+ 00; hence, we may extend f to a map of the 
one-point compactification 

f: S2 --+ S2 

by setting f( 00) = 00, where 00 denotes the north pole. 
Similarly the map g: C --+ C given by g(z) == 0 may be extended to S2 by 

setting g( (f)) = 0, 0 being identified with the south pole. Then a coincidence 
of f and g will be a root of the polynomial fez). 

This situation corresponds to that of the example following Lemma 7.8, so 
that the coincidence number L(f, g) = k, where 

f*: Hz(SZ) --+ Hz(S2) 

is multiplication by k. 
Certainly, if there is any justice, the degree of f should be n. To prove this, 

define the contracting homeomorphism r: C --+ D2 - Sl by r(z) = z/(1 + Izl). 
Note that r- 1(w) = w/(l - Iwl). There is a uniquely defined map j making the 
following diagram commute: 
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We want to extend j to a map from D2 to D2. So let Wo E Sl and let w 
approach Wo through values in the interior of D2: 

j(w) = r(f(r-1(w))) 

f(w/(l - Iwl) 

1 + If(w/(l -lwl))l 

wn + an - 1 wn- 1(1 - Iwl) + ... + ao(1 - Iwi)" 

so that 

A Wo 
lim f(w) = ~I nl = woo 

W-Wo Wo 
Iwl< 1 

This implies that we may extend j to be defined on all of D2 by setting 
j(wo) = woo Note that the mapping ,-1 may be extended to a map h: D2 -.. S2 
by taking each point of Sl into 00. Then from the diagram 

H2(S2, 00) ~ H2(S2, 00) 

+- + 
H'~V') ~ H'~V') 

H1(Sl) ~ H1(Sl) 

and the fact that on Sl, j(e i6 ) = e in6, we conclude that the degree of f must be 
n. 

Therefore, L(f, g) = nand f must have a root. o 

EXERCISE 9. In the above setting, suppose that 20 is a root of f of multiplicity k. Show 
that there exists an open set U about 20 such that the local coincidence index IY,g is k. 

The proof of Theorem 7.26 and, particularly, the accompanying exercise 
demonstrate that coincidence theory is a natural way to study problems of 
this type. 

As another application of Theorem 7.16 we can prove the Poincare-Hopf 
theorem on the sum of the indices of a vector field. For this purpose we must 
assume that our closed oriented manifold M n is differentiable. 

Let v be a smooth vector field on M n such that the singularities (zeros) of v 
are isolated points of Mn. As observed before, we may associate with v a map 
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Figure 7.3 

Figure 7.4 

f: M -+ M, homotopic to the identity, having as its fixed-point set the singu­
larities of v. If x is an isolated singularity of v, one defines the index of v at x, 
ix, as follows. Select a coordinate neighborhood U of x, homeomorphic to an 
open n-disk, which contains no other singularities of v. Within U choose an 
(n - 1 )-sphere about x. At each point of this sphere the associated vector of v 
must be nonzero. Transferring this into IR" and normalizing the vectors de­
fines a map from S"-l to S"-l. The degree of this map is ix . 

For example, on a two-dimension manifold a singularity of index -1 is 
shown in Figure 7.3, while the index in Figure 7.4 is + 2. An excellent refer­
ence in this area is Milnor [1965]. 

It is intuitively clear that the index ix is equal to the local degree of f at the 
fixed point x as defined prior to Proposition 7.9. We may use this fact to 
establish the following classical theorem. 

7.27 Poincare-HopfTheorem. If v is a smooth vector field with isolated singu­
larities on the closed oriented differentiable manifold M", then the sum of the 
indices of v is the Euler characteristic of M; that is 

L ix = X(M). 
x 
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Proof. From the observations above, the sum of the local indices of v is the 
same as the sum of the local degrees of f at its isolated fixed points. By 
Proposition 7.9 this is the sum of the local fixed-point indices of f. The 
additivity of the fixed-point index (Lemma 7.6), together with Theorem 7.16, 
implies that this sum is L(f). But since f is homotopic to the identity, L(f) = 

X(M). 0 

Note: The theorem of Poincare mentioned in the introduction to this chap­
ter is a special case of Theorem 7.27. Specifically, a closed surface of genus p 
has Euler characteristic equal to 2 - 2p; hence, this must also be the index 
sum. 

Having strayed this far afield, we may consider one more connection with 
differential topology and geometry. On a smooth manifold M we may define 
a cochain complex using the differential forms of M and the exterior deriva­
tive. The homology groups of the complex are the de Rham cohomology 
groups of M, denoted H*(M, d). There is a natural transformation into 
cohomology with real coefficients 

<1>: H*(M, d) -+ H*(M; IR) 

that may be described as follows. Suppose that M has been smoothly trian­
gulated and w is a smooth k-form on M. Then <1> associates with w the 
function from the k-simplices of Minto IR, whose value on a given simplex is 
the integral of w over that simplex. 

The famous de Rham theorem states that <1> is an isomorphism under which 
the exterior product in H*(M, d) corresponds to the cup product in 
H*(M; IR). For a highly readable account of this, see Singer and Thorpe 
[1967]. 

Let M be a closed, connected, oriented, smooth 2-manifold endowed with 
a Riemannian metric. Then the volume element vol is a smooth 2-form on M 
and the curvature K is a smooth function associated with the Riemannian 
connection on M. The classical Gauss-Bonnet theorem then states that if the 
2-form K· vol is integrated over the manifold M, the result is 2rr· X(M). In 
other words, 

21rr fM K· vol = X(M). 

The connection between these results and the previous is that integrating a 
2-form over the manifold M corresponds under <1> with taking the Kronecker 
index with the fundamental class. It follows by Corollary 7.17 that the 
cohomology class represented by the 2-form (l j2rr)K . vol is assigned by <1> to 
the Euler class tffM of M. 

As a final application let M be a closed, oriented n-manifold. A flow on M 
is a one-parameter group of homeomorphisms of M. Specifically, a flow is a 
function 
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<P: IR x M -> M 

which is continuous and satisfies 

(i) <p(t 1 + tz,x) = <p(t 1 , <p(tz, x)), 
(ii) <p(0, x) = x 

for all t 1 , t z E IR and x E M. 

Homology Theory 

Note that for each t E IR this defines a homeomorphism <Pt: M -> M by 
<Pt(x) = <p(t, x) because <Pt- 1 = <P-t. A point Xo E M is a fixed point of the flow 
if <Pt(xo) = Xo for all t E IR. Flows arise naturally on closed differentiable mani­
folds as the parameterized curves of a given vector field. 

7.28 Theorem. If M is a closed oriented manifold such that X(M) #- 0, then any 
flow on M has a fixed point. 

Proof. For any to E IR the homeomorphism 

¢Jto: M->M 

is homotopic (actually isotopic) to the identity. So L(¢Jto) = L(identity) = 

X(M) #- 0, and <Pta has a fixed point. 
Now for each positive integer n denote by Fn the fixed-point set of ¢J1/2n. It 

follows from the additivity of the parameter that Fn will be fixed by ¢Jm/2n for 
any integer m. Fn is also compact since it is the inverse image of .1.(M) under 
the composition 

M~M x M~M x M. 

For each positive integer n we have Fn+1 s Fn because 

Thus, {Fn} is a nested family of non empty, compact subsets of M which must 
have a nonempty intersection F. 

This set F is fixed by <Pr for any dyadic rational r. Since these are dense in 
IR, the continuity of <P implies that each point of F must be a fixed point of the 
flow <p. D 

EXERCISE 10. A flow on a manifold is the same as an action of the additive group of 
real numbers on the manifold. Using the techniques of this chapter, what results can 
you derive concerning actions of pathwise connected groups on closed oriented mani­
folds (for example, the additive group [R" or the multiplicative group Sl)? 

EXERCISE 11. Let f and g be maps from S3 to S2. Show that if f is not homotopic to g, 

then f and 9 must have a coincidence. 

It should be pointed out that although the fixed-point techniques we have 
developed can be very useful, they are still inadequate to solve many prob­
lems. As a specific example we cite the "last geometric theorem" of Poincare. 
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Figure 7.5 

Suppose that we have an oval billiard table as in Figure 7.5, on which a 
single ball is rolling. Do periodic orbits with k bounces per period exist for 
every k ~ 2? 

That the answer is yes was conjectured by Poincare and proved by 
Birkhoff [1913]. 

If we orient the boundary curve, then the initial motion from the cushion 
is determined by the initial point x and the angle e of projection measured 
from the forward pointing tangent (so ° :s; () :s; n). This set of initial motions 
given the product topology is an annulus A = Sl X [0, n]. 

Now define 

F: A -4 A 

by taking each initial motion onto that which follows the next bounce of the 
orbit. The conjecture may be stated by saying that Fk has a fixed point in the 
interior of A for all k ~ 2. 

In solving the problem, the following theorem was proved: Any mapping 
G: A -> A has two fixed points in the interior of A if 

(i) G is a homeomorphism leaving every point of the boundary circles fixed; 
(ii) the G image of a radial I-cell wraps at least twice around the annulus; 

(iii) G preserves areas. 

It is interesting to note that this problem could not have been solved by our 
techniques because the Lefschetz number in this case is zero. 

In closing we consider briefly the question of the existence of a converse 
to the Lefschetz fixed-point theorem. For differentiable manifolds the Hopf 
theorem states that if X(M) = 0, then M admits a nonzero vector field, hence 
a map without fixed points which is homotopic to the identity. For topologi­
cal manifolds there are a number of results by Brown and Fadell [1964], 
and others. As representatives of these results we state the following two 
theorems. 

7.29 Theorem. Let M be a compact, connected topological manifold. Then 

(i) M admits maps close to the identity with a single fixed point; 
(ii) X(M) = ° if and only if M admits maps close to the identity without fixed 
~~~ 0 
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7.30 Theorem. If M is a compact, simply connected topological manifold and 
f: M -+ M is a continuous map with L(f) = 0, then there exists a map g homo­
topic to f such that g is fixed-point free. 0 

For a deeper, more comprehensive study of fixed-point theory see Brown 
[1971 ]. 
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The purpose of this appendix is to give a proof of Theorem 1.14. The proof 
requires the development of the subdivision operators on the chain groups. 
This fundamental technique is at the basis of essentially all of the computa­
tions and applications we will be able to make. 

If C c:; [R" is a bounded set, then the diameter of C is given by diam C = 

lub{ Ilx - ylllx, y E C}. If ~ = {CJ is a family of bounded subsets of [R", then 
mesh ~ = lub{diam C;}. 

1.1 Proposition. If s" is an n-simplex with vertices aQ , a1 , •.• , a", then diam s" = 

max { II ai - aj III i, j = 0, ... , n}. 

Proof. Let x = I tiai and y = L t;ai be points in s". First fix x and allow y to 
vary. We want to show that 

lub Ilx - yll = lub Ilx - aill· 
YES" i 

Now 

Ilx - yll = Ilx - I t;a i II = IlL t;(x - aJ11 

S LIt;I·llx - aill = It;llx - aill 

sIt;· max{ Ilx - aill} = max Ilx - aill· 

Repeating the above, letting x vary gives 

Ilx - yll s maxllaj - aill. D 

Let s" be an n-simplex with vertices aQ , a1 , ••• , an" The barycenter b(s") of 
s" is the point in sn given by 

211 
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I 
Sd(.i 2 ) 

Figure 1.1 

b(s") = (l/(n + I))(ao + ... + a"). 

It is not difficult to show that for any i with 0 :$; i :$; n, the points 

{b(s"), ao, . .. , ai- 1, ai+1, ... , a"} 

span an n-simplex. We now define the barycentric subdivision Sd(s") induc­
tively on the dimension of the simplex. First set Sd(sO) = SO for any zero 
simplex so. Suppose now that Sd is defined on any simplex of dimension 
(n - 1), so if t"-1 is any (n - I)-simplex, Sd(t n - 1) is a collection of (n - 1)­
simplices geometrically contained in t"-1. Denote by s" the collection of all 
(n - 1 )-faces of sn and define 

Sd(s") = U Sd(t"-1). 
tn-1ES" 

Then Sd(s") will consist of all n-simplices of the form (b(s"), to, . .. , t"-1)' where 
(to, ... , t"-d is an (n - I)-simplex in Sd(s") (Figure 1.1). 

1.2 Proposition. If K is a collection of n-simplices, then 

mesh Sd(K) :$; (n/(n + 1)) mesh K. 

Proof. Proceeding by induction on n, for n = 0 both sides are zero. So sup­
pose the result is true for any collection of (n - 1 )-simplices. Let t" be an 
n-simplex in Sd(K). Then t" = (b(s"), uo,"" U"-1) where sn E K and Uo, ... , 
U"-1 are vertices of an (n - I)-simplex w in Sd(s"). Let S"-1 be the (n - 1)­
simplex in s" containing w. 

By Proposition I.1 

diamt" = max{llu i - ujll, Ilu i - b(s")II}. 

First consider the terms of the form II U i - Uj II. We know that 
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Ilui - ujll s diamw s ((n - 1)/n)diamsn- 1 

by the inductive hypothesis. Now since x/(x + 1) is an increasing function 
and the diameter of a subset is less than or equal to the diameter of the set, 
we have 

n - 1 d' 1 n d' n -- Jamsn- S -- Jams. 
n n + 1 

Hence, any term of the form Ilui - ujll is less than or equal to (n/(n + 1)) 
diam sn. 

For the terms II ui - b(sn)11 recall that if uo, ... , u~ are the vertices of sn then 
b(sn) = (1/(n + 1))' L,u;. Each vertex U i is a point in sn so that Ilui - b(sn)11 s 
II uj - b(sn) II for some j by the proof of Proposition 1.1. Then 

Iluj - b(sn)11 = II uj - n ~ 1 f u; II = II i~j u~ ~ ~; II, 
where the sum now has n terms. But then 

s ~1 maxlluj - u;11 
n+ 

n d' < -- lamsn. 
-n+1 

Thus, all terms will satisfy the desired inequality and the proof is complete. 
D 

1.3 Corollary. If K is a collection of n-simplices, let Sdm(K) = Sd(Sdm- 1(K)) 
be the iterated barycentric subdivision. Then for an n-simplex sn and any e > 0 
there exists a positive integer m such that 

mesh Sdm(sn) < e. 

Proof. This follows immediately from Proposition 1.2 and the fact that 

lim (_n )m = O. 
m-oo n + 1 

o 

With these basic properties of the subdivision operator on simplices in 
mind, we now want to define an analogous operation on singular simplices. 
If C and C' are convex sets, a map f: C -+ C' is affine if given x, y E C, 
Os t S 1, then 

f((1 - t)x + ty) = (1 - t)f(x) + tf(y). 

It follows from this that if xo, ... , xp E C and to, ... , tp are nonnegative with 
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Sd'caCI/J» 

Figure I.2 

It; = 1, then 

I(I t;x;) = L tJ(xJ 

If C is convex, define A.(C) s S.(C) to be the subgroup generated by all 
affine singular n-simplices ¢>: a. ---+ C. Denoting by vo, VI' ... , V. the vertices of 
a., for any affine ¢>: a. ---+ C let X; = ¢>(v;). Then we can denote ¢> by XOXI ... x .. 
In this notation it is evident that 

Thus, 8(An(C)) s An-I(C) and {A.(C)} = A*(C) is a chain complex. 
We now define a chain map Yd': An(C) ---+ An(C) which is the algebraic 

analog of the subdivision operation. The definition is given inductively on 
the dimension n. For n = ° let Yd' be the identity. Suppose now that it is 
defined up through dimension n - 1, and let ¢> = XOXI ... X. be an affine 
singular n-simplex in C. The barycenter of ¢> is the point 

be¢»~ = Xo + ... + x •. 
n + 1 

For any point b E C define a homomorphism 

~b: A.-I (C) ---+ A.( C) 

by 

~b(YOYI ... Y.-d = (bYOYI'" YO-I)' 

This is called the cone on b for obvious geometrical reasons. Finally, define 
for any affine singular n-simplex ¢> (see Figure 1.2) 

I.4 Proposition. 8 0 Yd' = Yd' 0 8. 

Proof It is sufficient to check this on some affine singular n-simplex ¢> = 

XOXI ... X •• Let b = b(¢». Certainly the formula is true in dimension n = 0, so 
assume that it holds in dimension (n - 1), 

8Yd'(xo'" x.) = 8~b(Yd'8(xo'" x.)). 
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We may split up the boundary on the right into those terms containing band 
those not containing b, 

oYd'(xo··· xn) = Yd'o(xo··· xn) - ~b(oYd'o(xo··· xn))· 

But the second term here must be zero, for by the inductive hypothesis 

oYd' o(xo··· xn) = Yd' oO(xo··· xn) = O. 

Therefore 

oYd' = Yd'o. o 
Thus, Yd': A*(C) --+ A*(C) is a chain map of degree zero. Since the homol­

ogy should not be affected by subdividing simplices, it is reasonable to expect 
that Yd' is chain homotopic to the identity. To verify that this is indeed the 
case we must define a homomorphism 

such that 

oT' + T'o = Yd' - 1. 

We define T' inductively on n. Since for n = 0, Yd' is the identity, we take T' 
to be zero. Now suppose T' is satisfactorily defined on all chains of dimen­
sion less than n and let ¢J be an affine singular n-simplex. 

Note that 

Then set 

o(Yd'¢J - ¢J - T'o¢J) = [oYd' - 0 - (Yd' - 1 - T'o)o]¢J 

= 0 since Yd'o = oYd' and 00 = o. 

T'(¢J) = ~b(¢»(Yd'¢J - ¢J - T'o¢J). 

To compute oT'(¢J) we split it up into that part containing b(¢J) and that 
part not containing b(¢J). In other words, 

oT'(¢J) = (Yd'¢J - ¢J - T'o¢J) - ~b(,p)o(Yd'¢J - ¢J - T'o¢J).· 

But from the above computation, the second term must be zero and T has the 
desired property. 

If f: C --+ C' is an affine map between convex sets, then 

f#(An(C)) S;; An(C') 

and f# commutes with both Yd' and T'. 
We want to use the above homomorphisms to construct a degree-zero 

chain map 

Yd: Sn(X) --+ Sn(X) 

for any space X, and show that it is chain homotopic to the identity. 
U sing the same techniq ue as in the proof of Theorem 1.10, let I/J: (In --+ X be 
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a singular n-simplex. There is the induced homomorphism 

tj; #: Sn«(Jn) ---+ Sn(X). 

Now the element Tn E Sn«(Jn) given by the identity map is in An«(Jn). So define 

Yd(tj;) = Ydtj;#(Tn) = tj;#Yd'(Tn). 

This just has the effect of subdividing the simplex by subdividing in its 
domain, which is convex. Similarly, set 

1.5 Proposition. aT + To = Yd - 1. 

Proof This follows immediately from the same properties of T' and Yd'. 0 

We are now ready to give a proof of the theorem. 

1.14. Theorem. If OU is a family of subsets of X such that Int OU covers X, then 
the chain map i: S*(X) ---+ S*(X) induces an isomorphism 

i*: Hn(S;/(X)) ---+ Hn(X). 

Proof We will construct a chain map <1>: S*(X) ---+ S:I(X) such that <1>. i is the 
identity and i· <1> is chain homotopic to the identity. 

Let rjJ: (In---+X be a singular n-simplex. The family 1/ = {r1(U)IUEOU} 
has Int 1/' covering (In' Since (In is compact, there exists a [y > 0 such that if 
C S; (In and diam C < [Y, then C is contained in rl(U) for some U. 

By Corollary 1.3 there exists an m ;::: 0 with 

mesh Sdm (In < [yo 

This will imply that 

YdmrjJ E S:I/(X). 

Now for any singular simplex rjJ in X let m(rjJ) be the least integer for which 

Ydm(!/J)rjJ E Sn11(X). 

Note that for 0 :s; i :s; n, m(rjJ) ;::: m(oirjJ)· 
Recall that aT + To = Yd - 1, so for any positive integer k we have 

oTYdk- 1 + TYdk-1o = Ydk _ Ydk- 1. 

Adding a sequence of these together gives 

oT(l + ... + Ydk- 1) + T(l + ... + Ydk-1)O = Ydk - 1. 

So we define for any rjJ 

:!/(rjJ) = T(l + Yd + ... + Ydm(!/J)-1), 
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and consider 

(Jff + ffJ)¢; = L(-I)iJiT(1 + ... + Ydm(,p)-l)¢; 

+ L(-I)iT(1 + ... + Ydm(,,;,p)-l)Ji¢;. 

By the above we have 

(Jff + ffJ)¢; = Ydm(,p)¢; - ¢; - T(1 + ... + Ydm(,p)-l )J¢; 

+ L (-l)iT(1 + ... + Ydm(,';,p)-l )Ji ¢; 

n 
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= Ydm(¢)¢; - ¢; - L (-l) iT(Ydm(,';,p) + ... + Ydm(,p)-l )Ji ¢;· 
i=O 

This leads us to define 

n 
<1>(¢;) = Ydm(¢)¢; - L (-l) iT(Ydm(,';¢) + ... + Ydm(¢)-l )Ji ¢;· 

i=O 

From looking at the summation we conclude that 

<1>(¢;) E Sn11 (X). 

To consider <1>(¢;) as an element of Sn(X) we apply the mapping i. The above 
manipulation shows that 

Jff + ffJ = i 0 <1> - 1; 

hence, i 0 <1> is chain homotopic to the identity. On the other hand, if ¢; E 

S:II (X), then m(¢;) = 0 and <1> 0 i is the identity. 0 
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The purpose of this appendix is to prove two of the basic theorems on topo­
logical manifolds which were used in Chapter 6. The first theorem states that 
any closed topological manifold may be imbedded in some euclidean space 
IW and that the imbedded manifold is a retract of a neighborhood in [Rn. The 
second theorem states that the boundary of a compact topological manifold 
admits a collaring. 

The first result is an excellent example of a "folk" theorem, that is, a result 
which is well known and may be proved in a variety of ways, but which is 
difficult to locate in the literature or trace to its true origin. The imbedding 
technique we use is due to Dold, whereas the approach to the retraction 
property was suggested by Bing. 

The second result is of more recent vintage. A collaring theorem for differ­
entiable manifolds was proved by Milnor, and the analog for topological 
manifolds, by Brown [1962]. The proof we present here is due to Conelly 
[1971]. 

II.1 Theorem. If M is a closed topological n-manifold, then M can be im­
bedded in euclidean space [Rk for some k. 

Proof Let B1 , .•. , Bm be a collection of proper open n-balls in M which cover 
M. For i = 1, ... , m denote by 

hi: Bi --+ sn - {y} 

a homeomorphism onto the complement of the north pole. We can extend 
each hi to a map 
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v u 

Figure 11.1 

by defining 

hi(x) = {~~i) if x E Bi 
if x E M - B;. 

Now define the map 

i: M --. sn x sn X ••• X sn £ IRn+1 x IRn +1 x ... x IRn+1 = IRm(n+1) 

by i(x) = (hI (x), h2 (x), ... , hm(x». Then i gives the desired imbedding. 0 

Note: In general this is not a very economical way to imbed the manifold. 
That is, the dimension of the euclidean space is much higher than is generally 
necessary. For example, the covering of a circle by two proper 1-balls will 
produce the imbedding illustrated in Figure 11.1 (actually in 1R4 ). 

Suppose now that i: Mn --. IRk is an imbedding of a closed topological n­

manifold. Denote by s a large k-simplex in IRk containing M in its interior. We 
want to triangulate the complement of Min s in a particular way. Denote by 
Sd the barycentric subdivision operator defined in Appendix I and let SI = 
Sd(s), a simplicial complex that is a finite union of k-simplices. 

Now examine each closed k-simplex in SI' To those which intersect M we 
apply the operator Sd. Those which do not intersect M are left intact. The 
resulting simplicial complex is denoted S2' 

By continuing this process, we produce a sequence of finite simplicial com­
plexes {sn}, each a finite union of closed k-simplices, with the property that Sm 

subdivides Sn whenever m ~ n (Figure 11.2). 

11.2 Lemma. This process defines a triangulation of s - M. In other words, 
for every point x of s - M there is an integer m such that each k-simplex 
containing x in sm remains intact in Sm' for all m' ~ m. 

Proof. Let XES - M. Since M is compact, the distance from x to M is some 
positive number e. By COl'ollary 1.3 there is a positive integer m such that 

mesh Sdm(s) < e. 
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(a) (b) 

( c) (d) 

Figure 11.2 

There are two possibilities: 

(a) at some stage SI, I < m, all of the closed k-simplices containing x were 
disjoint from M; or 

(b) at each stage SI> I < m, some closed k-simplex containing x intersected M. 

In the first case, for all stages beyond SI the triangulation around x remains 
unchanged. In the second case, each k-simplex of Sm-1 that intersects M will 
be a k-simplex of Sdm- 1 (s). Thus, the k-simplices of Sm containing x will either 
be k-simplices of S",-1 that do not intersect M, or barycentric subdivisions of 
those that did, hence k-simplices of Sd"'(s). In either situation it follows that 
the k-simplices of Sm that contain x will be disjoint from M. 

Therefore, in each Sj, j 2 m, the triangulation about x remains constant. In 
this way we define the triangulation of S - M. 0 

We now want to use this triangulation to define inductively a collection of 
subsets No ~ N1 ~ ... ~ Nk = N of S together with a map r: N -+ M. Initially 
we take No to be the union of M with all the vertices of S - M. If Y E M, 
define r(y) = y. If Xo is a vertex of S - M, define r(xo) to be some point of M 
for which dist(xo, r(xo)) = dist(xo, M). 

Suppose then that N i - 1 and r: N i - 1 -+ M have been defined. Let rt be a 



Appendix II 221 

closed i-simplex in s - M; iY. will be contained in Ni if both of the following 
requirements are satisfied: 

(a) the boundary of iY. is contained in Ni-l; 
(b) the map r: 0iY. ~ M can be extended continuously over iY.. 

The space Ni will be the union of Ni- 1 together with all such closed i-simplices 
c(. To define r: Ni ~ M it is sufficient to define r on each C( so that it is 
compatible with the previous definition on the boundary. Let 

A = {6 E IR I there is a map f: C( ~ M, fl"a = r, and diam(imagef) = 6} 

For C( an i-simplex in Nh A is a nonempty set that is bounded below. Let a be 
the greatest lower bound for A. Now define r: C( ~ M by choosing a map that 
extends the restriction of r to ~C( and satisfies a ::;; diam(r(iY.)) ::;; 2a. Note that 
if a = 0, we may take r to be the constant map taking rt into r(art). 

This completes the inductive step so that N = Nk is a well-defined subset of 
s containing M and r: N ~ M is a function which is the identity on M. It 
remains to be shown that r is continuous and N is a neighborhood of M in 
IRk. First we present some preliminary lemmas. 

11.3 Lemma. For any e > 0 there exists a 6 > 0 such that if x is a point of 
s - M and dist(x, M) < 6, then the mesh of the set of k-simplices of s - M 
containing x is less than e. 

Proof. Let e > 0; choose a positive integer m so that (k/(k + l))m. diam(s) < e. 
Define Km to be the union of all closed k-simplices of Sm that do not intersect 
M. Km is a compact subset of s. 

Let 6 = dist(M, Km), or, if Km is empty, take 6 = 1. Then if dist(x, M) < 6, 
each closed k-simplex of Sm that contains x must intersect M. Thus, each of 
these simplices must lie in Sdm(s) and their mesh is less than or equal to mesh 
Sdm(s) ::;; (k/(k + l))m. diam s < e. The same inequality will obviously be true 
for the set of k-simplices of s - M containing x. D 

11.4 Lemma. If 6 is a p-simplex, K is a convex set, and f: 06 ~ K is a map, 
then f can be extended over all of 6. 

Proof. Let b(6) be the barycenter of 6 and select a point WE K. Every point 
x of 6 has a unique representation in the form x = ty + (1 - t)· b(6), where 
y is a point of 06 and 0 ::;; t ::;; 1. For each such point x define 

f(x) = t· f(y) + (1 - t)w. 

This is well defined since K is convex; f is continuous and extends the origi­
nal definition of f on 06. D 

11.5 Corollary. If 6 is a p-simplex and B is a proper n-ball in a topological 
manifold, then any map f: 06 ~ B can be extended over all of 6. 
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Proof. Since B is a proper n-ball, there is a homeomorphism 

h: B -+ D" - S"-l, 

a convex subset of IR". We may compose f with h and apply Lemma 11.4 to 
give the desired extension. 0 

11.6 Theorem. The function r: N -+ M defined previously is a continuous re­
traction of a neighborhood of M in IRk onto M. 

Proof. From the construction of r it is apparent that r is continuous at each 
point of s - M. Thus, it is sufficient to check continuity at a point y E M. So 
let c; > 0 and denote by B(y, c;) the ball of radius c; about y = r(y) in IRk. 

We construct inductively a collection of open sets Vo, V1 , ••• , v,,+1 in IRk 
about y. Let Vo = B(y, c;). For the inductive step, suppose that ~-l has been 
defined. Let ~ be an open subset of ~-l in IRk containing y having the 
following properties: 

(i) ~ £;; B(y, <>/), where B(y, 5<>/) £;; ~-l; 
(ii) ~ n M is a proper n-ball about y; 

(iii) if x E ~ - M, then the mesh of the set of k-simplices of s - M containing 
x is ::;;<>/. 

That Requirement (iii) may be satisfied follows from Lemma 11.3. 
Now let x E v,,+1, an open set about y. If x E M, then 

r(x) = x E Vo = B(y, c;). 

So suppose x rj: M and let 6 be a k-simplex of s - M containing x. 
By Requirements (iii) and (i) all of the vertices of 6 must lie in v" and must 

be mapped by r into the proper n-ball v" n M. By Corollary 11.5 each 1-
simplex rx in 6 admits a map into v" n M extending the restriction of r to 8rx. 
Thus, each set rx is contained in N. Furthermore, since the diameter of the 
image of this extension is less than 2<>k, the diameter of r(rx) must be less than 
4<>k' The fact that r(rx) intersects v" n M, together with Requirement (i), im­
plies that r(rx) £;; v,,-l n M. 

Thus, the image of the I-skeleton of 6 under r is contained in v,,-l n M, a 
proper n-ball. We may now apply the same argument to the 2-simplices of 6. 
Continuing inductively, we find that the image of the k-skeleton of 6 under 
r, that is, r(6), is contained in Vk - k = Vo = B(y, c;). In particular r(x) E B(y, e) 
and r is continuous at y. 

To see that N is a neighborhood of M in IRk, note that in the above 
argument, v,,+l is an open set about y E M on which r is completely defined. 
Hence, v,,+l £;; Nand y is an interior point of N. 0 

EXERCISE 1. Make the necessary modifications in the preceding proofs to show that 
the results hold as well for compact manifolds with boundary. 
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EXERCISE 2. Prove a similar imbedding and retraction theorem for noncom pact 
manifolds. 

Finally, we turn to the collaring theorem for topological manifolds. As we 
stated previously, the proof given here is an intuitively appealing one due to 
Conelly [1971]. 

11.7 Theorem (Topological collaring theorem). Let M n be a compact topolog­
ical manifold with boundary aM = B. Then there exists an open set V in M, 
containing B, and a homeomorphism 

h: V -+ B x [0,1) 

such that h(x) = (x, 0) for all x E B. 

Proof. The idea of the proof is as follows. Since B = aM we can find about 
each point of B an open set which looks like a portion of a "collar"; that is, B 
is locally collared in M. We attach a collar to the boundary of M and then 
use the local collaring to push the added collar into the manifold (or pull the 
manifold out over it), so that the added collar becomes the desired open set 
V. 

By using the topological properties of euclidean half-space IHl n, we can 
show that for any point x E B = aM there is an open set Vx in B about x and 
an imbedding 

hx: Vx x [0,1] -+ M 

such that for any x' E Vx, hAx',O) = x'. Now B is a closed subspace of the 
compact manifold M; hence, B is compact and there exist a finite number of 
open sets Vi' ... , Vrn in Band imbeddings 

hi: Vi x [0,1] -+ M 

such that 

for all x in Vi 

and 

Since B is compact Hausdorff, it is also normal; hence, there exist open sets 
Vi' ... , Vm covering B such that V; S Vi for each i. 

Define M+ to be the space formed from the union M u (B x [ -1, 0]) by 
identifying x E B s M with (x, 0) E B x [ -1, 0] (Figure 11.3). For each i let 

be the function given by 
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B X [-I, OJ 

Figure II.3 

I • I 
-I kl(x) 0 

Figure IIA 

h.(x t) = {hi(X, t) 
I' (x, t) 

if 0::::; t ::::; 1 

if -1::::; t ::::; 0. 

Since these agree on the intersection, each hi is a well-defined imbedding. 
We now use these maps hi to define inductively a family of imbeddings 

Yi: M ~ M+ and maps J;: B ~ [ -1, 0], i = 0, 1, 2, ... , m, satisfying the 
following: 

(a) Yi(M) contains M u (Uj$i l-} X [ -1, 0]); 
(b) for any x E B, Yi(X) = (x,J;(x»; 
(c) fm(x) == -1; 
(d) for any x E B, {x} x [J;(x),O] <:; gi(M). 

The imbeddings Yi correspond to the consecutive stages of pushing the 
collar into the manifold while the functions J; keep track of the location of the 
boundary of M at each stage. It follows that gm will be a homeomorphism of 
M with M+ taking x E B to (x, -1) in M+. This will give the desired collaring 
of B. 
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Define go: M ...... M+ to be the inclusion and set fo(B) == O. Inductively, sup­
pose gi-l and /;-1 have been defined. Consider 

hi1(gi_l (M)) S;;; Vi X [ -1,1] 

(for example, the shaded region in Figure 11.4). We want to define an 
imbedding 

tPi: hi1(gi_l (M)) ...... Vi X [ -1,1] 

by pushing to the left along the fibers until tPi(hi l (gi-l (V;))) = V; x { - I}, but 
requiring that tPi be the identity on (Vi - V;) X [ -1,1] U Vi X {1}. Thus, tPi 
represents a "pushing out" operation inside this local collar which will not 
affect the rest of the manifold. 

To do this, we want a map Ai: U; ...... [ -1,1] such that 

if x E V; 
if XEU;-Vi 

and Ai(X) ::; 2/;-1 (x) + 1 for all x E Vi' 
Since V; and Vi - Vi are disjoint closed subsets of a normal space, we can 

find a map satisfying the stated condition on these two subspaces using the 
Tietze extension theorem. Taking the minimum of this map and 2/;-1 (x) + 1 
produces the desired map Ai' 

N ow define tPi by 

{
(x, t) 

tPi(X, t) = (x,2t - Ai(X)) 
if Ai(X)::; t ::; 1 
if /;-1 (x) ::; t ::; Ai(X), 

The behavior of the map tPi may be described as taking each interval {x} x 
G(Ai(X) - l),Ai(x)] linearly onto {x} x [ -l,Ai(x)], recalling that !(Ai(X) -1)::; 
/;-1 (x) with equality holding on V; (Figure 11.5). 

We may now use tPi to alter gi-l to produce gi' Specifically 

Graph of 

1;-1 

Graph of 

"\ 

Fixed by "'i 

-\ 0 

Figure 11.5 
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if x E gi-l (M) n hi(Ui x [ -1,1]) 
otherwise. 

Both gi and gil are continuous. We define Ii: B --> [ -1,0] by setting /;(x) = 
n(gi(x)) where n is the projection from B x [ -1, 0] onto the second factor. 

This completes the induction step and the homeomorphism gm gives the 
required collaring of B. D 
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