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Preface 

This book is divided into two parts. 
The first one is purely algebraic. Its objective is the classification of 

quadratic forms over the field of rational numbers (Hasse-Minkowski 
theorem). It is achieved in Chapter IV. The first three chapters contain some 
preliminaries: quadratic reciprocity law, p-adic fields, Hilbert symbols. 
Chapter V applies the preceding results to integral quadratic forms of 
discriminant ± I. These forms occur in various questions: modular functions, 
differential topology, finite groups. 

The second part (Chapters VI and VII) uses "analytic" methods (holomor­
phic functions). Chapter VI gives the proof of the "theorem on arithmetic 
progressions" due to Dirichlet; this theorem is used at a critical point in the 
first part (Chapter Ill, no. 2.2). Chapter VII deals with modular forms, 
and in particular, with theta functions. Some of the quadratic forms of 
Chapter V reappear here. 

The two parts correspond to lectures given in 1962 and 1964 to second 
year students at the Ecole Normale Superieure. A redaction of these lectures 
in the form of duplicated notes, was made by J.-J. Sansuc (Chapters I-IV) 
and J.-P. Ramis and G. Ruget (Chapters VI-VII). They were very useful to 
me; I extend here my gratitude to their authors. 

J.-P. Serre 

v 
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Part I 

Algebraic Methods 



Chapter I 

Finite Fields 

All fields considered below are supposed commutative. 

§l. Generalities 

1.1. Finite fields 

Let K be a field. The image of Z in K is an integral domain, hence 
isomorphic to Z or to Z/pZ, where p is prime; its field of fractions is iso­
morphic to Q or to Z/pZ = Fp. In the first case, one says that K is of 
characteristic zero; in the second case, that K is of characteristic p. 

The characteristic of K is denoted by char(K). If char(K) = p =1= 0, p is 
also the smallest integer n >0 such that n.l = O. 

Lemma.-Ifchar(K) = p, the map a: X 1-+ x P is an isomorphism of K onto 
one of its sub fields KP. 

We have a(xy) = a(x)a(y). Moreover, the binomial coefficient (~) is 
congruent to 0 (mod p) if O<k<p. From this it follows that 

a(x+y) = a(x)+a(y); 

hence a is a homomorphism. Furthermore, a is clearly injective. 

Theorem I.-i) The characteristic of a finite field K is a prime number 
p =F 0; iff = [K:Fp), the number of elements of K is q = pl. 

ii) Let p be a prime number and let q = plU ~ 1) be a power of p. Let 
n be an algebraically closed field of characteristic p. There exists a unique 
subfield Fq of n which has q elements. It is the set of roots of the polynomial 
xq-X. 

iii) All finite fields with q = pI elements are isomorphic to Fq• 

If K is finite, it does not contain the field Q. Hence its characteristic is a 
prime number p. Iff is the degree of the extension K/Fp, it is clear that 
Card(K) = pI, and i) follows. 

On the other hand. if n is algebraically closed of characteristic p, the 
above lemma shows that the map x 1-+ xq (where q = pI, f ~ I) is an 
automorphism of n; indeed, this map is the f- th iterate of the automorphism 
a: X 1-+ x P (note that a is surjective since n is algebraically closed). Therefore, 
the elements x E n invariant by x 1-+ xq form a subfield Fq of n. The derivative 
of the polynomial Xq - X is 

qXq - 1 -1 = p.pl-l X q - 1 -\ = -1 

3 



4 Finite fields 

and is not zero. This implies (since n is algebraically closed) that Xq - X 
has q distinct roots, hence Card(Fq} = q. Conversely. if K is a subfield of U 
with q elements. the multiplicative group K* of nonzero elements in K has 
q-I elements. Then xq - I = I if x E K* and ~ = x if x E K. This proves 
that K is contained in Fq. Since Card(K} = Card(Fq} we have K = Fq which 
completes the proof of ii). 

Assertion iii) follows from ii) and from the fact that all fields with pI 
elements can be embedded in n since n is algebraically closed. 

1.2. The multiplicative group of a finite field 

Let p be a prime number. let f be an integer ~ I, and let q = pl. 

Theorem 2.~The multiplicative group F: of a finite field Fq is cyclic of 
order q-I. 

Proof If d is an integer ~ I. recall that cf>(d) denotes the Euler cf>-fullctioll. 
i.e. the number of integers x with I ~ x ~ d which are prime to d (in other 
words, whose image in ZjdZ is a generator of this group). It is clear that the 
number of generators of a cyclic group of order dis cf>(d). 

Lemma 1.~If II is an integer ~ I. then II = ~ cf>(d). (Recall that the nota-
tion dill means that d divides 11). din 

If d divides 11. let C" be the unique subgroup of ZjnZ of order d, and 
let <D" be the set of generators of Cd' Since all elements of ZjllZ generate 
one of the C", the group ZjnZ is the disjoint union of the <D" and we have 

/I = Card(ZjIlZ) = L Card(<D,,) = L cf>(d). 
din din 

Lemma 2.-Let J-I be afillite group of order II. Suppose that,for all divisors 
d of II, the set of x E H such that x" = I has at most d elements. Then H is 
cyclic. 

Let d be a divisor of II. If there exists x E H of order d. the subgroup 
(x) = {I, x, ...• X d - I } generated by x is cyclic of order d; in view of the 
hypothesis, all elements y E H such that yd = I belong to (x). In particular, 
all elements of H of order d are generators of (x) and these are in number 
cf>(d). Hence. the number of elements of H of order dis 0 or cf>(d). If it were 
zero for a value of d, the formula n = ~ cf>(d) would show that the number 

"In 
of elements in 11 is < II, contrary to hypothesis. In particular, there exists an 
element x E H of order II and H coincides with the cyclic group (x). 

Theorem 2 follows from lemma 2 applied to H = F: and n = q - 1 ; 
it is indeed obvious that the equation x" = I, which has degree d, has at 
most d solutions in Fq• 

Remark. The above proof shows more generally that all finite subgroups 
of the multiplicative group of a field are cyclic. 



Equations over a finite field 5 

&2. Equations over a finite field 

Let q be a power of a prime number p, and let K be a field with q elements. 

2.1. Power sums 

Lemma.-Let u be an integer ~O. The sum SeX") = ~ x" is equal to -1 
JCeK 

if U is ~ 1 and divisible by q - I ; it is equal to 0 otherwise. 
(We agree that x" = I if u = 0 even if x = 0.) 
If u = 0, all the terms of the sum are equal to I ; hence SeX") = q.1 = 0 

because K is of characteristic p. 
If u is ~ I and divisible by q-I, we have 0" = 0 and x" = I if x 9= O. 

Hence SeX") = (q-l).l = -\. 
Finally, if u is ~ I and not divisible by q - I, the fact that K* is cyclic 

of order q - I (th. 2) shows that there exists y E K* such that y" 9= 1. One has: 

SeX") = LX" = LY"x" = y"S(X") 
xeK· %E"· 

and (1-y")S(X") = 0 which implies that SeX") = o. 
(Variant-Use the fact that, if d ~ 2 is prime to p, the sum of the d - th 

roots of unity is zero.) 

2.2. Chevalley theorem 

Theorem 3 (Chevalley - Warning).-Let f« E K[X t , .•• ,Xn] be poly­
nomials in n variables such that ~ deg f. < n, and let V be the set of their 
common zeros in K". One has 11 

Card(V) == 0 (mod p). 

Put P = TIO-fa.q - t ) and let x E K". If x E V, all the fix) are zero and 
CL 

P(x) = I; if x f V, one of the fix) is nonzero and f«(x)q- t = I, hence 
P(x) = O. Thus P is the characteristic function of V. If, for every polynomial 
f, we put S(f) = ~ f(x), we have 

xeK" 

Card(V) == S(P) (modp) 

and we are reduced to showing that S(P) = O. 
Now the hypothesis ~ deg f« < n implies that deg P < n(q - I); thus P 

is a linear combination of monomials X" = Xr' ... X,~n with ~Ui < n(q-I}. 
It suffices to prove that, for such a monomial X", we have SeX") = 0, and 
this follows from the lemma since at least one U j is <q-1. 

Corollary 1.- If ~ degf" < n and if the f" have no constant term, then the f" 
have a nontrivial common zero. 

Indeed, if V were reduced to {O}, Card( V) would not be divisible by p. 
Corollary I applies notably when the f« are homogeneous. I n particular: 
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Corollary 2.-AII quadratic forms in at least 3 variables over K have a 
non trivial zero. 

(In geometric language: every conic over a finite field has a rational 
point.) 

§3. Quadratic reciprocity law 

3.1. Squares in Fq 

Let q be a power of a prime number p. 

Theorem 4.- -(a) If p = 2, then all elements of F q are squares. 
(b) If P 9= 2, then the squares of F; form a subgroup of index 2 in F:; 

this subgroup is the kernel of the homomorphism x I---> X(q-I )/2 with values 
in {± I}. 
(In other terms, one has an exact sequence: 

I ~ F;2 -~ F: ~ { ± I} ~ I.) 

Case (a) follows from the fact that x I---> x 2 is an automorphism of Fq • 

In case (b), let n be an algebraic closure of Fq; if x E F;, let yEn be 
such that y2 = x. We have: 

yq-t = X('1-1)/2 = ± I sincexq - 1 = I. 

For x to be a square in Fq it is necessary and sufficient that y belongs to F;, 
i.e. yq-t = I. Hence F;2 is the kernel of x I---> x('1-1)12. Moreover, since F; 
is cyclic of order q - I, the index of F;2 is equal to 2. 

3.2. Legendre symbol (elementary case) 

Definition.-Let p be a prime number 9= 2, and let x E F:. The Legendre 

symbol of x, denoted by (~). is the integer X(p-I)/2 = ± I. 

It is convenient to extend (~) to all of Fp by putting (~) = O. Moreover, 

if x E Z has for image x' E F p' one writes (~) = (~). 

We have (;) (~) = (~) The Legendre symbol is a "character" (cf. 

chap. VI, §l). As seen in theorem 4, (~) = I is equivalent to x E F:2; if 

x E F: has y as a square root in an algebraic closure of Fp ' then (~) = yP-t. 
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Computation of(~)for x = I, -1,2: 

If n is an odd integer, let e(n) and wen) be the elements of Zj2Z defined by: 

e(n) == 11- 1 (mod 2) = {O if n == 1 (mod 4) 
2 lifn == -I (mod 4) 

wen) == 112 -::-J (mod 2) = {O if n == ± 1 (mod 8) 
8 I if n == ± 5 (mod 8) 

[The function e is a homomorphism of the multiplicative group (Zj4Z)* 
onto Zj2Z; similarly, w is a homomorphism of (Z/8Z)* onto Z/2Z.] 

Theorem 5.-The following formulas hold: 

( 1' 
i) p) = 1 

ii) (~l) = (-IY(P) 

... ) (2) ( I)W(P) III -=- . 
p 

Only the last deserves a proof. If (X denotes a primitive 8th root of unity 
in an algebraic closure 12 of F P' the element y = (X + (X - 1 verifies y2 = 2 
(from (X4 = - 1 it follows that (X2 + (X - 2 = 0). We have 

yP = (XP+(X-p. 

If p == ± I (mod 8), this implies yP = y, thus (~) = yP-l = l. If p == ± 5 

(mod 8), one finds yP = (X5+(X-S = _«(X+(X-I) = -yo (This again follows 
from (X4 = -I.) We deduce from this that yP- I = - I, whence iii) follows. 

Remark. Theorem 5 can be expressed in the following way: 

- I is a square (mod p) if and only if p == I (mod 4). 
2 is a square (mod p) if and only if p == ± I (mod 8). 

3.3 Quadratic reciprocity lall' 

Let / and p be two distinct prime numbers different from 2. 

Theorem 6 (Gauss).- (D = (7') (-ly(I)£(P). 

Let n be an algebraic closure of F P' and let WEn be a primitive /-th 
root of unity. If x E F" the element w" is well defined since w' = I. Thus 
we are able to form the "Gauss sum": 

y = L (~) II'''. 
"eF, I 

Lemma 1._y2 = ( -1),(1)/. 

(By abuse of notation I denotes also the image of I in the field Fp.) 
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We have 

y2 = I(XZ)wX+% = L WU(I(l{U-t»)). 
x, z 1 uEF, IEF, 1 

Now if t =l= 0: 

and 
{_l)l(l)y2 = I C.w·, 

UEF, 

where 

Cu = L-- . (I-uri) 
lEFT I 

If u = 0, Co = I (I.) = I-I; otherwise s = I-ut- I runs over F , -{ I}, 
IEF; I 

and we have 

C. = L (~) - (!) = - (!) = - I, 
'EF, I I / 

since in Fj there are as many squares as non squares. Hence ~ C.w· = 
.EF, 

1- I - ~ w· = I, which proves the lemma. 
uEF; 

Lemma 2._yP-t = (I) 
Since n is of characteristic p, we have 

yP = I (~) IVXP = L (zp=~) w% == (p-I) y = (e) y; 
xEF, p ZEF, 1 I I 

hence yp- I = (1) . 
Theorem 6 is now immediate. Indeed, by lemmas I and 2, 

and the second part of tho 5 proves that 

( L-:_;'( ') = ( _ I)'(l)«p). 

Trans/alion.-Write IRp if / is a square (mod p) (that is to say, if I is a 
"quadratic residue" modulo p) and INp otherwise. Theorem 6 means that 

IRp = pRI if p or I == I (mod 4) 

IRp ~ pN/ jf p and I == -I (mod 4). 
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Remark. Theorem 6 can be used to compute Legendre symbols by 
successive reductions. Thus: 

(!~) = (~!) = G:) = (2~)(;9) = -(;9) = -(~) = -G) = -I. 

Another proof of the quadratic reciprocity law (0. EISENSTEIN, J. Crelle, 
29, 1845, pp. 177-184.) 

i) Gauss Lemma 

Let P be a prime number =F 2, and let S be a subset of F; such that F; is 

the disjoint union of Sand - S. In the following we take S = { I, ...• P ~ 1 
If s e S and a e F;. we write as in the form as = e.(a)s .. with e.(a) = ± I 

and s .. e S. 

Lemma (GaWJS).-(~) = n eo(a). 
p .eS 

Remark first that, if sand s' are two distinct elements of S, then s .. =F s; 
(for otherwise s = ± s' contrary to the choice of S). This shows that s 1-+ S .. 

is a bijection of S onto itself. Multiplying the equalities as = es(a)sQ' we 
obtain 

a(P-1)/2 n s = (n e.(a») n Sa = (n eo(a») n s, 
.eS .eS oeS seS oeS 

hence 
a(p-I)/2 = ne.(a); 

seS 

this proves the lemma since (~) = a(p-I)l2 in Fp. 

Example.-Take a = 2 and S = {It ... , p; I}. We have e.(2) = I if 

2.r ::i! p; I and e.(2) = -I otherwise. From this we get (;) = (_l)ft(Pl 

where n(p) is the number of integers s such that p-l < s ::i! p-I . If p is 
4 2 

of the form 4k + I (resp. 4k - 1). then n(p) = k. Thus we recover the fact 

that (~) = 1 if p == ± 1 (mod 8) and (~) = - 1 if p == ± 5 (mod 8), cf. tho 5. 

ii) A trigonometric lemma 

Lemma.-Let m be a positive odd integer. One has 
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sin mx _ (4)(m-t)/2 n ( . 2 . 22rrJ) -. --- - - SIn X-SIn --- . 
smx t~j~(m-t)/2 m 

This is elementary (for instance, prove first that sin (mx)/sin (x) is a poly­
nomial of degree (m -1)/2 in sin2 x, then remark that this polynomial has 

for roots the sin2 2rr} with 1 :;;,}:;;, (m-I)/2; the factor (_4)(m-I)/2 IS 

m 
obtained by comparing coefficients of ei(m-Ilx on both sides). 

iii) Proof of the quadratic reciprocity law 

Let 1 and p be two distinct prime numbers different from 2. Let 

S={I, ... ,{p-I)/2} 

as above. From Gauss' lemma, we get 

( ~) = n es(l)· 
p SES 

Now the equality Is = e,(/)s, shows that 

, 2rr I (/)' 2rr 
SIn- IS = e. sm - S" 

P P 

Multiplying these equalities, and taking into account that S H S, is a bi­
jection, we get: 

( I) f1 (I) f1' 2rrls / ' 21TS - = e. = sIn - sm - , 
P SES .<ES P P 

By applying the trigonometric lemma with m = I, we can rewrite this: 

( I) _ f1 ( 4)(1-0/2 n ( . 22rrs '2 2rrt) - - - sIn - - sm -
p .€s tET P 1 

- - SIn - - sm - , _ ( 4)(I-t)(P-1l/4 n (' 22rrs '2 2rrt) 
SES, rET p I 

where T denotes the set of integers between 1 and (1-1)/2. Permuting the 
roles of I and p, we obtain similarly: 

(p) _ ( 4)(I-I)(p-I)/4 n (. 2 2rrt . 2 2rrs) - - - sm -.- - sm - . 
I 5ES, rET I p 

The factors giving (~) and U) are identical up to sign. Since there are 

(p-l) (1-1)/4 of these, we find: 

(~) = (y)(-I)(P-IHI-ll/4, 

This is the quadratic reciprocity law, cf. tho 6. 



Chapter 1/ 

p-Adic Fields 

In this chapter p denotes a prime number. 

§l. The ring Zp and the field Qp 

1.1. Definitions 

For every n ~ 1, let An = Z/pnz; it is the ring of classes of integers 
(mod pn). An element of An defines in an obvious wayan element of An- I; 
we thus obtain a homomorphism 

which is surjective and whose kernel is p"-I An. 
The sequence 

forms a "projective system" indexed by the integers ~ I. 

Definition I.-The ring of p-adic integers Zp is the projective limit of the 
system (An' .pn) defined above. 

By definition, an element of Zp = lim (An' .pn) is a sequence x = 
~ 

( ... ,Xn, ... ,XI) with Xft E An and .pn(xn) = Xn- I if n ~ 2. Addition and 
multiplication in Zp are defined "coordinate by coordinate". In other words, 
Zp is a subring of the product n An. If we give An the discrete topology and 

n~1 

n An the product topology, the ring Zp inherits a topology which turns it 
into a compact space (since it is closed in a product of compact spaces). 

1.2. Properties of Zp 

Let Eft: Zp ~ An be the function which associates to a p-adic integer X its 
n-th component Xft' 

Proposition I.-The sequence 0 ~ Zp ~ Zp ~ Aft ~ 0 is an exact sequence 
of abelian groups. 
(Thus we can identify Zp/pnzp with An = Z/p·Z.) 

Multiplication by p (hence also by p.) is injective in Zp; indeed, if 
x = (x.) is a p-adic integer such that px = 0, we have PXn+ I = 0 for all n, 
and Xn+ I is of the form P·YII+ I with Yn+ I E An+ I; since Xn = .p.+ I(X.+ I)' we 
see that Xn is also divisible by pn, hence, is zero. 

II 
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It is clear that the kernel of ell contains p"Z,; conversely, if x = (x,") 
belongs to ker(em), one has Xm == 0 (mod pIt) for all m ~ n which means that 
there exists a well defined element Ym-II of Am-II such that its image under 
the isomorphism Am_II -'; pnZ/pmz cAm satisfies Xm = p"Ym-,,' The Yi define 
an element y of Z, = lim.A i , and one checks immediately that p"y = x. 

+-
which proves the proposition. 

Proposition 2.-(a) For all element of Z, (resp. of A,,) to be invertible it 
is necessary and sufficient that it is not divisible by p. 

(b) If U denotes the group of invertible elements of Z" every nOllzero 
element of Z, can be written uniquely in the form p"u with u E U and n ~ O. 
(An element of U is called a p-adic unit.) 

It suffices to prove (a) for All; the case of Z, will follow. Now, if x E A" 
does not belong to pAil' its image in A I = F, is not zero, thus invertible: 
hence there exists y, Z E All such that xy = 1 - pz, hence 

xy(1 + pz +. . . + p"- 1 z"- I) = I, 

which proves that x is invertible. 
On the other hand, if x E Z, is not zero, there exists a largest integer n 

such that XII = ell(x) is zero; then x = pltu with u not divisible by p, hence 
u E U by (a). The uniqueness of the decomposition is clear. 

Notation.-Let x be a nonzero element of Z,; write x in the form p"u 
with u E U. The integer n is called the p-adic valuation of x and denoted by 
v,(x). We put v,(O) = + <Xl and we have 

v,(xy) = v,(x) +v,(y), v,(x+ y) ~ inf (v,(x), v,(y» 

It follows easily from these formulas that Z, is an integral domain. 

Proposition 3.-The topology on Z, can be defined by the distance 

d(x, y) = e-"p(X-)'). 

The ring Z, is a complete metric space ill which Z is dense. 
The ideals p"Z, form a basis of neighborhoods of 0; since x E p"Z, is 

equivalent to v,(x) ~ n, the topology on Z, is defined by the distance 
d(x, y) = e-vp(x-y). Since Z, is compact, it is complete. Finally, if x = (x,,) 
is an element of Z" and if Y" E Z is such that y" == x" (mod p"), then Iim.y" = 
x, which proves that Z is dense in Z,. 

1.3. The field Q, 

Definition 2.-The field of p-adic numbers, denoted by Q" is the field of 
fractions of the ring Z,. 

One sees immediately that Q, = z, [p - I]. Every element x of Q; can be 
written uniquely in the form p"u with nEZ, u E U; here again, 11 is called the 
p-adic valuation of x and is denoted by v,(x). One has v,(x) ~ 0 if and only 
if x E Z,. 
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Proposition 4.-The field Qp' with the topology defined by d(x, y) = 

e - Vp(X - Yl, is locally compact, and contains Zp as all open subring; the field Q 
is dense in Qp-

This is clear. 

Remarks.-I) We could have defined Qp (resp. Zp) as the completion 
of Q (resp. Z) for the p-adic distance d. 

2) The distance d satisfies the "ultrametric" inequality 

d(x, z) ~ sup (d(x, y), dey, z». 

From this one sees that a sequence Un has a limit if and only if 

lim. (un + I -un) = 0; 

similarly, a series converges if and only if its general term tends to O. 

§2. p-adic equations 

2.1. Solutions 

Lemma.-Let ... -+ D. -+ Dn- I -+ ... -+ DI be a projective system, and 
let D = lim. D" be its projective limit. If the D" are fillite and nonempty, 

+--
then D is nonempty. 

The fact that D * 0 is clear if the D. -+ D. _ I are surjective; we are 
going to reduce the lemma to this special case. For this, denote by D., p the 
image of D,,+p in D.; for fixed n, the D.,p form a decreasing family of finite 
nonempty subsets; hence this family is stationary, i.e. D.,p is independent 
of p for p large enough. Let E. be this limit value of the D.,p" One checks 
immediately that D. -+ D._\ carries E. onto E._ I; since the E. are non­
empty, we have lim. E. * 0 by the remark made at the beginning; hence. 

+--
afortiori lim. D. * 0. 

+--

Notation.-If f E Zp[X\, ... ,Xm] is a polynomial with coefficients in 
Zp, and if n is an integer ~ I, we denote by In the polynomial with coefficients 
in An deduced from f by reduction (mod pn). 

Proposition 5.-Let f(i) E Zp(X\, ... , Xml be polynomials with p-adic 
integer coefficients. The following are equivalent: 

i) The j<i) have a common zero in (Zp)'". 
ii) For all n > I, the polynomials In(i) have a common zero in (A.)'". 
Let D (resp. D.) be the set of common zeros of the f(i) (resp. f. (j». The 

D" are finite and we have D = lim. D •. By the above lemma, D is nonempty 
+--

if and only if the D. are nonempty; hence the proposition. 

A point x = (XI' ... , x'") of (Zp)'" is called primitive if one of the Xj is 
invertible, that is, if the Xi are not all divisible by p. One defines in a similar 
way the primitive elements of (A.)'". 
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Proposition 6. -Let f U) E Zp[X, , ... , Xm) be homogeneous polynomials 
with p-adic integer coefficients. The following are equivalent: 

a) The f(i) have a non trivial common zero in (Qp)m. 
b) The f(i) have a common primitive zero in (Zp)m. 
c) For all n > I, the J..(i) have a common primitive zero in (An)"'. 
The implication b):;. a) is trivial. Conversely, if x = (x, •. .. ,xm) is a 

nontrivial common zero of the J(i), put 

h = inf(v,(x,) • ... ,vp(xm» and y = p-hX. 

It is clear that y is a primitive element of (Zp)m, and that it is a common 
zero of the J(i). Hence b) ~ a). 

The equivalence of b) and c) follows from the above lemma. 

2.2. Amelioration of approximate solutions. 

We are concerned with passing from a solution (mod pn) to a true 
solution (i.e. with coefficients in Zp). One uses the following lemma (p-adic 
analogue of "Newton's method"): 

Lemma.-Let J E Zp [Xl and let J' be its derivative. Let x E Zp' n, k E Z 
such that 0 ~ 2k < n, J(x) == 0 (mod pn), vp(f'(x» = k. Then there exists 
y E Zp such that 

f(y) == o (modpn+l), v,(J'(y» = k, and y == x (modpn-k). 

Take y of the form x+pn-kz with Z E Zp. By Taylor's formula we have 

J(y) = J(X)+pn-kzJ'(X)+p2n-2ka with a E Zp. 

By hypothesisf(x) = p"b andJ'(x) = pkc with b E Zp and c E U. This allows 
us to choose z in such a way that 

b+zc == 0 (mod p). 

From this we get 

f(y) = p"(b+zc)+p2n-2ka == o (modpn+!) 

since 2n - 2k > n. Finally Taylor's formula applied to f' shows that 
J'(y) == pkc (mod p"-k); since Il-k > k. we see that vp(f'(y» = k. 

Theorem I.-Let f E Zp[X" ... , Xm}, X = (Xi) E (Zp)m, n, k E Z and jan 
integer such that 0 ~ j ~ m. Suppose that 0 < 2k < n and that 

f(x) == 0 (mod pO) and vp ( of (X») = k. 
8Xj 

Then there exists a zero y of J in (Zp)m which is congruent to x modulo pn-k. 
Suppose first that m = 1. By applying the above lemma to x(O) = x, 

we obtain x(1) E Zp congruent to x(O) (mod pO-h) and such that 

f(x(1» == O(modp"+l) and vp(f'(x(I)) = k. 
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We can apply the lemma to X(I), after replacing n by n+ I. Arguing induc­
tively, we construct in this way a sequence x(O), ... , x(q), ... such that 

x(q+l) == x(q) (modpn+q-k), f(x(q» == o (mod pn+,). 

This is a Cauchy sequence. If y is its limit, we have fey) = 0 and y == x 
(mod pn-k), hence the theorem for m = I. 

The case m > 1 reduces to the case m = 1 by modifying only Xj' More 
precisely, let J E Zp[X]) be the polynomial in one variable obtained by 
replacing Xi' i 9= j, by Xi' What has just been proven can be applied to J and 
Xj; this shows the existence of Yj == Xj (mod pn-k) such that J(y]) = O. If 
one puts Yi = Xi for i 9= j, the element y = (Yi) satisfies the desired condition. 

Corollary I.-Every simple zero of the reduction modulo p of a polynomial 
f lifts to a zero of f with coefficients in Zp. 

(If g is a polynomial over a field k, a zero X of g is called simple if at 
least one of the partial derivatives og/axj is nonzero at x.) 

This is the special case II = I, k = O. 

Corollary 2.-Suppose p 9= 2. Let f(X) = '£aijXiXj with aij = ali be a 
quadratic form with coefficients in Zp whose discriminant det(aij) is invertible. 
Let a E Zp. Every primitive solution of the equation f(x} == a (mod p) lifts to a 
true solution. 

In view of cor. I, it suffices to show that x does not annihilate all the 

partial derivatives of f modulo p. Now of = 2'£l1ijXj ; since det(a/j) :$ 0 
aXi 

(mod p) and x is primitive, one of these partial derivatives is $0 (mod p). 

Corollary 3.-Suppose p = 2. Let f = '£aijXiXj with aij = aji be a 
quadratic form with coefficients in Z2 and let a E Z2' Let x be a primitive 
solution of f(x) == a (mod 8). We can lift x to a true solution provided x does 

1I0t annihilate all the of. modulo 4; this last condition is fulfilled if det(aij} is 
invertible. ax] 

The first assertion follows from the theorem applied to n = 3, k = I; the 
second can be proved as in the case p 9= 2 (taking into account the factor 2). 

*3. The multiplicatipe group o/Qp 

3.1. The filtration of the group of units 

Let U = Z; be the group of p-adic units. For every n ~ I, put Un = 
I+pnzp; this is the kernel of the homomorphism en: U _(Z/pnz)*. In 
particular, the quotient UjU I can be identified with F;, hence is cyclic of 
order p-I (cf. Chap. I, tho 2). The Un form a decreasing sequence of open 
subgroups of U, and U = lim. U/Un. If n ~ I, the map 

~ 

(I +pnx) 1-+ (x modulo p) 
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defines an isomorphism Un/Un+ I -» ZlpZ; this follows from the formula: 

(I+p"x)(l+pny) == I+pn(x+y) (modpn+I). 

We see from this. by induction on 17. that U I/Un has order p"-I. 

Lemma.-Let 0 --+ A -+ E --;. B -+ 0 be an exact sequence 0/ commutath'e 
groups (denoted additively) Irith A and B finite with orders a alld b prime to 
each other. Let B' be the set of x E E such that bx= O. The group E is the 
direct sum 0/ A alld B'. Moreover B' is the only subgroup olE isomorphic to B. 

Since a and b are relatively prime, there exist r, S E Z such that ar+bs = I. 
If x E A n B', then ax = bx = 0, hence (ar+bs) x = x = 0; and A n B' = 
O. Moreover. all x E E can be written x = arx+bsx; since bB' = 0, we have 
bE c A, hence bsx E A; on the other hand, from abE = 0 follows that 
arx E B'. Hence we see that E = A EB B' and the projection E - B defines 
an isomorphism of B' onto B. Conversely, if B" is a subgroup of E iso­
morphic to B, we have bB" = 0 hence B" c B' and B" = B' because these 
groups have the same order_ 

Proposition 7.---0ne has U = V x U I where V = {x E V!.\.p- I = I} is the 
unique subgroup 0/ V isomorphic to F;. 

One applies the lemma to the exact sequences 

I - U I/U n -+ VIVn -» F; -+ I, 

which is allowable because the order of U I IUn is pn -I and the order of F; 
is p - I. From this, one concludes that U/Vn contains a unique subgroup Vn 
isomorphic to F; and the projection 

V/Vn -+ V/Vn _ I 

carries Vn isomorphically onto Vn- I . Since V = lim. VIVn , we get from 
+--

this, by passage to the limit, a subgroup V of V isomorphic to F;. One has 
U = V x V I; the uniqueness of V follows from that of the V •. 

Corollary.-The field Qp contains the (p-I)th roots 0/ unity. 

Relllarks-I) The group V is called the group of multiplicative repre­
seillatires of the elements of F;' 

2) The existence of V can also be proved by applying cor. I of tho I to 
the equation xq - I -1 = O. 

3.2. Structure of the group VI 

Lemma.-Let x E V n - V n + I with n ;;; I if p '* 2 and n ;;; 2 if p = 2. 
Theil xP E Un + I -Vn + 2 • 

By hypothesis, one has x = I + kpn with k $ 0 (mod p). The binomial 
formula gives 

xP = l+kpn+I+ ... +kPp.p 

and the exponents in the terms not written are;;; 2n + I, hence also;;; II + 2. 
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Moreover np ~ n + 2 (due to the fact that n ~ 2 if p = 2). This shows that 

xP = 1+ kp·+ I (mod p.+ 2) 

Proposition 8.-1f p '*' 2, V I is isomorphic to Zp. 
If P = 2, VI = { ± I} x V 2 and V 2 is isomorphic to Z2' 

Considei first the case p '*' 2. Choose an element a E V I -V2 , for 
example a = I +p. By the above lemma, we have a pi E V i + 1-V i + 2 • Let 
an be the image of a in VI/Vn; we have (anyn- 2 '*' I and (anyn-, = l. But 
VI/Vn is of order pn-I; hence it is a cyclic group, generated by an' Now, 
denote by Bn. a the isomorphism z ....... a~ of Z/p·- I Z onto V I/Vn' The diagram 

8n + I. cr: 

Z/p"Z ------+) Vt/Vn+ I 

1 1 
is commutative. From this one sees that the B.,,, define an isomorphism 
(J of Zp = lim. Z/pn-IZ onto VI = lim. VI/Vn' hence the proposition for 

~ ~ 

p '*' 2. 
Suppose now that p = 2. Choose a E V Z - V 3' that is a = 5 (mod 8). 

Define as above isomorphisms 

Bn• a : Z/2·- 2 Z -+ Vz/V., 

hence an isomorphism (Ja: Z2 -+ V z. On the other hand, the homomorphism 

VI -+ Vt/V z ~ Z/2Z 

induces an isomorphism of { ± I } onto Z/2Z. From this we get 

VI = {±I}xV2 , q.e.d. 

Theorem 2.-The group Q; is isomorphic to Z x Zp x Z/(p - I)Z if p '*' 2 
and to Zx Z2 x Z/2Z ifp = 2. 

Every element x E Q; can be written uniquely in the form x = pnu with 
n E Z and u E V. Hence Q; ~ Z x U. Moreover, prop. 7 proves that V = 
V x U I where V is cyclic of order p - I, and the structure of U I is given by 
prop. 8. 

3.3. Squares in Q; 

Theorem 3.-Suppose p '*' 2 and let x = pnu be an element of Q;, with 
II E Z and u E V. For x to be a square it is necessary and sufficient that n is 
even and the image ii of u ill F; = V/V I is a square. 

(The last condition means that the Legendre_ symbol (~) of ii is equal 

to 1. We write in the following (~) instead of (;).) 



III p-adic fields 

Decompose u in the form u = V'U I with v E V and U I E VI' The decom­
position Q; ~ Z x V X VI of tho 2 proves that x is a square if and only if 
II is even and v and U I are squares; but VI is isomorphic to Zp and 2 is 
invertible in Zp; all the elements of V I are then squares. Since V is iso­
morphic to F;, the theorem follows. 

Corollary.-lj' p =1= 2, Ihe group Q;/Q;2 is a group of Iype (2, 2). II has 

for representatives { 1. p, u, up} Il'here U c V is such that (;) = - I. 

This is clear. 

Theorem 4.-For all elemel1l x = pnu of Qi to be a square it is necessary 
and sufficient that n is even alld u == I (mod 8). 

The decomposition U = { ± I } x V 2 shows that u is a square if and only 
if u belongs to U2 and is a square in V 2 • Now the isomorphism B: Z2 -+ U2 
constructed in the proof of prop. 8 carries rZ2 onto Un + 2' Taking II = I. 
we see that the set of squares of U2 is equal to V 3 • An element u c U is 
then a square if and only if it is congruent to I modulo 8, hence the theorem. 

Remark.-The fact that every element of V3 is a square follows also 
from cor. 3 of tho 1 applied to the quadratic form X 2 • 

Corollary.-The group Qi /Qi2 is of type (2,2,2). It has for representatives 
{ ± I, ± 5, ± 2, ± IO}. 

This follows from the fact that { ± I, ± 5} is a system of representatives 
for UjU3 • 

Remarks. 
I) For p = 2, define homomorphisms e, w: U/V3 -+ Zj2Z by means of 

the formulas of chap. I, n° 3.2: 

z-\ {O e(z) == (mod 2) = 
2 1 

if z == 1 (mod 4) 
if z == -I (mod 4) 

w(z) == ~~-=J_ (mod 2) = {O if z == ± I (mod 8) 
8 I if z == ± 5 (mod 8). 

The map e defines an isomorphism of U/U2 onto Z/2Z and the map w an 
isomorphism ofU2jU3 onto Zj2Z. The pair (e, w) defines thus an isomorphism 
of U/U3 onto Z/2Z x Zj2Z; in particular a 2-adic unit z is a square if and 
only if e{z) = w(z) = O. 

2) Theorems 3 and 4 show that Q;2 is an open subgroup of Q;. 
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Hilbert Symbol 

§I. Locill properties 

In this paragraph, k denotes either the field R of real numbers or the 
field Qp of p-adic numbers (p being a prime number). 

1.1. Definition and first properties 

Let a, b E k*. We put: 
(a, b) = 1 if Z2 -ax2 _by2 = 0 has a solution (z, x, y) *' (0, O. 0) in e. 
(a, b) = -I otherwise. 

The number (a, b) = ± 1 is called the Hilbert symbol of a and b relative to k. 
It is clear that (a, b) does not change when a and b are multiplied by squares; 
thus the Hilbert symbol defines a map from k*/k*2 x k*/k·*2 into {± I }. 

Proposition I.-Let a, bE k* and let kb = k(..j b). For (a, b) = I it is 
necessary and sufficient that a belongs to the group Nk: of norms of elements 
ofk:. 

If b is the square of an element c, the equation Z2 - ax2 - by2 = 0 has 
(c,O, I) for a solution, hence (a, b) = 1, and the proposition is clear in this 
case since kb = k and Nk: = k*. Otherwise, kb is quadratic over k; if {j 
denotes a square root of b, every element ~ E kb can be written z + f3y with 
y, z E k and the norm N(~) of ~ is equal to z2_by2. If a E Nk:, there exist 
y, zEk such that a = z2_by 2, so that the quadratic form Z2_ ax2_by 2 

has a zero (z, I, y) and we have (a, b) = l. 
Conversely, if (a, b) = I, this form has a zero (z, x, y) *' (0,0,0). One 

has x =1= 0, for otherwise b would be a square. From this we see that a is the 

norm of ~ + f3!' . 
x x 

Proposition 2.-The Hilbert symbol satisfies the formulas: 

i) (a, b) = (b, a) and (a, c2) = I, 
ii) (a, -a) = 1 and (a, I-a) = I, 

iii) (a, b) = 1 ~ (aa', b) = (a', b), 
iv) (a, b) = (a, -ab) = (a, (l-a)b). 

(In these formulas a, a', b, c denote elements of k*; one supposes a =1= 

when the formula contains the term I -a.) 
Formula i) is obvious. If b = -a (resp. if b = I-a) the quadratic 

form Z2_ ax2_by 2 has for zero (0, I, 1) (resp. (I, I, 1»; thus (a, b) = I. 
which proves ii). If (a, b) = I, a is contained in the subgroup Nk:, cf. prop. 1 ; 

19 
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we then have a' E Nk: .<c> aa' E: Nk:, which proves iii). Formula iv) 
follows from i), ii), iii). 

Remark.-Formula iii) is a particular case of 

v) (aa', b) = (a, b) (a', b), 

which expresses the bilineariry of the Hilbert symbol; this formula will be 
proved in the following section. 

1.2. Computation of (a, b) 

Theorem I.-Ifk = R, we have (a, b) = I (la or b is >0, and (a, b) = -I 
if a and bare <0. 

If k = Qp alld if Ire write a, b in the form p'u, pPv II'here u and v belong to 
the group U of p-adic units, we have 

(a, b) = (-I)~P«P)(~y(~y ifp ~ 2 

(a,b) = (_I)«u)«v)+2W(V)+PO>(U) ifp = 2. 

[Recall that (~) denotes the Legendre symbol (;) where it is the image of u 

by the homomorphism of reduction modulo p: U -+ F;. As for e(u) and 
u-l u2 -1 

w(u), they denote respectively the class modulo 2 of -- and of ---
cf. Chap. II, n° 3.3.] 2 8 

Theorem 2.-The Hilbert symbol is a nondegenerate bilinear form on the 
F2-vector space k*/k*2. 

[The bilinearity of (a, b) is just formula v) mentioned at the end of n° 1.1. 
The assertion "(a, b) is nondegenerate" means that, if b E k* is such that 
(a, b) = I for all a t= k*, one has b E k*2.] 

Corollary.-if b is not a square, the group Nk: defined in prop. I is a 
subgroup of index 2 in k*. 

The homomorphism q,h: k* -+ { ± I} defined by q,b(a) = (a, b) has 
kernel Nk: by prop. 1; moreover, q,b is surjective since (a, b) is nondegener­
ate. Hence q,b defines an isomorphism of k* / Nk: onto {± I}; the corollary 
follows from this. 

Remark.-More generally, let L be a finite extension of k which is 
galoisian and whose Galois group G is commutative. One can prove that 
k* / N L * is isomorphic to G and that the knowledge of the group N L * 
determines L. These are two of the main results of the so-called "local class 
field theory." 

Proof of theorems I and 2. 
The case k = R is trivial. Note that k* /k*2 is then a vector space of 
dimension I (over the field F 2) having { I, - I } for representatives. 
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Suppose now that k = Qp. 

Lemma.-Let v E U be a p-adic unit. If the equation Z2 - px2 - vy2 = 0 
has a nontrivial solution in Qp, it has a solution (z, x, y) such that z, y E U 
and x E Zp. 

By prop. 6 of chap. II, n° 2.1, the given equation has a primitive solution 
(z, x, y). Let us show that this solution has the desired property. If it did not. 
we would have either y == 0 (mod p) or z == 0 (mod p); since Z2 - vi == 0 
(mod p) and v $ 0 (mod p), we would have both y == 0 (mod p) and z == 0 
(mod p), hence px2 == 0 (mod p2), i.e. x == 0 (mod p) contrary to the primitive 
character of (z, x, y). 

We now return to the proof of theorem I, and we suppose first that p '* 2. 
ft is clear that the exponents IX and f3 come in only by their residue 

modulo 2; in view of the symmetry of the Hilbert symbol, there are only 
three cases to consider: 

1) IX = 0, fJ = O. We must check that (u, v) = I. Now the equation 

Z2 -ux2 _vy2 = 0 

has a nontrivial solution modulo p (chap. I, §2, cor. 2 to tho 3); since the 
discriminant of this quadratic form is a p-adic unit, the above solution 
lifts to a p-adic solution (chap. II, n° 2.2, cor. 2 to tho I); hence (u, v) = I. 

2) IX = I, fJ = O. We must check that (pu, v) = (~). Since (u, v) = I we 

have (pu, v) = (p, v) by formula iii) of prop. 2; thus it suffices to check that 

(p, v) = (~). This is clear if v is a square, the two terms being equal to I. 

Otherwise (~) = -I, see chap. II, n° 3.3, tho 3. Then the above lemma 

shows that Z2 - px2 - vy2 does not have a nontrivial zero and so (p, v) = - 1. 

3) IX = l,fJ = l. We must check that (pu,pv) = (_l)(P-1)/2(~)(~). 
Formula iv) of prop. 2 shows that: 

(pu, pv) = (pu, -p2 uv) = (pu, -uv). 

By what we have just seen, (pu, pv) = ( =puv), from which the desired result 

follows since ( ~ I) = (_l)(P-I)/2. 

Once theorem I is established (for p '* 2), theorem 2 follows from it, 
since the formula giving (a, b) is bilinear; in order to prove the nondegeneracy, 
it suffices to exhibit, for all a E k* /k*2 distinct from the neutral element, an 
element b such that (a, b) = -I. By cor. to tho 3 of chap. II, n° 3.3, we can 

take a = p, u or up with U E U such that (~) = -I; then we choose for b 
respectively, u, p, and u. p 
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The case p = 2. Here again, IX and (3 come in only by their residue modulo 
2 and there are three cases to consider: 

I) IX = 0, {3 = o. We must check that (u, v) = I if u or v is congruent to 
I (mod 4) and (u, v) = - I otherwise. Suppose first that u == I (mod 4). 
Then u == 1 (mod 8) or u == 5 (mod 8). In the first case u is a square (chap. II, 
n° 3.3, tho 4) and we do have (u, v) = 1. In the second case we have u+4v == 1 
(mod 8) and there exists W E U such that 11'2 = u + 4v; the form Z2 - ux2 - vy2 
has thus (IV, 1, 2) for a zero and we do have (u, v) = 1. Let us now suppose 
u == v == -1 (mod 4); if (z, x, y) is a primitive solution of Z2 - ux2 - vy2 = 0, 
then Z2 +X2 + y2 == 0 (mod 4); but the squares of Z/4Z are 0 and 1; this 
congruence implies that x, y, z are congruent to 0 (mod 2), which contradicts 
the hypothesis of primitivity. Thus we have (u, v) = -1 in this case. 

2) IX = 1, f3 = O. We must check that (2u, v) = (_I),(O'[(o'+W(O'. First let 
us show that (2, v) = (_1)w(O', i.e. that (2, v) = I is equivalent to v == ± I 
(mod 8). By the above lemma if (2, v) = 1, there exists x, y, Z E Z2 such 
that Z2 - 2X2 - vy2 = 0 and y, z '*' 0 (mod 2). Then we have y2 = Z2 == I 
(mod 8), hence 1 - 2X2 - V == 0 (mod 8). But the only squares modulo 8 are 
0, I, and 4; from this we get v == ± I (mod 8). Conversely, if v == I (mod 8), 
v is a square and (2, v) = I; if v == -1 (mod 8), the equation Z2 - 2X2 - vy2 
= 0 has (1, 1, 1) for a solution modulo 8, and this approximate solution 
lifts to a true solution (chap. II, n° 2.2, cor. 3 to tho I); thus we have (2, v) 
=1. 

We show next that (2u, v) = (2, v) (u, v); by prop. 2, this is true if 
(2, v) = I or (u, v) = 1. The remaining case is (2, v) = (u, v) = -1, i.e. 
v == 3 (mod 8) and u == 3 or -\ (mod 8); after multiplying u and v by 
squares, we can suppose that u = - 1, v = 3 or It = 3, v = - 5; now the 
equations 

have for solution (1, I, 1); thus we have (2u, v) = I. 
3) IX = 1, f3 = I. We must check that 

(2u, 2v) = (_I),(U'[(O'+W(o,+W(O'. 

Now formula iv) of prop. 2 shows that 

(2/1,2v) = (2u, -4uv) = (2u, -ur). 

By what we have just seen, we have 

(2u,2v) = (_I)[(o)[(-o.,+w(-o,". 

Since e( -I) = 1, w( -1) = 0 and e(u) (1 +e(u» = 0, the above exponent is 
equal to e(u)e(v)+w(u)+w(v), which proves theorem 1. The bilinearity of 
(a, b) follows from the formula giving this symbol, since e and ware homo­
morphisms. The nondegeneracy is checked on the representatives {u, 2u} 
with u = I, 5, - I or - 5. Indeed, we have (5, 2u) = - I and 

( - I, - I) = ( - I, - 5) = - l. 
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Remark.-Write (a, b) in the form (_l)[D.b1 with [a, b] E Zj2Z. Then 
[a, b] is a symmetric bilinear form on k*jk*2 with values in Z/2Z and tho 1 
gives its matrix with respect to some basis of k* /k*2: 
- For k = R, it is the matrix (I). 

- For k = Qp' P =1= 2, with basis {p, u} where (~) = -I, it is the matrix 

(~ ~) if p = I (mod 4) and G ~) if p = 3 (mod 4). 

(0 0 I) 
- For k = Q2' with basis {2. - I, 5} it is the matrix 0 \ 0 . 

100 

§2. Global properties 

The field Q of rational numbers embeds as a subfield into each of the 
fields Qp and R. If a, bE Q*, (a, b)p (resp. (a, b)",,) denotes the Hilbert 
symbol of their images in Qp (resp. R). We define V to be the set of prime 
numbers together with the symbol 00, and make the convention that Q", = 

R, hence Q is dense in Q. for all v E V. 

2.1. Product formula 

Theorem 3 (Hilbert).-lf a, bE Q*, lI'e have (a, b). = I for almost all 
V E V and 

fI (a, b)v = I. 
VEV 

(The expression "almost all /) E V" means "all the elements of V except a 
finite number".) 

Since the Hilbert symbols are bilinear, it suffices to prove the theorem 
when a or b are equal to -lor to a prime number. In each case, theorem I 
gives the value of (a, b)v' We find 

1) a = -1, b = -I. One has (-1, -I)", = (-1, -1)2 = -I and 
(-1, - I)p = 1 if p =1= 2, 00; the product is equal to I. 

2) a = - I, h = I with 1 prime. If I = 2, one has ( -I, 2)v = 1 for all 
v E V; if 1=1= 2, one has (- I, I). = 1 if v =1= 2, I and (-1,/)2 = (-\, I), = 

( - 1 y( I). The prod uct is eq ual to I. 
3) a = I, b = I' with I, I' primes. If I = 1', formula iv) of prop. 2 shows 

that (I, I). = (-1, I). for all v E Vand we are reduced to the case considered 
above. If I f:- I' and if I' = 2, one has (I, 2)v = 1 for v =1= 2, I and 

(I,2h =( -1)<>(1), (I, 2), = G) = (- It,(I), cf. chap. I, n° 3.2, tho 5. 

If 1 and l' are distinct and different from 2, one has (I, /')V = \ for v f:- 2, I, I' and 

(I,l'h = (_1)'(1)£("), (I, 1'), = (~} (I, /')" = (f,} 
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but by the quadratic reciprocity law (chap. I, n° 3.3, tho 6) one has 

(7) (f;) = (_1)'(1)£(1'); 

hence the product is equal to 1. This completes the proof. 

Remark.-The product formula is essentially equivalent to the quadratic 
reciprocity law. Its interest comes mainly from the fact that it extends to 
all algebraic number fields (the set V being replaced by the set of "places" 
of the field). 

2.2. Existence of rational numbers with given Hilbert symbols 

Theorem 4.-Let (ai)iel be a finite family of elements in Q* and let 
(£i,V)iEI,vev be a family of numbers equal to ± 1. In order that there exists 
x E Q* such that (a/o x)v = £i. v for all i E I and all v E V, it is necessary and 
sufficient that the following conditions be satisfied: 
(I) Almost all the £i,v are equal to I. 
(2) For all i E I we have n £i v = 1. 

veJl ' 

(3) For all v E V there exists Xv E Q: such that (ai' Xv)v = £i,vfor all i E I. 
The necessity of (I) and (2) follows from theorem 3; that of (3) is trivial 

(take Xv = x). 
To prove the sufficiency of these conditions, we need the following three 

lemmas: 

Lemma 1 ("Chinese remainder theorem").-Let aI' ... , an, m l , ••• , mn 
be integers with the m i being pairwise relatively prime. There exists an integer a 

such that a == ai (mod mj)for all i. 
Let m be the product of mj' Bezout theorem shows that the canonical 

homomorphism 
i=n 

Z/mZ -+ TI Z/mjZ 
i= 1 

is an isomorphism. The lemma follows from this. 

Lemma 2 ("Approximation theorem").-Let S be a finite subset of V. 
The image of Q in n Qv is dense in this product (for the product topology 

veS 
of those of Qv). 

Being free to enlarge S, we can suppose that S = { 00, PI' ... Pn} where 
the Pi are distinct prime numbers and we must prove that Q is dense in 
R x Qp, x ••. X Qpn' Let (x<Xl' x I' •.• , xn) be a point of this product and 
let us show that this point is adherent to Q. After multiplying by some 
integer, we may suppose that Xi E ZPl for 1 ~ i ~ n. Now one has to prove 
that, for all £ > 0 and all integers N > 0, there exists x E Q such that 

Ix-xool ~ £ and fori = 1, ... ,11. 
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By lemma I applied to mj = p~, there exists Xo e; Z such that vp,(xo - XI) 
~ N for all i. Choose now an integer q ~ 2 which is prime to all the pj (for 
example a prime number). The rational numbers of the form a/q"', a E Z, 
m ~ 0, are dense in R (this follows simply from the fact q'" - 00 when 
m-> 00). Choose such a number u = ajq'" with 

Ixo-x", +up~ ... pNI ~ E. 

The rational number x = Xo + up~ ... p~ has the desired property. 

Lemma 3 ("Dirichlet theorem").-lf a and m are relatively prime integers 
~ I, there exist infinitely many primes p such that p == a (mod m). 

The proof will be given in chap. VI; the reader can check that it uses 
none of the results of chapters III, IV, and V. 

Now come back to theorem 4, and let (E/,.) be a family of numbers 
equal to ± I and satisfying conditions (1), (2), and (3). After multiplying 
the aj by the square of some integer, we can suppose that all the a/ are 
integers. Let S be the subset of V made of 00, 2, and the prime factors of a/; 
let T be the set of v E V such that there exists i E 1 with EI,. = -1; these 
two sets are finite. We distinguish two cases: 

1) We have S n T = "'. 

Put 
a = n I and 

lET 

'*<1) 
m = 8 n I. 

IES 
'*2,«) 

Because S n T = 0, the integers a and m are relatively prime and, by 
lemma 3, there exists a prime number p == a (mod m) with p ., S u T. We 
are going to show that x = ap has the desired property, i.e. (aj, x). = £j,. 

for all i Eland v E V. 
If v E S, we have £j •• = 1 since S n T = o, and we must check that 

(aj, x). = I. If v = 00, this follows from x > 0; if v is a prime number I, 
we have x == a2 (mod m), hence x == a2 (mod 8) for I = 2 and x == a2 (mod I) 
for I =F 2; since x and a are I-adic units, this shows that x is a square in Qr 
(cf. chap. II, n° 3.3) and we have (aj, x). = I. 

If v = I is not in S, a j is an I-adic unit. Since I =F 2 we have 

(a.).'(b) 
(aj, b), = -f for all bE Qj, cf. tho I. 

If I., Tu{p}, x is an I-adic unit, hence v/(x) = 0 and the above formula 
shows that (aj, x), = 1; on the other hand, we have £j" = 1 because I., T. 
If lET, we have v,(x) = 1; moreover, condition (3) shows that there exists 
x, E Qi such that (aj, x,), = tj" for all i E I; since one of the Ej" is equal 
to - 1 (because I belongs to T), we have v/(x,) == 1 (mod 2) hence 

(ai, x), = (7) = (a j , x,), = £j" for all i E I. 
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There remains the case I = p, which we deduce from the others using 
the product formula: 

(aj, x)p = TI (ai' x)v = TI Ei,. = Ei,p' 
.1'P vl'P 

This completes the proof of theorem 4 in the case S n T = 0. 

2) General case. 
We know that the squares of Q: form an open subgroup of Q:, cf. chap. II, 
n° 3.3. By lemma 2, there exists x' E Q* such that x'lxv is a square in Q: for 
all v E S. In particular (a j , x'). = (a j , xv)v = Ei,. for all v E S. If we set 
1);,v = Ei,.(aj' x')., the family (1)i.v) verifies conditions (I), (2), (3) and 
moreover 1)j,. = 1 if v E S. By 1) above there exists y E Q* such that 
(a j , Y)v = 1)i,v for all i E I and all v E V. If we set x = yx', it is clear that x 
has the desired properties. 



Chapter IV 

Quadratic Forms over Qp and over Q 

§ 1. Quadratic forms 

1.1. Definitions 

First recall the general notion of a quadratic form (see BOURBAKI, Alg., 
chap. IX, 3, n° 4). 

Definition I.-Let V be a module over a commutative ring A. A function 
Q: V ----)0- A is called a quadratic form on V if: 

1) Q(ax) = a2 Q(x) for a E A and x E V 
2) Thefunction (x, Y)I-+ Q(x+y)-Q(x)-Q(y) is a bilinear form. 

Such a pair (V, Q) is called a quadratic module. In this chapter, we limit 
ourselves to the case where the ring A is a field k of characteristic #2; the 
A-module V is then a k-vector space; we suppose that its dimension isfinite. 

We put: 
x.y = HQ(x+y)- Q(x)- Q(y)}; 

this makes sense since the characteristic of k is different from 2. The map 
(x, y) 1-+ x.y is a symmetric bilinear form on V, called the scalar product 
associated with Q. One has Q(x) = x.x. This establishes a bijective corre­
spondence between quadratic forms and symmetric bilinear forms (it would 
not be so in characteristic 2). 

If(V, Q) and (V', Q') are two quadratic modules, a linear mapf: V ----)0- V' 
such that Q' ° f = Q is called a morphism (or metric morphism) of (V, Q) 
into (V', Q'); thenf(x).f(y) = x.y for all x, y E V. 

Matrix of a quadratic form.-Let (eJI ~ i~. be a basis of V. The matrix 
of Q with respect to this basis is the matrix A = (aij) where aij = ei.e j; 
it is symmetric. If x = ~xiei is an element of V, then 

Q(x) = L aijxixj' 
iii 

which shows that Q(x) is a "quadratic form" in Xl' ... , xn in the usual 
sense. 

If we change the basis (e;) by means of an invertible matrix X, the matrix 
A' of Q with respect to the new basis is X.A.' X where t X denotes the trans­
pose of X. In particular 

det(A') = det(A). det(X)2, 

which shows that det(A) is determined up to multiplication by an element of 
k*2; it is called the discriminant of Q and denoted by disc(Q). 

27 
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1.2. Orthogonality 

Let (V, Q) be a quadratic module over k. Two elements x, y of V are 
called orthogonal if x.y = O. The set of elements orthogonal to a subset H 
of V is denoted by HO; it is a vector subspace of V. If VI and V2 are two 
vector subspaces of V, they are said to be orthogonal if VI C V~, i.e. if x E VI' 
Y E V2 implies x.y = O. 

The orthogonal complement VO of V itself is called the radical (or the 
kernel) of V and denoted by rad(V). Its codimension is called the rank of Q. 
If VO = 0 we say that Q is nondegenerate; this is equivalent to saying that 
the discriminant of Q is =t= 0 (in which case we view it as an element of the 
group k*/k*2). 

Let V be a vector subspace of V, and let V* be the dual of V. Let 
qu: V-+- V* be the function which associates to each x E V the linear form 
(y E V 1-+ x.y). The kernel of qu is VO. In particular we see that Q is non­
degenerate if and only if qv: V-+- V* is an isomorphism. 

Definition I.-Let VI' ... , Vm be vector subspaces of V. One says that 
V is the orthogonal direct sum of the V j if they are pairwise orthogonal and 
if V ;s the direct sum of them. One writes then: 

V= VI ~ ... ~ Vm. 

Remark.-If x E V has for components Xj in Vj, 

Q(x) = QI(X I )+ ... + Qm(xm), 

where Qj = QIUi denotes the restriction of Q to Ui' Conversely if (Ui• Qj) 
is a family of quadratic modules. the formula above endows V = EB Ui 

with a quadratic form Q. called the direct sum of the Qj' and one has 

V = VI~'" e,Vm • 

Proposition I.-If U is a supplementary subspace of rad( V) in V. then 
V = V ~ rad(V). 

This is clear. 

Proposition 2.-Suppose (V, Q) is nondegenerate. Then: 

i) All metric morphisms of V intoaquadralic module ( V', Q') are injective. 
ii) For all vector subspaces Vof V, we have 

V OO = U, dim U+dim UO = dim V, rad(V) = rad(Uo) = V f"'\ VO. 

The quadratic module V is nondegenerate if and only if VO is nondegenerate. in 

which case V = Ve, VO. 
iii) If V is the orthogonal direct sum of two subs paces, they are nondegenerate 

and each of them is orthogonal to the other. 

If f: V -+- V' is a metric morphism, and if f(x) = O. we have 

x.y = f(x).f(y) = 0 for all y E V; 

this implies x = 0 because (V. Q) is nondegenerate. 



Quadratic forms 29 

If V is a vector subspace of V, the homomorphism qu: V-V· defined 
above is surjective; indeed, it is obtained by composing qv: V-V· with 
the canonical surjection v· - V· and we have supposed that qv is bijective. 
Thus we have an exact sequence: 

o - VO - V-V· - 0, 

hence dim V = dim v· + dim VO = dim V+dim VO. 
This shows that V and VOO have the same dimension; since V is con­

tained in VOO, we have V = Voo; the formula rad(V) = V n VO is clear; 
applying it to Vo, and taking into account that Voo = V, we get rad( VO) = 
rad( V) and at the same time the last assertion of ii). Finally iii) is trivial. 

1.3. Isotropic vectors 

Definition 3.-An element x of a quadratic module (V, Q) is called isotropic 
;f Q(x) = O. A subspace V of V is called isotropic if all its elements are iso­
tropic. 

We have evidently: 

V isotropic <> V c VO <> QI V = O. 

Definition 4.-A quadratic module having a basis formed of two isotropic 
elements x,y such that x.y =+= 0 is called a hyperbolic plane. 

After mUltiplying y by I/x.y, we can suppose that x.y = 1. Then the 

matrix of the quadratic form with respect to x, y is simply (~ ~); its 

discriminant is - I (in particular, it is nondegenerate). 

Proposition 3.-Let x be an isotropic element =+=0 of a nondegenerate 
quadratic module (V, Q). Then there exists a subspace V of V which contains 
x and which is a hyperbolic plane. 

Since V is nondegenerate, there exists z E V such that x.z = I. The 
element y = 2z-(z.z)x is isotropic and x.y = 2. The subspace V = kx+ky 
has the desired property. 

Corollary.-If (V, Q) is nondegenerate and contains a nonzero isotropic 
element, one has Q(V) = k. 

(In other words, for all a E k, there exists v E V such that Q(v) = a.) 
In view of the proposition, it suffices to give the proof when V is a 

hyperbolic plane with basis x, y with x, y isotropic and x.y = I. If a E k, 

then a = Q(X+~y). and from this Q(V) = k. 

1.4. Orthogonal basis 

Definition S.-A basis (e l , ••• ,en) of a quadratiC module (V, Q) is called 

orthogonal if its elements are pairwise orthogonal, i.e. if V = ke1 $ ... $ ken. 
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This amounts to saying that the matrix of Q with respect to this basis is 
a diagonal matrix: 

(
a) 0 ... 0) 
o a2'" 0 . 

o 0 ... an 

If X = ~xjej, one has Q(x) = alx~ + ... +anx~. 

Theorem 1.-· Every quadratic module (V, Q) has an orthogonal basis. 
We use induction on n = dim V, the case n = 0 being trivial. If V is 

isotropic. all bases of V are orthogonal. Otherwise, choose an element 
e l E V such that el.e l =f. O. The orthogonal complement H of el is a hyper­
plane and since e l does not belong to H. one has V = ke l 4> H; in view of 
the inductive hypothesis, H has an orthogonal basis (e2 •••• , en), and 
(e l , ••• ,en) has the desired property. 

Definition 6.-Two orthogonal bases 

e = (e l • ...• en) and e' = (e;, . ..• e~) 

of V are called contiguous if they have an element in common (i.e. if there 
exist i and j such that ej = ej). 

Theorem 2.-Let (V, Q) be a nondegenerate quadratic module of dimension 
'?, 3, and let e = (el, ... ell)' e' = (e;, . .. e~) be two orthogonal bases of v. There 
exists a finite sequence e(O), e(l>, ••• ,e(lII) of orthogonal bases 0/ V such that 
e(O) = e, e(lft) = e' and eli) is contiguous with e(l+ 1) for 0 ~ i < m. 

(One says that e(O), ... , elm) is a chain of orthogonal bases contiguously 
relating e to e') 

We distinguish three cases: 
i) (e).e) (e;.e;)-(e pe;)2 '* 0 

This amounts to saying that e l and e; are not proportional and that the 
plane P = ke) ... ke; is nondegenerate. There exist then E2. E2 such that 

P = ke l $ ke2 and P = ke; $ ke2. 

Let H be the orthogonal complement of P; since P is nondegenerate, we 
have V = H ® p. see prop. 2. Let (ei • ...• e;) be an orthogonal basis of H. 
One can then relate e to e' by means of the chain; 

e - (e l• E2. ei • ...• e;) -+ (e:. E~. ei, ...• e;)- e'. 

hence the theorem in this case. 
ii) (epe l) (e;.e;>-(e l.ei)2 '* 0 

Same proof replacing e; bye;. 
iii) (el.el)(e;.e;) - (e pe;)2 = 0 for i = I. 2. 
We prove first: 

Lemma.-There exists x E k such that ex = e; +xe2 is nonisotropic and 
generates with e l a nondegenerate plane. 
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We have e .. e" == ei.ei +x2(e2.ei); we must thus take x2 distinct from 
-(e;.e;)/(ei.ei). Moreover, for e" to generate with e1 a nondegenerate plane, 
it is necessary and sufficient that 

(el.el) (e".e,,)-(e,.e,,)2 #= O. 

If we make this explicit, taking into account the hypothesis iii), we find 
that the left hand side is -2x(el'e;) (el'eD. Now hypothesis iii) implies 
el.e. + 0 for; = I, 2. We see thus that e" verifies the conditions of the 
lemma if and only if we have x #= 0 and x2 #= -(ej.eD/(e2.ei). This elimin­
ates at most three values of x; if k has at least 4 elements, we can find one 
such x. There remains the case k = F3 (the case k = F2 is excluded because 
char(k) #= 2). But, then, all non-zero squares are equal to I and hypothesis 
iii) can be written (el.el) (e;.e;) = I for I = I, 2; the expression (e;.e;)/ 
(ei.e2) is thus equal to I, and, in order to realize the condition x2 -+ 0, -I, 
it suffices to take x = I. 

This being so, let us choose e" = ei +xe2 verifying the conditions of the 
lemma. Since e" is not isotropic, there exists ei such that (ex, ei) is an 
orthogonal basis of kej Ef> keJ.. Let us put 

" ( ", ,). e = e", e2 , e3' ... ,ell , 

it is an orthogonal basis of V. Since ke, +ke" is a nondegenerate plane, 
part i) of the proof shows that one can relate e to elt by a chain of contiguous 
bases; since e' and e" are contiguous, the theorem follows. 

1.5. Witt's theorem 

Let (V, Q) and (V', Q') be two nondegenerate quadratic modules; let 
V be a subvector space of V, and let 

s: V-V' 

be an injective metric morphism of V into V'. We try to extend s to a sub­
space larger than U and if possible to all of V. We begin with the case 
where U is degenerate: 

Lemma.-if V ;s degenerate, we can extend s to an injective metric 
morphism SI: UI - V' where U, contains U as a hyperplane. 

Let x be a non-zero element of rad( V), and I a linear form on V such 
that I(x) == 1. Since V is nondegenerate, there exists y E V such that I(u) = 
u.y for all UE U; we can moreover assume that y.y = 0 (replace y by y- Ax, 
with A = ly.y). The space UI = U ED ky contains U as a hyperplane. 

The same construction, applied to V' = s(V), x' = sex) and I' = 10 s-, 
gives y' E V' and VI = V' ED ky'. One then checks that the linear map 
Sl: V, - V' which coincides with s on V and carries y onto y' is a metric 
isomorphism of UI onto V;. 

Theorem 3 (Witt).-lj (V, Q) and (V', Q') are isomorphic and non­
degenerate, every injective metric morphism 

of: U-V' 
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of a sub vector space U of V can be extended to a metric isomorphism of V 
onto v'. 

Since Vand V' are isomorphic. we can suppose that V = V'. Moreover, 
by applying the above lemma, we are reduced to the case where V is nOI1-

degenerate. We argue then by induction on dim U. 
If dim U = 1, V is generated by a nonisotropic element x; if y = s(x), 

we have y.y = x.x. One can choose e = ± 1 such that x+ey is not isotropic; 
otherwise, we would have 

2x.x+2x.y = 2x.x-2x.y = 0 

which would imply x.x = O. Choose such an e, and let H be the orthogonal 
complement of z = x+ey; we have V = kz e H. Let a be the "symmetry 
with respect to H", i.e. the automorphism of V which is the identity on H 
and which changes z to -z. Since x-ey is contained in H, we have 

a(x-ey) = x-ey and a(x+ey) = -X-ey, 

hence a(x) = -q, and the automorphism -ea extends s. 

If dim V > I, we decompose U in the form UI $ U2 , with VI, V2 =1= O. 
By the inductive hypothesis, the restriction Sl of s to UI extends to an 
automorphism a l of V; after replacing s by a~ loS, one can thus suppose 
that s is the identity on UI • Then the morphism s carries U2 into the ortho­
gonal complement VI of UI ; by the inductive hypothesis, the restriction of 
s to V 2 extends to an automorphism a2 of VI; the automorphism a of V 
which is the identity on VI and a2 on VI has the desired property. 

Corollary.-Two isomorphic subs paces of a nondegenerate quadratic 
module have isomorphic orthogonal complements. 

One extends an isomorphism between the two subspaces to an auto­
morphism of the module and restricts it to the orthogonal complements. 

1.6. Translatiol1s 

Let f(X) = f a.X2 + 2 ~ a·.x.x· be a quadratic form in n variables 
i = 1 U I ;<j 'J , J 

over k; we put alj = ajl if i > j so that the matrix A = (aij) is symmetric. 
The pair (kn,f) is a quadratic module, associated to f (or to the matrix A). 

Definition 7.-Two quadratic forms f and.f' are called equivalent if the 
corresponding modules are isomorphic. 

Then we write.f --f'. If A and A' are the matrices of f and /" this 
amounts to saying that there exists an invertible matrix X such that A' = 
X.A.'X, see n° 1.1. 

Letf(XI ,··., Xn) and g(X I , ••• , Xm) be two quadratic forms; we will 
denote f + g (or simply f + g if no confusion is possible) the quadratic form 

f(X I , ••• , Xn)+g(Xn+ I, ... , Xn+m) 

in 11 + m variables. This operation corresponds to that of orthogonal sum 
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(see def. 2, n° 1.2). We write similarly I-'-g (or simply I-g) for 1+( -g). 
Here are some examples of translations: 
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Definition 4'-A form [(XI' X2) in two variables is called hyperbolic If 

we have 
[...., X I X2 """ x~-xf. 

(This means that the module (e, f) corresponding is a hyperbolic plane, 
cf. def. 4). 

We say that a form I(X I , ••• , X.) represents an element a of k if there 
exists x € kft. X #: 0, such that I(x) = a. In particular I represents 0 if and 
only if the corresponding quadratic module contains a non-zero isotropic 
element. 

Proposition 3' .-If I represents 0 and is nondegenerate, one has I""" 12 + g 
where f2 is hyperbolic. Moreover, [represents 01/ elements 01 k. 

This is a translation of prop. 3 and its corollary. 

Corollary t.-Let g = g(X I •••• , X.- 1) be a nondegenerate quadratic 
lorm and let a E k*. The [ollowing properties are equivalent: 

(i) g represents a. 
(ii) One has g ....., h + aZ 2 II/here h is a form in It - 2 variables. 
(iii) The form [= g-'-aZ2 represents O. 

It is clear that (ii) ~ (i). Conversely, if g represents a, the quadratic 
module V corresponding to g contains an element x such that x.x = a; if H 

denotes the orthogonal complement to x, we have V = H ~ kx. hence 
g ....., h +aZ2 where h denotes the quadratic form attached to a basis of H. 

The implication (ii) => (iii) is immediate. Finally, if the formf = g~aZ2 
has a nontrivial zero (XI"'" X._ I • z) we have either z = 0 in which case 
g represents 0 thus also a, or z '" 0 in which case g(xl/z, ... ,X._ .Iz) = a. 
Hence (iii) ~ (i). 

Corollary 2.-Let g and h be two nondegenerate forms of rank ~ I, and 
let [= g-'-h. The following properties are equivalent: 

(a) I represents O. 
(b) There exists a E k* which is represented by g and by h. 
(c) There exists a E k* such that g-'-aZ2 and h-'-aZ2 represent O. 

The equivalence (b) = (c) follows from corollary I. The implication 
(b) => (a) is trivial. Let us show (a) ~ (b). A nontrivial zero of f can be 
written in the form (x, y) with g(x) = hey). If the element a = g(x) = hey) 
is '" 0, it is clear that (b) is verified. If a = 0, one of the forms g for example, 
represents 0. thus all elements of k, and in particular all non-zero values 
taken by h. 

Theorem I translates into the classical decomposition of quadratic 
forms into "sums of squares": 
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Theorem l' .-Let / be a quadratic form in n variables. There exists 
a l , ••• , an Ek such thatf -aIXf+ ... +anXn2. 

The rank of/is the number of indices i such that a j =!= O. It is equal to 
n if and only if the discriminant a l ... an of/is #0 (in other words, if/is 
nondegenerate). 

Finally the corollary to Witt's theorem gives the following "cancellation 
theorem": 

Theorem 4.-Let/ = g+h and/, = g' +h' be two nondegeneratequadratic 
forms. If/ - /' and g - g', one has h - hi. 

Corollary.-l/ / is nondegenerate, then 

f - g 1 + ... + gm + h 

where gl, ... , gm are hyperbolic and h does not represent O. This decomposition 
is unique up to equivalence. 

The existence follows from prop. 3', and the uniqueness from theorem 4. 
[The number m of hyperbolic factors can be characterized as the dimen­

sion of the maximal isotropic subspaces of the quadratic module defined by fl 

1.7. Quadratic/orms over Fq 

Let p be a prime number #2 and let q = pI a power of p; let Fq be a 
field with q elements (cf. chap. I, § I). 

Proposition 4.-A quadratic form over Fq of rank ~ 2 (resp. of rank ~ 3) 
represents all elements 0/ F: (resp. of Fq). 

In view of cor. I of prop. 3: it suffices to prove that all quadratic forms in 
3 variables represent 0 and this has been proved in chap. I, §2, as a con­
sequence of Chevalley theorem. 

[Let us indicate how one can prove this proposition without using 
Chevalley theorem. One has to show that, if a, b, c E Fq are not zero, the 
equation 

(*) ax2+by2 = c 

has a solution. Let A (resp. B) be the set of elements of Fq of the form ax2 

(resp. of the form c-by2) with x E Fq (resp. with y E Fq). One sees easily 
that A and B have each (q+ 1)/2 elements; thus A (\ B '" 0 from which one 
gets a solution of (*).] 

Recall now that the group F;fF;Z has two elements (chap. I. n° 3.1). 
Let a denote an element of F: which is not a square. 

Proposition 5.-Every nondegenerate quadratic form of rank n over Fq is 
equivalent to 

xi+ .. ,+X~_I +X~ 
or 

xi+·. ,+X~-l +aX~. 

depending on whether its discriminant is a square or not. 
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This is clear if n = 1. If n ~ 2, prop. 4 shows that the form/represents I. 
It is thus equivalent to X~ + g where g is a form in n - I variables and one 
applies the inductive hypothesis to g. 

Corollary.-For two nondegeneratequadratic/orms over F.to be equivalent 
it is necessary and sufficient that they have same rank and same discriminant. 

(Of course the discriminant is viewed as an element of the quotient 
group F;/F;2.) 

§l. Quadratic forms oper Q, 

In this paragraph (n° 2.4 excepted) p is a prime number and k is the 
p-adic field Q,. 

All quadratic modules are over k and nondegenerate; we make the same 
conventions for the quadratic forms. 

2.1. The two invariants 

Let (V, Q) be a quadratic module of rank nand d(Q) its discriminant; 
it is an element of k*/k*2, cf. n° 1.1. If e = (e l , •• • en) is an orthogonal 
basis of V, and if we put aj = ej.e" we have 

d(Q) = a J ••• an (in k*/k*2) 

(In what follows we will often denote by the same letter an element of k* 
and its class modulo k*2.) 

Recall now that, if a and b are elements of k*, we have defined in chap. 
III, n° 1.1, the Hilbert symbol (a, b), equal to ± I. We put 

e(e) = n (ai' aJ 
i<j 

One has e(e) = ± I. Moreover e(e) is an invariant of (V, Q): 

Theorem S.-The number e(e) does not depend on the choice 0/ the 
orthogonal basis e. 

If n = I, one has e(e) = I. If II = 2, one has e(e) = I if and only if 
the form Z2 -a1X 2 -a2 y2 represents 0, that is to say (cf. cor. 1 to prop. 3') 
if and only if a. X 2 +a2 yZ represents I; but this last condition signifies that 
there exists v E V such that Q(v) = I and this does not depend on e. For 
n ~ 3 we use induction on n. By tho 2 it suffices to prove that e(e) = e(e') 
when e and e' are contiguous. In view of the symmetry of the Hilbert symbol, 
e(e) does not change when we permute the e l ; we can thus suppose that 
e' = (e; ...• e~) is such that e; = e •. If we put aj = e;.e;. then a; = a •. 
One can write e(e) in the form 

e(e) = (a l • az ... an) n (aj, aJ) 
z f!i<J 

since d(Q) = a l •.• an. 
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Similarly 
e(e') = (ai, d(Q)al) n (a;, aj). 

2f;i<j 

But the inductive hypothesis applied to the orthogonal complement of e( 

shows that 

from which the desired result follows. 
We write from now on e( Q) instead of e(e). 

Trans/alion.-If f is a quadratic form in n variables and if 

f ~a(X(2+ .. . + an X;, 
the two elements 

d(f) = a( ... an (in k*/k*2) 

e(f) = n (aj, aj) (in {± I}) 
i<] 

are invariants of the equivalence class of f 

2.2. Representation of an element of k by a quadratic form 

Lemma.-a) The number of elements in the F2-vector space k*/k*2 is 
2' with r = 2 if p =1= 2 and r = 3 if p = 2. 

b) If a E k*/k*2 and e = ± I, let H; be the set of x E k*/k*2 such that 
(x, a) = e.lfa = I, H; has 2' elements and H;;I = 0. {fa =1= I, H: has 
2,-1 elements. 

c) Let a, a' E k*/k*2 and e, e' = ± 1; assume that H: and H:: are nonempty. 
For H; () H;: = 0, it is necessary and sufficient that a = a' and e = -e'. 

Assertion a) has been proved in chap. II, n° 3.3. In b) the case a = I 
is trivial; of a ¥- I, the homomorphism b H (a, b) carries k*/k*2 onto {± I} 
(chap. III, n° 1.2, tho 2); its kernel H; is thus a hyperplane of k*/k*2 and 
has 2,-1 elements; its complement H;; 1 has 2,-1 elements (it is an "affine" 
hyperplane parallel to H;). Finally, if H! and H!: are nonempty and disjoint, 
they have necessarily 2,-1 elements each and are complementary to one 
another; this implies H; = H;. hence 

(x, a) = (x, a') for all x E k*/k*2; 

since the Hilbert symbol is nondegenerate, this implies a = a' and e = 

The converse is trivial. 

, 
-e. 

Let now f be a quadratic form of rank n; let d = d(f) and e = e(f) be 
its two invariants. 

Theorem 6.-For.f to represent 0 it is necessary and sufficient that: 

i) n = 2 and d = -I (in k*/k*2), 
ii) n = 3 and(-l, -d) = e, 
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iii) n = 4 and either d =t= I or d = I and e = (- I, - I). 
iv) n ~ 5 
(In particular, all forms in at least 5 variables represellt 0.) 

Before proving the theorem, let us indicate a consequence of it: let 
a e k*/kd andf.. = f...:...aZ 2• We know (cf. n° 1.6) that f.. represents 0 if and 
only iff represents a. On the other hand, 

d(f..) = -ad, e(/.) = (-a, d)e, 

as one checks right away. By applying theorem 6 to I., and taking into 
account the above formulas, we obtain: 

CoroUary. Let a e k*/k*2. In order that / represent a it is necessary and 
sufficient that: 

i) n = 1 and a = d, 
ij) n = 2 and (a, -d) = e, 
iii) n = 3 and either a =t= -d or a = -d and (-I, -d) = e, 
iv) n ~ 4. 

(Note that, in this statement as in theorem 6, a and d are viewed as 
elements of k*/k*2; the inequality a =+= - d means that a is not equal to the 
product of -d by a square.) 

Pro%/ theorem 6.-We write / in the form / ""'" a, xl + ... + a" X: and 
consider separately the cases n = 2, 3, 4 and ~ 5. 

i) The case n = 2. 
The form/represents 0 if and only if -al/az is a square; but -al/al = 

-alal = -d in k*/k*z; hence this means that d = -I. 

ii) The case n = 3. 
The form / represents 0 if and only if the form 

-a3/ ""'" -a3aIXl-a3alXl-Xf 

represents O. Now by the very definition of the Hilbert symbol, this last form 
represents 0 if and only if we have 

(-a3a .. -a3a2) = 1. 

Expanding this, we find: 

(-1, -1)( -1, a.)( -1, a2)(a3' a3)(a" a2)(a., a3)(a2' a3) = I 

But one has (a 3, a3 ) = (-1, a3)' ct. chap. III, nO 1.1, prop. 2, formula iv). 
One can thus rewrite the above condition in the form 

(-1, -I) (-1, a1aZa3) (aI' a2) (aI' a3) (az, a3) = 1, 

or (-1, -d). = 1, i.e. (-I, -d) = e. 

iii) The case n = 4. 
By cor. 2 to prop. 3', f represents 0 if and only if there exists an element 

x e k*/k*z which is represented by the two forms 
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and -a3xf-a4xt 

By case ii) of the corollary above, such an x is characterized by the conditions 

and 

Let A be the subset of k*/k*2 defined by the first condition, and let B be the 
subset defined by the second. In order thatf does not represent 0, it is neces­
sary and sufficient that A n B = 0. Now A and B are clearly nonempty 
(one has a l E A and -a3 E B for example). By part c) of the lemma given at 
the beginning of this n°, the relation A n B = 0 is thus equivalent to 

and 

The first condition means that d = I. If it is fulfilled one has 

E = (a I' a2) (a3, a4) (a3a4' a3a4); 

by using the relation (x. x) = ( - I, x) (cf. chap. III, n° I.l, formula iv) of 
prop. 2) we get from this: 

E = (aI' a2) (a3, a4) (-I, a3a4) 

= (aI, aZ)(-a3' a4)(-I, -1). 

Hence the second condition can be written E = - ( - I. - I), from which the 
result follows. 

iv) The case II ~ 5. 
It is sufficient to treat the case n = 5. By using the lemma and part ii) 

of the above corollary, we see that a form of rank 2 represents at least 2'- I 

elements of k* /k*2, and, the same is a fortiori true for the form of rank ~ 2. 
Since 2'-1 ~ 2, f represents at least one element a E k*/k*2 distinct from d. 
One has 

f~aX2+g, 

where g is a form of rank 4. The discriminant of g is equal to d/a; it is thus 
different from I, and, by iii), the form g represents O. The same is then true 
for f, and the proof of theorem 6 is complete. 

Remarks.-I) Let f be a quadratic form not representing O. The above 
results show that the number of elements of k*/k*2 which are represented 
by f is equal to I if II = I, to 2'- I if II = 2, to 2' - I if n = 3, and to 2' if 
II = 4. 

2) We have seen that all quadratic forms in 5 variables over Qp represent 
O. In this connection, let us mention a conjecture made by E. Artin: all 
homogeneous polynomials of degree dover Qp in at least d Z + I variables have 
a nontrivial zero. The case d = 3 has been solved affirmatively (see, for 
example, T. SPRINGER, Koninkl. Nederl. Akad. van Wetenss., 1955, pp. 512~ 
516). The general case remained open for about thirty years. It was only in 
1966 that G. TERJANIAN showed that Artin's conjecture is false: there exists 
a homogeneous polynomial of degree 4 oyer Q2 in 18 variables which has no 
nontrivial zero. Terjanian starts from the polynomial 



Quadratic forms over 0, 39 

n(X, Y,Z) = X1YZ+ylZX+Z2Xy+X2y2+y2Z2+Z2X2_X4_y4_Z4, 

which has the property that n(x, y, z) == -1 (mod 4) if (x, y, z) is primitive 
in (Zl)3. Let 

f(Xl ,·· ., X9) = n(XI' X2 , X 3) + n(X4' X s, X6 ) + n(X7' X s, X9 ); 

one has f (x 1> ••• , X9) =1= 0 (mod 4) if (x I' ... , x9) is primitive. From this 
one deduces easily that the polynomial 

F(Xl ,· •• , Xl8) = f(Xl ,· •• , X9 )+4f(XlO , ••• , XIS) 

does not have a non-trivial zero. (There exist analogous examples-but of 
higher degrees-for all the Q".) 

One knows nevertheless that Artin's conjecture is "almost" true: for 
a fixed degree d, it holds for all prime numbers p except a finite number 
(Ax-KocHEN, Amer. J. of Math., 1965); however, even for d = 4, one does 
not know how to determine the set of exceptional prime numbers. 

2.3. Classification 

Theorem 7.-Two quadratic forms over k are equivalent if and only if they 
have the same rank, same discriminant, and same invariant e. 

That two equivalent forms have the same invariants follows from the 
definitions. The converse is proved by induction on the rank n of the two 
formsfand gconsidered (the case n = 0 being trivial). Corollary to theorem 6 
shows that f and g represent the same elements of k*/k*2; one can thus 
find a E k* which is represented at the same time by f and by g; this allows 
one to write: 

f ""'" aZ2 +/' and g ""'" aZ2 +g', 

where /', g' are forms of rank n - 1. One has 

de/,) = ad(f) = ad(g) = d(g') 

e(/') = e(f) (a, d(f'» = e(g) (a, d(g'» = e(g'), 

which shows that/' and g' have the same invariants. In view of the inductive 
hypothesis, we have /' ""'" g', hence f ""'" g. 

CoroUary.-Up to equivalence, there exists a unique form of rank 4 
which does not represent 0; if(a, b) = -I, it is the form z2 -ax2 _by2 +abt2. 

Indeed, by tho 6, such a form is characterized by 

d(!) = I, e(f) = -(-1,-1) 

and a simple computation shows that Z2 - ax2 - by2 + abt2 has these pro­
perties. 

Remark.-This form is the reduced norm of the.unique non-commutative 
field of degree 4 over Qp; this field can be defined as a field "of quaternions" 
with basis {I, i,j, k} where il = a,j2 = b, ij = k = -ji, and (a, b) = -1. 



40 Quadratic forms over Qp and over Q 

Proposition 6.-Let n ~ I, dE k* /k*2 and e = ± I. In order that there 
exists a quadratic form f of rank n such that d(f) = d and e(f) = e it is 
necessary and sufficient that n = I, e = I; or n = 2. d =F - 1 ; or 11 = 2, e = I; 
or n ~ 3. 

The case 11 = 1 is trivial. If 11 = 2, one hasf-aX2+by2 and, 

if d(f)= -I, then t(f) = (a, b) = (a, -ab) = I; 

thus we cannot have simultaneously d(f) = - I and e(f) = - I. Con­
versely, if d = -I, t = I, we take f = X 2 - y2; if d # -I, there exists 
a E k* such that (a, -d) = e and we take f = aX2 +ady2. 

If n = 3, we choose a E k* /k*2 distinct from - d; by what we have just 
seen, there exists a form g of rank 2 such that d(g) = ad, e(g) = tea, -d); 
the form aZ 2 + g works. The case n ~ 4 is reduced to the case n = 3 by 
taking f = g(X1, X2, X3) + xl + ... + X; where g has the required invariants. 

Corollary.-The numher of classes of quadratic forms of rank n over 
Qp for p =10 2 (resp. p = 2) is equal to 4 (resp. 8) if n = I, to 7 (resp. 15) if 
n = 2, and to 8 (resp. 16) if n ~ 3. 

Indeed, d(f) can take 4 (resp. 8) values and t{f) can take 2 values. 

2.4. The real case 

Let f be a quadratic form of rank 11 over the field R of real numbers. 
We know that f is equivalent to 

where rand s are two integers ~O such that r+s = n; the pair (r, s) depends 
only onf; it is called the signature off We say thatfis definite if r or s = 0, 
i.e. iff does not change sign; otherwise, we say that f is indefinite. (This is 
the case where f represents 0.) 

The invariant t{f) is defined as in the case of Qp; due to the fact that 
(-I, -I) = -I, we have 

Moreover: 

t(f) = (_I)'(S-I)/2 = { 1 if s == 0, 1 (mod 4) 
- 1 if s == 2, 3 (mod 4). 

d(f) = (-I)' = { 1 jf s == 0 (mod 2) 
- 1 if s == 1 (mod 2). 

We see that the knowledge of d(f) and t(f) is equivalent to that of the 
class of s modulo 4; in particular, d{f) and Eel) determine f up to equivalence 
if n ~ 3. 

One also checks that parts j), ii), iii) of tho 6 and its corollary are valid 
for R (indeed their proofs use only the nondegeneracy of the Hilbert symbol, 
and this applies to R); it is clear that part iv) does not extend. 
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§3. Quadratic lorms over Q 

All quadratic forms considered below have coefficients in Q and are 
nondegenerate. 

3.1. Invariants olaform 

As in chap. III, §2, we denote by V the union of the set of prime numbers 
and the symbol 00, and we put Qt() = R. 

Letl -a1Xt+ ... +a"X; be a quadratic form of rank n. We associate 
to it the following invariants: 

a) The discriminant d(!) E Q*/Q*2 equal to a 1 ••• all. 
b) Let v E V. The injection Q - Qu allows one to view I as a quadratic form 
(which we will denote I.) over Qv. The invariants of fu will be d~noted by 
dv(!) and ev(J); it is clear that dv(J) is the image of d(!) by Q*/Q*2 _~Q: /Q:2 ; 
we have 

The product formula (chap. III, n° 2.1, tho 3) gives the relation 

11 ev(f) = I . 
• eV 

c) The signature (r, s) of the real quadratic form I is another invariant of f 

The invariants due!), e.(!), and (r, s) are sometimes called the local 
invariants off 

3.2. Representation of a number by a form 

Theorem 8 (Hasse-Minkowski).-In order that I represent 0, it is necessary 
and sufficient that, for all v E V, the form Iv represent O. 

(In other words: f has a "global" zero if and only iff has everywhere a 
"local" zero.) 

The necessity is trivial. In order to see the sufficiency, we write f in the 
form 

f=alXt+···+a"X;, aiEQ*. 

Replacing f by ad, one can moreover suppose that al = 1. We consider 
separately the cases n = 2, 3, 4 and ~ 5. 

i) The case n = 2. 
We have f = Xf-aXf; sincefao represents 0, a is >0. If we write a in 

the form 

the fact thatfp represents 0 shows that a is a square in Qp, hence that vp(a) is 
even. From this follows that a is a square in Q and f represents o. 
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ii) The case n = 3 (Legendre). 
We have f = Xl-aXl-bXl: being free to mUltiply a, b, by squares, 

we can assume that a and b are square free integers (i.e. vp(a), vp(b) are equal 
to 0 or I for all prime numbers p). Also we can assume that lal ;::; Ibl. We 
use induction on the integer m = lal + Ibl. If m = 2, we have 

f = XJ
2 ± xl ± xl; 

the case of X? + xl + X32 is excluded because f"" represents 0: in the other 
cases, f represents zero. 

Suppose now that m > 2, i.e. Ibl ~ 2 and write b in the form 

b = ±PI .. ,Pk' 

where the Pi are distinct primes. Let P be one of the Pi; we are going to 
prove that a is a square modulo p. This is obvious if a == 0 (mod p). Otherwise 
a is a p-adic unit; by hypothesis, there exists (x, y, z) E (Qp)3 such that 
Z2 -ax2 _by2 = 0 and we can suppose that (x, y, z) is primitive (cf. chap. II, 
n° 2.1, prop. 6). We have Z2_ ax2 == 0 (mod p). From this follows that, if 
x == 0 (mod p), the same is true also for z, and by2 is divisible by p2; since 
vlb) = 1 this implies y == 0 (mod p) contrary to the fact that (x, y, z) is 
primitive. Thus we have x $ 0 (mod p), which shows that a is a square 
(mod p). Now, since ZlbZ = nZlpjz, we see that a is a square modulo b. 
There exist thus integers t, b' such that 

(2 = a+bb' 

and we can choose ( in such a way that It I ;::; Ib1/2. The formula bb' = (2 - a 
shows that bb' is a norm of the extension k(.ju)lk where k = Q or Qv; 
from this we conclude (the argument is the same as that for prop. I of chap. 
III), that f represents 0 in k if and only if the same is true for 

f' = XI2-axl-b'Xl. 

In particular, f' represents 0 in each of the Qv' But we have: 

WI = r~al ;::; )~I + I < Ibl because Ibl ~ 2. 

Write b' in the form b"u 2 with b", u integers and bit square free; we 
have a fortiori WI < Ibl. The induction hypothesis applies thus to the 
form r = X,l-aXf-b" X; which is equivalent to /'; hence this form 
represents 0 in Q and the same is true for f 

iii) The case n = 4. 
Write f = aX?+bX22-(cX;+dXi)· Let v E V. Since Iv represents 0, 

cor. 2 of prop. 3' of n° 1.6 shows that there exists Xv E Q: which is represented 
both by aXl2+bXl and by cxl+dxl; by part ii) to cor. of tho 6 (which 
applies equally well to Q"" = R), this is equivalent to saying that 

(xv, -ab)v = (a, b)v and (xv, -cd)v = (c, d)v for all v E V. 
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Since IT (a, b)v = IT (c, d)v = I, we can apply tho 4 of chap. III, n° 2.2 and 
veV veV 

obtain from it the existence of x E Q* such that 

(x, -ab)v = (a, b)v and (x, -cd)v = (c, d)v for all v E V. 

The form aXI2+bXl-xz2 represents zero in each of the Qv hence in Q by 
what we have just seen. Hence x is represented in Q by aX/+bXl, and the 
same argument applies to c xl + dxi; the fact that f represents 0 follows 
from this. 

iv) The case n ~ 5. 
We use induction on n. We write f in the form 

f = h-'-g 

with h = aIXI2+a2X22, g = -(a3X;+, ... + an X;). 
Let S be the subset of V consisting of 00, 2, and the numbers p such that 

vp(aj) * 0 for one i ~ 3; it is a finite set. Let v E S. Since fv represents 0, 
there exists av E Q: which is represented in Qv by h and by g; there exist 
xr E Qv, i = 1, ... , n, such that 

h(xr, xD = av = g(x~, ... , X:;). 

But the squares of Q: form an open set (cf. chap. II, n° 3.3). Using the 
approximation theorem (chap. III, n° 2.2, lemma 2), this implies the existence 
of Xl> X2 E Q such that, if a = h(xl' X2), one has a/av E Q:2 for all v E S. 
Consider now the formfl = aZ 2 ..:... g. If v E S, g represents av in Qv, thus also 
a because a/av E Q: 2 ; hence fl represents 0 in Qv' If v of S, the coefficients 
-a3' ... , -an of g are v-adic units; the same is true of dv(g), and because 
v '" 2 we have ev(g) = I. [This could also be deduced from cor. 2 to tho I of 
chap. II, n° 2.2. combined with Chevalley's theorem.] In all cases, we 
see that fl represents 0 in Qv; since the rank of fl is n - I, the inductive 
hypothesis shows that fl represents 0 in Q, i.e. g represents a in Q; since h 
represents a, f represents 0, and the proof is complete. 

Corollary I.-Let a E Q*. In order that f represents a in Q it is necessary 
and sufficient that it does in each of the Qv' 

This follows from the theorem applied to the form aZ2 ..:...f 

Corollary 2 (Meyer).-A quadratic form of rank ~ 5 represents 0 if and 
only if it is indefinite (i.e. if it represents 0 in R). 

Indeed, by tho 6, such a form represents 0 in each of the Qp. 

Corollary 3.-Let n be the rank of f Suppose that n = 3 (resp. n = 4 
and d(f) = 1.) Iff represents 0 in all the Qv except at most one, then f repre­
sents O. 

Suppose that n = 3. By tho 6, f represents 0 in Qv if and only if we have: 

(*)v (- I, -d(f»v = ev(f)· 

But the two families ev(f), (-1, -d(f»v satisfy the product formula of chap. 
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III, n° 2.1. From this follows that, if (.)v is true for all v except at most one 
(*)v is true for all v; by tho 8, f represents O. 

When n = 4 and d(f) = I we argue in the same way, the equality (*)" 
being replaced by (- I, -1)v = Eve!). 

Remarks.-I) Suppose that n = 2 and that f represents 0 in all the Qv 
except a finite number. One can then show, by means of the theorem on 
arithmetic progressions (cf. chap. VI, n° 4.3) that f represents O. 

2) Th. 8 does not extend to homogeneous polynomials of degree ;;:: 3 ; 
for example, Selmer has proved that the equation 

3X3+4y3+5Z3 = 0 

has a nontrivial solution in each of the Qv but none in Q. 

3.3. Classification 

Theorem 9.-Let f and.f' be two quadratic forms over Q. For f and.f' to 
be equivalent over Q it is necessary and sufficient that they are equivalent 
over each Qv' 

The necessity is trivial. To prove the sufficiency, we use induction on 
the rank n off andf'. If n = 0, there is nothing to prove. Otherwise, there 
exists a E Q* represented by f, thus also by.f' (cf. cor. 1 to tho 8). Thus we 
have f ,..., aZ2 + g, .f' ,..., aZ2 + g'. By tho 4 of n° 1.6, we have g - g' over 
Qv for all v E V. The induction hypothesis then shows that g - g' over Q, 
hence f ,..., .f'. 

Corollary.-Let (r, s) and (r', s') be the signatures off and off'. For f and 
.f' to be equivalent it is necessary and sufficient that one has 

d(f) = d(f') , (r, s) = (r', s'), and Ev(f) = Ev(f')for al/ v E V. 

Indeed these conditions just mean that f and.f' are equivalent over each 
of the Qv' 

Remark.-The invariants d = d(f), Ev = Ev(f) and (r, s) are not arbitrary. 
They verify the following relations: 

(I) Ev = I for almost all v E V and IT Ev = I, 
VEV 

(2) Ev = I if n = I or if 11 = 2 and if the image dv of din Q:/Q:2 is equal 
to -I, 
(3) r,s'?, Oandr+s=n, 
(4) doc; =(-1)', 
(5) E", = (_1)*-1)/2 

Conversely: 

Proposition 7.-Let d, (Ev)veV' and (r, s) verify the relations (I) to (5) 
above. Then there exists a quadratic form of rank n over Q having for invariants 
d, (Ev)veV and Cr, s). 

The case n = I is trivial. 
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Suppose that 11 = 2. Let v E V. The nondegeneracy of the Hilbert symbol, 
together with condition (2), shows that there exists Xv E Q: such that 
(xv, -d)n = Ev' From this and condition (I), follows the existence of x E Q* 
such that (x, -d)v = Ev for all v E V (chap. III, n° 2.2, tho 4). The form 
xX2 +xdy2 works. 

Suppose that 11 = 3. Let S be the set of v E V such that ( - d, - I)v = - Ev; 
it is a finite set. If v E S, choose in Q:/Q:2 an element cv distinct from the 
image -dv of -d in this group. Using the approximation theorem (chap. 
m, n° 2.2, lemma 2), we see that there exists C E Q* whose image in each 
of the Q:/Q:2, v E S, is Cv. From what we have just proved follows the 
existence of a form g of rank 2 such that 

d(g) = cd, Ev(g) = (c, - d)vEv for all v E V. 

The form f = cZ 2 + g then works. [Note that for 11 ~ 3 we do not need to 
consider the signature of the form, since conditions (3), (4), (5) determine 
it as a function of d", and Eoo]. 

When 11 ~ 4 we use induction on 11. Suppose first that r ~ I. Using 
the inductive hypothesis, we obtain a form g of rank 11- I which has for 
invariants d, (Ev)veV and (r-I, s); the form X2 +g works. When r = 0, 
we use a form h of rank 11- I having for invariants - d, EO< - I, - d)v, and 
(0,11-1); the form -X2+h works. 

Appendix 

Sums of three squares 

Let nand p be positive integers. We say that n is the sum of p squares 
if n is representable over the ring Z by the quadratic form X? + ... + X;, 
i.e. if there exist integers n l' ... , np such that 

n = nr+ ... +n; 

Theorem (Gauss).-ln order that a positive integer be a sum of three 
squares it is necessary and sufficient that it is not of the form 4a(8b-l) with 
a, b EZ. 

(Example: if n is not divisible by 4, it is a sum of three squares if and only 
if n == I, 2, 3, 5, 6 (mod. 8).) 

Proof-We can suppose n is nonzero. The condition "n is of the form 
4a(8b-I)" is then equivalent to say that -n is a square in Qi (chap. II. 
n° 3.3, tho 4). But we have: 

Lemma A.-Let a E Q*. III order that a be represented in Q by the form 
f = X? + xi + X} it is necessary and sufficient that a is > 0 and that - a is 
not a square in Q2' 

By cor. I of tho 8 we have to express that a is represented by fin Rand 
in all Qp' The case of R gives the positivity condition. On the other hand the 
local invariants dif) and Eif) are equal to I. If p =t= 2, one has 
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(-1, -d,(f», = (-1, -1), = I = II,(J); 

the corollary of theorem 6 thus shows that a is represented by f in Q,. 
If p = 2, we have (-1, -d2(f)h = -I ::f= 112(/); the same corollary shows 
that a is represented by f in Q2 if and only if a is different from - I in 
QUQ!2, i.e. if -a is not a square in Q2' 

Now we must pass from representations in Q to representations in Z. 
This is done by means of the following lemma: , 

Lemma B (Davenport-Cassels).-Let f(X) = i.j~ I a/iXjXj be a positive 

definite quadratic form, the matrix (aij) being symmetric and with integer 
coefficients. We make the folloWing hypothesis: 

(H) For every x = (XI' ... ,xp) E QP there exists y E Z' such that 
f(x-y) < l. 

If n E Z is represented by fin Q, then n is also represented by f in Z. 
If x = (XI"'" x,) and y = (YI"" ,y,) are two elements of Q', we 

denote by x.y their scalar product '1:.aijxiY j' One has x.x = f(x). 
Let n be an integer represented by fin Q. There exists an integer t > 0 

such that t2n = x.x with x E Z'. Choose t and x in such a way that t is 
minimum; we must prove that t = I. 

By hypothesis (H), there exists Y E Z' such that 

x - = y+z with Z.z < I. 
t 

If Z.z = 0 we have z = 0 and ~ has integer coefficients. Because of the 
t 

minimality of t, this implies t = 1. 
Assume now that z.z ::f= 0 and put 

a = y.y-n 

b = 2(nt - x.y) 

t' = at+b 

x' = ax+by. 

One has a, b, t' E Z, and: 

Moreover: 

x'.x' = a2x.x+2abx.y+b2y.y 

= a2t2n+ab(2nt-b)+b2(n+a) 

= n(a2t2 +2abt+b2 ) 

= t,2n. 

tt' = at2 + bt = t 2y.y - nt2 + 2nt2 - 2t x.y 

= t2y.y-2t x.y+x.x = (ty-x).(ty-x) 
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hence t' = t z.z; since 0 < z.z < 1, we have 0 < t' < t. This contradicts the 
minimali ty of t and concludes the proof of the lemma. 

To prove the theorem, it suffices now to check that the formf = x't+ 
xi + xi satisfies condition (H) of lemma B. But this is clear: if (Xl' X2, X3) E 

Q3 we choose (YI' Y2' Y3) E Z3 such that jx;-Y;I ~ t for all i; we have 
~(x;-YY ~ 3/4 < I. 

Corollary 1 (Lagrange).-Every positive integer is a sum of four squares. 
Let n be an integer> O. We write n in the form 4/1m, where m is not divis­

ible by 4. If m == I, 2, 3, 5, 6 (mod 8), m is a sum of three squares, and the 
same holds for n. Otherwise m == - I (mod 8) and m - 1 is sum of three 
squares; in this case m is a sum of four squares, and the same holds for n. 

Corollary 2 (Gauss).-Every positit'e integer is a sum of three triangular 
numbers. 

(A number is called "triangular" if it is of the form m(m+ 1)/2 with 
m EZ.) 

Let n be a positive integer. By applying the theorem to 8n+3, we see 
that there exist integers XI' X2' X3 such that 

~+xi+x~ = 8n+3. 
One has 

x~+xi+~ == 3 (mod 8). 

But the only squares in Z/8Z are 0, I and 4; a sum of three squares in 
Z/8Z can be equal to 3 only if each of its terms equal I. This shows that the 
X; are odd, and one can write them in the form 2m;+ I with m, an integer. 
We have 



Chapter V 

Integral Quadratic Forms with Discriminant ± 1 

§I. Preliminaries 

1.1. Definitions 

Let n be an integer ~O. We are interested in the following category S,,: 
An object E of S" is a free abelian group of rank n (i.e. isomorphic to Z") 

together with a symmetric bilinear form E x E ~ Z, denoted by (x, y) ..... x.y, 
such that: 

(i) The homomorphism of E into Hom(E, Z) defined by the form x.y is an 
isomorphism. 
One sees easily that this condition is equivalent to the following (cf. BOURBAKI, 

A/g., chap. IX, §2, prop. 3): 
(ii) If (ej) is a base of E, and if alj = el.e j' the determinant of the matrix 

A = (aj) is equal to ± I. 
The notion of isomorp,'/ism of two objects E, E' E S" is defined in an ob­

vious way. One then writes E ~ E'. It is also convenient to introduce 
S = uS"' n = 0, I, ... 

If E E S"' the function x ..... x.x makes E a quadratic module over Z (cf. 
chap. IV, def. I, n° 1.1). If (e/) is a basis of E and if x = ~xje/. the quadratic 
form f(x) = x.x is given by the formula 

= L ajjx;+ 2L aUxjxj. 
; i<j 

The coefficients of the non-diagonal terms are thus even. The discriminant 
off (i.e. det(a,j» is equal to ± I. Changing the basis (eJ means replacing the 
matrix A = (alj) by 'BAB with BE GL(n, Z). From the point of view of the 
form f, this means changing the variables (x;) by the linear substitution 
with matrix B; the form so obtained is called equivalent to the form f. (Ob­
serve that this is an equivalence over the ring Z of integers; it is finer than the 
equivalence over Q studied in the preceding chapter.) 

1.2. Operations on S 

Let E, E' E S. We denote by E Ea E' the direct sum of E and of E' 
together with the bilinear form which is the direct sum of those on E and E'; 
by definition (cf. BOURBAKI, A/g., chap. IX, § I, nO 3): 

(x+x').(y+y') = x.y+x'.y' if x, Y E E and x', y' E E'. 

48 
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From the point of view of "quadratic forms" this operation corresponds to 
that of orthogonal direct sum denoted by ® in chap. IV. 

One can also define tensor products E ® E' and exterior powers /\mE 
(BOURBAKI, loe cit., n° 9); we will not need them. 

1.3. Invariants 

1.3.1. If E E Sn' the integer n is called the rank of E and is denoted by r( E). 

1.3.2. Let E E S and let V = E ® R the R-vector space obtained by extending 
the scalars from Z to R. The quadratic form of V has a well defined signature 
(r, s) (chap. IV, n° 2.4). The integer 

T(E) = r-s 

is called the index of E. One has 

-r(E) ~ T(E) ~ r(E) and r(E) == T(E) (mod 2). 

Recall that E is called definite if T(E) = ± r(E), i.e. if x.x has constant 
sign; otherwise E is called indefinite. 

1.3.3. The discriminant of E with respect to a basis (eJ does not depend on 
the choice of this basis. Indeed, changing the basis (el) multiplies the dis­
criminant by det(X' X) = det(X)2 where X is an invertible matrix over Z; 
the determinant of X is equal to ± I, and its square is equal to I. 

The discriminant of E is denoted by deE); one has deE) = ± I. If 
V = E ® R is of signature (r, s), the sign of deE) is ( - I)'; since deE) = ± I, 
we get the formula: 

deE) = (_I)(,(£)-r(£)/2. 

1.3.4. Let E E S. We say that E is even (or of type II) if the quadratic form 
associated with E takes only even values; if A is the matrix defined by a 
basis of E, this amounts to saying that all the diagonal terms of A are even. 

If E is not even, we say that E is odd (or of type I). 

1.3.5. Let E E S and let E = E/2E be the reduction of E modulo 2. It is 
a vector space of dimension r(E) over the field F 2 = Z/2Z. By passage to 
quotient, the form x.y defines on E a form x.y which is symmetric and of 
discriminant ± I = l. The associated quadratic form X.x is additive: 

(x+Y).(x+y) = x.x+Y.y+2x.y = x.x+y.y 

Thus it is an element of the dual of E. But the bilinear form x.y is non­
degenerate; it defines an isomorphism of E on its dual. From this we see that 
there exists a canonical element ii E E such that 

ii.x = X.x for all x E E. 
Lifting ii to E, we obtain an element U E E, unique modulo 2E, such that 

u.x == x.x (mod 2) for all x E E. 
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Consider the integer u.u. If we replace u by u+2x, u.u is replaced by 

(u+2x).(u+2x) = u.u+4(u.x+x.x) == u.u (mod 8). 

The image of u.u in Z/8Z is thus an invariant of E; we denote it by aCE). 
If E is of type II, the form X.x is zero (in other words, x.y is alternating) 
and we can take u = 0, hence aCE) = O. 

1.3.6. Let p be a prime number, and let Vp = E ® Qp be the Qp.vector 
space obtained from E by extending the scalars from Z to Qp. The invariant 
e(Vp) = ± 1 of Vp defined in chap. IV, n° 2.1 is afortjori an invariant of E; 
we denote it by e,(E). One can prove that: 

epeE) = 1 ifp i: 2 

£2(E) = (-l)j, wherej = !(d(E)+r(E)-a(E)- I). 

This is seen by splitting E ® Zp in an orthogonal direct sum of Zp-modules 
of rank 1 (resp. rank 1 or 2) if p + 2 (resp. p = 2). Since we do not use 
these formulas, we leave the details of the verification to the reader (see also 
J. CASSELS, Comm. Math. Helv., 37, 1962, pp. 61-64). 

1.3.7. Let E1, Ez E Sand E = EI E9 E2 • In order that E is of type II it is 
necessary and sufficient that El and E2 are of type II. One has: 

1.4. Examples 

r(E) = r(E1)+r(E2 ), T(E) = T(E)+T(Ez) 

aCE) = a(E1)+a(E2), deE) = d(Et ).d(E2). 

1.4.1. We denote by f + (resp. L) the Z-module Z with the bilinear form 
xy (resp. -xy); the corresponding quadratic form is +xz (resp. _x2 ). 

If sand t are two positive integers, we denote by sf + EEl tf _ the direct sum 
of s copies of 1+ and t copies of 1_; the corresponding quadratic form is 

s t 

LX; - L yJ. The invariants of this module are: 
i=1 j=1 

r = S+I, T = s-t, d = (-I)', a == s-t (mod 8). 

Aside the trivial case (s, t) = (0, 0), the module sf + (B tI _ is of type I. 

1.4.2. We denote by U the element of S2 defined by the matrix (~ ~). The 

associated quadratic form is 2XtX2; U is of type II. One has: 

r(U) = 2, T(U) = 0, d(U) = - t, a(U) = 0 

1.4.3. Let k be a positive integer, let n = 4k, and let V be the vector 
space Qn with the standard bilinear form LXiYi corresponding to the unit 
matrix. Let Eo = zn be the subgroup of V formed from the points with 
integer coordinates, endowed with the bilinear form induced from that of V; 

Eo is an element of Sn isomorphic to nf +. Let El be the submodule of Eo 
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formed of elements x such that x.x == 0 (mod 2), i.e. LXj == 0 (mod 2). 
One has (£0:£') = 2. Let £ be the submodule of V generated by E. and 
by e = (1, ... , 1)' One has 2e E £. (since 11 == 0 (mod 4» and e ~ £1' hence 
(£:£.) = 2. For an element x = (Xi) of V to belong to £, it is necessary and 
sufficient that one has 

n 

2xj E Z, Xj-Xj E Z, L Xj E 2Z. 
j= 1 

Then we have x.e = 1LX/ E Z; since e.e = k, this shows that the form x.y 
takes integral values on £. Moreover, the fact that £1 has the same index in Eo 
and in E shows that the discriminant of E is equal to that of Eo, that is to say 
+ I. The quadratic module £ is thus an element of Sn = S4k; we denote it 
by f n• When k is even (i.e. when n == 0 (mod 8» e.e = k is even and this 
implies that X.X is even for all x E E; fn is thus aftype II when n == 0 (mod 8). 
One has 

The case of r 8 is particularly interesting. There are 240 elements(!) x E r 8 

such that x.x = 2; if (e j ) denotes the canonical base of Q8, these are the 
vectors 

8 8 

±e;±edi'# k) and t L E,ej, tj = ± 1, n Ej = 1. 
j= 1 j=1 

[The mutual scalar products of these vectors are integers; they form what is 
called in Lie group theory a "root system of type £8" see, BOURBAKI, Gr. et 
A/g. de Lie, chap. VI, §4, n° 10.] 

One can take as a basis of f s the elements 

l(e. +es) -1(e2 + ... +e7), e l +e2, and e j -ej_.(2 ~ i ~ 7). 

The corresponding matrix is 

2 0 -I 0 0 0 0 0 
0 2 0 -I 0 0 0 0 

-1 0 2 -I 0 0 0 0 
0 -1 -1 2 -1 0 0 0 
0 0 0 -1 2 -1 0 0 
0 0 0 0 -1 2 -1 0 
0 0 0 0 0 -1 2 -1 
0 0 0 0 0 0 -1 2 

For m ~ 2 the vectors x E f Sm such that x.x = 2 are simply the vectors 
± ej ± ek(i '# k); note that they do not generate r 8m. contrary to what 
happens for m = 1. In particular, r s EEl r 8 is not isomorphic to r 16' 

.--------. 
(1) More generally we will show in chap. VII, n° 6.S, that, if N is an integer ~ I, the 

number of X" r. such that x.x = 2N is equal to 240 times the sum of the cubes of divisors 
of N. 
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1.5. The group K(S) 

Let E, E' E S. We say that E and E' are stably isomorphic if there exists 
FE S such that E EB F ~ E' (f) F; this is an equivalence relation. We denote 
by K+(S) the quotient of S by this relation and if E E S, we denote by (E) 
the class of E in K+(S). The operation EB defines by passage to quotient a 
composition law + on K+(S); this law is commutative, associative, and 
has for neutral element the class 0 of the module 0 E S. One has 

(E EB E') = (E)+(E'). 

Moreover, if x, y, Z E K+(S) are such that x+z = y+z, one has x = y; 
the proof is immediate. This allows us to define the group K(S) from the 
semi-group K+(S) (exactly as one defines Z from the set Z+ of positive 
integers): By definition, an element of K(S) is a pair (x, y) with x, y E K+(S), 
two pairs (x, y), (x', y') being identified if and only if x+y' = y+x'. The 
composition law of K(S) is defined by 

(x, y)+(x', y') = (x+x', y+ y'). 

It makes K(S) into a commutative group with neutral element (0, 0). We 
identify K+(S) with a subset of K(S) by the map x 1-+ (x, 0). Every element of 
K(S) is a difference of two elements of K+(S), thus can be written in the 
form (E)-(F) with E, F '0 S. One has 

(£)-(F) = (E')-(F') in K(S) 

if and only if there exists G E S such that E EB F' EB G ~ E' (f) F (f) G, 
i.e. if and only if E EB F' and E' EB F are stably isomorphic. 

Universal property of K(S).-Let A be a commutative group and let 
f: S ~ A be a function such that 1(E) = f(E 1)+f(E2) if E::-:: EI (f) E2 ; 

we then say thatfis additive. If x = (E)-(F) is an element of K(S) we put 

f(X) = f(E) --f(F); 

this does not depend on the chosen decomposition of x. It is obvious that 
the function f: K(S) -> A thus defined is a homomorphism. Conversely, 
every homomorphism f: K(S) ~ A gives, by composition with S ~ K(S), 
an additive function on S. We express this "universal" property of K(S) 
by saying that K(S) is the Grothendieck group of S relative to the operation EB. 

In particular, the invariants r, T, d, a of n° 1.3 define homomorphisms 

r: K(S) ~ Z, 7: K(S) ~ Z, d: K(S) ~ {± I}, a: K(S) ~ Z/8Z. 

We have again T == r mod 2 and d = (_I)(,-t)/2. 

§2. Statement of results 

2.1. Determination of the group K(S) 

Theorem I.-The group K(S) is a free abelian group with basis (I +) andU_). 
(The proof will be given in n° 3.4.) 
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In other terms, allf e K(S) can be written uniquely as f = s.(I +)+ t.(L) 
with s, t e Z. One has ref) = s + t, T(f) = S - t .. which shows that sand t 
are determined by rand T. From this follows: 

Corollary I.-The pair (r, T) defines an isomorphism of K(S) onto the 
subgroup of Z x Zformed of elements (a. b) such that a == b (mod 2). 
Hence: 

Corollary 2.-For two elements E and E' of S to be stably isomorphic 
it is necessary and sufficient that they have same rank and same index. 

[Note that this does not imply E ~ E' For example U = (~ 6) defines 

in K(S) the same element as (6 _~) = f + $ ,_, but U and' + E9 ,_ are 

of different types.] 

Theorem 2.-0ne has CT(E) == T(E) (mod 8) for every E e S. 
Indeed T reduced mod 8, and CT, are homomorphisms of K(S) in Z/8Z 

which are equal on the generators f+ and L of K(S); hence they coincide. 

Corollary 1.-1/ E is of type II, one has T(E) == 0 (mod 8). 
Indeed CT(E) = o. 

(Note that this implies that reEl == 0 (mod 2) and deE) = (_1)'(£)/ 2 .) 

Corollary 2.-1/ E is definite and of type II, one has reEl == 0 (mod 8). 
Indeed we have T(E) = ± reEl if E is definite. 

Remarks-I) Conversely, we saw in n° 1.4 that for all n divisible by 8, 
there exists E e Sn which is positive definite and of type II. 

2) The congruence CT(E) == T(E) (mod 8) can also be deduced from the 
product formula ne.(E) = I (see chap. IV, n° 3.1) combined with the 
values of ep(E) given (without proof) in n° 1.3.6. 

2.2. Structure theorems (indefinite case) 

Let E e S. One says that E represents zero if there exists x E E, x =1= 0, 
such that X.x = O. This is equivalent to saying that the corresponding 
quadratic form Q(x) represents 0 over Q in the sense of chap. IV, n° 1.6; 
indeed, one passes from a rational zero to an integral zero by a homothety. 

Theorem 3.-lf E e S is indefinite, E represents zero. 
(The proof will be given in n° 3.1.) 

Theorem 4.-1/ E E S is indefinite and of type I" E is isomorphic to sf + $ 11_ 
where sand 1 are integers ~ I. 

[The corresponding quadratic form is thus equivalent over Z to the 
$ I 

form.~ x; - ~ xJ.] 
I-I )=1 

(The proof will be given in n° 3.3.) 
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CoroUary.-Let E and E' be two elements of S with the same rank and 
index. Then either E EB 1+ ~ E' $1+ or E(£J L ~ E' EB L. 

This is clear if E = O. Otherwise, one of the two modules E E9 1+ or 
E $ 1_ is indefinite. Suppose that the first is. Since E and E' have the same 
signature, E' E9 1+ is also indefinite. By applying theorem 4, we see that 
E EB 1+ and E' $1+ are isomorphic to s/+ EB tL and s'/+ EB t'L respectively. 
Since E and E' have the same signature, we have s = s' and t = t', hence the 
result. 

Theorem 5.-1f E E S is indefinite of type II, and if T(E) ~ 0, then E is 
isomorphic to pU EEl qr 8 where p and q are positive integers. 

[When T(E) ;;; 0, one has a corresponding result obtained by applying 
the theorem to the module-E deduced from E by changing the sign of the 
quadratic form.] 

(The proof will be given in n° 3.5.) 
Note that q = *1"(E) and p = !(r(E) - T(E». This shows that E is 

determined up to isomorphism by its rank and its index. Since the same is 
true for type I (cf. theorem 4), we get: 

Theorem 6.-/f E, E' E S are indefinite, and have same rank, index, and 
type, they are isomorphic. 

2.3. The definite case 

One does not have a structure theorem, but only a finiteness theorem: 
for all integers n, Sn contains but a finite number of positive definite classes. 
This follows, for instance, from the "reduction theory" of quadratic forms. 
The explicit determination of these classes has been made only for small 
values of n (for n;;;; 16, see M. KNESER, Archiv der Math., S, 1957, pp. 241-250). 
One can get this from the Minkowski-Siegel formula (Kneser uses a different 
method). I will just state this formula (I restrict myself, for the sake of 
simplicity, to type II-there are analogous results for type I): 

Let n = Sk be an integer divisible by S. Let en denote the set of iso­
morphism classes of elements E E Sn which are positive definite of type II. 
If Ii E en, let G E be the group of automorphisms of E; it is a finite group since 
it is a discrete subgroup of the orthogonal group, which is compact; Jet gE 
be the order of G E' Put: 

This is the "mass" of en, in Eisenstein's sense, i.e. the number of elements 
E of en, counted each with the multiplicity l/gE• The Minkowski-Siegel 
formula(!) gives the value of Mn: 

(.) M = B2k j=fj-l !}J. 
n Sk j= 1 4j' 

(J I For a proof of this formula, cf. C. L. SIEGEL, Gesamm. Abh., I, n° 20 and Ill, n° 79. 
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where n = 8k, and the B J are the Bernoulli numbers (B 1 = !, B2 = .! , ... , 
6 30 

cf. chap. VII, n° 4.1). 

(Here are some approximate values of the M.: 
Ma= 10-9 x 1.4352 ... ; M I6 =10- 18 x 2.4885 ... ;M2,,= 10- 15 x 7.9367 ... , 
M32 = 107 x 4.0309 ... ; M"o = 1051 x 4.3930 ... ) 

This formula gives a method to prove that a subset C' of C. is equal 
to C.; it suffices to check that the sum of the 1/gE' for E E C', is equal to 
M. (if C' =1= C", this sum is < M,,). 

Examples 
i) n = 8, i.e. k = 1. One can show (see for instance BoURBAKI, Gr. el Alg. 
de Lie, chap. VI, §4, n° (0) that the order of the group of automorphisms of 
ra is 21"35527. Moreover. formula (.) gives Ma = r l " 3-5 5- 2 7- 1. By 
comparing, we see that C8 is reduced to the single element r 8, a result due to 
Mordell. 

ii) n = 16. We know two elements of C 16: r 16 and r a E9 r 8' One can 
prove that the corresponding orders gE are respectively 215(16!) and 
22931°5"72. Moreover MI6 = 691.r303-105-"7-211-I13-1 and it is easy 
to check that 

69]/23°31°547211.13 = 1/215(16!)+ ]/22931°5"72. 

We thus have CI6 = {rH • r 8 E9 r 8}, a result due to Witt. 

iii) n = 24. The determination of C24 has been made in 1968 by H. 
Niemeier (I); this set has 24 elements. One of them (discovered by Leech Ii 
propos of the sphere-packing problem in R24) is particularly remarkable; it 
is the only element of C24 which contains no vector x with X.x = 2. Its group 
of automorphisms G has order: 

22239547211.13.23 = 8 315 553 613 086 720 000. 

The quotient G/{± I} is the new simple group discovered by Conway(2). 

iv) n = 32. Since M32 > 4.107 and gE ~ 2 for all E, we see that Cll has 
more than 80 million elements; they have not been classified yet. 

§3. PrH/' 

3.1. Proof of theorem 3 

Let E E S" and let V = E ® Q the corresponding Q-vector space. 
Suppose E is indefinite. We must show that E (or V) represents zero. We 
consider several cases: 

(I) See H. NIEMEIEIl, J. Number Theory, S, 1973, pp. 142-178. 

(2) See J. H. CONWAY, Proc. Nat. A cad. Sci. USA, 61, 1968, pp. 398-400, and Invent. 
Math., 7, 1969, pp. 137-142. 
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i) n = 2. The signature of V is then (I, 1), hence deE) = -1. Since -d(E) 
is a square in Q, it is clear that V represents O. 

ii) n = 3. Let f(X., X2 , X3 ) =·"f.aijXjXj be the corresponding quadratic 
form with respect to a basis of E; one has au E Z and det(aij) = ± 1. 
If p is a prime number ~2, the form deduced fromfby reduction modulo p 
has a nontrivial zero (chap. I, n° 2.2), and this zero can be lifted to a p-adic 
zero (chap. II, n° 2.2), and cor. 2 to tho 1). Hence f represents 0 in all the 
Q,(p =1= 2), and also in R; by cor. 3 of tho 8 of chap IV, n° 3.2, this implies 
that f represents 0 in Q. 

iii) n = 4. The same argument as above shows that the quadratic form f 
represents 0 in all the Qp, p =F 2, and in R. If the discriminant deE) of f is 
equal to 1, this suffices to imply that f represents 0 in Q (cor. 3 to tho 8 of 
chap. IV, n° 3.2). Otherwise one has deE) = -1 and deE) is not a square 
in Q2; by tho 6 of n° 2.2. of chap. IV, this implies that f represents 0 in Q2; 
the Hasse-Minkowski's theorem (chap. IV, n° 3.2, tho 8) then shows that f 
represents 0 in Q. 

iv) n ~ 5. One applies Meyer's theorem (chap. IV, n° 3.2, cor. 2 to tho 8). 

3.2. Lemmas 

Let E E S and let F be a submodule of E; let F' be the set of elements of 
E orthogonal to all elements of F. 

Lemma t.-In order that F, with the form x.y induced from that of E, 
be in S it is necessary and sufficient that E be the direct sum of F and F'. 

If E = F E9 F', then one has deE) = d(F).d(F') from which dCF') = ± 1. 
Conversely if d(F) = ± 1, one has clearly F ("'\ F' = 0; moreover, if x E E, 
the linear form y f-+ x.y(y E F) is defined by an element Xo E F. We then 
have x = xo+x., with Xo E F and Xl E F', hence E = F E9 F'. 

Lemma 2.-Let X E E be such that x.x = ± 1 and let X be the orthogonal 
complement of x in E. If D = Zx, one has E = D Et> X. 

One applies lemma I to F = D. (If, for instance, x.x = I, one has D ~ 1+ 
hence E ~ 1+ E9 X.) 

An element x E E is called indivisible if it is not contained in any sub­
group nE (n ~ 2), i.e., if one cannot divide it by any integer ~ 2. Every non­
zero element of E can be written in a unique way in the form mx with m ~ 1 
and x indivisible. 

Lemma 3.-If x is an indivisible element of E there exists y E E such that 
x.y = 1. 

Let f" be the linear form y f-+ x.y defined by X. It is a homomorphism 
E -+ Z. Moreover, f" is indivisible since x is and since x.y defines an iso­
morphism of E onto its dual Hom(E, Z). From this follows thatf" is surjec­
tive (otherwise, one could divide it by an integer ~ 2) and there exists thus 
y E E such that x.y = 1. 
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3.3. Structure theorem (odd indefinite case(!») 

Lemma 4.-Let E E S •. Suppose E is indefinite and of type I. There exists 
FE S._ 2 such that E", 1+ El3 f_ El3 F. 

By theorem 3, there exists x E E, x "# ° such that x.x = 0. Being free to 
divide x by an integer, we can suppose x is indivisible; by lemma 3 above, 
there exists thus y E E such that x.y = I. One can choose y of such that y.y 
is odd. Indeed, suppose that y.y is even; since E is of type I, there exists tEE 
such that t.t is odd. Put y' = t+ky and choose k such that x.y'= I, i.e. 
k = 1 - x.t; one has y' .y' == t.t (mod 2) and y'.y' is odd. We can thus suppose 
that y.y = 2m+ l. Put then el = y-mx, e2 = y-(m+ I)x. One checks 
immediately that el'e l = 1, el'e2 = 0, e2.e2 = -I. The submodule G of E 
generated by (e l , e2) is isomorphic to f + El3 L; by lemma I, we have thus 
E ~ 1+ El3 L El3 F, with FE S.-2' 

Proof of theorem 4.--We use induction on n. Let E E S. with E indefinite 
and of type I. By lemma 4, E::::: f+ El3 f_ El3 F. If n = 2, we have F = ° 
and the theorem is proved. If n > 2, we have F "# ° and one of the modules 
f + El3 F, f _ El3 F, is indefinite, for instance the first one. Since 1+ is of type I, 
the same is true for f + El3 F and the inductive hypothesis shows that 1+ El3 F 
is of the form af + El3 bl_; this shows that E ~ af + El3 (b + 1)1_. 

3.4. Determination of the group K(S) 

Let E E S, E "# O. Then E El3 f + or E El3 f _ is indefinite and of type I. 
Applying theorem 4, we see that the image of E in K(S) is a linear combina­
tion of (1+) and of(L). This implies that (1+) and (L) generate K(S). Since 
their images by the homomorphism 

(r, '1'): K(S) ~ Z x Z 

are linearly independent, (1+) and (1-) form a basis of K(S). 

3.5. Structure theorem (even indefinite case) 

Lemma 5.-Let E E S. Suppose E is indefinite and of type II. There exists 
FE S such that E ~ U El3 F. 

We proceed as in the proof of lemma 4. Choose first x E E, x '* 0, x 
indivisible such that x.x = 0; choose next y E E such that x.y = l. If 
y.y = 2m, we replace y by y-mx and obtain a new y such that y.y = O. 
The submodule G of E generated by (x, y) is then isomorphic to U; by lemma 
lone has E ~ U El3 F with FE S. 

Lemma 6.-Let F), F2 E S. Suppose that F1 and F2 are of type II and that 
f + El3 L El3 F1 ~ f + El3 L El3 F2· Then U EB F! ~ U El3 F2. 

(I) The method followed in this section has been shown to me by Milnor, together 
with the idea of introducing the group K(S). 
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To simplify the notations, we put W = 1+ EEl 1_, Ej = W EEl FI , and 
Vj = E j ® Q. In E j , let EjO be the subgroup of elements x such that x.x == 0 
(mod 2); it is of index 2 in E;. One sees immediately that E? = WO EB Fj where 
WO is the set of elements x = (x I, x 2) of W such that x I == X 2 (mod 2). 
Let Et be the "dual" of E? in VI' i.e. the set of y E Vj such that x.y E Z for 
all x E Et It is clear that E/ = W+ EEl Fj where W+ is the set of (XI' X2) 
such that 2xI E Z, 2X2 E Z, XI -X2 E Z. One has E? c E; C Ej+ and the 
quotient E//E? is isomorphic to W+/Wo; it is a group of type (2, 2). There 
exist thus three subgroups strictly between E~ and E;t; they correspond to 
the three subgroups of order 2 in a group of type (2, 2). One of them is E; 
itself; the two others will be denoted by E; and E;. Here again we have: 

E; = WI EB Fj and E;" = W" EB F; 

where WI and W" are defined in an obvious way. One checks that WI and 
W" are isomorphic to U (for instance, take for basis of WI the vectors 
a = (t !-), b = (I, -1); one has 0.0 = b.b = 0, a.b = I; for W", take 
(1, -!-) and (I, I». Let then f: WEB FI -+ WEB F2 be an isomorphism. It 
extends to an isomorphism of VI onto V2, which carries EI onto E2, thus 
also E? onto Ef and EI+ onto Et. Thus it carries also (E;, E;) onto either 
(El, E;) or (E;, ED. Since E; and E; are isomorphic to U EB F:;, one sees 
that U EB FI ~ U EB F2· 

Proof of theorem S.-We first prove that if E I , E2 E S are indefinite of 
type /I and have the same rank and same index, they are isomorphic. By lemma 
5, one has EI = U (f) F), E2 = U EEl F2; it is clear that FI and F2 are of 
type II and same rank and same index. The modules 1+ EEl 1_ EEl FI and 
1 + EB 1_ EB F2 are indefinite. of type I, of same rank and index. By theorem 
4, they are isomorphic. Applying lemma 6, we l'iee then that El and E2 are 
isomorphic, which proves our assertion. 

Theorem 5 is now clear: if E is indefinite, of type II, and if T( E) ~ 0 we 
determine integers p and q by the formulas 

q = tT(E), p = !-(r(E) - T(E». 

By applying the above result to the modules E and pU EB qr 8 one sees that 
these modules are isomorphic. 
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Chapter VI 

The Theorem on Arithmetic Progressions 

The aim of this chapter is to prove the following theorem. conjectured 
(and used) by Legendre and proved by Dirichlet. 

Tbeorem.-Let a and m be relatively prime integers ~ I. There exist 
infinitely many prime numbers p such that p == a (mod m). 

The method we follow (which is that of Dirichlet himself) uses the 
properties of the L-functions. 

§I. ClaGrllCters 0/ ./inite abelian groups 

1.1. Duality 

Let G be a finite abelian group written multiplicatively. 

Definition I.-A character of G is a homomorphism of G into the multi­
plicative group C* of complex numbers. 

The characters of G form a group Hom (G, C*) which we denote by G; 
it is called the dual of G. 

Example. Suppose that G is cyclic of order n with generator s. If 
X: G - C* is a character of G, the element w = x(s) satisfies the relation 
w" = I, i.e. is a nth root of unity. Conversely every nth root of unity w 

defines a character of G by means of S"I-+ w". Thus we see that the map 
X 1-+ X(s) is an isomorphism of (; on the group 1'" of nth roots of unity. In 
particular, G is cyclic of order n. 

Proposition I.-Let H be a subgroup of G. Every character of H extends 
to a character of G. 

We use induction on the index (G:H) of H in G. If (G:H) = I, then 
H = G and there is nothing to prove. Otherwise let x be an element of G 
not contained in H, and let n be the smallest integer > I such that x" E H. 
Let X be a character of H, and let t = x(x"). Since C* is a divisible group, 
one can choose an element w E C* such that w" = t. Let H' be the subgroup 
of G generated by H and x; every element h' of H' can be written h' = hx" 
with a e Z and h e H. Put 

x'(h') = x(h)w". 

One checks that this number does not depend on the decomposition hx" of 
h' and that X': H' - C* is a character of H' extending x. Since we have 
(G: H') < (G:H) the inductive hypothesis allows us to extend x' to a 
character of G. 

61 
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Remark. The operation of restriction defines a homomorphism 

p:C-R 
and prop. 1 says that p is surjective. Moreover, the kernel of p is the set of 
characters of G which are trivial on H; it is thus isomorphic to the group 
/"... 

(GIH) dual to GIH. Hence the exact sequence: 

{I} - (6/H) - (j - R - { I }. 

Proposition l.-The group (j is afinite abelian group of the same order as G. 
One uses induction on the order n of G, the case n = I being trivial. 

If n ~ 2, choose a nontrivial cyclic subgroup H of G. By the remark above, 
the order of C is the product of the orders of R and of (6/ii). But the 
order of H (resp. of GIH) is equal to that of its dual, because H is cyclic 
(resp. because GIH is of order strictly smaller than n). We conclude from 
this that the order of C is the product of the orders of H and of GIH, hence 
is equal to the order of G. 

Remark. One can prove a more precise result: C is isomorphic (non­
canonically in general) to G. This is shown by decomposing G into a product 
of cyclic groups. 

If x e G the function X ~ x(x) is a character of C. We obtain thus a 
~ 

homomorphism Ii: G - G. 

Proposition 3.-The homomorphism Ii is an isomorphism of G onto its 

bidual G. 
Since G and G have the same order, it suffices to prove that Ii is injective, 

i.e. that, if x eGis,," I, there exists a character X of G such that x(x) =1= I. 
Now, let H be the cyclic subgroup of G generated by x. It is clear (seethe 
above example) that there exists a character X of H such that x(x) =1= I and 
prop. I shows that x extends to a character of G; hence the desired result. 

1.2. Orthogonality relations 

Proposition 4.-LeI n = Card(G) and leI X E G. Then 

L X(x) = {n if X = I 
"EO 0 if X =t= 1. 

The first formula is obvious. To prove the second, choose y e G such 
that x(y) =1= 1. One has: 

x(y) L x(x) = L x(xy) = L x(x) , 
"eO "EO "EO 

hence: 
(X(y)-l) L X(x) = O. 

XEG 

Since x(y) ... I, this implies E x(x) = O. 
X.a 
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Corollary.-Let x E G. Then 

L X(x) = {n 
xeG 0 

if x=l 
if x =l= 1. 

This follows from prop. 4 applied to the dual group C. 
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Remark.-The above results are special cases of the "orthogonality 
relations" of the character theory of finite groups (not necessarily abelian). 

1.3. Modular characters 

Let m be an integer ~ I. We denote by G(m) the multiplicative group 
(Z/mZ)* of invertible elements of the ring Z/mZ. It is an abelian group of 
order .p(m), where .p(m) is the Euler .p-function of m, cf. chap. I, n° 1.2. An 
element X of the dual of G(m) is called a character modulo m; it can be 
viewed as a function, defined on the set of integers prime to m, with values 
in C*, and such that x(ab) = x(a)x(b); it is convenient to extend such a 
function to all of Z by putting x(a) = 0 if a is not prime to m. 

Examples 
I) m = 4; the group G(4) has two elements, hence has a unique nontrivial 
character, which is x 1--+ (_l),(x), cf. chap. I, nO 3.2. 
2) m = 8; the group G(8) has four elements. It has three nontrivial 
characters which are 

x 1--+ (_IY(x" (_I)W(X', (_ly(x)hJ(X' 

cf. chap. I, n° 3.2. 
3) m = p with p prime =l=2. The group G(p) is cyclic of order p-l, hence 

has a unique character of order 2, the Legendre character x H (~) . 

4) m = 7. The group G(7) is cyclic of order 6, thus has two characters of 
order 3 which are complex conjugates. One of them is given by 

x(x) = 1 if x == ± I (mod 7) 

x(x) = e2f/1 / 3 if x == ± 2 (mod 7) 

x(x) = e4ni/3 if x == ± 3 (mod 7). 

The characters of order 2 are closely related to the Legendre characters. 
More precisely: 

Proposition 5.-Let a be a non-zero square-free integer (cf. chap. IV, n° 3.2) 
and let m = 41al. Then there exists a unique character Xa modulo m such that 

x,,(p) = (~) for all prime numbers p not dividing m. One has X~ = I and 

Xa =l= 1 if a =l= J. 
The uniqueness of Xa is clear because all integers prime to m are products 

of prime numbers not dividing m; the same argument shows that X; = 1. 
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To prove the existence of Xa' assume first that a = II ••. It where the 1/ 
are distinct prime numbers. different from 2. Then we take for Xa the character 

xix) = (_Iy<x)£(a) (~) •.. (~) . 

If p is a prime number distinct from 2 and the Ii' the quadratic reciprocity 
law shows that 

and XII has the required property. We have Xa to I if a =l= I; indeed, if we 
choose x such that 

(~)= -I and x == I (mod 4/2 ... It), 

we have Xa(x) = - 1. 
When a is of the form -b (or 2b or -2b) with b = II ... It as above. 

we take for Xa the product of Xb with the character (-I)'(X) (or (_I)W(X) 
or (_l)«xl+w(X». A similar argument shows that XII:f I. 

Remark.-One can prove that, if x is an integer >0 prime to m, then 

xix) = n (a, x), = n (0, x), 
'1m (I,m)=l 

where (0, x), denotes the Hilbert symbol of a and x in the field Q,. This 
formula could have been used to define Xa' 

§l. Dirichlet series 

2.1. Lemmas 

Lemma t.-Let U be an open subset of C and let In be a sequence of 
holomorphic functions on U which converges uniformly on every compact set 
to a function f Theil f is holomorphic in U and the derivatives In' of the In 
converge uniformly on all compact subsets to the derivative f' off 

Let us recall briefly the proof: 
Let D be a closed disc contained in U and let C be its boundary oriented 
in the usual manner. By Cauchy formula, one has 

In(zo) = ~ f fn(z) dz 
2m Z-Zo 

c 

for all Zo interior to D. Passing to the limit, one gets: 

f(zo) = ~ f.f(Z) dz, 
2m Z-Zo 

c 

which shows that f is holomorphic in the interior of D, and the first part of 



Dirichlet series 65 

the lemma follows. The second part is proved in the same way. using the 
formula: 

Lemma 2 (Abel's lemma).-Let (an) and (bn) be two sequences. Put: 

n=p ft=m' 

A,..p = L an and Sm.,., = L anbn. 
lI=m n=m 

Then one has: 
n=m'-I 

Sm.,., ~ L Am.n(bft-bn+ 1)+Am.m,bm,. 
"=m 

One replaces an by Am.ft-Am.ft-I and regroups the terms. 

Lemma 3.-Let IX, fJ be two real numbers with 0 < IX < fJ. Let z = x + iy 
.... ·ith x, y E R and x > O. Then: 

le-«z-e-pzl ~ I~I (e-OX_e- PX). 

One writes 
II 

e-«Z _e- Pz = z J e- 1z dt, 

« 

hence by taking absolute values: 
II 

le-u-e-/l'1 ~ Izl f e-I"dt = 1;1 (e-U-e- P"). 

'" 
2.2. Dirichlet series 

Let (An) be an increasing sequence of real numbers tending to + 00. For 
the sake of simplicity, we suppose that the An are ~ 0 (this is not essential, 
for we can always reduce ourselves to this case by suppressing a finite number 
of terms of the series under consideration). 

A Dirichlet series with exponents (An) is a series of the form 

Lane-A"' (an E C, Z E C). 

Examples 
(a) Aft = log n (ordinary Dirichlet series); such a series is written ~ anlnz, 

cf. n° 2.4. 
(b) A. = n. By setting t = e- z, the series becomes a power series in t. 

Remark.-The notion of Dirichlet series is a special case of that of the 
Laplace transform of a measure /L. This is the function 

<Xl 

fe-a, /L(t). 
o 
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The case considered here is that where p. is a discrete measure. (For more 
details, see for instance D. WIDDER, The Laplace Trans/orm, Princeton Univ. 
Press, 1946.) 

Proposition 6.-Jf the series f(z) = ~ane-An% converges for z = zo, it 
converges uniformly in every domain of the form R(z - zo) ~ 0, Arg(z - zo) ~ IX 

with IX < 'TT12. 
(Here, and in all that follows, R(z) denotes the real part of the complex 

number z.) 
After making a translation on z, we can suppose that Zo = O. The 

hypothesis then means that the series ~an is convergent. We must prove that 
there is uniform convergence in every domain of the form R(z) ~ 0, Izil R(z) 
~ k. Let e > O. Since the series ~II converges, there is an N such that if 
m, m' ~ N, we have IAm,m·1 ~ e (notations being those of lemma 2). Applying 
this lemma with bn = e- An=, we obtain 

m'-1 

Sm,lII' = L A/II .• (e-An%-e-An+I')+Am,/II·e-A,n". 
/II 

By putting z = x + iy and applying lemma 3, we find: 

ISm,m.1 ~ e(t + 1:lmtl (e-AnX_e-An+IX)} 

that is to say: 

hence: 

and the uniform convergence is clear. 

Corollary t.-Jf f converges for z = Zo, it converges for R(z) > R(zo) and 
the function thus defined is holomorphic. 

This follows from prop. 6 and lemma I. 

Corollary l.-The set of convergence of the series / contains a maximal 
open half plane (called the half plane of convergence). 

(By abuse of language we consider 0 and C as open half planes.) 
If the half plane of convergence is given by R(z) > P. we say that p is 

the abscissa of convergence of the series considered. 
(The cases 0 and C correspond respectively to p = + 00 and p = - (0). 
The half plane of convergence of the series ~Iallie-An' is called (for 

obvious reasons) the half plane of absolute convergence of f; its abscissa of 
convergence is denoted by p +. When "" = n (power series), it is well known 
that p = p +. This is not true in general. For example the simplest L series: 

L(z) = 1-1/3' + lIS' -1/1% + ... 
corresponds to p = 0 and p + = 1, as we will see later. 
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Corollary 3.-f(z) converges to f(zo) when z -+ Zo in the domain 

R(z - zo) ~ 0, JArg (z - zo)J ~ (I( with (I( < 7T/2. 

This follows from the uniform convergence and the fact that e-).n% tends 
to e-).n%o. 

Corollary 4.-The function f(z) can be identically zero only if all its 
coe11lcients an are zero. 

Let us show ao is zero. We multiply f by e).oz and make z tend to + OCJ 

(with z real for instance). The uniform convergence ·shows that e).o%f tends 
then to ao hence ao = O. We proceed similarly for a" etc. 

2.3. Dirichlet series with positive coe11lcients 

Proposition 7.-Let f = 1:ane-).n% be a Dirichlet series whose coe11lcients 
an are real ~ O. Suppose that f converges for R(z) > p, with peR, and that 
the function f can be extended analytically to a function holomorphic in a 
neighborhood of the point z = p. Then there exists a number e > 0 such that f 
converges for R(z) > p - t. 

(In other terms, the domain of convergence off is bounded by a singularity 
of flocated on the real axis.) 

After replacing z by z - p, we can assume that p = O. Since f is holo­
morphic for R(z) > 0 and in a neighborhood of 0, it is holomorphic in a 
disc Iz -11 ~ 1+ e, with e > O. In particular, its Taylor series converges in 
this disc. By lemma I, the pth derivative off is given by the formula 

j<P)(Z) = Lan(-An)Pe-;'n% for R(z) > 0; 
n 

hence 
f(P)(1) = (-l)P L .\~a"e-;'n. 

" 
The Taylor series in question can be written 

00 1 
f(z) = L - (z- W{(P)(I), 

p"op! 

]n particular for z = -e, one has 

Iz-II ~ I+e. 

f( -e) = f 1. (1 +e)P( -l)'{(P)(l). 
p=o p! 

the series being convergent. 
But (-l)Pj<P)(l) = 1: .\~a"e-;'n is a convergent series with positive terms. 

n 

Hence the double series with positive terms 

fe-e) = L an~(I+e)P.\~e-;'n 
P." p. 
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converges. Rearranging terms, one gets 

co 1 
f( -e) = L a"e-An L - (1 +e)'A: 

" ,=Op! 

= L a"e- AneAn(1 +.) = La"eAn', 

" " 
which shows that the given Dirichlet series converges for z = -e, thus also 
for R(z) > -e. 

2.4. Ordinary Dirichlet series 

This is the case A" = log n. The corresponding series is written 

co 

f(s) = L a"ln', 
,,=1 

the notation s being traditional for the variable. 

Proposition 8.-Jf the a" are bounded, there is absolute convergence for 
R(s) > 1. 

co 
This follows from the well known convergence of ~ I/n« for IX'> 1. 

n .. 1 

p 

Proposition 9.-Jf the partial sums Am, = ~ aft are bounded, there is . '" 
convergence (not necessarily absolute) for R(s) > O. 

Assume that !Am.,! ~ K. By applying Abel's lemma (lemma 2). one 
finds 

iSm,m'! ~ K(m~ll~ - (n:l)" + I~"I) 
We can suppose that s is real (by prop. 6). This allows us to write the preced­
ing inequality in the simpler form 

!Sm,m'! ~ KIm'. 

and the convergence is clear. 

§3. Zeta IUflCtion and L I uflCtions 

3,1. Eulerian products 

Definition 2.-A function f: N ~ C is called multiplicative if f( 1) = I and 

f(mn) = f(m)f(n) 

whenever the integers nand m are relatively prime. 
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Examples.-The Euler 4>-function (chap. I, n° 1.2) and the Ramanujan 
function (chap. VII, n° 4.5) are multiplicative. 

Let f be a bounded multiplicative function. 

<1) 

Lemma 4.-The Dirichlet series 1: f(n)Jlls converges absolutely for 
n-I 

R(s) > 1 and its sum in this domain is equal to the convergent infinite product 

n (I +f(p)p-s+ ... +f(p"')p-ms+ ... ). 
peP 

(Here and in the following, P denotes the set of prime numbers.) 
The absolute convergence of the series follows from the fact that I is 

bounded (prop. 8). Let S be a finite set of prime numbers and let N(S) be 
the set of integers ~ 1 all of whose prime factors belong to S. 

The following equality is immediate: 

L f(n)Jns = n (f f(P"')P-ms) 
IIEN(S) peS ",=0 

<1) 

When S increases, the left hand side tends to 1: f(n)Jns. From this, one sees 
n=1 

that the infinite product converges and that its value is equal to 1:f(n)fn'. 

Lemma 5.-If f is multiplicative in the strict sense (i.e. if f(nn') = f(n)f(n') 
Jor all pairs n, n' EN), one has: 

<1) 1 
L f(n)Jn5 = n --
~= I peP 1-J(p}Jp' 

This follows from the above lemma and the identity J(p"'} = J(p) .... 

3.2. The zeta function 

Apply the preceding section with J = I. We obtain the function 

CI) 1 1 
'(s) = L -S = n -, 

~=In peP 1 _.! 
pS 

these formulas making sense for R(s) > I. 

Proposition IO.-(a) The zeta function is holomorphic and ~ 0 in the half 
plane R(s) > l. 

(b) One has: 

'(s) = _1_ + 4>(s), 
s-I 

where 4>(s) is holomorphic Jor R(s) > o. 
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Assertion (a) is clear. For (b), we remark that 

QQ 

-- = t t = L... I f -sd ~ 
s-I n=1 

1 

n+1 f t-Sdt. 

" 
Hence we can write 

{(s) =~- + f (~- "I+I t-Sdt) = _1_ + I nI+I(n-S_'-S)dt. 
s-l ,,=1 n s-l ,.=1 

" " 
Put now: 

11+1 

eMs) = f (n-S-t-S)dt and cf>(s) = 1I~1 cf>,,(s). 

n 

We have to show that cf>(s) is defined and holomorphic for R(s) > O. But it is 
clear that each cf>,.(s) has those properties, thus it suffices to prove that the 
series r.cf>,. converges normally on all compact sets for R(s) > O. One has: 

Icf>,.(s)I ~ sup In-s-,-si. 
n::;I::;o+1 

But the derivative of the function II-S_t-S is equal to sIt' + 1. From this we 
get: 

Icf> .. (s) I ~ ~Sll' with x = R(s), 
n 

and the series r.cf> .. converges normally for R(s) ~ e, for all e > O. 

Corollary t.-The zeta function has a simple pole for s = J. 
This is clear. 

Corollary 2.-When s _ I, one has r. p-s --log I/(s-I), and r. lIP'" 
remains bounded. p p,le 0= 2 

One has: 
I 

log {(s) = L ~ = L IIp' + I/I(s) , 
pep,kO=lk.p peP 

with I/I(s) = r. r. (1Ik.ph). The series 1/1 is majorized by the series 
peP Ie 0:2 

QQ 

'f)llS = LI/pS(pS_I) ~ })/p(p-I) ~ L I/n(n- I) = J. 
11=2 

This implies that 1/1 is bounded, and since cor. I shows that log Us)-­
I 

log -, cor. 2 follows. 
S-I 

Remark.-Even though it is not necessary for our purpose, it should be 
mentioned that Us) can be extended to a meromorphic function on C with 
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the single pole s = 1. The function f(s) = 'IT- S'2r(s/2)t(s) is meromorphic 
and satisfies the functional equation ~(s) = ~(l-s). 

Moreover, the zeta function takes rational values on the negative 
integers: 

" - 2,,) = 0 if n > 0 
W-2n) = (-I)nBn/2n ifn > 0, 

where Bn denotes the nth Bernoulli number (cf. Chap. VII, n° 4.1). 
One conjectures (Riemann hypothesis) that the other zeros of , are on 

the line R(s) = t. This has been verified numerically for a large number of 
them (more than three million). 

3.3. The L-functions 

Let m be an integer ~ I and let X be a character mod m (cf. n° \.3). The 
corresponding L function is defined by the Dirichlet series 

00 

L(s, X) = L x(n)/n·. 
n=1 

Note that, in this sum, it is only the integers n which are prime to m which 
give a non-zero contribution. 

The case of the unit character gives nothing essentially new: 

Proposition It.-For X = 1, one has 

L(s, 1) = F(sg(s) with F(s) = n (1- p-S). ,i: 
In particular L(s, 1) extends analytically for R(s) > 0 and has a simple pole 
at s = 1. 

This is clear. 

Proposition 12.-For x =F 1 the series L(s, X) converges (resp. converges 
absolutely) in the half plane R(s) > 0 (resp. R(s) > 1); one has 

1 
L(s, X) = n for R(s) > 1. 

peP 1 _ x(p) 
p" 

The assertions relative to R(s) > 1 follow from what has been said in 
n° 3.1. It remains to show the convergence of the series for R(s) > O. Using 
prop. 9, it suffices to see that the sums 

v 

A ... v = Lx(n), u ~ v, .. 
are bounded. Now, by prop. 4, we have 

.. +m-l 

L x(n) = O. 
II 
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Hence it suffices to majorize the sums Au.v for v-u < m. and this is obvious: 
one has 

IAu.vl ~ ¢(m). 

The proposition follows. 

Remark.-In particular L(I, X) is finite when X ::j= I. The essential point 
of Dirichlet's proof consists in showing that L( I. X) is different from zero. 
This is the object of the next section. 

3.4. Product of the L functions relative to the same integer m 

In this section, m is a fixed integer ~ I. If p does not divide m. we denote 
by p its image in G(m) = (ZjmZ)* and by f(p) the order of p in the group 
G(m). By definition, f(p) is the smallest integer f> 1 such that pI == 1 
(mod m). We put 

g(p) = ¢(m)Jf(p); 

This is the order of the quotient of G(m) by the subgroup (fJ) generated by p. 

Lemma 6.-1/ p-r m, one has the identity 

n (I - X(p)T) = (1- Tf(P)Y(P), 

where the product extends over all characters X of G(m). 
Let W be the set of f(p)-th roots of unity. One has the identity 

n (1- wT) = I-TI(p). 
weW 

Lemma 6 follows from this and the fact that for all WE W there exists g(p) 
characters X of G(m) such that x(fJ) = w. 

We now define a new function {m(s) by means of the formula 

{m(s) = n L(s, x), 
11. 

the product being extended over all characters X of G(m). 

Proposition 13.-0ne has 

I 
{m(s) = n ( 1 )'CP)· pfm 1 __ _ 

pICP)' 

This is a Dirichlet series, with positive integral coefficients, converging in the 
half plane R(s) > I. 

Replacing each L function by its product expansion, and applying 
lemma 6 (with T = p-"), we obtain the product expansion of 'm(s). This 
expansion shows clearly that it is a series with positive coefficients; its con­
vergence for R(s) > I is clear. 
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Theorem 1.-(a) 'III has a simple pole at s = I. 
(b) L(I, X) #; 0 for all X =t= I. 

If L(I, x) =t= 0 for all X =t= I, the fact that L(s, 1) has a simple pole at 
s = 1 shows that the same is true for 'III' Thus (b) :0 (a). Suppose now that 
L(I, X) = 0 for some X =4= I. Then the function 'III would be holomorphic 
at s = I, thus also for all s such that R(s) > 0 (cf. prop. 11 and 12). Since 
it is a Dirichlet series with positive coefficients, this series would converge 
for all s in the same domain (prop. 7). But this is absurd. Indeed, the pth-factor 

of 'III is equal to 

1 = (I +p-IC')&+p-2/C,)'+ •• • ),(,) 
(1 - P - I(,)"C,) , 

and dominates the series 
I +p-4>(1II)5+ p -24>(1II)5 + ... 

It follows that 'III has all its coefficients greater than those of the series 

L n-4>(III)s 
(n. 111)= 1 

which diverges for s = _1_. This concludes the proof. 
r/J(m) 

Remark.-The function , ... is equal (up to a finite number of factors) 
to the zeta function associated with the field of mth roots of unity. The fact 
that 'III has a simple pole at.f = I can also be deduced from general results on 
zeta functions of algebraic number fields. 

§4. DellSity and Dirichlet theorem 

4.1. Density 

Let P be the set of prime numbers. We have seen (cor. 2 to prop. 10) 
that, when s tends to I (s being real> 1 to fix the ideas) one has 

L.!. '" log _1_. 
PEP p' s-1 

Let A be a subset of P. One says that A has for density a real number k 
when the ratio 

(,~;. )/(IOg S~I) 
tends to k when s - I. (Of course, one then has 0 ~ k ~ 1.) The theorem 
on arithmetic progressions can be refined in the following way: 

Theorem l.-Let m ~ I and let a be such that (a, m) = I. Let P" be the 
set of prime numbers such that p == a (mod m). The set P" has density l/r/J(m). 

(In other words the prime numbers are "equally distributed" between the 
different classes modulo m which are prime to m.) 
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Corollary.-The set Pa is infinite. 
Indeed a finite set has density zero. 

The theorem on arithmetic progressions 

4.2. Lemmas 

Let X be a character of G(m). Put 

f.js) = L X(p)/p', 
p1'm 

this series being convergent for s > 1. 

1 
Lemma 7.-Jfx = 1, thenfx""" log -fer s -+ 1. 

s-I 

Indeed, fl differs from the series I.I/ps by a finite number of terms only. 

Lemma 8.-If X =1= I, fx remains bounded when s -+ 1. 
We use the logarithm of the function L(s, x). It is necessary to make a 

little more precise what we mean by this (due to the fact that "log" is not 
properly speaking a function): 

L(s, x) is defined by the product [11/(1- x(P)pS). For R(s) > I each factor 

is of the form 1/(1- ex) with lexl < I. We define log _I - as I. exn/n ("principal" 
I-ex n=1 

determination of the logarithm) and we define log L(s, x) by the series (clearly 
convergent) : 

I 
log L(s, x) = L log (R(s) > I) 

I-x(p)p-' 

= L x(pt!npns 
n. P 

(Equivalent definition: take the "branch" of log L(s, x) in R(s) > I which 
becomes 0 when s -+ + 00 on the real axis.) 

We now split log L(s, X) into two parts: 

log L(s, X) = !xes) + Fx(s) 
with 

F.js) = L X(p)"/np"s. 
p.n~2 

Theorem I, together with cor. 2 of prop. 10, shows that log L(s, x) and 
Fx(s) remain bounded when s -+ 1. Hence the same holds for fx(s), which 
proves the lemma. 

4.3. Proof of theorem 2 

We have to study the behavior of the function 

ga(s) = L lipS 
PEP. 

for s --+ 1. 
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Lemma 9.-0ne has 

ga(s) = rf;(~) t X(a) -Ifx(s), 

the sum being extended over all characters X of G(m). 

7S 

The function Lx(a)-'fis) can be written, by replacingfx by its definition: 

L (L x(a-1)X(p»)lp·. 
ptm x 

But x(a- 1 )x(p) = x(a-1p). By the corollary to prop. 4, we have: 

Lx(a-Ip) = rf;(m) ifa-Ip == I (modm) 

= 0 otherwise. 

Hence we find the function rf;(m)ga(s). 

Theorem 2 is now clear. Indeed, lemma 7 shows that fis) ,..., log _I_ 
s-I 

for X = 1, and lemma 8 shows that all other fx remain bounded. Using 

lemma 9, we then see that gis) ,..., _1_ log _1_ , and this means that the 
. . 1 rf;(m) s-I 

densIty of Pa IS -- , q.e.d. 
rf;(m) 

4.4. An application 

Proposition 14.-Let a be an integer which is not a square. The set of 

prime numbers p such that (~) = I has density t. 
We can assume that a is square-free. Let m = 41al, let Xa be the character 

(mod m) defined in prop. 5 of n° 1.3 and let H c G(m) be the kernel of Xa 
in G(m). If p is a prime number not divisible by m, let p be its image in G(m). 

We have (~) = I if and only if p is contained in H. By tho 2 the set of prime 

numbers verifying this condition has for density the inverse of the index of H 
in G(m), that is to say 1. 

Corollary.-Let a be an integer. If the equation x2 -a = 0 has a solution 
modulo p for almost all pEP, it has a solution in Z. 

Remark.-There are analogous results for other types of equations. For 
instance: 
i) let f(x) = aoXn + ... + an be a polynomial of degree n with integer co­
efficients, which is irreducible over Q. Let K be the field generated by the 
roots of f (in an algebraically closed extension of Q) and let N = [K: Q]. 
One has N ~ n. Let Pfbe the set of prime numbers p such thatf"decomposes 
completely modulo p", i.e. such that all the roots off (mod p) belong to Fp' 

One can prove that Pf has density .l . (The method is analogous to that of 
N 
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the Dirichlet theorem-one uses the fact that the ze~a function of the field 
K has a simple pole at s = I.) One can also give the density of the set Pi of 
p such that the reduction of f (mod p) has at least one root in Fp; it is a 
number of the form q/N with 1 ~ q < N (setting aside the trivial case 
where n = I). 
ii) More generally, let (f.(x I' ••• , x.)} be a family of polynomials with 
integer coefficients and let Q lie the set of pEP such that the reductions of 
fm (mod p) have a common zero in (Fp)·. It can be proved (see J. Ax, Ann. of 
Maths., 85, 1967, pp. 161-183) that Q has a density; moreover this density 
is a rational number and is zero only if Q is finite. 

4.5. Natural density 

The density used in this paragraph is the "analytic density" (or "Dirichlet 
density"). Despite its apparent complexity, it is very convenient. 

There is another notion, that of "natural density": a subset A of P has 
natural density k if the ratio 

number of elements of A which are ~ n 

n urn ber of elements of P which are ~ n 

tends to k when n ~ 00. 

One can prove that, if A has natural density k, the analytic density of A 
exists and is equal to k. On the other hand, there exist sets having an analytic 
density but no natural density. It is the case, for example, of the set pi of 
prime numbers whose first digit (in the decimal system, say) is equal to 1. 
One sees easily, using the prime number theorem, that pi does not have a 
natural density and on the other hand BOMBIERI has shown me a proof that 
the analytic density of pI exists (it is equal to log\02 = 0.301029995 ... ). 

However, this "pathology" does not occur for the sets of prime numbers 
considered above: the set of pEP such that p == a (mod m) has a natural 
density (equal to l/"'(m), if a is prime to m); the same holds for the sets 
denoted PI' Pi, and Q in the preceding section. For a proof (and an estimate 
of the "error term") see K. PRACHAR, Primzahlverteilung, V, §7. 
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Modular Forms 

§ 1. The modular group 

1.1. Definitions 

Let H denote the upper half plane of C, i.e. the set of complex numbers 
z whose imaginary part Im(z) is > O. 

Let SL2(R) be the group of matrices (; :) , with real coefficients, such 

that ad-be = I. We make SL2(R) act on C = Cu {co l in the following 
way: 

(1) 

if g = (; ~) is an element of SL2(R), and if z E C, we put 

az+b 
gz = --. 

ez+d 

One checks easily the formula 

F () Im(z) 1m gz = 
lcz+dl2 

This shows that H is stable under the action of SL2(R). Note that the element 

- I = (-~ _~) of SL2(R) acts trivially on H. We can then consider that 

it is the group PSL2(R) = SL2(R)/ {± I} which operates (and this group 
acts faithfully-one can even show that it is the group of all analytic auto­
morphisms of H). 

Let SL2(Z) be the subgroup of SL2(R) consisting of the matrices with 
coefficients in Z. It is a discrete subgroup of SL2(R). 

Definition I.-The group G = SLiZ)/ { ± 1 } ;s called the modular group; 
it is the image of SL2(Z) in PSL2(R). 

If g = (; :) is an element of SL2(Z), we often use the same symbol to 

denote its image in the modular group G. 

1.2. Fundamental domain of the modular group 

Let Sand T be the elements of G defined respectively by (~ 
(~ D. One has: 

77 

-1) o and 
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Sz = -1/z, 
S2 = I, 

Tz = z+1 
(ST)3 = I 

Modular forms 

On the other hand, let D be the subset of H formed of all points z such 
that Izl ~ 1 and I Re(z) I ;:;! 1/2. The figure below represents the transforms 
of D by the elements: 

{I, T, TS, ST-1S, S, ST, STS, T-1S, T- 1 } of the group G. 

Fig. 1 

We will show that D is a fundamental domain for the action of G on the 
half plane H. More precisely: 

Theorem 1.-(1) For every z E H, there exists g E G such that gz E D. 
(2) Suppose that two distinct points z, z' of D are congruent modulo G. 

Then, R(z) = ± t and z = z' ± I, or Izi = I and z' = - I/z. 
(3) Let ZED and let I(z) = {gig E G. gz = z} the stabilizer of z in G. 

One has I(z) = {I} except in the following three cases: 
z = i, in which case I(z) is the group of order 2 generated by S; 
z = p = e2";/3. in which case I(z) is the group of order 3 generated by ST; 
z = - p = eJti/ 3 , in which case I(z) is the group of order 3 generated by TS. 

Assertions (I) and (2) imply: 

Corollary.-The canonical map D ~ H/G is surjective and its restriction 
to the interior of D is injective. 

Theorem 2.-The group G is generated by Sand T. 

Proof of theorems I and 2.-Let G' be the subgroup of G generated by 
Sand T, and let z E H. We are going to show that there exists g' e G' such 

that g'z E D, and this will prove assertion (I) of theorem I. If g = (: ~) 
is an element of G', then 

(I) 
Im(z) 

Im(gz) = --- . 
Icz+dl 2 
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Since e and d are integers, the numbers of pairs (e, d) such that lez+dl is 
less than a given number is finite. This shows that there exists g E G' such 
that Im(gz) is maximum. Choose now an integer n such that T"gz has real 
part between -! and +!. The element z' = Tngz belongs to D; indeed, it 
suffices to see that Iz'l ~ I, but if Iz'l < I, the element -I/z' would have 
an imaginary part strictly larger than Im(z'), which is impossible. Thus the 
element g' = T"g has the desired property. 

We now prove assertions (2) and (3) of theorem I. Let ZED and let 

g =(: :) e G such that gz E D. Being free to replace (z, g) by (gz, g-I), 

we may suppose that Im(gz) ~ Im(z), i.e. that lez+dl is ~ 1. This is clearly 
impossible if lei ~ 2, leaving then the cases c = 0, I, -1. If e = 0, we have 
d = ± 1 and g is the translation by ± b. Since R(z} and R(gz) are both 
between -! and i, this implies either b = ° and g = 1 or b = ± I in which 
case one of the numbers R(z) and R(gz) must be equal to -! and the other 
to i. If c = 1, the fact that Iz+dl is ~ 1 implies d = ° except if z = p (resp. 
- p) in which case we can have d = 0, I (resp, d = 0, -I). The case d = ° 
gives Izl ::;; I hence Izi = I; on the other hand, ad - bc = I implies b = - I, 
hence gz = a-I/z and the first part of the discussion proves that a = ° 
except if R(z) = ± i, i.e. if z = p or - p in which case we have a = 0, - 1 or 
a = 0, 1. The case z = p, d = 1 gives a-b = 1 and gp = 0-1/(1 + p) = a+ p, 
hence a = 0, 1; we argue similarly when z == - p, d = -1. Finally the case 
c = - 1 leads to the case c = 1 by changing the signs of a, b, c, d (which 
does not change g, viewed as an element of G). This completes the verific­
ation of assertions (2) and (3). 

It remains to prove that G' == G. Let g be an element of G. Choose a 
point Zo interior to D (for example Zo = 2;). and let z = gzo. We have seen 
above that there exists g' E G' such that g'z E D. The points Zo and g'z = 
g'gzo of D are congruent modulo G, and one of them is interior to D. 
By (2) and (3), it follows that these points coincide and that g'g = t. Hence 
we have g E G', which completes the proof. 

Remark.-One can show that (S, T; S2, (ST)3) is a presentation of G, 
or, equivalently, that G is the free product of the cyclic group of order 2 
generated by S and the cyclic group of order 3 generated by ST. 

§2. Modular functions 

2.1. Definitions 

Definition 2.-Let k be an integer. We soya function f ;s weakly modular 
of weight 2k( 1) iff is meromorphic on the half plane H and verifies the relation 

(2) f(z) = (CZ+d)-2kf(~~!:) for all (: :) E SL2(Z). 

(1) Some authors say that f is "of weight - 2k", others that f is "of weight k'·. 
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Let g be the image in G of (~ !). We have d(gz)ldz = (cz+d)-2. The 

relation (2) can then be written: 

f(gz) = (d(gZ») - k 

fez) dz 
or 

(3) 

It means that the "differential form of weight k" f(z)dzk is invariant under G. 
Since G is generated by the elements Sand T (see tho 2), it suffices to check 
the invariance by S and by T. This gives: 

Proposition I.-Let f be meromorphic on H. The function f is a weakly 
modular function of weight 2k if and only if it satisfies the two relations: 

(4) 

(5) 

f(z+ I) = fez) 

f( -lIz) = Z2,,/(Z). 

Suppose the relation (4) is verified. We can then express f as a function 
of q = e27fi%, function which we will denote by J; it is meromorphic in the 
disk lqi < 1 with the origin removed. If J extends to a meromorphic (resp. 
holomorphic) function at the origin, we say, by abuse of language, that f 
is meromorphic (resp. holomorphic) at infinity. This means that J admits a 
Laurent expansion in a neighborhood of the origin 

-00 

where the a" are zero for n small enough (resp. for n < 0). 

Definition 3.-A weakly modular function is called modular if it is mero­
morphic at infinity. 

When f is holomorphic at infinity, we set f( 00) = J(O). This is the value 
of f at infinity. 

Definition 4.-A modular function which is holomorphic everywhere 
(including infinity) ;s called a modular form; if such a function ;s zero at 
infinity, it ;s called a cusp form ("Spitzenform" in German-'j'orme para­
bo/ique" in French). 

A modular form of weight 2k is thus given by a series 

00 00 

(6) fez) = L a"q" = L a"e21till
% 

11=0 11=0 

which converges for iqi < I (i.e. for Im(z) > 0), and which verifies the 
identity 

(5) f( -lIz) = zlkf(z). 

It is a cusp form if ao = O. 
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Examples 
\) Iff and f' are modular forms of weight 2k and 2k', the product ff' is a 
modular form of weight 2k+2k'. 
2) We will see later that the function 

00 

q n (l_qn)24 = q-24q2+252q3-l472q4+ ... 
n=1 

is a cusp form of weight 12. 

2.2. Lattice functions and modular functions 

We recall first what is a lattice in a real vector space V of finite dimension. 
It is a subgroup r of V verifying one of the following equivalent conditions: 

i) r is discrete and vir is compact; 
ii) r is discrete and generates the R-vector space V; 
iii) There exists an R-basis (el' ... ,en) of V which is a Z-basis of r (i.e. 
l' = Ze l Et1 ... Et1 Zen). 

Let ~ be the set of lattices of C considered as an R-vector space. Let M 
be the set of pairs (w), w2 ) of elements of C* such that Im(w)/w2) > 0; to 
such a pair we associate the lattice 

r(wI' w2) = ZW 1 Et1 ZW2 

with basis {WI' W2}. We thus obtain a map M ---?- f!l which is clearly surjective. 

Let g = (~ ~) E SL2(Z) and let (WI' w2) EM. We put 

W; = aWl +bW2 and wi = CWI +dw2. 

It is clear that {w;, wi} is a basis off(wl' w2 ). Moreover, if we set z = W)/W2 

and z' = w;/w~, we have 

, az+b z = -~- = gz. 
cz+d 

This shows that lm(z') > 0, hence that (w;, w~) belongs to M. 

Proposition 2.-For two elements of M to define the same lattice it is 
necessary and sufficient that they are congruent modulo SL2(Z). 

We just saw that the condition is sufficient. Conversely, if (WI' w2) and 
(w;, wi) are two elements of M which define the same lattice, there exists 

an integer matrix g = (: ~) of determinant ± 1 which transforms the first 

basis into the second. If det(g) was < 0, the sign of lm(w;/w]) would be 
the opposite of Im(w)/w2) as one sees by an immediate computation. The 
two signs being the same, we have necessarily det(g) = 1 which proves the 
proposition. 

Hence we can identify the set fJl of lattices of C with the quotient of M 
by the action of SL2(Z). 
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Make now C· act on fJt (resp. on M) by: 

f 1-+ Af (resp. (WI> (2) 1-+ (Awl' A(2», A E C·. 

The quotient MIC· is identified with H by (wI' (2) 1-+ z = w.lw2' and 
this identification transforms the action of SL2(Z) on M into that of 
G = SL2(Z)1 {± I} on H (cf. nO 1.1). Hence: 

Proposition 3.-The map (wI' (2) 1-+ wdw2 gives by passing to the quotient, 
a bijection oj fJtlC· onto HIG. (Thus, an element of HIG can be identified 
with a lattice of C defined up to a homothety.) 

Remark.-Let us associate to a lattice f of C the elliptic curve Er = qf. 
It is easy to see that two lattices f and f' define isomorphic elliptic curves 
if and only if they are homothetic. This gives a third description of HIG = 
fJtIC·: it is the set of isomorphism classes of elliptic curves. 

Let us pass now to modular Junctions. Let F be a function on fJt, with 
complex values, and let k E Z. We say that F is of weight 2k if 

(7) 

for all lattices r and all A E C·. 
Let F be such a function. If (WI' (2) EM, we denote by F(wI' (2) the 

value of F on the lattice f(wI' (2)' The formula (7) translates to: 

(8) 

Moreover, F(wI' (2) is invariant by the action of SL2(Z) on M. 
Formula (8) shows that the product w~kF(wI' (2) depends only on 

z = w.lw2' There exists then a function f on H such that 

(9) F(wI' (2) = w:;2Y(w.lw2)· 

Writing that F is invariant by SL2(Z), we see that J satisfies the identity: 

(2) fez) = (cz+d) '/-- for all E SL1(Z). -2k (aZ+b) (a b) 
cz+d c d 

Conversely, iff verifies (2). formula (9) associates to it a function F on yt 

which is of weight 2k. We can thus identify modular functions of weight 2k 
with some lattice functions of weight 2k. 

2.3. Examples of modular functions; Eisenstein series 

Lemma I.-Let I' be a lattice in C. The series ~' l/lyl" is convergent for 
a > 2. yeI' 

(The symbol ~' signifies that the summation runs over the nonzero 
elements of f.) 

We can proceed as with the series ~l/n«, i.e. majorize the series under 

consideration by a multiple of the double integral f'r /xd>; /2 extended 
j(x +y)" 
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over the plane deprived of a disk with center O. The double integral is easily 
computed using "polar coordinates". Another method, essentially equivalent, 
consists in remarking that the number of elements of r such that Irl is 
between two consecutive integers nand n+ I is O(n); the convergence of the 
series is thus reduced to that of the series "f.1/n,,-I. 

Now let k be an integer> l. If r is a lattice of C, put 

(to) Gir) = L' IJy2k. 
yer 

This series converges absolutely, thanks to lemma l. It is clear that Gk is 
of weight 2k. It is called the Eisenstein series of index k (or index 2k following 
other authors). As in the preceding section, we can view Gk as a function on 
M, given by: 

'\" 1 
Gk(wl' w2) = ~ 2k' 

m," (mwl +nw2) 
(II) 

Here again the symbol "f.' means that the summation runs over all pairs of 
integers (m, n) distinct from (0, 0). The function on Il corresponding to Gk 

(by the procedure given in the preceding section) is again denoted by Gk • 

By formulas (9) and (II), we have 

(12) G,.{z) = L' I -
m,. (mz+n)2k 

Proposition 4.-Let k be an integer > I. The Eisenstein series Gk(z) is a 
modular form of weight 2k, We have Gk(oo) = 2{{2k) where t denotes the 
Riemann zeta function. 

The above arguments show that Giz) is weakly modular of weight 2k. 
We have to show that Gk is everywhere holomorphic (including infinity). 
First suppose that z is contained in the fundamental domain D (cf. n° 1.2). 
Then 

Imz+nl2 = m2zz+2mnR(z)+n2 

~ m2-mn+n l = Imp-nl 2, 

By lemma 1, the series "f.'I/lmp-nI 2k is convergent. This shows that the 
series Gk(z) converges normally in D, thus also (applying the result to Gk(g-lZ) 
with g E G) in each of the transforms g D of D by G. Since these cover H 
(th. I), we see that Gk is holomorphic in H, It remains to see that Gk is 
holomorphic at infinity (and to find the value at this point). This amounts 
to proving that Gk has a limit for Im(z) - 00. But one may suppose that z 
remains in the fundamental domain D; in view of the uniform convergence 
in D, we can make the passage to the limit term by term. The terms 
1/(mz+n)2k relative to m * 0 give 0; the others give l/n2k. Thus 

<J) 

lim.Gk(z) = L'I/n2k = 2 L l/n2k = 2t(2k) q.e.d. 
n=1 

Remark.-We give in n° 4.2 below the expansion of Gk as a power series 
in q = e lft1z • 
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Examples.-The Eisenstein series of lowest weights are G2 and G3 , 

which are of weight 4 and 6. It is convenient (because of the theory of 
elliptic curves) to replace these by mUltiples: 

(13) g2 = 60G2 , g3 = 140G3 · 

We have gkXl) = 120,(4) and gkYJ) = 280,(6). Using the known values 
of ,(4) and '(6) (see for example n° 4.1 below), one finds: 

(14) 

If we put 

(15) 

4 4 gioo) = - 1T , 

3 

we have .:l( (0) = 0; that is to say, .:l is a cusp form of weight 12. 

Relation with elliptic curves 
Let r be a lattice of C and let 

(16) Pr(u) = ~ + I' ( ___ I ---.!..) 
u2 yEr (U_y)2 y2 

be the corresponding Weierstrass function{l). The Gk(I') occur into the 
Laurent expansion of Pr: 

(17) 

If we put x = Pr(u), Y = P~(u), we have 

(18) 

with g2 = 6OG2(r), g3 = 140G3(r) as above. Up to a numerical factor, 
.:l = g~ - 27g~ is equal to the discriminant of the polynomial 4x3 - g2 X - g3. 

One proves that the cubic defined by the equation (18) in the projective 
plane is isomorphic to the elliptic curve qr. In particular, it is a nOl/singular 
curve, and this shows that .:l is 4= O. 

§3. The space of modular forms 

3.1. The zeros and poles of a modular function 

Let f be a meromorphic function on H, not identically zero, and let p 
be a point of H. The integer n such that f/(z - p)" is holomorphic and non­
zero at p is called the order off at p and is denoted by vif). 

(1) See for example H. CARTAN, Theorie elementaire des fonctions analytiques d'une ou 
plusieurs variables complexes, chap. V, §2, nO 5. (English translation: Addison-Wesley Co.) 
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When f is a modular function of weight 2k, the identity 

f(z) = (cz+d)-2k f(Ll~+b) 
cz+d 

shows that vp(f) = vg(P)(f) if g E G. In other terms, vp(f) depends only on 
the image of p in H/G. Moreover one can define voo(f) as the order for 
q = 0 of the functionJ(q) associated tof(cf. n° 2.1). 

Finally, we will denote by ep the order of the stabilizt:r of the point p; 
we have ep = 2 (resp. ep = 3) if p is congruent modulo G to i (resp. to p) 
and ep = I otherwise, cf. tho I. 

Theorem 3.-Let f be a modular function of weight 2k, not identically 
zero. One has: 

(19) 
I k 

v,y,(f) + L - vp(f) = - . 
peHIG ep 6 

[We can also write this formula in the form 
I I k 

(20) voo(f) + -- Vi(f) + vp(f) + L* Vp(f) =--
2 3 peHIG 6 

where the symbol ~* means a summation over the points of HIG distinct 
from the classes of i and p.] 

Observe first that the sum written in tho 3 makes sense, i.e. that f has 
only a finite number of zeros and poles modulo G. Indeed, since! is mero­
morphic, there exists r > 0 such that! has no zero nor pole for 0 < Iq I < r; 

] 
this means thatfhas no zero nor pole for Im(z) > - log (I/r). Now, the part 

21T 

Dr of the fundamental domain D defined by the inequality Im(z) ~ LIog 

(I/r) is compact; sincefi.s meromorphic in H, it has only a finite number of 
zeros and of poles in Dr. hence our assertion. 

To prove theorem 3, we will integrate 1.- d[ on the boundary of D. More 
precisely: 2m f 

I) Supposethatfhas no zero nor poleon the boundary of Dexcept possibly 
i, p, and -po There exists a contour'G' as represented in Fig. 2 whose interior 
contains a representative of each zero or pole of f not congruent to i or p. 

By the residue theorem we have 

On the other hand: 

_I . f r!l = L* v,(f) 
21T1 f peHIG 

'tI' 

a) The change of variables q = e2tti% transforms the arc EA into a circle w 

centered at q = 0, with negative orientation, and not enclosing any zero or 
pole of J except possibly O. Hence 

A 

J.. fdf = _I fr!l = -voo(f). 
2iTT f 2iTT f 

E w 
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b) The integral of _1- tJ[ on the circle which contains the arc BB', oriented 
2i1T f 

negatively, has the value - vp(J). When the radius of this circle tends to 0, 
/".... 21T 

the angle BpB' tends to - . Hence: 
6 

B' 

- - - - -v (f). I fd! I 
2ifT! 6 p 

B 

Similarly when the radii of the arcs CC' and DD' tend to 0: 

C' 

- - - - - v/(f) I fd! I 
2i1T! 2 

C 

D' 

_1 It}[ - - ~ v (f). 
2ifT! 6 p 

D 

c) T transforms the arc AB into the arc ED'; since f(Tz) = fez), we get: 

B E _I fd! + ._1 fd! = o. 
2i1T ! 2i1T f 

A D' 

d) S transforms the arc B'C onto the arc DC'; since !(Sz) = Zl,,/(Z). we 
get: 

df(Sz) = 2k ~ + df(z) , 
f(Sz) z fez) 
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hence: 
CDC 

1 fd! 1 fd! 1 f(d!(Z) d!(SZ») 
2i1T ! + 2i1T f = 2/; fez) - f(Sz) 

B' c' B' 

c 

= ~f(-2kdZ) 
2/1T Z 

B' 

-+ -2k ( - 112) = ~ 
when the radii of the arcs BB', CC', DD', tend to O. 
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Writing now that the two expressions we get for ~ fdf are equal, and 
2/1T ! 

'/: 
passing to the limit, we find formula (20). 

2) Suppose that f has a zero or a pole ,\ on the half line 

{ZIRe(Z) = - ~,Im(Z) > ~3}. 
We repeat the above proof with a contour modified in a neighborhood of ,\ 
and of n as in Fig. 3. (The arc circling around n is the transform by T of 
the arc circling around '\.) 

A r---_f:-----,E 

-1 o 

Fig. 3 

We proceed in an analogous way if f has several zeros or poles on the 
boundary of D. 

Remark.-This somewhat laborious proof could have been avoided if 
one had defined a complex analytic structure on the compactification of H/G 
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(see for instance Seminar on Complex Multiplication, Lecture Notes on Math., 
n° 21, lecture II). 

3.2. The algebra of modular forms 

If k is an integer, we denote by Mk (resp. M~) the C-vector space of 
modular forms of weight 2k (resp. of cusp forms of weight 2k) cf. n° 2.1, 
def. 4. By definition, M~ is the kernel of the linear form f 1-+ f( (0) on M k • 

Thus we have dim Mkj M2 ~ I. Moreover, for k ~ 2, the Eisenstein series 
Gk is an element of Mk such that Gk( (0) =F 0, cf. n° 2.3, prop. 4. Hence we 
have 

Mk = M~ Ef> c.Gk (for k ~ 2). 

Finally recall that one denotes by .:\ the element g~ - 27gj of M~ where 
g2 = 6OG2 and g3 = 140G3 · 

Theorem 4.-(i) We have Mk = 0 for k < 0 and k = 1. 
(ii) For k = 0,2, 3,4, 5, Mk is a vector space of dimension I with basis I, 

G2 , G3 , G4 , Gs ; we have MZ = O. 
(iii) Multiplication by .:\ defines an isomorphism of M k - 6 onto M~. 
Let f be a nonzero element of Mk• All the terms on the left side of the 

formula 

(20) 
I I k 

voo(f) + - Vi(f) + - vi!) + L:* v,(f) = -
2 3 peHIG 6 

are ~ O. Thus we have k ~ 0 and also k =F I, since i cannot be written in 
the form n+n'j2+n"j3 with n, n', n" ~ O. This proves (i). 

Now apply (20) to f = Gk, k = 2. We can write i in the form n+n'j2 
+n"j3, n, n', nil ~ 0 only for n = 0, n' = 0, n" = 1. This shows that vp(G 2 ) 

= 1 and v,(G 2) = 0 for p =F p (modulo G). The same argument applies to 
G3 and proves that V i(G3 ) = 1 and that all the others vp(G3 ) are zero. This 
already shows that .:\ is not zero at i, hence is not identically zero. Since the 
weight of .:\ is 12 and voo (.:\) ~ I, formula (20) implies that vp(.:\) = 0 for 
p =F 00 and voo (.:\) = I. In other words, .:\ does not vanish on H and has a 
simple zero at infinity. If f is an element of MZ and if we set g = fj.:\, it is 
clear that g is of weight 2k - 12. Moreover, the formula 

v ( ) = v (f)-v (.:\) = {vp(f) ifp =F 00 
pg , p v,(f)-I ifp=oo 

shows that vig) is ~ 0 for all p, thus that g belongs to Mk _ 6' which proves (iii). 
Finally, if k ~ 5, we have k-6 <0 and M~ = 0 by (i) and (iii); this 

shows that dim Mk ~ I. Since I, G2 , G3 , G4 , Gs are nonzero elements of 
Mo, M z, M 3 , M4 , Ms, we have dim Mk = 1 for k = 0, 2, 3, 4, 5, which 
proves (ii). 

Corollary 1.-We have 

(21) dim M = {[k j6] 
k [kj6] + 1 

ifk == 1 (mod 6), k ~ 0 

if k ~ 1 (mod 6), k ~ O. 
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(Recall that [x] denotes the integral part of x, i.e. the largest integer n such 
that n ~ x.) 

Formula (21) is true for 0 ~ k < 6 by (i) and (ii). Moreover, the two 
expressions increase by one unit when we replace k by k+6 (cf. (iii». The 
formula is thus true for all k ~ O. 

Corollary 2.-The space M. has for basis the family of monomials G~G~ 
with IX, f3 integers ~O and 2IX + 3{3 = k. 

We show first that these monomials generate MI<' This is clear for k ~ 3 
by (i) and (ii). For k ~ 4 we argue by induction on k. Choose a pair (y, 8) 
of integers ~ 0 such that 2y + 38 = k (this is possible for all k ~ 2). The 
modular form g = G~G~ is not zero at infinity. Iff EM", there exists A E C 
such that f -Ag is a cusp form, hence equal to dh with hE Mk - 6 , cf. (iii). 
One then applies the inductive hypothesis to h. 

It remains to see that the above monomials are linearly independent; 
if they were not, the function G~/G~ would verify a nontrivial algebraic 
equation with coefficients in C, thus would be constant, which is absurd 
because G2 is zero at p but not GJ • 

co 

Remark.-Let M = ~ M" be the graded algebra which is the direct 
o 

sum of the M" and let E: C[X, Y] - M be the homomorphism which maps 
X on G2 and Yon GJ . Cor. 2 is equivalent to saying that E is an isomorphism. 
Hence, one can identify M with the polynomial algebra C[G2, G3J. 

3.3. The modular invariant 

We put: 
(22) j = 1728gV~· 

Proposition S.-(a) The function j is a modular function of weight O. 
(b) It is holomorphic in H and has a simple pole at infinity. 
(c) It defines by passage to quotient a bijection of H/G onto C. 
Assertion (a) comes from the fact that g~ and d are both of weight 12; 

(b) comes from the fact that d is +0 on H and has a simple zero at infinity, 
while g2 is nonzero at infinity. To prove (c), one has to show that, if A E C, 
the modular form f .. = 1728g~ - Ad has a unique zero modulo G. To see 
this, one applies formula (20) withf = f .. and k = 6. The only decompositions 
of k/6 = I in the form n+n'/2+n"/3 with n, n', liN ~ 0 correspond to 

(n, 1/', II") = (1,0,0) or (0,2,0) or (0, 0,3). 

This shows thaliA is zero at one and only one point of BIG. 

Proposition 6.-Let I be a meromorphic function on B. The lollowing 
properties are equivalent: 

(i) I is a modular function 01 weight 0; 
(ii) I is a quotient of two modular forms 01 the same weight; 
(iii) I is a rational function 01 j. 



90 Modular forms 

The implications (iii) ::;. (ii) ::;. (i) are immediate. We show that (i) ::;. (iii). 
Let/be a modular function. Being free to multiply /by a suitable polynomial 
in j, we can suppose that / is holomorphic on H. Since fl. is zero at infinity, 
there exists an integer n ~ 0 such that g = fl."! is holomorphic at infinity. 
The function g is then a modular form of weight 12n; by cor. 2 of theorem 4 
we can write it as a linear combination of the GiG~ with 2a + 3{3 = 6n. By 
linearity, we are reduced to the case g = GiG~, i.e. / = GiG~/fl.·. But the 
relation 2a + 3{3 = 6n shows that p = a/2 and q = {3/3 are integers and one 
has/= G~PG~"/fl.P+". Thus we are reduced to see that G~/fl. and G~/fl. are 
rational functions of j, which is obvious. 

Remarks.-l) As stated above, it is possible to define in a natural way 
~ 

a structure of complex analytic manifold on the compactification H/G of 
/"-.... 

H/G. Prop. 5 means then that j defines an isomorphism 0/ H/G onto the 
Riemann sphere 52 = Cu {oo}. As for prop. 6, it amounts to the well 
known fact that the only meromorphic functions on 52 are the rational 
functions. 

2) The coefficient 1728 = 2633 has been introduced in order that j has 
a residue equal to I at infinity. More precisely, the series expansions of §4 
show that: 

(23) 
I 'X 

j(z) = - + 744 + I c(n)q", Z E H, q = e2niz . 
q 0=1 

One has: 

c(l) = 223 3 1823 = 196884, e(2) = 2"5.2099 = 21493760. 

The c(n) are integers; they enjoy remarkable divisibility properties(l): 

n == 0 (mod 2G) ::;. c(n) == 0 (mod 23G + 8) if a ~ I 
n == 0 (mod 3G) ::;. c(n) == 0 (mod 32Q + 3) 

n == o (mod SQ) ::;. e(n) == o (mod SQ+') 
n == 0 (mod 7Q) ::;. c(n) == 0 (mod 7Q) 
n == 0 (mod II G)::;. c(n) == 0 (mod IIG). 

§4. Expansions at infinity 

4.1. The Bernoulli numbers Bk 

They are defined by the power series expansion:(2) 

(II See on this subject A. O. L. ATKIN and 1. N. O'BRIEN, Trans. Amer. Math. Soc .. 
126, 1967, as well as the paper of ATKIN in Compllters in mathematical research (North 
Holland, 1968). 

UI In the literature, one also finds "Bernoulli numbers" b. defined by 

_x_ = f b.x·lk! , 
eX - I .~ 0 

hence bo = I, b, = -1/2, bzt +, = 0 if k;> I, and bu = (-I)°-'B •. 
The b notation is better adapted to the study of congruence properties, and also to general­
izations a la Leopold\. 
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(24) 
ClO 21t 

_x_ = 1 - ~ + L (-I)k+IBA~' 
e"-l 2 1<=1 (2k)! 

Numerical table 

I 1 1 1 5 691 
BI = 6' B2 = 30' B3 = 42' B4 = 30' Bs = 66' B6 = 2730 • 

B - 7 B _ 3617 B _ 43867 B _ 283.617 B _ 11.131.593 
7 - 6' 8 - 510' 9 - 798' 10 - 330 ' 11 - 138 

B - 103.2294797 B _ 13.657931 B _ 7.9349.362903 
12 - 2730 ' 13 - -6--' 14 - 870 

The Bk give the values of the Riemann zeta function for the positive even 
integers (and also for the negative odd integers): 

Proposition 7.-If k is an integer ~ J, then: 

22k - 1 
(25) U2k) = -- BI<7T2k. 

(2k)! 

The identity 

(26) 
0Cl 2UZ2k 

zcotgz = I - L B,,--
A= 1 (2k)! 

follows from the definition of the Bit by putting x = 2iz. Moreover, taking 
the logarithmic derivative of 

(27) 00 ( Z2 ) sin Z = z n I - 22 ' 
n= 1 n 7T 

we get: 

(28) 
00 Z2 

Z cotg Z = 1 + 2 L 2 2 2 
n=IZ -n 7T 

00 00 z2k 
=1-2L L llll . 

n=II<=1 n 7T 

Comparing (26) and (28), we get (25). 

Examples 
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4.2. Series expansions of the functions G .. 

We now give the Taylor expansion of the Eisenstein series G .. (z) with 
respect to q = e2rr;z. 

Let us start with the well known formula: 

(29) TT cotg TTZ = -- + L -- +--- . 1 <1J (1 I) 
Z m=1 z+m z-m 

We have on the other hand: 

(30) 
cos TTZ • q + 1 . 2iTT . 2. ~ n 

TT cotg TTZ = TT -;-- = ITT -- = ITT - - = lTT- ITT t... q, 
sm TTZ q-I l-q ,,=0 

Comparing, we get: 

1 00 (I I) <1J + L -- + -- = iTT-2iTT L q". 
Z m=1 z+m z-m "=0 

(31) 

By successive differentiations of (31), we obtain the following formula 
(valid for k ~ 2): 

(32) L __ I -ic = _1_ (-2iTT)k f n"-lq". 
mel (m+z) (k-l)! "=1 

Denote now by u,,(n) the sum ~ d k of kth·powers of positive divisors of n. 
din 

Proposition 8.-For every integer k ~ 2, one has: 

(33) 

We expand: 
I 

G,,(z) = L ---- 2" 
(n,m)=F(O,O) (nz+m) 

Applying (32) with z replaced by nz, we get 

2( 2 .)2k <1J <1J 

G .. (z) = 2~(2k) + __ ~~TT!_ L L d2"- lqQd 
(2k-I)! d= 1 Q=l 

2(2TTi)2k <1J 

= 2~(2k) + L u2"-I(n)q". 
(2k-l)! n= 1 

Corollary.--G,,(z) = n(2k)E .. (z) with 

<1J 

(34) E .. (z) = 1 +"" L u2k-l(n)q" 
11=1 
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and 

(35) 

93 

Y. = (_1)11 ~~ . 
B. 

One defines E.(z) as the quotient of Gt(z) by 2,(2k); it is clear that E.(z) 
is given by (34). The coefficient Yt is computed using prop. 1: 

_ (2hr)2k I _ (27T)2k( -Il.. (2k)! _ I II 4k 
Y. - (2k-I)! ,(2k) - (2k-I)-i-- 2ii.-~1r7T21r - (- ) B,. . 

Examples 
00 

£2 = 1 + 240 L a3(n)q", 
,,=1 

00 

E4 = 1 +480 L a7(n)q" (480 = 25.3.5) 
,,=1 

00 

E5 = 1 - 264 L a9(n)q" (264 == 23.3.11) 
,,=1 

00 

£7 = 1-24 L al3(n)q". 
,,=1 

Remark.-We have seen in n° 3.2 that the space of modular forms of 
weight 8 (resp. 10) is of dimension 1. Hence: 

(36) £~ = E4 , E2E3 = Es. 

This is equivalent to the identities: 
,,-I 

a7{n) = a3(n) + 120 L a3{m)a3{n-m) 
111=1 

,,-I 

lla9{n) = 2Ias{n)-lOa3(n)+5040 L a3(n)aS(n-m). 
111 m I 

More generally, every E" can be expressed as a polynomial in E2 and £3' 

4.3. Estimates for the coefficients of modular forms 

Let 
00 

(31) fez) = L a"q" (q = e2d') 
,,-0 
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be a modular form of weight 2k, k ~ 2. We are interested in the growth of 
the an: 

Proposition 9.-lf f = Gk, the order of magnitude of an is n2k - l . More 
precisely, there exist two constants A, B > 0 such that 

(38) 

Prop. 8 shows that there exists a constant A > 0 such that 

an = (-VAa2k-l(n), hence lanl = Aalk _ 1(n) ~ An2k - l . 

On the other hand: 

Theorem 5 (Hecke).-if f is a cusp form of weight 2k, then 

(39) an = O(nk). 

(In other words, the quotient lanl remains bounded when n ~ <Xl.) 
nk 

Because f is a cusp form, we have ao = 0 and can factor q out of the 
expansion (37) off. Hence: 

(40) 1/(z)1 = O(q) = O(e- 2ny) withy = Im(z), whenqtendstoO. 

Let </>(z) = If(z)ll. Formulas (I) and (2) show that</> is invariant under 
the modular group G. In addition, cp is continuous on the fundamental 
domain D and formula (40) shows that cp tends to 0 for y ~ <Xl. This implies 
that cp is bounded, i.e. there exists a constant M such that 

(41) l1(z)1 ;;; My-k for z E H. 

Fix y and vary x between 0 and I. The point q = e2nl(x + 1,) runs along a 
circle Cy of center O. By the residue formula, 

I 

an = ~ff(z)q-n-Idq = ff(x+iy)q-ndx . 
2m 

Cy 0 

(One could also deduce this formula from that giving the Fourier coefficients 
of a periodic function.) 

Using (41), we get from this 

lanl ;;; My-ke2J<ny. 

This inequality is valid for all y > O. For y = lIn, it gives lanl ~ e2"Mnk• 

The theorem follows from this. 

CoroUary.-lf / is not a cusp form, then the order of magnitude of an 
is n2k - I. 

We write f in the form AGk +h with A =F 0 and a cusp form h and we 
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apply prop. 9 and tho 5, taking into account the fact that n' is "negligible" 
compared to n2k -I . 

Remark.-The exponent k of theorem 5 can be improved. Indeed, 
Deligne has shown (cf. 5.6.3 below) that 

an = O(nk - I / 2uo(n», 

where uo(n) is the number of positive divisors of n. This implies that 

for every e > O. 

4.4. Expansion of 6. 

Recall that 

(42) 
6. = gj-27g~ = (h)122-6r3(E~-E~) 

= (21T)12(q-24q2+252q 3-1472q4+ .. . ). 

OJ 

Theorem 6 (Jacobi).-6. = (21T)12q n (l_qO/4. 
0=1 

[This formula is proved in the most natural way by using elliptic functions. 
Since this method would take us too far afield, we sketch below a different 
proof, which is "elementary" but somewhat artificial; for more details, the 
reader can look into A. HURWITZ, Math. Werke. Bd. I. pp. 578-595.) 

We put: 
ao 

(43) F(z) = q n (I_qo)24. 
0= 1 

To prove that F and 6. are proportional, it suffices to show that F is a 
modular form of weight 12; indeed, the fact that the expansion of G has 
constant term zero will show that F is a cusp form and we know (th. 4) that 
the space M~ of cusp forms of weight 12 is of dimension I. By prop. 1 of 
n° 2.1, all there is to do is to prove that: 

(44) F( -liz) = Z I2F(z). 

We use for this the double series 

G1(z) = L L' 1 2' G(z) = L L' I 2 
" m (m+nz) m n (m+nz) 

HJ(z) = LL' I , H(z) = LL' __ 1 __ 
" '" (m-I +nz)(m+nz) m n (m-I +nz)(m+nz) 

where the sign ~' indicates that (m,n) runs through all meZ, neZ with 
(m,n) :f:. (0,0) for G and G1 and (m,lI) =F (0,0), (I,Q) for H and HI' (Notice 
the order of the summations!) 

The series HI and H are easy to calculate explicitly because of the formula: 



96 Modular forms 

------- = --- - -- . 
(m-l +nz)(m+nz) m-l +nz m+nz 

One finds that they converge, and that 

HI = 2, H = 2-2'ITilz. 

Moreover, the double series with general term 

I I 1 
(m-I +nz) (m+nz) - (m+nz)2 = (m+nz)2 (m-I +nz) 

is absolutely sum mabie. This shows that G. - H. and G - H coincide, thus 
that the series G and GI converge (with order of summation indicated) and 
that 

2'ITi 
G.(z)-G(z) = H.(z)-H(z) = - . 

z 

It is clear moreover that G.( -liz) = z2G(z). Hence: 

(45) G.( -lIz) = Z 2G I(Z)-2'ITiz. 

On the other hand, a computation similar to that of prop. 8 gives 

(46) 

Now, go back to the function F defined by (43). Its logarithmic differential is 

dF d 00 d 00 

- = ..!l (1-24 L nq""') = _'1 (1-24 L O'I(n)qll) . 
F q lI,m=1 q ,,=1 

(47) 

By comparing with (46), we get: 

dF 6; 
(48) --- = - G.(z)dz. 

F 'IT 

Combining (45) and (48), we have 

dF( - liz) 6i dz 6i dz 2 • ---- =-- GI ( -liz) - = - - (z GI (z)-27r1z) 
F( -liz) 'IT Z2 'IT Z2 

(49) 
= dF(z) + 12dz. 

F(z) z 

Thus the two functions F( -lIz) and Zl2 F(z) have the same logarithmic 
differential. Hence there exists a constant k such that F( -liz) = kz12F(z) 
for all z E H. For z = i, we have Z12 = I, -I/z = z and F(z) + 0; this 
shows that k = I. which proves (44), q.e.d. 

Remark.-One finds another "elementary" proof of identity (44) in 
C. L SIEGEL, Gesamm. Abh., III, n° 62. See also Seminar on complex multi­
plication, III, §6. 
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4.5. The Ramanujan function 

We denote by T(n) the nth coefficient of the cusp form F(z) = (21T) - 12 ~(z). 
Thus 

00 00 

(50) L .,.(n)q" = q n (I_q,,)24. 
11=1 11=1 

The function n t-o T{n) is called the Ramanujan functiol1. 

Numerical table (I) 

T(1) = I, T(2) = -24, T(3) = 252, T(4) = -1472, T(5) = 4830, 
T(6) = -6048, T(7) = -16744,1'(8) = 84480,1'(9) = -113643, 
T(JO) = -115920, T(J I) = 534612, .,.(12) = -370944. 

Properties of .,.(n) 

(51) 

because ~ is of weight 12, cf. n° 4.3, tho 5. (By Deligne's theorem, we even 
have T(n) = O(nll/2+t) for every e > 0.) 

(52) T(llm) = T(n)T(m) if (n, m) = I 

(53) T(p" + I) = T(p).,.(p")_pll.,.(p,,-I) for p prime, 11 > I, cf. n° 5.5. below. 

The identities (52) and (53) were conjectured by Ramanujan and first proved 
by Mordell. One can restate them by saying that the Dirichlet series 

00 

L.(s) = l: T(n)/'" has the following eulerian expansion: 
n=1 

I 
(54) Lt(s) = n -} -( ) -s+ 11-=20' cf. n° 5.4. 

peP -'I' P P P 

By a theorem of Hecke (cf. n° 5.4) the function L t extends to an entire 
function in the complex plane and the function 

(21T) -Sr(s)Lt(s) 

is invariant by s 1-+ 12-s. 
The T(n) enjoy various congruences modulo 212, 36, 53, 7, 23, 691. We 

quote some special cases (without proof): 

(55) T(n) == n2u7(n) (mod 33) 

(56) 

(57) 

T{n) == nU3(n) (mod 7) 

T(n) == ul1 (n) (mod 691). 

For other examples, and their interpretation in terms of "l-adic repre­
sentations" see Sem. Delange-Pisot-Poitou 1967/68, expose 14, Sem. Bourbaki 
1968/69, expose 355 and Swinnerton-Dyer's lecture at Antwerp (Lecture 
Notes, n° 350, Springer, 1973). 

(I) This table is taken from D. H.l.EHMEIl, Ramanujan's function 'l'{n). Duke Math. J., 
10, 1943, which sivca the values of T(n) for n :i 300. 
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We end up with an open question, raised by D. H. Lehmer: 
Is it true that 'T(n) =1= 0 for all n ~ I? 
ltissoforn ~ 1015. 

§5.. Hecke operators 

5.1. Definition of the T(n) 

Correspondences.-Let E be a set and let X E be the free abelian group 
generated by E. A correspondence on E (with integer coefficients) is a 
homomorphism T of XE into itself. We can give T by its values on the ele­
ments x of E: 

(58) T(x) = L n,,(x)y, n,,(x) E Z, 
yeE 

the n,,(x) being zero for almost all y. 
Let F be a numerical valued function on E. By Z-Iinearity it extends to a 

function, again denoted F, on XE• The transform of F by T, denoted TF, is 
the restriction to E of the function F 0 T. With the notations of (58), 

(59) TF(x) = F(T(x» = L n,,(x)F(y). 
)leE 

The T(n).-Let fJt be the set of lattices of C (see n° 2.2). Let n be an integer 
~ 1. We denote by T(n) the correspondence on fJt which transforms a lattice 
to the sum (in X!if) of its sub-lattices of index n. Thus we have: 

(60) T(n)r = L r' if r E fJt. 
(1': I") = n 

The sum on the right side is finite. Indeed, the lattices r' all contain nr 
and their number is also the number of subgroups of order n of r/nr = 
(Z/nZ)2. If n is prime, one sees easily that this number is equal to n + I 
(number of points of the projective line over a field with n elements), 

We also use the homothety operators R;. (A E C*) defined by 

(61) R;.r = Ar if r E fJt, 

Formulas.-It makes sense to compose the correspondences T(n) and 
R;., since they are endomorphisms of the abelian group X~, 

Proposition to.-The correspondences T(n) and R;. verify the identities 

(62) R;.Rp = R;,p (A, I-' E C*) 

(63) R;,T(n) = T(n)R;. (n ~ 1,AEC*) 

(64) T(m)T(n) = T(mn) if(m, n) = 1 

(65) T(p")T(p) = T(p"+I)+pT(p·-I)Rp (p prime, n ~ 1). 

Formulas (62) and (63) are trivial. 
Formula (64) is equivalent to the following assertion: Let m, n be two 
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relatively prime integers ?; I, and let r" be a sub lattice of a lattice r of 
index mn; there exists a unique sublattice r' of r, containing r", such that 
(r:r') = nand (r':r") = m. This assertion follows itself from the fact that 
the group r tr", which is of order mn, decomposes uniquely into a direct 
sum of a group of order m and a group of order n (Bezout's theorem). 

To prove (65), let r be a lattice. Then T(pn)T(p)r, T(pn+l)r and 
T(pn-l)Rpr are linear combinations of lattices contained in r and of index 
pn+ 1 in r (note that Rpr is of index p2 in r). Let r" be such a lattice; in the 
l';ove linear combinations it appears with coefficients a, b, c, say; we have 
to show that a = b + pc, i.e. that a = 1 + pc since b is clearly equal to I. 

We have two cases: 
i) r" is not contained in pro Then c = 0 and a is the number of lattices r', 
intermediate between rand r H

, and of index pin r; such a lattice r' contains 
pro In r/pr the image of r' is of index p and it contains the image of r" 
which is of order p (hence also of index p because rjpr is of order p2); 
hence there is only one r' which does the trick. This gives a = I and the 
formula a = I + pc is valid. 
ii) L" cpr. We have c = I; any lattice r' of index p in r contains pr, 
thus a fortiori r". This gives a = p + I and a = 1 + pc is again valid. 

Corollary I.-The T(p"), n > I, are polynomials in T(p) and Rp. 
This follows from (65) by induction on n. 

Corollary 2.-The algebra generated by the RJ. and the T(p), p prime, is 
commutative; it contains all the T(n). 

This follows from prop. to and cor. l. 

Action of T(n) on the functions of weight 2k. 
Let F be a function on fJl of weight 2k (cf. n° 2.2). By definition 

(66) RJ.F=>t.- 2kF forall>t.EC*. 

Let n be an integer ~ I. Formula (63) shows that 

RJ.(T(n)F) = T(n)(R).F) = >t.- 2kT(n)F, 

in other words T(n)F is also of weight 2k. Formulas (64) and (65) give: 

(67) T(m)T(n)F = T(mn)F if(m, n) = I, 
(68) T(p)T(p")F = T(p"+1)F+pl-2kT(pn-l)F, p prime, n ?; 1. 

5.2. A matrix lemma 

Let r be a lattice with basis {w1' w2} and let n be an integer ~ I. The 
folJowing lemma gives alJ the sublattices of r of index n: 

Lemma 2.-Let S" be the set of integer matrixes (~:) with ad = 17, 

a ~ I, 0 ~ b < d. ~r C1 = (~ :) is contained in SR' let r., be the sublattice 



100 Modular forms 

of r having for basis 

The map 01-+ r a is a bijection of Sn onto the set r(n) of sub/attiees of index 
11 in r. 

The fact that ra belongs to r(n) follows from the fact that det(o) = 11. 

Conversely let r' E r(n). We put 

Y1 = r/(r' +ZW2) and Y2 = ZW2/(r' II ZW2)' 

These are cyclic groups generated respectively by the images of Wt and Wz. 
Let a and d be their orders. The exact sequence 

0-- Y2 -- r/r' ~ Yt -- 0 

shows that ad = II. If wi = dwz, then wi E r'. On the other hand, there 
exists wi E r' such that 

wi == aWt (mod Zwz). 

It is clear that wi and wi form a basis of r'. Moreover, we can write wi in 
the form 

wi = aWt +bwz with b E Z, 

where b is uniquely determined modulo d. If we impose on b the inequality 
o ~ b < d, this fixes b, thus also wi. Thus we have associated to every 
r' E r(n) a matrix o(r') E Sn. and one checks that the maps a 1-+ ra and 
I" H o(r') are inverses to each other; the lemma follows. 

Example.-If p is a prime, the elements of Sp are the matrix ('po 0.) 

and the p matrices (~ !) with 0 ~ b < p. 

5.3. Action ofTen) 011 modular fUllctiolls 

Let k be an integer, and letfbe a weakly modular function of weight 2k, 
cf. n° 2.1. As we saw in n° 2.2,fcorresponds to a function Fofweight 2k on 
f!l such that 

(69) 

We define T(I/)fas thefunction on H associated to thefunction n2k - 1T(II)F 
011 f!l. (Note the numerical coefficient nlk - 1 which gives formulas "without 
denominators" in what follows.) Thus by definition: 

(70) T(n)f(z) = nZk - tT(n)F(r(z, I», 

or else by lemma 2: 

(71) T(n)f(z) = 1l2k - t a~l~d~/-z"f(az;b). 
O~b<d 
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Proposition H.-The Junction T(n)f is weakly modular oj weight 2k. It 
is holomorphic on H if J is. We have: 

(72) T(m)T(n)J = T(mn) iJ (m, n) = I, 

(73) T(p)T(pn)J= T(pn+l)J+p2k-IT(pn-l)f, ifpisprime,n ~ I. 

Formula (71) shows that T(n)J is meromorphic on H, thus weakly 
modular; if in addition J is holomorphic, so is T(n)f Formulas (72) and 
(73) follow from formulas (67) and (68) taking into account the numerical 
coefficient n2k - 1 incorporated into the definition of T(n)f 

Behavior at infinity.-We suppose that J is a modular Junction, i.e. is 
meromorphic at infinity. Let 

(74) J(z) = L c(m)q'" 
",eZ 

be its Laurent expansion with respect to q = e2JCi •• 

Proposition 12.-The Junction T(n)J is a modular Junction. We have 

(75) T(n)J(z) = L y(m)q'" 
",eZ 

with 

(76) y(m) = L a2k - I c(m:) . 
al(n,m) a 
Qi!:1 

By definition, we have: 

T(n)J(z) = nlk - I L d- 2k L c(m)e27Tim( ... +b)ld 

Now the sum 

""=n ... O:I ",eZ 
O;:;b<d 

L e211ib""d 

O:;;b<d 

is equal to d if d divides m and to 0 otherwise. Thus we have, putting mid = m': 

T(n)J(z) = n2k - 1 L d- 2k+l c(m'd)qtlm'. 
tld=n 
ail:I,m'eZ 

Collecting powers of q, this gives: 

T(n)J(z) = L q" L - c ~ . ( n)2k-l ( d) 
.. eZ al(n, .. ) d a 

Q~I 

Since J is meromorphic at infinity, there exists an integer N ~ 0 such that 

c(m) = 0 if m ~ - N. The c(IL:) are thus zero for IL ~ -nN, which shows 

that T(n)Jis also merom orphic at infinity. Since it is weakly modular, it is a 
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modular function. The fact that its coefficients are given by formula (76) 
follows from the above computation. 

Corollary 1.--,,(0) = u2k_l(n)c(0) and ,,(1) = c(n). 

Corollary 2.-1f n = p with p prime, one has 

,,(m) = c(pm) ifm $ 0 (modpJ 

,,(m) = c(pm)+p2k-l c(m/p) ifm == 0 (modp). 

Corollary 3.-lf f is a modular form (resp. a cusp form), so is T(n)! 
This is clear. 

Thus, the T(n) act on the spaces Mk and M2 of n° 3.2. As we saw above, 
the operators thus defined commute with each other and satisfy the identities: 

(72) T(m)T(n) = T(mn) if(m, n) = I 
(73) T(p)T(p~) = T(p~+1)+p2k-lT(p~-I) ifpis prime,n ~ J. 

5.4. Eigenfunctions of the T(n) 

DO 

Letf(z) = ~ c(n)q~ be a modular form of weight 2k, k > 0, not identically 
~=O 

zero. We assume that f is an eigenfunction of all the T(n), i.e. that there 
exists a complex number A(n) such that 

(77) T(n)f = >.(n)f for all n ;;: I. 

Theorem 7.-a) The coefficient c(1) of q in f is +0. 
b) Iff is normalized by the condition c(1) = I, then 

(7S) c{n) = A(n) for all n > I. 

Cor. I to prop. 12 shows that the coefficient of q in T(n)fis c(n). On the 
other hand, by (77), it is also >'(n)c(I). Thus we have c(n) = A(n)c(1). If 
c(1) were zero, all the c(n), n > 0, would be zero, andfwould be a constant 
which is absurd. Hence a) and b). 

Corollary I.-Two modular forms of weight 2k, k > 0, which are eigen­
functions of the T(n) with the same eigenvalues >'(n), and which are normalized, 
coincide. 

This follows from a) applied to the difference of the two functions. 

Corollary 2.-Under the hypothesis of theorem 7, b): 

(79) c(m)c(n) = c(mn) if(m, n) = I 
(80) c{p)c{pft) = C(p,,+1)+p2k-IC(p,,-I). 

Indeed the eigenvalues >'(n) = c{n) satisfy the same identities (72) and 
(73) as the T(n). 

Formulas (79) and (SO) can be translated analytically in the folIowing 
manner: 
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(81) 
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00 

<l>f(S) = L c(n)/nS 
"=1 

be the Dirichlet series defined by the c(n); by the cor. of tho 5, this series 
converges absolutely for R(s) > 2k. 

Corollary 3.-We have: 

(82) 
I 

<l>,(s) = n -I -(-) -::-~ 2k-I-2. 
peP -c P P +p 

By (79) the function n 1---+ c(n) is multiplicative. Thus lemma 4 of chap. 
00 

VII, n° 3.1 shows that <l>J<s) is the product of the series ~ c(p")p -115. Putting 
n=O 

p-' = T, we are reduced to proving the identity 

(83) 

Form the series 

,peT) = C~O c(p")r) (l-c(p)T+p2k- 1T 2). 

The coefficient of T in ,p is c(p)-c(p) = O. That of T"+ 1, n ~ I, is 

c(p"+ 1) _ c(p)c(p") + p2k - 1 C(pn- 1), 

which is zero by (80). Thus the series ,p is reduced to its constant term c (I) = I, 
and this proves (83). 

Remarks.-l) Conversely, fonnulas (81) and (82) imply (79) and (80). 
2) Hecke has proved that <l>f extends analytically to a meromorphic 

function on the whole complex plane (it is even holomorphic if f is a cusp 
form) and that the function 

(84) 

satisfies the functional equation 

(85) 

The proof uses Mellin'sformula 

00 

X,(s) = f(f(iY)-f(OO»y'; 

o 

combined with the identity j( -liz) = zlkf(z). Heeke also proved a con­
verse: every Dirichlet series <l> which satisfies a functional equation of this 
type, and some regularity and growth hypothesis, comes from a modular 
form f of weight 2k; moreover, f is a normalized eigenfunction of the T(n) 
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if and only if c/> is an Eulerian product of type (82). See for more details 
E. HEeKE, Math. Werke, n° 33, and A. WElL, Math. Annalen, 168, 1967. 

5.5. Examples 

a) Eisenstein series.-Let k be an integer ~ 2. 

Proposition l3.-The Eisenstein series Gk is an eigenfunction of T(n); 
the corresponding eigenvalue is a2k - 1 (n) and the normalized eigenfunction is 

(86) k Bk (k Bk ~ n (-I) Ek = -I) - + L. alk_l(n)q . 
4k 4k n=1 

The corresponding Dirichlet series is ~(sg(s-2k+ I). 
We prove first that Gk is an eigenfunction of T(n); it suffices to do this for 

T(p), p prime. Consider Gk as a function on the set.rJi of lattices ofe; we have: 

Gk(f) = If Ilylk, cf. n° 2.3, 
yer 

and 
T(p)Gk(r) = I If I/lk. 

(r: r') ~p l'er' 

Let y E r. If y E pr then y belongs to each of the p + 1 sublattices of r of 
index p; its contribution in T(p)Gk(r) is (p+ I)/lk. If y E r-pl', then y 

belongs to only one sublattice of index p and its contribution is I/y2k. Thus 

T(p)Gk(f) = Gk(r)+p L I/lk = Gk(r)+pGk(pf) 
l'Epr 

= (I +pl-2k)Gk(r), 

which proves that Gk (viewed as a function on 31) is an eigenfunction of 
T(p) with eigenvalue 1 +pl-2k; viewed as a modular form, Gk is thus an 
eigenfunction of rep) with eigenvalue p2k - 1(1 + pI - 2k) = alk- 1 (p). Formulas 
(34) and (35) of n° 4.2 show that the normalized eigenfunction associated with 
Gk is 

(-It Bk + f alk_l(n)qn. 
4k n=1 

This also shows that the eigenvalues of T(n) are a2k-l(n). Finally 
ex: 

L a2k _ 1(n)/n s = L a2k - 1/a'd' 
n:;; 1 a.d ~ I 

= (I lidS) (L 1/a'+'-2k) 
d?;1 a?; 1 

= ~(sms-2k+ I). 
b) The /1 function 

Proposition 14.-The /1 function is all eigenfunction of T(n). The corre­
sponding eigenvalue is T(n) and the normalized eigenfunction is 

co 

(271)-12/1 = q n (l_qn)24 = L T(n)qn .. 
n= 1 n= 1 
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This is clear, since the space of cusp forms of weight 12 is of dimension 
I, and is stable by the T(n). 

Corollary.-We have 

(52) r(nm) = r(n)r(m) if(n, m) = I, 

(53) r(p)r(p") = r(p"+I)+pllr(p"-I) ifp is a prime, n ~ I. 

This follows from cor. 2 of tho 7. 

Remark.-There are similar results when the space Mf of cusp forms 
of weight 2k has dimension I; this happens for 

k = 6,8,9, 10, 11, 13 with basis Ll, LlG2 • LlG3, LlG4 , LlGs, and LlG7 • 

5.6. Complements 

5.6.1. The Petersson scalar product. 
Let f, g be two cusp forms of weight 2k with k > O. One proves easily 

that the measure 

p.(f,g) = J(z)g(z)y2kdxdyly2 (x = R(z), y = Im{z» 

is invariant by G and that it is a bounded measure on the quotient space HIG. 
By putting 

(87) (f, g) = f p.{f, g) = f J(z)g{z)y2lt-2dxdy, 
HIG D 

we obtain a hermitian scalar product on Mf which is positive and non­
degenerate. One can check that 

(88) (T{n)f, g) = (f, T(n)g), 

which means that the T(n) are hermitian operators with respect to (f, g). 
Since the T(n) commute with each other, a well known argument shows that 
there exists an orthogonal basis oj M~ made oj eigenvectors 0/ T(n) and that 
the eigenvalues of T(n) are real numbers. 

5.6.2. Integrality properties. 
Let Mk(Z) be the set of modular forms 

co 

J= L c(n)q" 
"=0 

of weight 2k whose coefficients c(n) are integers. One can prove that there 
exists a Z-basis of Mk(Z) which is a C-basis of M". [More precisely, one can 
check that Mk(Z) has the following basis (recall that F = q IT (I_q")24): 

k even: One takes the monomials E~FP where ex, fJ e N, and ex + 3fJ = k/2; 
k odd: One takes the monomials E3E~FfJ where ex, fJ E N, and 1%+3fJ = 
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(k-3)/2.] Proposition 12 shows that M.(Z) is stable under T(n), n ~ I. We 
conclude from this that the coefficients of the characteristic polynomial of T(n). 
acting on Mk , are illlegers<'); in particular the eigenvalues of the T(n) are 
algebraic integers ("totally real", by 5.6.1). 

5.6.3. The Ramanujan-Petersson conjecture. 
Let f = ~ c(n)qn, c(l) = I, be a cusp form of weight 2k which is a 

nl;1 

normalized eigenfunction of the T(n). 
Let <l>fjT) = l-c(p)T +p2k- 1T 2, p prime, be the polynomial defined in 
n° 5.4, formula (83). We can write 

(89) 

with 

(90) 

The Peterssoll conjecture is that IXp and IX; are complex conjugate. One can 
also express it by: 

or 

or 
Ic(n)1 ;;;; nk - I / 2uo(n) for all n ~ I. 

For k = 6, this is the Ramanujan conjecture: Hp)1 ;;;; 2pll/2. 

These conjectures have been proved in 1973 by P. Deligne (Publ. Math. 
I.H.E.S. n043, p. 302), as consequences of the "Weil conjectures" about 
algebraic varieties over finite fields. 

§6. Theta functions 

6.1. The Poisson formula 

Let V be a real vector space of finite dimension II endowed with an 
invariant measure p.. Let V' be the dual of V. Let / be a rapidly decreasing 
smooth function on V (see, L. SCHWARTZ, Theorie des Distributions, chap. 
VII, ~3). The Fourier transform l' of/is defined by the formula 

(91) f'(y) = f e- 21n(X'Y)f(x)p.(x). 
v 

This is a rapidly decreasing smooth function on V'. 
Let now r be a lattice in V' (see n° 2.2). We denote by r' the lattice 

in V' dual to r; it is the set of y E V' such that (x, y) E Z for all x E r. One 

(1) We point out that there exists an explicit formula giving the trace of T(n), cr. 
M. EICHLF.R and A. SELBERG, Journ. Indian Math. Soc., 20, 1956. 
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checks easily that r' may be identified with the Z-dual of r (hence the 
terminology). 

Proposition IS.-Let v = ft(v/r). One has: 

(92) L f(x) = ! L /,(y) . 
.. ef' V yeI" 

After replacing ft by V- 1ft, we can assume that ft( VII') = I. By taking a 
basis e l , ... ,en of r, we identify V with Rn, r with zn, and ft with the 
product measure dX I ••• dxn• Thus we have V' = Rn. r' = zn and we are 
reduced to the classical Poisson formula (SCHWARTZ, loc. cit., formule (VII, 
7:5». 

6.2. Application to quadratic forms 

We suppose henceforth that V is endowed with a symmetric bilinear 
form x.y which is positive and nondegenerate (i.e. x.x > 0 if x 9= 0). We 
identify V with V' by means of this bilinear form. The lattice r' becomes 
thus a lattice in V; one has y E r' if and only if x.y E Z for all x E r. 

To a lattice r, we associate the following function defined on Rt: 

(93) 0 r (1) = L e- tt ' ...... 

xel' 

We choose the invariant measure p. on V such that, if E1, ••• En is an 
orthonormal basis of V, the unit cube defined by the f, has volume 1. The 
volume v of the lattice r is then defined by v = p.( VIr), cf. n° 6.1. 

Proposition 16.-We have the identity 

(94) 0 r(l) = t-·/2V- 10 r .(t- I ). 

Let f = e- ax•x • It is a rapidly decreasing smooth function on V. The 
Fourier transform /' off is equal to f Indeed, choose an orthonormal basis 
of V and use this basis to identify V with Rn; the measure ft becomes the 
measure dx = dx I ... dx. and the function f is 

We are thus reduced to showing that the Fourier transform of e- axZ is e- ax', 

which is well known. 
We now apply prop. 15 to the function f and to the lattice t1/2r; the 

volume of this lattice is t·12v and its dual is t -1/2 r'; hence we get the formula 
to be proved. 

6.3. Matrix interpretation 

Let e., ...• e. be a basis of r. Put aij = ej.ej' The matrix A = (ajj) is 
positive. nondegenerate and symmetric. If x = ~xje, is an element of V, then 
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The function e r can be written 

(95) er(t) = L e-",1;G,)JC,JCj. 

JCieZ 

The volume v of l' is given by: 

(96) 

This can be seen as follows: Let e I •...• en be an orthonormal basis of V 
and put 

We have e = Ae with IAI = v. Moreover. e.e = det(A) e.e, and by comparing, 
we obtain v2 = det(A). 

Let B = (bij) be the matrix inverse to A. One checks immediately that 
the dual basis (en to (e;) is given by the formulas: 

The (el) form a basis of r'. The matrix (e;.ej) is equal to B. This shows in 
particular that if v' = p.(v/r'), then we have vv' = I. 

6.4. Special case 

We will be interested in pairs (V, l') which have the following two 
properties: 

(i) The dual r' of r is equal to r. 
This amounts to saying that one has x.y E Z for x, y E r and that the 

form x.y defines an isomorphism of r onto its dual. In matrix terms, it means 
that the matrix A = (ej.ej ) has integer coefficients and that its determinant 
equals I. By (96) the last condition is equivalent to v = I. 

If n = dim V, this condition implies that the quadratic module r belongs 
to the category Sn defined in n° 1.1 of chap. V. Conversely, if r E Sn is 
positive definite, and if one puts V = r ® R, the pair (V, r) satisfies (i). 

(ii) We have x.x == 0 (mod 2) for all x E r. 
This means that r is o/type II, in the sense of chap. Y, n° 1.3.5, or else 

that the diagonal terms e,.ej of the matrix A are even. 
We have given in chap. V some examples of such lattices r. 

6.5. Theta functions 

In this section and the next one, we assume that the pair (V, r) satisfies 
conditions (i) and (ii) of the preceding section. 

Let m be an integer ~O, and denote by rr(m) the number of elements 
x of r such that x.x = 2m. [t is easy to see that rr(m) is bounded by a 
polynomial in m (a crude volume argument gives for instance rr(m) = 
O(mnI2». This shows that the series with integer coefficients 
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00 

L rr(m)qm = I +rr(l)q+· .. 
m=O 

converges for Iql < I. Thus one can define a function Or on the half plane H 
by the formula 

(97) 0r(z) = L rr(m)qno (where q = e2niZ ). 
m=O 

We have: 

(98) 0r(z) = L q(x.x)/2 = L eniz(x.X). 
XEI" XEl' 

The function Or is called the theta function of the quadratic module r. It is 
holomorphic on H. 

Theorem 8.-(a) The dimension n of V is divisible by 8. 
(b) The function Or is a modular form of weight 11/2. 

Assertion (a) has already been proved (chap. V. n° 2.1. cor. 2 to tho 2). 
We prove the identity 

(99) 

Since the two sides are analytic in z, it suffices to prove this formula when 
z = it with t real > O. We have 

BrUt) = L e-n.(x.X) = 0 r(t)· 
XEI' 

Similarly, 0r(-llit) = 0 r(t-I). Formula (99) results thus from (94), taking 
into account that v = I and r = r'. 

Since n is divisible by 8, we can rewrite (99) in the form 

(100) 

which shows that Or is a modular form of weight n/2. 
[We indicate briefly another proof of (a). Suppose that n is not divisible 

by 8; replacing r, if necessary, by r $ r or r $ r $ r EB r, we may 
~uppose that n == 4 (mod 8). Formula (99) can then be written 

0r( -lIz) = (_I)"/4zm/20r(z) = -Z"/20r(Z). 

If we put w(z) = Or(z)dz"/4, we see that the differential form w is transformed 
into -w by S:z f-+ -lIz. Since w is invariant by T:z f-+ z+ I, we see that ST 
transforms w into -w, which is absurd because (ST)3 = I.] 

Corollary I.-There exists a cusp form fr of weight 11/2 such that 

(101) Or = Ek+fr where k = n/4. 

This follows from the fact that 0r( (0) = I, hence that Or - Ek is a cusp 
form. 

4k Corollary l.-We have rr(m) = - ulk_l(m)+O(mk ) where k = n/4. 
BA 
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This follows from cor. 1, formula (34) and tho 5. 

Remark.-The "error term" fr is in general not zero. However Siegel 
has proved that the we;ghted mean of the fr ;s zero. More precisely, let CII 

be the set of classes (up to isomorphism) of lattices r verifying (i) and (ii) 
and denote by gr the order of the automorphism group of r E CII (cf. chap. V, 
n° 2.3). One has: 

(102) 

or equivalently 

(103) 
1 

where Mil = L -. 
reCn gr 

Note that this is also equivalent to saying that the weighted mean of the Or 
is an eigenfunction of the T(n). 

For a proof of formulas (102) and (103), see C. L. SIEGEL, Gesam. Abh., 
nO 20. 

6.6. Examples 

i) The case n = 8. 
Every cusp form of weight n/2 = 4 is zero. Cor. 1 of tho 8 then shows 

that Or = E2 , in other words: 

(104) rr(m) = 240u3(m) for all integers m ~ I. 

This applies to the lattice r s constructed in chap. V, n° 1.4.3 (note that this 
lattice is the only element of Cs). 

ii) The case n = 16. 
For the same reason as above, we have: 

QC 

(105) Or = E4 = 1 +480 L u 7(m)q"'. 
",=1 

Here one may take r = r 8 EB r s or r = r 16 (with the notations of chap. V, 
n° 1.4.3); even though these two lattices are not isomorphic, they have the 
same theta function, i.e. they represent each integer the same number of 
times. 

Note that the function (J attached to the lattice r 8 E9 r 8 is the square of 
the function (J of r s; we recover thus the identity: 

(I +240 "'~I u3(m)Q"r = I +480 "'~I u7(m)q"'. 

iii) The case n = 24. 
The space of modular forms of weight 12 is of dimension 2. It has for 

basis the two functions: 

65520 ao '" 
£, = I + --- L GII(m)q , 

691 .-1 
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00 00 

F = (21T)-12~ = q n (l_qm)24 = L 7{m)Qm. 
m= 1 m= 1 

The theta function associated with the lattice r can thus be written 

(106) 

We have 

(107) 
65520 

'r(m) = - - O'l1(m)+ CrT(m) for m ~ I. 
691 

The coefficient Cr is determined by putting m = I: 

65520 
Cr = 'r(l) - -- . 

691 
(l08) 

Note that it is =1=0 since 65520/691 is not an integer. 

Examples. 
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a) The lattice r constructed by J. LEECH (Callad. J. Math., 16, 1964) is such 
that 'r(l) = O. Hence: 

65520 
Cr = 

691 

b) For r = r 8 $ r 8 $ r 8' we have 'r(l) = 3.240, hence: 

Cr = 432000 = 273353/691. 
691 

c) For r = r 24 , we have 'r(l) = 2.24.23, hence: 

6.7. Complements 

Cr = 697344 = 21°3.227/691. 
691 

The fact that we consider only the full modular group G = PSL2(Z), 
forced us to limit ourselves to lattices verifying the very restrictive conditions 
of n° 6.4. In particular, we have not treated the most natural case, that of the 
quadratic forms 

xi+ ... +x;, 

which verify (i) but not (ii). The corresponding theta functions are "modular 
forms of weight n/2" (note that nl2 is not necessarily an integer) with respect 
to the subgroup of G generated by Sand T2. This group has index 3 in G, 
and its fundamental domain has two "cusps" to which correspond two 
types of "Eisenstein series"; using them, one obtains formulas giving the 
number of representations of an integer as a sum of n squares; for more 
details, see the books and papers quoted in the bibliography. 
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Ramanujan conjecture: VII.S.6.3. 
Ramanujan function: V 11.4.5. 
represented (element ... by a quadratic 

form): IV.1.6. 

signature of a real quadratic form: IV.2.4. 

theta function of a lattice: VII.6.S. 
type of a quadratic form: V.I.3. 

weight of a modular function: VII.2.t. 
Witt's theorem: IV.I.S. 

Zeta function: VI.3.2. 
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Index of Notations 

Z, N, Q, R, C: set of integers, positive 
integers (0 included), rationals, reals, 
complexes. 

A *: set of invertible elements of a ring A. 
Fq: field with q elements, 1.1.1. 

(;): Legendre symbol, 1.3.2, 11.3.3. 

«n), <.0(11): 1.3.2, 11.3.3. 
Zp: ring of p-adic integers, 11.1.1. 
I'p: p-adic valuation, II. \,2. 
U = Z:: group of p-adic units, 11.1.2. 
Q.: field of p-adic numbers, 11.1.3. 
(a, b), (a, h).: Hilbert symbol, 111.1.1. 

111.2.1. 
J;:: = P u {co}: 111.2.1, IV.3.1. 
63, 63: orthogonal direct sum, IV .1.2. 

V.1.2. 
l- g: IV.I.6. 
Ftg,F-g: IV.1.6. 
d(f): discriminant of a form j; IV.2.I, 

IV.3.1. 
«n, <.(f): local invariant of a form f, 

IV.2.I,IV.3.\. 
S, S.: V.I.\, 
d(E), r(E), a(E), '1'(£): invariants of an 

element of S, V.1.3. 

1+, L, V, 1'8, I'sm: elements of S, V.1.4. 
K(S): Grothendieck group of S, V.U. 
G: dual group of a finite abelian group G, 

VI. 1.1. 
G(m) = (Z/mZ)*: Vl.1.3. 
P: set of prime numbers, VI.3.1. 
'(s): Riemann zeta function, VU.2. 
L(s, X): L-function relative to X, VI.3.3. 
G = SL2(Z)/(± I): modular group, VII. 1.1 
H: upper half plane, VIl.1.1. 
D: fundamental domain of the modular 

group, VII.l.2. 
p = e2rri/3 : VII. 1.2. 
q = e2rriz : VIl.2.1. 
:Jl: set of lattices in C: VI1.2.2. 
G.(k ~ 2), K2, gJ, 6 =gi-27g~: VII.2.3. 
B.: Bernoulli numbers, VH.4.1. 
£.: VII.4.2. 
<1.(11): sum of k-th powers of divisors of II. 

Vll.4.2. 
'1': Ramanujan function, VI1.4.s. 
T(II): Hecke operators, VII.s.l, VII.5.2. 
rr(m): number of representations of 2m by 

r, VII.6.5. 
81': theta function of a lattice r, VI1.6.S. 
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Graduate Texts in Mathematics 
(conllPmedjrom prlge ii) 

70 MASSEY. Singular Homology Theory. 102 V ARADARAJAN. Lie Groups, Lie Algebras 
71 FARXAS/KRA. Riemann Surfaces. 2nd ed. and Their Representations. 
72 STILLWELL. Classical Topology and 103 LANG. Complex Analysis. 3rd ed. 

Combinatorial Group Theory. 2nd ed. 104 DUBROVINlFoMENKoINoVIKOV. Modem 
73 HUNGERFORD. Algebra. Geometry-Methods and Applications. 
74 DAVENPORT. Multiplicative Number Part II. 

Theory. 2nd ed. 105 LANG. SL2(R). 
75 HOCHSCHILD. Basic Theory of Algebraic 106 SILVERMAN. The Arithmetic of Elliptic 

Groups and Lie Algebras. Curves. 
76 IITAKA. Algebraic Geometry. 107 OLVER. Applications of Lie Groups to 
77 HECKE. Lectures on the Theory of Differential Equations. 2nd ed. 

Algebraic Numbers. 108 RANGE. Holomorphic Functions and 
78 BURRIS/SANKAPPANAVAR. A Course in Integral Representations in Several 

Universal Algebra. Complex Variables. 
79 WALTERS. An Introduction to Ergodic 109 LEHTO. Univalent Functions and 

Theory. TeichmUller Spaces. 
80 ROBINSON. A Course in the Theory of 110 LANG. Algebraic Number Theory. 

Groups. 2nd ed. III HUSEMOLI.ER. Elliptic Curves. 
81 FORSTER. Lectures on Riemann Surfaces. 112 LANG. Elliptic Functions. 
82 BOTT/Tu. Differential Forms in Algebraic 113 KARATZAS/SHREVE. Brownian Motion and 

Topology. Stochastic Calculus. 2nd ed. 
83 WASHINGTON. Introduction to Cyclotomic 114 KOBLITZ. A Course in Number Theory and 

Fields. 2nd ed. Cryptography. 2nd ed. 
84 IRELAND/RoSEN. A Classical Introduction 115 BERGERIGOSTIAUX. Diflerential Geometry: 

to Modem Number Theory. 2nd ed. Manifolds, Curves, and Surfaces. 
85 EDWARDS. Fourier Series. Vol. II. 2nd ed. 116 KELLEy/SRINIVASAN. Measure and Integral. 
86 VAN LINT. Introduction to Coding Theory. Vol. [. 

2nd cd. [ [7 SERRE. A[gebraic Groups and Class Fields. 
87 BROWN. Cohomology of Groups. 118 PEDERSEN. Analysis Now. 
88 PIERCE. Associative Algebras. 119 ROTMAN. An Introduction to Algebraic 
89 LANG. Introduction to A[gebraic and Topo[ogy. 

Abelian Functions. 2nd ed. 120 ZIEMER. Weakly Differentiable Functions: 
90 BRONDSTED. An Introduction to Convcx Sobolev Spaces and Functions of Bountied 

POI}10pes. Variation. 
91 BEARDON. On the Geometry of Discrete 121 LANG. Cyclotomic Fields I and II. 

Groups. Combined 2nd ed. 
92 DIESTEL. Sequences and Series in Banach 122 REM~ERT. Theory of Complex Functions. 

Spaces. Readings in Mathematics 
93 DUBROVIN/FoMENKOlNovIKOV. Modem 123 EBBINGHAUS/HERMES et al. Numbers. 

Geometry-Methods and Applications. Readings in Mathematics 
Part I. 2nd ed. 124 DUBROVIN/FoMENKOlNovIKOV. Modern 

94 WARNER. Foundations of Ditlerentiable Geometry-Methods and Applications. 
Manifolds and Lie Groups. Part Ill. 

95 SHIRYAEV. Probability. 2nd ed. 125 BERENSTEIN/GAY. Complex Variables: An 
96 CONWAY. A Course in Functional Introduction. 

Analysis. 2nd ed. 126 BOREL. Linear Algebraic Groups. 2nd ed. 
97 KOBLITZ. Introduction to Elliptic Curves 127 MASSEY. A Basic Coursc in Algebraic 

and Modular Forms. 2nd ed. Topology. 
98 BROCKERiTOM DIECK. Representations of 128 RAUCH. Partial Differential Equations. 

Compact Lie Groups. 129 FULTON/HARRIS. Representation Theory: A 
99 GROVE/BENSON. Finite Retlection Groups. First Course. 

2nd ed. Readings in Mathematics 
100 BERO/CHRISTENSEN/RESSEL. Harmonic 130 DoDSON/POSTON. Tensor Geometry. 

Analysis on Semigroups: Theory of 131 LAM. A First Course in Noncommutative 
Positive Definite and Related Functions. Rings. 

101 EDWARDS. Galois Theory. 132 BEAROON. Iteration of Rational Functions. 



133 HARRIs. Algebraic Geometry: A First 165 NATHANSON. Additive Number Theory: 
Course. Inverse Problems and the Geometry of 

134 ROMAN. Coding and Information Theory. Sumsets. 
135 ROMAN. Advanced Linear Algebra. 166 SHARPE. Differential Geometry: Cartan's 
136 ADKINs/WEINTRAUB. Algebra: An Generalization of Klein's Erlangen 

Approach via Module Theory. Program. 
137 AxLERlBoURDONi'RAMEY. Harmonic 167 MORANDI. Field and Galois Theory. 

Function Theory. 168 EWALD. Combinatorial Convexity and 
138 COHEN. A Course in Computational Algebraic Geometry. 

Algebraic Number Theory. 169 BHATIA. Matrix Analysis. 
139 BREDON. Topology and Geometry. 170 BREDON. SheafTheory. 2nd ed. 
140 AUBIN. Optima and Equilibria. An 171 PETERSEN. Riemannian Geometry. 

Introduction to Nonlinear Analysis. 172 REMMERT. Classical Topics in Complex 
141 BECKERlWEISPFENNINGIKREoa. GrObner Function Theory. 

Bases. A Computational Approach to 173 DIESTEl. Graph Theory. 2nd ed. 
Commutative Algebra. 174 BRIDGES. Foundations of Real and 

142 LANG. Real and Functional Analysis. Abstract Analysis. 
3rd ed. 175 LICKORISH. An Introduction to Knot 

143 DooB. Measure Theory. Theory. 
144 DENNIs/FARB. Noncommutative 176 LEE. Riemannian Manifolds. 

Algebra. 177 NEWMAN. Analytic Number Theory. 
145 VICK. Homology Theory. An 178 CLARKEILEDY AEV/STERN/WOLENSKI. 

Introduction to Algebraic Topology. Nonsmooth Analysis and Control 
2nded. Theory. 

146 BRIDGES. Computability: A 179 DOUGLAS. Banach Algebra Techniques in 
Mathematical Sketchbook. Operator Theory. 2nd ed. 

147 ROSENBERG. Algebraic K-Theory 180 SRIVASTAVA. A Course on Borel Sets. 
and Its Applications. 181 KRESS. Numerical Analysis. 

148 ROTMAN. An Introduction to the 182 WALTER. Ordinary Differential 
Theory of Groups. 4th ed. Equations. 

149 RATCLIFFE. Foundations of 183 MEGGINSON. An Introduction to Banach 
Hyperbolic Manifolds. Space Theory. 

150 EISI::NBUD. Commutative Aigebra 184 BOLLOBAS. Modem Graph Theory. 
with a View Toward Algebraic 185 COx/LITTLE/O'SHEA. Using Algebraic 
Geometry. Geometry. 

151 SILVERMAN. Advanced Topics in 186 RAMAKRISHNAN/V ALENZA. Fourier 
the Arithmetic of Elliptic Curves. Analysis on Number Fields. 

152 ZIEGLER. Lectures on Polytopes. 187 HARRlslMORRlSON. Moduli of Curves. 
153 FULTON. Algebraic Topology: A 188 GOLDBLATT. Lectures on the Hyperreals: 

First Course. An Introduction to Nonstandard Analysis. 
154 BROWN/PEARCY. An Introduction to 189 LAM. Lectures on Modules and Rings. 

Analysis. 190 ESMONoEIMURTY. Problems in Algebraic 
155 KASSEl. Quantum Groups. Number Theory. 
156 KECHRIS. Classical Descriptive Set 191 LANG. Fundamentals of Differential 

Theory. Geometry. 
157 MALLIAVIN. Integration and 192 HIRSCH/LACOMBE. Elements of Functional 

Probability. Analysis. 
IS8 ROMAN. Field Theory. 193 COHEN. Advanced Topics in 
159 CONWAY. Functions of One Computational Number Theory. 

Complex Variable 11. 194 ENGELlNAGEl. One-Parameter Semigroups 
160 LANG. Differential and Riemannian for Linear Evolution Equations. 

Manifolds. 195 NATHANSON. Elementary Methods in 
161 BORWEINIERDEL VI. Polynomials and Number Theory. 

Polynomial Inequalities. 196 OSBORNE. Basic Homological Algebra. 
162 ALPERIN/BELL. Groups and 197 EISENBUDIHARRIS. The Geometry of 

Representations. Schemes. 
163 DIXONIMORTIMER. Permutation Groups. 198 ROBERT. A Course inp-adic Analysis. 
164 NATHANSON. Additive Number Theory: 199 HEDENMALMlKoRENBLuMlZHU.Theory 
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200 BAO/CHERNISHEN. An Introduction to 
Riemann-Finsler Geometry. 

201 HINDRV/SILVERMAN. Diophantine 
Geometry: An Introduction. 

202 LEE. Introduction to Topological 
Manifolds. 

203 SAGAN. The Symmetric Group: 
Representations, Combinatorial 
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