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CHAPTER I 

Summary of Main Results 

This course presents the work of M. Rosenlicht and S. Lang. We begin 
by summarizing that of Rosenlicht: 

1. Generalized Jacobians 

Let X be a projective, irreducible, and non-singular algebraic curve; let 
f : X - G be a rational map from X to a commutative algebraic group 
G. The set S of points of X where f is not regular is a finite set. If D is a 
divisor prime to S (i.e., of the form D = L niPi, with Pi tf. S), feD) can 
be defined to be L nil(P,) which is an element of G. 

When G is an Abelian variety, S = 0 and one knows that feD) = 0 if D 
is the divisor (ip) of a rational function ip on X; in this case, f( D) depends 
only on the class of D for linear equivalence. 

In the general case, we are led to modify the notion of class (as in arith­
metic, to study ramified extensions) in the following way: 

Define a modulus with support S to be the data of an integer nj > 0 
for each point Pi E S; if m is a modulus with support S, and if ip is a 
rational function, one says that ip is "congruent to 1 mod m", and one 
writes ip == 1 mod m, if vi(l - ip) ~ ni for all i, Vi denoting the valuation 
attached to the point Pi. Since the ni are> 0, such a function is regular 
at the points Pi and takes the value 1 there; its divisor (ip) is thus prime 
to S. 

Theorem 1. For every rational map f : X - G regular away from S, 
there exists a modulus m with support S such that feD) = 0 for every 
divisor D = (ip) with ip == 1 mod m. 
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(For the proof, see chap. III, §2.) 
Conversely, given the modulus m, one can recover, if not the group G, 

at least a "universal" group for the groups G: 

Theorem 2. For every modulus m, there exists a commutative algebraic 
group J m and a rational map fm : X -+ J m such that the following property 
holds: 

For every rational map f : X -+ G satisfying the property of theorem 
1 with respect to m, there exists a unique rational (affine) homomorphism 
B: J m -+ G such that f = Bofm. 

(For the proof, see chap. V, no. 9) 
More can be said about the structure of J m , exactly as for the usual 

Jacobian (which we recover if m = 0). For this, let Cm be the group of 
classes of divisors prime to S modulo those which can be written D = 
(If') with If' == 1 mod m, and let C~ be the subgroup of Cm formed by 
classes of degree O. Denoting by CO the group of (usual) divisor classes 
of degree 0, there is a surjective homomorphism C~ -+ Co. The kernel 
Lm of this homomorphism is formed by the classes in Cm of divisors of 
the form (If'), with If' invertible at each point P; E S. But, for each Pi E 
S, the invertible elements modulo those congruent to 1 mod m form an 
algebraic group Rm,i of dimension n;; let Rm be the product of these groups. 
According to the approximation theorem for valuations, one can find a 
function corresponding to arbitrary given elements r; E Rm,;. We conclude 
that Lm is identified with the quotient group Rm/Gm , denoting by G m 

the multiplicative group of constants embedded naturally in Rm. Putting 
J = Co, we finally have an exact sequence 

o -+ Rm/Gm -+ C~ -+ J -+ O. 

Note that J has a natural structure of algebraic group since it is the Jaco­
bian of X; the same is true of Rm/Gm , as we just saw. This extends to 
Co. 

m' 

Theorem 3. The map fm : X -+ J m defines, by extension to divisor 
classes, a bijection from C~ to J m . Identifying C~ and J m by means of 
this bijection, the group J m becomes an extension (as algebraic group) of 
the group J by the group Rm/Gm . 

(For the proof, see chap. V, §3.) 
The groups J m are the generalized lacobians of the curve X. 
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2. Abelian coverings 

Let G be a connected commutative algebraic group, and let () : G' -+ G be 
an isogeny (the group G' also being assumed connected); recall that this 
means that () is a homomorphism (of algebraic groups) which is surjective 
with a finite kernel. We also suppose that the corresponding field extension 
is separable, in which case we say that () is sepamble. If g denotes the 
kernel of (), the group G is identified with the quotient G' / g, and G' is an 
unramified covering of G, with the Abelian group g as Galois group. 

Now let U be an algebraic variety and let I: U -+ G be a regular map. 
One defines the pull-back U' = 1-1 (G') of G' by I as the subvariety of 
U x G' formed by the pairs (x, g') such that I(x) = ()(g'). The projection 
U' -+ U makes U' an (unramified) covering of U, with Galois group g. 

More generally, let I : X -+ G be a rational map from an irreducible 
variety X to the group G, and let X, -+ X be a covering of X with Galois 
group g. If there exists a non-empty open U of X on which I is regular, 
and if the covering induced by X, on U is isomorphic to 1-1(G'), we will 
again say that X' is the pull-back of the isogeny G' -+ G by the map I 
(this amounts to saying that the notion of a pull-back is a birational one). 

With this convention, we have: 

Theorem 4. Every Abelian covering 01 an irreducible algebraic variety is 
the pull-back 01 a suitable isogeny. 

We indicate quickly the principle of the proof (for more details, see chap. 
VI, §2), limiting ourselves to the case of an irreducible covering X' -+ X. 
Clearly we can suppose that g is a cyclic group of order n, with either n 
prime to the characteristic, or n = pm. 

i) g is cyclic 01 order n, with (n,p) = 1. 
Let G m be the multiplicative group and let ()n : G m -+ G m be the 

isogeny given by A -+ An. Associating to a generator (1' of g a primitive 
n-th root of unity f, we see that the kernel of ()n is identified ,with g. We 
show that every Abelian covering with Galois group g is a pull-back of ()n: 

Let L/ I< be the field extension corresponding to the given covering X' -+ 

X. Since the norm of f in L / I< is 1, the classical "theorem 90" of Hilbert 
shows the existence of 9 E L* such that g<7 = f.g, and L = K(g) (the 
element 9 is a "Kummer" generator). We have I = gn E I<. The map 
9 : X' -+ G m commutes with the action of gand defines by passage to the 
quotient the map I : X -+ G m . This shows that X' = l-l(Gm ). 

ii) g is cyclic 01 order pm. 
First suppose that m = 1. Let G a be the additive group, and let p : 

G a -+ G a be the isogeny given by p(A) = AP - A. The kernel of p is the 
group Z/pZ of integers modulo p; choosing a generator (1' of g, it is thus 
identified with g. We are going to see that every Abelian covering with 
Galois group g is a pull-back of p: 
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Let, as before, L/ K be the extension corresponding to the covering. 
Since the trace of 1 in L/ K is 0, the additive analog of "theorem 90" shows 
the existence of gEL such that g(7 = 9 + 1 (the element 9 is an "Artin­
Schreier" generator) and we have I = fJ(g) = gP - 9 E K. As above, this 
means that the given covering is the pull-back of fJ by g. 

When m > 1, one replaces G a by the group Wm of Witt vectors oflength 
m, cf. Witt [99]. 

Combining theorem 4 with theorems 1 and 2, we get: 

Corollary. Let X' ~ X be an Abelian covering 01 an algebraic curve X. 
Then there exists a separable isogeny () : G' ~ J m , where Jm is a generalized 
Jacobian 01 X, such that X' is isomorphic to l;l(G' ). 

We also prove the following results (see chap. VI, §2): 

a) For fixed X' and J m , the isogeny () : G' ~ Jm is unique. 
b) The modulus m can be chosen so that its support S is exactly the set 

of ramification points of the given covering X' ~ X. 

In particular, unramified coverings correspond to isogenies of the J aco­
bian. 

Using a) and the theorem of "descent of the base field" of Weil [95], we 
prove (cf. chap. VI, §4): 

Theorem 5. If the Abelian covering X, ~ X is defined and Abelian over 
a finite field k, the isogeny () : G' ~ Jm of the corollary to theorem 4 can 
be defined over k. 

Thus we get a construction of Abelian extensions of the field k(X) start­
ing from k-isogenies of generalized Jacobians J m corresponding to moduli 
m rational over k. As Lang showed, this construction permits one to easily 
recover class field theory for the field k(X) (cf. chap VI, §6); in particular, 
the Artin reciprocity law reduces to a formal calculation in the isogeny (). 
The "explicit reciprocity laws" are recovered by means of "local symbols" 
connected with theorem 1 (see chap. III, §1 as well as chap. VI, no. 30). 

3. Other results 

a) Class field theory was extended by Lang himself to varieties of any 
dimension. The maps 1m : X ~ J m are replaced by "maximal" maps 
(cf. chap. VI, §3); the most interesting example is that of the canonical 
map from X to its Albanese variety, which furnishes "almost all" of the 
unramified Abelian extensions of X (cf. chap. VI, no. 20). It should be 
mentioned that, other than this case and that of curves, one knows very 
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little about maximal maps; one does not know how to extract "generalized 
Albanese varieties" from them, which would play the role of the Jm . 

b) Other than their arithmetic applications, generalized J acobians are also 
interesting as non-trivial extensions of an Abelian variety by a linear group. 

For example, let P E X and put m = 2P. Choosing a local uniformizer 
tp at P, we see that the local group Lm of no. 1 can be identified with 
the additive group G a , and the Jacobian Jm is thus an extension of the 
usual Jacobian J by Ga. By virtue of a result of Rosenlicht (see chap. VII, 
no. 6), it can be considered as a principal fiber space with base J and group 
G a , and thus it defines an element jp E Hl(J, (h). Let j'p be the image 
of jp by the homomorphism from Hl(J,OJ) to Hl(X,OX) defined by 1m. 
Then: 

Theorem 6. Identifying Hl (X, Ox) with the classes of repartitions on X 
(cf chap. II, no. 5), the element j'p E Hl(X,OX) is identified with the 
class of the repartition I/tp. 

As we will see, this theorem permits us to determine Hl( J, 0 J), and 
more generally Hq(A, 0 A) for any Abelain variety A and every integer q 
(chap. VI, §4). 

Bibliographic note 

The results summarized above are taken up in the following chapters of 
this course; at the end of each of these chapters the reader will find a 
brief bibliographic note. We limit ourselves here to mentioning that the 
construction and properties of generalized J acobians are due to Rosenlicht 
[64], [65] and the arithmetic results of no. 2 are due to Lang [49], [50]; 
both rely upon the theory of Abelian varieties developed by Weil [89]. The 
determination of the cohomology of Abelian varieties is essentially due to 
Rosenlicht [68] and Barsotti [5], [6]; see also [78]. 



CHAPTER II 

Algebraic Curves 

In this chapter, as well as the two following ones, we leave aside all questions 
of rationality. So let us suppose that the base field k is algebraically closed 
(of any characteristic). For the definitions and elementary results related to 
algebraic varieties and sheaves, I refer to my memoir on coherent sheaves 
[73], which will be cited FAC in what follows. In any case, there is no 
difficulty passing from this language to that of Weil [87], [51], or to that 
of schemes. 

1. Algebraic curves 

Let X be an algebraic curve, i.e., an algebraic variety of dimension 1; we 
will suppose that X is irreducible, non-singular, and complete. 

Let k(X) be the field of rational functions on X. It is an extension of 
finite type of k of transcendence degree 1. Conversely, there is a curve X 
associated to such an extension F/k, which is unique (up to isomorphism). 

First we show the existence of X. Let Xl, ... , Xr be generators of the 
extension F / k and let A = k[Xl, ... , x r ] be the subalgebra of F generated 
by the Xi; it is an affine algebra, corresponding to a closed subvariety Y 
of the affine space kr. Its closure Y in the projective space P r (k) is a 
complete irreducible curve whose field of rational functions is F. To find 
the curve X, it then suffices to take the normalization of Y; indeed, one 
knows that a normal curve is non-singular. Furthermore, the method of 
projective normalization ([71], pp. 25-26 or [51], pp. 133-146, for example) 
shows that X can be embedded in a projective space. 

The uniqueness of X follows from the explicit determination of its Zariski 
topology and its local rings, cf. no. 2; moreover, one knows that the knowl-

J.-P. Serre, Algebraic Groups and Class Fie
© Springer-Verlag New York Inc. 1988
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edge of the local rings of an irreducible variety X of any dimension deter­
mines the Zariski topology of X, cf. [17], exposes 1 and 2. 

(The uniqueness of X can also be deduced from the following fact: every 
rational map from a non-singular curve to a complete variety is everywhere 
regular.) 

The study of X is thus equivalent to the study of the extension F/k, 
contrary to what could happen for a variety of dimension ~ 2. There is 
thus no reason to insist on the difference between "geometric" methods and 
"algebraic" methods. 

2. Local rings 

Let P be a point of the curve X. One knows how to define the local 
ring 0 p of X at P: supposing that X is embedded in a projective space 
Pr(k), it is the set of functions induced by rational functions of the type 
R/ S, where Rand S are homogeneous polynomials of the same degree and 
where S(P) "10. It is a subring of k(X); by virtue ofthe general properties 
of algebraic varieties, it is a Noetherian local ring whose maximal ideal mp 
is formed by the functions 1 vanishing at P and we have Op/mp = k. The 
elements of 0 p will be called regular at P. 

Now let us use the hypotheses made on X. Since X is a curve, 0 p is a 
local ring of dimension 1, in the sense of dimension theory for local rings: 
its only prime ideals are (0) and mp. Since P is a simple point of X, it 
is also a regular local ring: its maximal ideal can be generated by a single 
element; such an element t will be called a local unilormizer at P. By 
virtue of a well-known (and elementary) theorem, these properties imply 
that 0 p is a discrete valuation ring; the corresponding valuation will be 
written vp. If 1 is a non··zero element of k(X), the relation vp(f) = n, 
n E Z thus means that 1 can be written in the form 1 = tnu where t is a 
local uniformizer at P and u is an invertible element of Op. Furthermore, 
the rings Op are the only valuation rings of k(X) containing k; indeed, if U 
is such a ring, U dominates one of the 0 p (since X is assumed complete­
this is one of the definitions of a complete variety, cf. [11]), thus coincides 
with 0 p since the latter is a valuation ring. 

As with any algebraic variety, the 0 p form a sheal 01 rings on X when X 
is given the Zariski topology (FAC, chap. II); recall that the closed subsets 
in this topology are the finite subsets and X itself. The sheaf Op will be 
denoted Ox or simply 0 when no confusion can result; it is a subsheaf of 
the constant sheaf k(X). 
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3. Divisors, linear equivalence, linear series 

An element of the free Abelian group on the points P E X is called a 
divisor. A divisor is thus written 

D= L npP 
PEX 

with np E Z, 

and np = 0 for almost all P (all but finitely many). The coefficient of P 
in D will be written vp(D). 

The degree of D is defined by 

deg(D) = L np = L vp(D) 

A divisor D is called effective (or positive) if all the vp(D) are ~ 0; thus 
there is an order structure on the group D(X) of all divisors on X. 

If I is a non-zero element of k(X), one defines the divisor 01 I, written 
(f), by the formula 

(f) = L vp(f)P. 
PEX 

By virtue of the evident identity (fg) = (f) + (g), these divisors form a 
subgroup P(X) of the group D(X) as I runs through k(X)*. The quotient 
group C(X) = D(X)j P(X) is called the group of divisor classes (for linear 
equivalence) and two divisors in the same class are said to be linearly 
equivalent. 

Proposition 1. II D E P(X), then deg(D) = O. 

PROOF. This result is an immediate consequence of the Riemann-Roch 
theorem in its first form (no. 4), which we will prove without using it. 
But we can also give a direct proof: if D = (f), with I E k(X)*, we 
can suppose that I is non-constant (otherwise D = 0). The function I 
is then a map from X to the projective line P1(k), and (f) is nothing 
other than ,-1(0) - ,-1(00), 0 and 00 being identified with two points 
of P 1(k), and the operation 1-1 being taken in the sense of intersection 
theory. But one knows (thanks to this same theory) that, for every point 
a E P1(k), the degree of 1-1(a) is equal to the degree of the projection I, 
i.e., to [k(X) : k(f)]. Whence the proposition, with added precision (which 
shows, for example, that neither ,-1(0) nor ,-1(00) are reduced to 0 for 
a non-constant function I-in other words, the inequality (f) ~ 0 implies 
that I is constant). 0 

It follows from prop. 1 that one can speak of the degree of a divisor class, 
and in particular of the group CO(X) of divisor classes of degree O. We get 

C(X)jCO(X) = Z. 
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Combining linear equivalence with the order relation on divisors, we 
arrive at the notion of a linear series: 

Let D be any divisor, and consider the divisors D' which are effective 
and linearly equivalent to D. Such a divisor can be written D' = D + (f), 
with f E k(X)*, and we must have D + (I) ~ 0, i.e., (f) ~ -D. The 
functions f satisfying this condition, together with 0, form a vector space 
which will be written L(D). We will see later (prop. 2) that L(D) is finite 
dimensional. Every element f f:. 0 of L(D) defines a divisor D' = D + (f) 
of the type considered, and two functions f and 9 define the same divisor 
if and only if f = >.g with >. E k*; thus, the set IDI of effective divisors 
linearly equivalent to D is in bijective correspondence with the projective 
space P(L(D» associated to the vector space L(D). The structure of 
projective space thus defined on IDI does not change when D is replaced 
by a linearly equivalent divisor. A non-empty set F of effective divisors 
on X is called a linear series if there exists a divisor D such that F is a 
projective (linear) subvariety of IDI; if F = IDI, one says that the linear 
series F is complete. A linear series F, contained in IDI, corresponds to a 
vector subspace V of L(D); the dimension of V is equal to the (projective) 
dimension of F plus 1. In particular, if leD) denotes the dimension of 
L(D), then 

leD) = dim IDI + 1. 

Remark. Linear series are closely related to maps of X to a projective 
space. We indicate rapidly how: 

Let <p : X - Pr(k) be a regular map from X to a projective space. We 
suppose that <p(X) generates (projectively) Pr(k). With this hypothesis, 
if H denotes a hyperplane of Pr(k), the divisor <p-l(H) is well-defined. 
One immediately checks that, as H varies, the <p-l(H) form a linear series 
F of dimension r, "without fixed points" (i.e., for every P E X there 
exists D E F such that vp(D) = 0); conversely, every linear series without 
fixed points arises uniquely (up to an automorphism of P r (k)) this way. 
Furthermore, for every linear series F there exists an effective divisor A 
and a linear series F' without fixed points such that F is the set of divisors 
of the form A + D', where D' runs through F'; the divisor A is called the 
fixed part of F. 

(This discussion extends, with evident modifications, to the case where 
X is a normal variety of any dimension. However, one must distinguish 
between the fixed components of a linear series F (these are the subvarieties 
W of X, of co dimension 1, such that D ~ W for all D E F) and the 
base points of F (these are the points of intersection of the supports of 
the divisors D E F). The rational map from X to the projective space 
associated to F does not change when the fixed components are removed 
from F; this map is regular away from the base points of F. For more 
details, see for example Lang [51], chap. VI.) 



10 II. Algebraic Curves 

4. The Riemann-Roch theorem (first form) 

Let D be a divisor on X. In the preceding no. we defined the vector space 
L(D): it is the set of rational functions f which satisfy (f) ~ -D, that is 
to say 

vp(f) ~ -vp(D) for all P E X. 

Now if P is a point of X, write C(D)p for the set of functions which satisfy 
this inequality at P. The C(D)p form a subsheaf C(D) of the constant 
sheaf k(X). The group HO(X, C(D)) is just L(D). 

Proposition 2. The vector spaces HO(X,C(D)) and Hl(X,C(D)) are 
finite dimensional over k. For q ~ 2, Hq(X, C(D)) = O. 

PROOF. According to FAC, no. 53, Hq(X, F) = 0 for q ~ 2 and any 
sheaf F, whence the second part of the proposition. To prove the first 
part it suffices, according to FAC, no. 66, to prove that C( D) is a coherent 
algebraic sheaf. But, if P is a point of X and 'P a function such that 
vp('P) = vp(D), one immediately checks that multiplication by 'P is an 
isomorphism from C( D) to the sheaf 0 in a neighborhood of P; a fortiori, 
C(D) is coherent. 0 

Remarks. 1. If D' = D + ('P), the sheaf C(D) is isomorphic to the sheaf 
C(D'), the isomorphism being defined by multiplication by 'P. 

2. It would be easy to prove prop. 2 without using the results of FAC by 
using the direct definitions of HO(X,C(D)) and Hl(X,C(D)); for this see 
the works cited at the end of the chapter. 

Before stating the Riemann-Roch theorem, we introduce the following 
notations: 

J(D) = Hl(X, C(D)), i(D) = dim J(D), 9 = i(O) = dimHl(X, 0). 

The integer 9 is called the genus of the curve X; we will see later that this 
definition is equivalent to the usual one. 

Theorelll 1 (Riemann-Roch theorem-first form). For every divisor D, 
I(D) - i(D) = deg(D) + 1 - g. 

PROOF. First observe that this formula is true for D = O. Indeed, /(0) = 
1 (because, as we saw, the constants are the only functions f satisfying 
(f) ~ 0), i(O) = 9 by definition, and deg(O) = O. 

It will thus suffice to show that, if the formula is true for a divisor D, 
it is true for D + P, and conversely (P being any point of X); indeed, it 
is clear that one can pass from the divisor 0 to any divisor by succesively 
adding or subtracting a point. 
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Denote the left hand side of the formula by XeD) and the right hand 
side by x/CD); evidently x/CD + P) = x/CD) + 1 and thus we must show 
that the same formula holds for xeD). But, the sheaf £(D) is a subsheaf 
of C(D + P), which permits us to write an exact sequence 

0-+ C(D) -+ C(D + P) -+ Q --+ o. 
The quotient sheaf Q is zero away from P, and Qp is a vector space of 
dimension 1. Thus Hl(X, Q) = 0 and HO(X, Q) = Qp is a vector space of 
dimension 1. We write the cohomology exact sequence 

0-+ L(D) -+ L(D + P) -+ HO(X, Q) -+ J(D) -+ I(D + P) -+ O. 

Taking the alternating sum of the dimensions ofthese vector spaces we find 

leD) -leD + P) + 1 - i(D) + i(D + P) = 0, 

that is to say 
X(D+P)=X(D)+l, 

as was to be shown. o 

Remarks. 1. Theorem 1 is not enough to "compute" leD): one must also 
have information about i(D). This information will be furnished by the 
duality theorem (no. 8) and we will then obtain the definitive form of the 
Riemann-Roch theorem. 

2. The method of proof above, consisting of checking the theorem for one 
divisor, then passing from one divisor to another by means of the sheaf Q 
supported on a subvariety, also applies to varieties of higher dimension. For 
example, it is not difficult to prove in this way the Riemann-Roch theorem 
for a non-singular surface in the form 

1 
XeD) = '2D(D - K) + 1 + Pa, 

K denoting the canonical divisor and Pa the arithmetic genus of the surface 
under consideration. (See chap. IV, no. 8.) 

5. Classes of repartitions 

Before passing to differentials and the duality theorem, we are going to 
show how the vector space leD) can be interpreted in Weil's language of 
repartitions (or "adeles"). 

A repartition r is a family {rp} PEX of elements of k(X) such that rp E 
o p for almost all P EX. The repartitions form an algebra R over the field 
k. If D is a divisor, we write R(D) for the vector subspace of R formed 
by the r = {rp} such that vp(rp) 2: -vp(D); as D runs through the 
ordered set of divisors of X, the R( D) form an increasing filtered family of 
subspaces of R whose union is R itself. 
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On the other hand, if to every I E k(X) we associate the repartition 
{rp} such that rp = I for every P E X, we get an injection of k(X) 
into R which permits us to identify k(X) with a subring of R. With these 
notations, we have: 

Proposition 3. II D is a divisor on X, then the vector space I( D) = 
Hl(X, .c(D)) is canonically isomorphic to Rj(R(D) + k(X)). 

PROOF. The sheaf .c(D) is a subsheaf of the constant sheaf k(X). Thus 
there is an exact sequence 

0-+ .c(D) -+ k(X) -+ k(X)j .c(D) -+ O. 

As the curve X is irreducible and the sheaf k(X) is constant, 

Hl(X, k(X)) = 0 

(since the nerve of every open cover of X is a simplex); on the other hand, 
since X is connected, HO(X, k(X)) = k(X). Thus the cohomology exact 
sequence associated to the exact sequence of sheaves above can be written 

k(X) -+ HO(X,k(X)j.c(D)) -+ Hl(X,.c(D)) -+ o. 
The sheaf A = k(X)j .c(D) is a "sky-scraper sheaf': if s is a section of A 
over a neighborhood U of a point P, there exists a neighborhood U' C U 
of the point P such that s = 0 on U' - P. It follows that HO(X, A) is 
identified with the direct sum of the Ap for P EX; but this direct sum 
is visibly isomorphic to Rj R(D). The exact sequence written above then 
shows that Hl(X, .c(D)) is identified with Rj(R(X) + k(X)), as was to be 
shown. 0 

In all that follows, we identify I(D) and Rj(R(X) + k(X)). 

6. Dual of the space of classes of repartitions 

The notations being the same as those in the preceding no., let J(D) be 
the dual of the vector space I(D) = Rj(R(D) + k(X)); an element of J(D) 
is thus identified with a linear form on R, vanishing on k(X) and on R(D). 
If D' :2: D, then R(D') ::J R(D), which shows that J(D) ::J J(D'). The 
union of the J (D), for D running through the set of divisors of X, will 
be denoted J; observe that the family of the J (D) is a decreasing filtered 
family. 

(One can also interpret J as the topological dual of Rj k(X) where Rj k(X) 
is given the topology defined by the vector subspaces which are the images 
of the R(D).) 

Let I E k(X) and let a E J. The map r -+ (a,Jr) is a linear form 
on R, vanishing on k(X); we denote it by la. We have la E J; indeed, 
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if a E J(D) and f E L(d), we immediately see that the linear form fa 
vanishes on R(D-d), thus belongs to J(D-d). The operation (I, a) -+ fa 
endows J with the structure of vector space over k(X). 

Proposition 4. The dimension of the vector space J over the field k(X) 
is ~ 1. 

PROOF. We argue by contradiction; let a and a' be two elements of J which 
are linearly independent over k( X). Since J is the union of the filtered set 
of the J(D), one can find a D such that a E J(D) and a' E J(D); put 
d = deg(D). 

For every integer n ~ 0, let d n be a divisor of degree n (for example 
d n = nP, where P is a fixed point of X). If f E L(dn ), then fo: E 
J(D - d n ) in light of what was said above, and similarly for go:' if g E 
L(dn ). Furthermore, since 0: and 0:' are linearly independent over k(X), 
the relation fo: + go:' = 0 implies f = g = 0; it follows that the map 

(I,g) -+ fo: + go:' 

is an injection from the direct sum L(dn ) + L(dn ) to J(D - d n ), and in 
particular we have the inequality 

for all n. (*) 

We are going to show that the inequality (*) leads to a contradiction when 
n -+ +00. The left hand side is equal to 

dimI(D - d n ) = i(D - d n ). 

According to thm. 1, 

i(D - d n ) = - deg(D - d n ) + 9 - 1 + I(D - d n ) 

= n + (g - 1 - d) + I(D - d n ). 

But when n > d, deg(D - d n ) < 0, which evidently implies 

I(D-dn)=O 

(indeed, otherwise there would exist an effective divisor llinearly equivalent 
to D - d n , which is impossible in view of prop. 1). Thus for large n the 
left hand side of (*) is equal to n + Ao, Ao being a constant. 

As for the right hand side, it is equal to 21(dn ). Thm. 1 shows that 

l(dn ) ~ deg(dn ) + 1 - 9 = n + 1 - g. 

Thus the right hand side of (*) is ~ 2n + Ai, Ai denoting a constant, and 
we get a contradiction for n sufficiently large, as was to be shown. 0 

Remarks. 1. It would be easy to show that the dimension of J is exactly 1: 
it would suffice to exhibit a non-zero element of J. In fact, we will prove 
later a more precise result, namely that J is isomorphic to the space of 
differentials on X. 
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2. The definitions and results of this no. can be easily transposed to the 
case of a normal projective variety of any dimension r: if D is a divisor 
on X, one again defines J(D) as the dual of Hr(X,C(D)). From the fact 
that all the Hr+l are zero, the exact sequence of cohomology shows that 
the functor H r is right exact, and, if D' :::: D, one again has an injection 
from J(D') to J(D). The inductive limit J of the J(D) is a vector space 
over k( X) of dimension 1: this is seen by an argument analogous to that 
of prop. 4 (one must take, in place of Lln, a multiple of the hyperplane 
section of X); the only results of sheaf theory that we have used are the 
very elementary ones of FAC, no. 66. (For more details, see the report of 
Zariski [103), p. 139.) 

7. Differentials, residues 

Recall briefly the general notion of a differential on an algebraic variety X: 
First of all, if F is a commutative algebra over a field k, we have the 

module of k-differentials of F, written Dk(F); it is an F-module, endowed 
with a k-linear map 

d : F --> Dk(F), 

satisfying the usual condition d(xy) = x.dy + y.dx. The dx for x E F 
generate Dk(F) and Dk(F) is the "universal" module with these properties. 
For more details, see [11}, expose 13 (Cartier). 

These remarks apply in particular to the local rings Op and to the field of 
rational functions F = k( X) of an algebraic variety X (of any dimension r). 
Reducing to the affine case, one immediately checks that the Up = Dk (0 P ) 

form a coherent algebraic sheaf on X; furthermore 

If P is a simple point of X and if h , ... ,tr form a regular system of param­
eters at P, the dti form a basis of Dk(Op); this can be seen, for example, 
by applying thm. 5 of expose 17 of the Seminar cited above. Thus the 
sheaf of Op is locally free over the open set of simple points of X (it thus 
corresponds to a vector bundle which is nothing other than the dual of the 
tangent space). 

Now if we come back to the case of a curve satisfying the conditions of 
no. 1, we see that, in this case, Dk(F) is a vector space of dimension lover 
F = k(X) and that the sheaf 0 of the Up is a subsheaf of the constant 
sheaf Dk (F). If t is a local uniformizer at P, the differential dt of t is a 
basis of the 0 p-module Up and it is also a basis of the F -vector space 
Dk(F). Thus if w E Dk(F), we can write w = f dt, with f E F. Then 
supposing w i= 0, we put 

vp(w) = vp(f). 
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One sees immediately that this definition is indeed invariant, i.e., indepen­
dent of the choice of dt; moreover, it would apply to any rational section 
of a line bundle (i.e., of a vector bundle of fiber dimension 1). 

From the expression w = f dt, we can also deduce another local invari­
ant of w, its residue: if Fp denotes the completion of the field F for the 
valuation Vp, one knows that Fp is isomorphic to the field k«T)) offormal 
series over k, the isomorphism being deter~ined by the condition that t 
maps to T. Identifying f with its image in Fp, we can thus write 

f = L anT"', 
n»-oo 

the symbol n > > -00 meaning that n only takes a finite number of values 
< o. 

In particular, the coefficient a_l of T- 1 in f is well defined, and it is 
this coefficient which will be called the residue of w = J dt at P, written 
Resp(w). This definition is justified by the following proposition: 

Proposition 5 (Invariance of the residue). The preceding definition IS 

independent of the choice of the local uniformizer t. 

The proof will be given later (no. 11) at the same time as the list of the 
properties of the operation w -> Resp(w). Just note for the moment that 
Resp(w) = 0 if vp(w) ~ 0, i.e., if w does not have a pole at P. As every 
differential has only a finite number of poles (since it is a rational section 
ofa vector bundle), we conclude that Resp(w) = 0 for almost all P and the 
sum LPEX Resp(w) makes sense. On this subject we have the following 
fundamental result: 

Proposition 6 (Residue formula). For every differential w E Dk(F), 

LPEX Resp(w) = O. 

The proof will be given later (nos. 12 and 13). This proof, as well as that 
of prop. 5, is very simple when the characteristic is zero, but is much less 
so in characteristic p> O. However, in the latter case one can give proofs 
of a different character, using the operation defined by Cartier, cf. [12]. 

As for the case of characteristic 0, one can also, of course, treat it by 
"transcendental" techniques. Indeed, according to the Lefschetz principle, 
we can suppose that k = C, the field of complex numbers; the curve X can 
then naturally be given a structure of a compact complex analytic variety 
of dimension 1. One immediately checks that Resp(w) := 2~i ip w, which 
proves prop. 5; as for prop. 6, it follows from Stokes' formula. 
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8. Duality theorem 

Let w be a non-zero differential on the curve X. We define its divisor (w) 
by the same formula as in the case of functions: 

(w) = 2::::: vp(w)P, vp(w) defined as in the preceding no. 
PEX 

If D is a divisor, we write neD) for the vector space formed by 0 and the 
differentials w :f 0 such that (w) ~ D; it is a subspace of the space Dk(F) 
of all differentials on X. 

Given these definitions, we are going to define a scalar product (w, r) 
between differentials w E Dk(F) and repartitions r E R by means of the 
following formula: 

(w, r) = 2::::: Resp(rpw). 
PEX 

This definition is legitimate since rpw E llP for almost all P. The scalar 
product thus defined has the following properties: 

a) (w, r) = 0 if rEF = k(X), because of the residue formula (prop. 6). 
b) (w, r) = 0 if r E R(D) and w E neD) for then rpw E np for every 

PEX. 
c) If f E F, then (fw, r) = (w, fr). 

For every differential w, let B( w) be the linear form on R which sends r 

to (w, r). Properties a) and b) mean that, if wE neD), then B(w) E J(D) 
since J(D) is by definition the dual of R/(R(D) + k(X)). 

Theorem 2 (Duality theorem). For every divisor D, the map B zs an 
isomorphism from neD) to J(D). 

(In other words, the scalar product (w, r) puts the vector spaces neD) 
and I(D) = R/(R(D) + k(X)) in duality.) 

First we prove a lemma: 

Lemma 1. If w is a differential such that B(w) E J(D), then w E neD). 

PROOF. Indeed, otherwise there would be a point P E X such that vp(w) < 
vp(D). Put n = vp(w) + 1, and let r be the repartition whose components 
are 

{ 
r Q = 0 if Q :f P, 

rp = l/tn , t being a local uniformizer at P. 

We have vp(rpw) = -1, whence Resp(rpw) :f 0 and (w, r) :f 0; but 
since n ~ vp(D), r E R(D) and we arrive at a contradiction since B(w) is 
assumed to vanish on R(D). 0 
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We can now prove thm. 2. First of all, () is injective. Indeed, if ()(w) = 0, 
the preceding lemma shows that w E O(Ll) for every divisor Ll, whence 
evidently w = O. Next, () is surjective. Indeed, according to c), (j is an 
F-linear map from Dk(F) to J; as Dk(F) has dimension 1, and J has 
dimension::; 1 (prop. 4), () maps Dk(F) onto J. Thus if 0' is any element 
of J(D), there exists w E Dk(F) such that (j(w) = 0', and the lemma above 
shows that w E OeD). 0 

Corollary. We have i(D) = dim OeD). In particular, the genus 9 = i(O) 
is equal to the dimension of the vector space of diiferentilzl forms such that 
(w) ~ 0 (forms "of the first kind"). 

Thus we recover the usual definition of the genus. 

9. The Riemann-Roch theorem (definitive form) 

Let wand w' be two differentials :/; O. Since Dk(F) has dimension 1 over 
F, we have w' = Iw with I E F*, whence (w') = (I) + (w). Thus, all 
divisors of differential forms are linearly equivalent and £)rm a single class 
for linear equivalence, called the canonical class and written K. By abuse 
of language, one often writes K for a divisor belonging to this class. 

Now let D be any divisor; we seek to determine OeD). If K = (wo) is a 
canonical divisor, every differential w can be written w = fwo and (w) ~ D 
if and only if (1) + (wo) ~ D, i.e., if f E L(I< - D). We conclude that 

i(D) = dim OeD) = I(K - D), 

and, combining this result with thm. 1, we finally get: 

Theorem 3 (lliemann-Roch theorem-definitive form). For every divisor 
D, I(D) - I(K - D) = deg(D) + 1- g. 

We put D = K in this formula. Then I(K) = i(O) = 9 and 1(0) = 1, 
whence 9 - 1 = deg(K) + 1- g, and we get 

deg(K) = 2g - 2. 

Corollary. 
a) II deg(D) ~ 2g - 1, then the complete linear series IDI has dimension 

deg(D) - g. 
b) If deg(D) ~ 2g, IDI has no fixed points. 
c) If deg(D) ~ 2g + 1, IDI is ample-that is to say it defines a biregular 

embedding of X in a projective space. 
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PROOF. If deg(D) ~ 2g -1, then deg(I< - D) ~ -1, whence 1(I< - D) = 0 
and leD) = deg(D) + 1 - g, which proves a). 

Now suppose that deg(D) ~ 2g and that IDI has a fixed point P. Then 
there exists a linear series F such that the divisors of IDI are of the form 
P+H where H runs through F. Thus dimF = dim IDI, which contradicts 
a) since deg(F) = deg(D) - 1. 

Finally, suppose that deg(D) ~ 2g + 1, and let P E X. According to 
b), the linear series ID - PI has no fixed points. Thus there exists ~ E D 
such that vp(~) = 1. If cp : X ---.. Pr(k) is the map associated to IDI (cf. 
no. 3), this means that there exists a hyperplane H of Pr(k) such that 
cp-l(H) contains P with coefficient 1. It follows first of all that the map 
cp : X ---.. cp(X) has degree 1, then that cp(P) is a simple point of cp(X). 
The map cp is thus an isomorphism, as was to be shown. 0 

For other applications of the Riemann-Roch theorem (to "Weierstrass 
points" for example), see the treatise of Severi [79]. 

10. Remarks on the duality theorem 

Since i(I<) = 1(0) = 1, the vector space Hl(X,C(I<)) is one dimensional; 
the same is thus true of Hl(X, 0) since the sheaf 0 is isomorphic to the 
sheaf C(I<). In fact, making explicit this last isomorphism as well as the 
duality between Hl(X, C(I<)) and O(I<) = L(O), one sees that Hl(X, 0) 
has a canonical basis, in other words it is canonically isomorphic to k. 

The scalar product (w, r) between the elements of O(D) = HO(X, O(D)) 
and leD) = Hl(X, C(D)) can then be interpreted as a cup-product with 
values in Hl(X, ill and the duality theorem says that this product puts 
the two spaces in duality. In this form, the theorem can be extended to an 
arbitrary coherent algebraic sheaf F: putting j: = Homo(F, 0), the cup 
product maps Hl(X,F) x HO(X,F) to Hl(X,ill and puts the two spaces 
in duality. 

We also mention that thm. 2, as well as its proof, extends without great 
modification to normal varieites of any dimension r. The sheaf 0 should 
then be replaced by the sheaf £r of differential forms of degree r with­
out poles; one proves by induction on r that H r (X, £r) is canonically 
isomorphic to k. Given this, the cup-product defines a scalar product on 
Hl(X,C(D)) x HO(X,or(D)), whence a linear map () from Ho(x,or(D)) 
to the dual J(D) of Hr(x, C(D)). The argument ofthm. 2 then shows that 
() is an isomorphism. For more details, see the report of Zariski already 
cited. 
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11. Proof of the invariance of the residue 

The rest of this chapter contains the proof of propositions 5 and 6, stated 
in no. 7. We begin with proposition 5: 

This is a local question, bearing on differentials of the field Fp; this field 
will be denoted by K in the rest of this no. The choice of a local uniformizer 
t identifies K with k«t)). We will denote by v the valuation of K, by 0 
its valuation ring (the set of f E K such that v(J) ;::: 0), and by m its 
maximal ideal (the set of f E K such that v(J) > 0); evidently 0 = Op 
and m = mp. 

The module Dk(I{) of differentials of K is defined by the procedure 
indicated in no. 7. Because this procedure does not take into account the 
valuation of K, we get (in characteristic 0) a module that is "too large": 
it is an infinite-dimensional vector space over K. It is convenient to pass 
to the associated separated module (for the m-topology), by putting 

with 

This module no longer has pathological properties: 

Lemma 2. Let t be a local uniformizer and for ev,erg element f 
Ln»-oo antn of K put ff = Ln»-oo nantn- 1 . Then df = ff dt In 

D~(I<) and dt forms a basis of D~(I<) over K. 

PROOF. To show that df = ft dt in D~(K) we must prove that, for every 
integer N ;::: 0, df - ff dt E mN d(O) in Dk(I{). This presents no problems; 
we write 

f; = (fo)~ + t N g, 

and we find 

with 

with 

fa = L an tn , It EO, 
n<N 

gEO, 

df - f: dt = (N + 1)tN It dt + t N +1dlt - tNg dt, 

and as these three terms belong to mN d(O) this proves the first assertion 
of the lemma. 

Thus dt generates the K-vector space D~(I{); to show that it is a basis it 
suffices to prove that D~(I{) :I 0, that is to say that there exists a derivation 
of K, not identically zero, and whose extension to Dk(K) vanishes on Q. 
The derivation D : K -+ K defined by D f = ff has these properties; 
indeed, it is not identically zero, and it maps mN +1 d( 0) to mN , thus it 
maps Q to n mN , which is zero. 0 

From now on, by a differential of K we mean an element of D~(I{); if 
w is such a differential and if t is a local uniformizer, then w = f dt, with 
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I E K. If I = L: antn, the coefficient a_l of dt/t in w will be called the 
residue of w (with respect to t) and written ReSt (w). Proposition 5 can 
then be reformulated in the following manner: 

Proposition 5'. II t and u are two local unilormizers 01 K, then Rest(w) = 
Resu(w) lor every differential w E D~(K). 

We first note some properties of the operation Rest(w): 

i) Rest(w) is k-linear in w. 
ii) Rest(w) = 0 if v(w) ~ 0 (i.e., if wE 0 dt). 
iii) Rest( dg) = 0 for every 9 E K. 
iv) Rest(dg/g) = v(g) for every 9 E K*. 

Properties i,) ii), and iii) are evident. For iv), put 9 = tnw with n = v(g), 
so v(w) = O. Then we find 

dg/g = ndt/t + dw/w, 

whence Rest(dg/g) = n + Rest(dw/w) = n according to ii). 
Now we pass to the proof of prop. 5'. We write the differential form w 

in the form 

w = 2: an du/un +wo 
n~O 

with v(wo) ~ O. 

Then Resu(w) = al and Rest(w) = L:an Rest(du/un ). As Rest(du/u) = 1 
according to iv), everything finally comes down to proving the following 
formula: 

v) for n ~ 2. 

When the field k has characteristic zero, du/un = dg, with 

9 = -l/(n - 1)un - 1 , 

and formula v) is a simple consequence of formula iii). This argument no 
longer applies in characteristic p > 0, for we could have n - 1 == 0 mod p. 
However, the case of characteristic p can be reduced to that of characteristic 
zero in the following way: 

First, we can suppose, after multiplying u by a scalar factor, that 

u = t + a2t2 + a3t3 + .. , = t(l + a2t + a3t2 + ... ). 
We deduce that 

1 1 . 
un = tn (1 - na2t + ... + bit' + ... ), 

where the bi are polynomials in a2, ... , ai+1 with coefficients in Z and are 
independent of the characteristic (the integer n being fixed). 
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By multiplying with du = dt + 2a2t dt + ... + iaiti-l dt + ... , we deduce 
that 

du = dt . ~ c-ti 
n tn L..J' , 

U i=O 

where the Ci are, as before, polynomials in a2, ... ,ai+l with coefficients in 
Z and are independent of the characteristic. 

In particular, Cn-l = ReSt (~~). Since formula v) is valid in characteris­
tic 0, the polynomial Cn-l(a2, ... , an) vanishes each time that its arguments 
ai are taken in a field of characteristic zero. By virtue of the principle of 
prolongation of algebraic identities (Bourbaki, Algebre, chap. IV, §2, no. 
5), this polynomial is thus identically zero, which proves v) in the general 
case, and finishes the proof of prop. 5'. 0 

Remark. It would be easy to replace the recourse to the principle of prolon­
gation of algebraic identities with a "functorial" argument. One introduces, 
for each commutative ring A, the algebra KA = A«t)) and its module of 
differentials D~(KA). There is a homomorphism ReSt : D~(KA) -+ A 
commuting with homomorphisms A -+ B. One then proves the formula v) 
for u = t + Ei~2 aiti in three steps: 

a) for A a field of characteristic 0 (by the method of the text). 
b) for A an integral domain of characteristic 0 (by embedding A in its field 

of fractions and using a)). 
c) for arbitrary A (by writing A as the quotient of a polynomial ring over 

Zand applying b) to this ring). 

We leave the details of this proof to the reader. 

12. Proof of the residue formula 

We begin by checking the formula in a particular case: 

Lemma 3. The residue formula is true when the curve X is the projective 
line PI(k). 

PROOF. In this case, the identity map X -+ X is a function t on X, 
and k(X) = k(t). Every differential w on X can be written w = f(t) dt, 
where f(t) is a rational function of t. Decomposing f into simple elements 
(Bourbaki, Algebre, chap. VII, §2, no. 3), we can suppose that f = tn or 
f = l/(t - a)n. 

In the first case, the only pole of w is the point at infinity and putting 
u = l/t, we have w = -du/un+2. Thus Resoo(w) = 0 and the sum of the 
residues is indeed zero. 

In the second case, if n = 1, w = dt/(t - a) has poles at a and 00, with 
residues 1 and -1 respectively; if n ~ 2, the point a is the only pole, with 
a zero residue. 
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Thus we have checked the residue formula in all cases. 0 

Now let X be any curve. We choose a function cp on X which is not 
constant. If X' denotes the projective line Pl(k), we can consider cp as a 
map X - X, which is evidently surjective; it makes X a "covering" of X', 
possibly ramified. Putting E = k(X/) and F = k(X), the map cp defines 
an embedding of E in F; the field E is thus identified with the field k(cp) 
generated by cpo Since X has dimension 1, [F : FPj = p; if F' denotes 
the largest separable extension of E contained in F, there thus exists an 
integer n ~ 0 such that F' = FP". The extension F / E is separable if and 
only if n = 0, in other words if cp fJ. FP; we assume this from now on. 

If f is an element of F, its trace in F / E is well defined; it is an element 
of E which we will write TrF/E(f). The operation of trace can be extended 
to differentials in the following way: 

The injection E - F defines a homomorphism from Dk(E) to Dk(F); 
as dcp is an E-basis of Dk(E) and cp fJ. FP, this homomorphism is injective 
and extends to an isomorphism of Dk(E) 0E F with Dk(F). On the other 
hand, TrF/E : F - E is E-linear; applying this homomorphism to the 
second term of Dk(E) 0E F, we finally deduce an E-linear map 

TrF/E : Dk(F) - Dk(E). 

We can make this more explicit as follows: if w is a differential on X, we 
write w = f dcp and then 

TrF/E(W) = (TrF/E(f))dcp. 

Thus, to every differential w on X we have associated a differential Tr( w) 
on X' = P 1(k). This operation enjoys the following property: 

Lemma 4. For every point P E X', 

L ResQ(w) = Resp(Tr(w)), 
Q-.p 

the sum being over all the points Q E X such that cp(Q) = P. 

Lemmas 3 and 4 imply the residue formula. Indeed, if w is a differential 
on X, lemma 4 shows that 

L ResQ(w) = ~ Resp(w' ), 
QEX' PEX' 

with Wi = Tr(w) and lemma 3 shows that this last sum is zero. 
Thus it remains to prove lemma 4. It is a "semi-local" statement, i.e., 

local on X' but not on X. We are going to begin by reducing it to a purely 
local claim. 

Let Ep be the completion of E for the valuation vp, and similarly let FQ 
be the completions of F for the valuations vQ associated to the points Q 
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mapping to P. The vQ "extend" Vp in the following sense: there exist in­
tegers eQ ~ 1 such that vQ = eQvp on E; conversely, one sees immediately 
that every valuation of F which extends Vp coincides with one of the vQ. 
This is a typical situation of the "decomposition" of a valuation; the FQ 
are extensions of E p of degrees eQ, and there is a canonical isomorphism 
(cf. for example [15], p. 60) 

F@EEp = IT FQ . 

Q-+P 

A trace formula follows immediately from this isomorphism: 

TrF/E(f) = L TrQ(f), IE F, 
Q-+P 

where TrQ denotes the trace in the extension FQI Ep. 
Whence, taking into account the additivity of the residue, 

Resp(Tr(f) dt.p) = L Resp(TrdJ) dt.p). 
Q-+P 

The last formula reduces lemma 4 to the following result: 

Lemma 5. For every I E FQ, ResQ(f dt.p) = Resp(TrQ(f) dt.p). 

The proof of this lemma will be the object of the following no. 

Remarks. 1) The preceding reduction does not use at a.ll the hypothesis 
that X' is a projective line; it gives a proof of lemma 4 which is valid for 
any separable covering X -. X'. 

2) Following Hasse, we have deduced the residue formula from lemma 4. 
We mention that the converse is possible: from the residue formula (proved 
by transcendental methods, or by means of the Cartier operator, or by any 
other method), one easily deduces lemma 4. One can even extend it to 
inseparable coverings using a suitable definition of the trace of a differential 
(the definition used above no longer applies). We will come back to this in 
chap. III, no. 3. 

13. Proof of lemma 5 

As in proposition 5, the question is local. We have a field of formal power 
series K and a finite separable extension L of K. If t (resp. u) denotes a 
uniformizing parameter of L (resp. K), we want to establlish the formula 

ReSt (f du) = Res .. (Tr(f) du) for all IE L. (*) 

Moreover, we can restrict to the case where I is of the form tn, with n E Z. 
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This being so, first suppose that the characteristic of the field k is zero. 
Denoting by e the degree of L / K, we have v L( u) = e, which shows that 
u = we with w a uniformizing parameter of L. Replacing t by w, we can 
suppose that u = te. Thus we are talking about a cyclic extension in which 
the computation of the trace presents no difficulties. We find 

Tr(tn) = { 
0 if n t 0 mod e 

eun / e if n == 0 mod e. 

We deduce that 

{ 0 if n:l -e 
Resu(Tr(tn) du) = . _ 

elf n - -e. 

On the other hand, 

and we indeed find the same result. 
Now we pass to the general case. We can write 

u = t e + Laiti, (**) 
i>e 

and conversely such a formula defines a subfield k( (u)) of k( (t)) such that 
[k«t)) : k«u))] = e; the extension k«t))/k«u)) is separable if and only if 
u ¢ k«tP)). 

Formula (**) makes evident the fact that {I, t, t2, ... , t e - 1 } is a basis of 
k«t))/k«u)); for every nEZ, we can thus write 

j=e-l 

tn .ti = L bn,i,j( u).ti , 
j=O 

the bn,i,j(U) being formal series in u: 

o ~ i ~ e - 1, 

bn,i,j(U) = Lbn,i,j,kUk . 

For fixed n, the bn,i,j(U) form a matrix which is nothing other than the 
matrix associated to tn in the regular representation of k«t))/k«u)). By 
virtue ofthe definition of the trace, we thus have Tr(tn) = L:~~-l bn,i,i( u), 
and the residue Cn = Res(Tr( tn ) du) is given by the formula 

i=e-l 

Cn = L bn,i,i,-l' 
i=O 

On the other hand, one sees immediately that Res(tn du) = -na_n (agree­
ing to replace ae by 1 and ai by 0 if i < e), and the formula to be proved 
is thus equivalent to 

for all n E Z. (***) 
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But the preceeding computations can be done "universally", considering 
the ai as indeterminants. It follows that the bn,i,j,k are polynomials in the ai 

with coefficients in Z and are independent of the characteristic. The same 
is thus true of en + na_ n . According to what we have seen above, these 
polynomials vanish each time their arguments are taken in an algebraically 
closed field of characteristic 0; applying the principle of prolongation of 
algebraic identities, we deduce that this polynomial is identically zero which 
finishes the proof of lemma, and at the same time, that of the residue 
formula. 0 

Bibliographic note 

Among the numerous works which treat algebraic curves, we limit our­
selves to mentioning those of Severi [79], Weyl [97], Chevalley [15], and 
Weil [88] which suffice to give an idea of the various points of view. The 
lessons of Severi are written in the style of Italian algebraic geometry; they 
contain many interesting results on linear series, projective embeddings, 
and automorphisms of algebraic curves. Weyl takes the point of view of 
"analytic geometry", which leaves the purely algebraic realm; in particular, 
he proves the uniformization theorem, as well as the fact that every com­
pact Riemann surface is algebraic. One knows that this last result leads to 
the determination of the coverings of a curve with given ramification (Rie­
mann existence theorem), a determination which algebraic methods have 
not yet obtained. 

Severi and Weyl limit themselves to the classical case, where the base 
field is C. With Chevalley and Weil, the base field is arbitrary. This 
is almost the only point in common of their works: that of Chevalley is 
written in the purely algebraic style (always fields, never curves), while 
Weil employs the more geometric language of the Foundations [87]. 

From any point of view, the central theorem is the Riemann-Roch theo­
rem. The proof that we have given, using repartitions, was introduced by 
Weil in a letter addressed to Hasse [85]. It is rapid and has the advantage 
of translating easily into the language of sheaves, thus preparing the way 
for generalizations to varieties of any dimension (see chap. IV, for the case 
of surfaces). It is interesting to note that this proof figures in the work of 
Chevalley [15] already cited, but not in that of Wei I [88]. 

As we have seen, the residue formula plays an essential role in identifying 
differentials with linear forms on repartitions (the "duality" theorem). The 
first proof of this formula (over a field of any characteristic) is due to 
Hasse [32]; it is essentially his proof that we have given. The work of 
Chevalley [15] contains another, rather indirect, but avoiding the difficult 
lemma 5 (see also Lang [51], chap. X, §5). There is another proof of 
this lemma in a note of Whaples [98]. At any rate, these various proofs 
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are artificial. Here, as with many other questions (see in particular chap. 
IV), it seems that one can obtain a truly natural proof only by taking the 
point of view of Grothendieck's general "duality theorem" [28]; for this see 
Altman-Kleiman [105], Hartshorne [115] as well as Tate [124]. 



CHAPTER III 

Maps From a Curve to a Commutative 
Group 

This chapter contains the proof of the first theorem stated in chapter I: 
the existence of a modulus associated to a rational map from an algebraic 
curve to a commutative algebraic group. 

The proof itself is given in §2. We have preceded it, in §l, with a general 
study of "local symbols", and we have given the value of these symbols 
in some particular cases. Finally, §3 contains a certain number of auxil­
iary results, more or less well known, but for which it is difficult to give 
satisfactory references. 

§l. Local symbols 

1. Definitions 

Let X be an algebraic curve (satisfying the conditions of chapter II, whose 
notations we keep). If S is a finite subset of X, we call the assignment of 
an integer np > 0 for each point PES a modulus supported on S. The 
modulus m will often be identified with the effective divisor E npP. 

If g is a rational function on X, we will write 

g == 1 mod m 

if vp(l - g) ~ np for every PES. 
If the equality above is only verified at a point P, we will write 

g == 1 mod m at P. 



28 III. Maps From a Curve to a Commutative Group 

Note that, if 9 == 1 mod m, the divisor (g) of 9 is prime to S. 
N ow let f : X - S --+ G be a map from the complement of S to a 

commutative group G. (Note that we do not suppose that G is an algebraic 
group, nor, if it is, that f is a rational map.) The map f extends by linearity 
to a homomorphism from the group of divisors prime to S to the group G. 
In particular, if 9 == 1 mod m, the element f((g» EGis well defined and 
writing the group G additively we have 

f((g)) = L vp(g)f(P). 
PEX-S 

Definition 1. We say that m is a modulus for the map f (or that m 
is associated to J) if f((g» = 0 for every function 9 E k(X) such that 
9 == 1 mod m. 

We are going to transform this definition using the notion of a "local 
symbol." 

Definition 2. Let m be a modulus supported on S and let f be a map 
from X - S to G. We will call a "local symbol" the assignment, for each 
P E X and every 9 E k(X)*, of an element of G, written (f, g)p, satisfying 
the following four conditions: 

i) (f,gg')p = (f,g)p + (f,g')p. 
ii) (f,g)p = 0 if PES and if 9 == 1 mod mat P. 
iii) (f, g)p = vp(g)f(P) if P E X - S. 
iv) L.PEx(f, g)p = O. 

Some examples of local symbols will be given in nos. 3 and 4. 

Proposition 1. In order that m be a modulus for the map f, it is necessary 
and sufficient that there exist a local symbol associated to f and to m, and 
this symbol is then unique. 

PROOF. Suppose that a local symbol exists and let 9 be a function such 
that 9 == 1 mod m; then 

f((g» = L vp(g)f(P) 
P~S 

= L(f,g)p using iii) 
P¢S 

= - L(f,g)p using iv) 
PES 

=0 using ii) 

Conversely, suppose that m is a modulus for f; we seek to define a local 
symbol (f,g)p. If P fI. S, condition iii) imposes (f,g)p = vp(g)f(P). Thus 
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suppose PES. One can always find an auxiliary function gp such that 
gp == 1 mod m at the points Q E S - P, and such that g/gp == 1 mod m 
at P (the existence of gp follows, for example, from the approximation 
theorem for valuations). We then define (J, g)p by the formula 

(J,g)p = - L vQ(gp)f(Q). (*) 
QiS 

The right hand side does not depend on the auxiliary function gp chosen; 
indeed, one can only change gp by multiplying it by a function h such 
that h == 1 mod m and that does not change the sum in question, since 
f«h» = O. 

The formula (*) thus defines (J, g)p unambiguously, when PES. It 
remains to see that the properties i), ii), iii), and iv) hold: 

Verification of i): If gp and g~ are auxiliary functions for 9 and g' respec­
tively, we can take gpg~ as an auxiliary function for gg' and the formula 
follows immediately. 

Verification of ii): If 9 == 1 mod mat P, then gp == 1 mod m and the right 
hand side of (*) is equal to - f( (gp » = 0, since m is a modulus for f. 

Verification of iii): This is the very definition of (J, g)p when P ¢ S. 
Verification of iv): We have 

L(J,g)p = - L L vQ(gp)f(Q) 
PES 

= - L vQ(h)f(Q), with h = IT gpo 
QiS PES 

Putting g/h = Ie, clearly Ie == 1 mod m, whence 

L vQ(k)f(Q) = 0 
QiS 

since m is a modulus for f. This equality can thus be written 

L(J,g)p = - L vQ(g)f(Q) + L vQ(k)f(Q) 
PES QiS QiS 

= - L vQ(g)f(Q) 
Q'lS 

= - L (J, g)Q using iii). 
QiS 

Thus, the expression (*) is indeed a local symbol associated to f and m. 
Moreover, it is the only possible, for according to ii) we must have 

(J,g)p = (J,gp)p, 

and according to ii), iii), and iv), (J,gp)p must be equal to the right hand 
side of the formula (*). The proof of prop. 1 is thus finished. 0 
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Remark. If a map f : X - S -+ G has a modulus m, it has others (for 
example the moduli m' 2': m), but the corresponding local symbols are the 
same. Indeed, we can restrict to the case where m' 2': m, and in this case, a 
local symbol for m is one for m' thus coincides with that of m', according to 
the uniqueness property that we have just proved. Thus, the local symbol, 
if it exists, only depends on f. 

Interpretation in terms of idetes. The preceding can easily be translated 
to Chevalley's language of "ideles". We rapidly indicate how: 

Let I be the group of ideles of X, i.e., the multiplicative group of invert­
ible elements in the ring of repartitions (chap. II, no. 5). Write F for the 
field k(X) and, for every P E X, denote by Up the subgroup of F* formed 
by the functions 9 such that vp(g) = 0; if n 2': 1, denote by U~n) the sub­
group of Up formed by the functions such that vp(l- g) 2': n. With these 
notations, an idele a is nothing other than a family {ap} PEX of elements 
of F* such that ap E Up for almost all P. 

Given this, let (I, g)p be a local symbol and put, for every idele a 

£1(a) = L (I, ap)p if a = {ap }PEX, 

PEX 

From the fact that ap E Up for almost all P, this sum is indeed finite, 
and thus we get a homomorphism £1 : I -+ G. Moreover, the knowledge of 
this homomorphism is equivalent to to the knowledge of the local symbol 
(I,g)p with which we started. Conditions ii) and iii) imply that £1 is zero 
on the subgroup 1m of I defined by the formula 

Im = IT U~np) x IT Up ifm = LnpP. 
PES p~s 

As for condition iv), it says that £1 vanishes on the subgroup F* of I 
formed by the principal ideles. Thus, £1 is a homomorphism from I/ ImF* to 
G (and conversely, every homomorphism from 1/ I mF* to G can be obtained 
in this way). It is easy to see, using the approximation theorem, that the 
group I/ I mF* is canonically isomorphic to the group em introduced in 
chap. I, no. 1; this is essentially the content of prop. 1. 

2. First properties of local symbols 

a) Functorial character Let f : X - S -+ G be a map from X - S to a 
commutative group G and let £1 : G -+ G' be a homomorphism from G to 
a commutative group G'. Then we have: 

Proposition 2. If m is a modulus for f, it is also a modulus for £1 0 f, 
and the corresponding local symbols satisfy the formula 

(£1of,g)p = £1((I,g)p). 
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PROOF. It suffices to check that O«(f, g)p) is a local symbol associated to 
00 f and to m, in other words that the properties i), ii), iii), and iv) are 
satisfied. This is immediate. 0 

b) Local symbol of a trace. Again let f : X - S --. G and suppose that 
1( : X --. X' is a map from X onto another curve X' (we can thus consider 
X as a "ramified covering" of X', cf. chap. II, no. 12). Put S' = 1(S) and, 
for every pI E X', denote by 1(-1 (PI) the divisor of X which is the inverse 
image of pI by 1(. We have 

1(-l(pl) = L epP, 
P-+P' 

where ep denotes the index oframification ofthe valuation vp with respect 
to the valuation v P' . 

If pI ¢ S', the divisor 1(-l(pl) is prime to S, and f(1(-l(pl)) makes 
sense. Thus we get a map 

Tr,.. f : X' - S' --. G 

which will be called the trace of the map f. 

Proposition 3. Iff has a modulus m, the map f' = Tr". f has a modulus 
m' and 

(Tr,.. f, g')p, = L (f, g' 0 1()p pI E X', g' E: k(X')*. 
P-+P' 

PROOF. We must see that the expression (f/, g')p' defined above satisfies 
the conditions i), ii), iii), and iv) for f' and a suitable modulus m. For i), 
this is evident. For ii), put 

m= LnpP 
PES 

and, for every pI E S', choose an integer np, which is larger than all the 
quotients np/ep for P E Sn1(-l(pl). Ifvp,(l-g') ~ np', we deduce that 

vp(l - g' 0 1() ~ epnp' ~ np if P --. pI and PES, 

whence (I, g' 01()p = 0 in this case. If P ¢ 5, the fact that Vp(g' 0 1() = 0 
implies (f, g' 0 1()p = 0; condition ii) is thus satisfied by the modulus 

m/= L np'P'. 
P'ES' 
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For iii), we must compute (Tr,.. f, gl)p, for P' ¢ S'. We then have 

(Tr,.. f,gl)p, = L vp(g' o1l')f(P) (since P ¢ S), 
P .... P' 

p .... p, 

= vp,(g')f'(PI), by the very definition of f'. 

Condition iii) is thus fulfilled, and the same is evidently true of condition 
iv). 0 

c) Local symbol of a norm. Let 11' : X ---+ X' be a ramified covering, let SI 
be a finite subset of XI, and let f' : XI - SI ---+ G be a map from XI - SI 
to a commutative group G. We put S = 1I'-1(SI). On the other hand, if 
9 E k(X)*, we denote by N,..g the norm of 9 in the extension k(X)jk(XI) 
defined by 11'. We then have the following proposition, analogous to propo­
sition 3, but where the roles of f and 9 have been permuted: 

Proposition 4. If f' has a modulus m/, the map f' 0 11' has a modulus m, 
and we have 

(l1,N,..g)p'= L (I'o1l',g)p PIEX', gEk(Xf· 
p .... p, 

PROOF. First we observe the existence of a modulus m with support S such 
that 9 == 1 mod m implies N,..g == 1 mod m/: indeed this is a well-known 
result on norms (the norm map is "continuous") that one can prove, for 
example, by embedding the extension k(X)jk(XI) in a normal extension. 
On the other hand, if 9 E k(X)*, one knows that (N,..g) = 1I'((g)). Applying 
this to the case 9 == 1 mod m, we see that flO 1I'((g)) = f'(N,..g) = 0, which 
indeed shows that m is a modulus for flO 11'. 

It remains to establish the formula linking the local symbols of f' and 
f' 011'. If pi E XI - SI this formula simply says vp,(N,..g) = Ep .... p, vp(g), 
i.e., that (N,..g) = 1I'((g)). Thus suppose pi E SI, and choose a function h 
such that g/h == 1 mod m at the points P mapping to pi and h == 1 mod m 
at the points PES not mapping to pl. Then N,..gjN,..h == 1 mod ml at 
pi and N,..h == 1 mod ml on SI - pl. Whence 

(l1,N,..g)p' = (I',N,..h)p' = - L (l1,N,..h)Q' 
Q'f/.S' 

= - L (II 0 11', h)p 
Pf/.S 

= L (110 1I',h)p 

= L (110 1I',g)p. 
p .... P' 

o 
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3. Example of a local symbol: additive group case 

From now on, we limit ourselves to the case where the commutative group 
G is a connected algebraic group, the map I : X - S -+ G being a regular 
map. We can then consider I as a rational map from X to G, regular away 
from S. Unless otherwise stated, we suppose that S is the smallest subset 
of X having this property, in other words it is the set of points where I is 
not regular. 

The theorem of Rosenlicht that we propose to prove in the rest of this 
chapter can be stated thus (cf. chap. I, thm. 1): 

Theorem 1. The map I has a modulus supported on S. 

We are going to verify this theorem in the particular case where the 
group G is the additive group G a and at the same time complete it by 
determining explicitly the local symbol (f,g)p. 

Proposition 5. Theorem 1 is true lor the group G a , the corresponding 
local symbol being (f,g)p = Resp(f dg/g). 

(This formula makes sense, for I is nothing other than a (scalar) function 
on X with S as its set of poles.) 

PROOF. If P belongs to S, we put np = 1- vp(f)j from the fact that P 
is a pole of I, we have np > 1. We are going to check that Resp(f dg/g) 
is a local symbol associated to I and m = E npP. 

Property i) is clear, from the fact that 

d(gg')/gg' = dg/g + dg' /g'. 

For ii), we remark that, if vp(1 - g) ~ np, then 

vp(dg) ~ np - 1 ~ -vp(f)j 

as vp(g) = 0 we deduce that vp(f dg/g) ~ 0, whence Resp(f dg/g) = O. 
For iii), we remark that dg/g has a simple pole at P, thus so does I dg/g 

(since P ¢ S) and we have 

Resp(f dg/g) = I(P) Resp(dg/g) = I(P)vp(g), 

applying formula iv) of chap. II, no. II. 
Finally, formula iv): 

L Resp(f dg/g) = 0 
PEX 

is just the residue formula applied to the differential form w = I dg / g. 
The proof of prop. 5 is thus complete. 0 
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Corollary. In characteristic p > 0, we have the formula 

Resp(r dgJg) = [Resp(f dgJg)JP. 

PROOF. Indeed, the map x -+ x P is a homomorphism G a -+ G a and we 
know that local symbols are functorial (prop. 2). 0 

(Of course, nothing could be easier than to check this formula by a direct 
computation!) 

We could also apply prop. 3 to the present case. We would recover the 
formula giving the residue of a trace (chap. II, no. 12, lemma 4): 

L: Resp(w) = Resp,(Trw). 
p-p' 

Proposition 4 also gives this formula, taking into account the formula 
d(Ntr g)JN1fg = Tr 1f (dgJg). 

Remark. Proposition 5 extends to the Witt group Wn of any dimension n. 
A rational map from X to Wn is nothing other than a Witt vector l of 
length n with components in k(X). One should take for (1, g)p the symbol 
defined by Witt ([99], §2), and use a formula similar to the residue formula 
(loc. cit., §9). See also Kawada and Satake [43]' 

4. Example of a local symbol: multiplicative group case 

Suppose now that G is the multiplicative group G m . The rational map I 
can again be identified with a function on X and S consists of the set of 
zeroes and poles of f. 

Proposition 6. The map I has m = L:PEs P as a modulus; the corre­
sponding local symbol is 

(f, g)p = (_I)mn r (P), with n = vp(g), m = vp(f). 
gm 

(This formula makes sense, for the function h = In J gm is such that 
vp(h) = 0, thus it has a well-defined, non-zero value at the point P.) 

PRQOF. Here again we must check the properties i), ii), iii), and iv) of a 
local symbol. 

For i), let g" = gg'. Then n" = n + n', whence 

I n +n ' 
(f,g")p = (_I)(n+n')m~(p) = (f,g)p(f,g')p. 

9 9 

For ii), suppose that vp(1 - g) 2: 1; then n = 0, whence 

1 
(f, g)p = -(P) = 1 since g(P) = 1. 

gm 
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For iii), suppose that P ¢ S, i.e., that m = vp(f) = O. Then (f,g)p = 
I(P)Vp(g) . 

It remains only to check the following formula ("product formula"): 

iv) II (f,g)p = 1. 
PEX 

We are going to proceed as for the residue formula, reducing to the case 
where X is the projective line A. The function 9 can be considered as a 
map 9 : X -+ A. If 9 is a constant map equal to a, the left hand side of 
iv) is equal to a raised to the power - E vp(f) = - deg«(f)) = 0, and 
the formula iv) is correct in this case. We can thus suppose that 9 is not 
constant, in which case it is a surjective map, which makes X a (ramified) 
covering of A. Putting F = k(X) and E = k(A), we thus have an extension 
F/E with E = keg), and the norm operation NF/E : F* -+ E* is well 
defined. Then denoting by t the identity map A -+ A, considered as an 
element of k(A), we are going to establish the following two lemmas: 

Lemma 1. For every point PEA, [lg(Q)=p(f,g)p = (NF/EI,t)p. 

Lemma 2. For every function f' on A, [lPEA (f', t)p = 1. 

It is clear that the formula iv) follows from lemma 1 and lemma 2 applied 
to I' = NF/E I. It thus remains to prove these two lemmas. 

PROOF OF LEMMA 2. We write I' in the form I' = J.' [l(t - A)nA. As the 
symbol (f', t)p is multiplicative in f', we can restrict to f' = t - A. There 
are two cases to distinguish: A = 0 and A :I 0: 

a) A = O. Then (t, t)p = 1 for P :I 0,00, (t, t)o = -1, (t, t)oo = -1, and 
the product is indeed equal to 1. 

b) A:I O. Then (t - A,t)p = 1 for P:I O,A,ooj 

(t - A, t)p = -A 

(t - A, t)p = 1/ A 

(t-A,t)p=-1 

and the product is indeed again equal to 1. o 

PROOF OF LEMMA 1. We are going to reduce it to a local result, as we did 
in chap. II, no. 12 for lemma 4. First of all, we observe that the symbol 
(f', t)p makes sense when f' and t are any elements of the field K = Ep, 
the completion of the field E with repect to the valuation vp. The symbol 
thus obtained will be written (f', t)K j it is again multiplicative in f' and 
in t. Proceeding similarly with the local field L = FQ, we have the formula 

NF/E I = II NQ I, with 
Q .... P 
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The right hand side of the formula to prove can thus be written 

II (NQ t, t)K, 
Q--+P 

and we are reduced to proving the following result: 

Lemma 3. (I,g)L = (NQ t,9)K if f E L*, 9 E K*. 

(In this statement, the field K is identified with a subfield of L, which 
has the effect of identifying t with g.) 

PROOF. It suffices to do the proof when t is a uniformiser of the field L; 
indeed, (I, 9)L and (N t, 9)K are both multiplicative in t, and the group 
L* is generated by elements which are uniformisers (since every "unit" is 
the quotient of two uniformisers). We thus have L = k((I)). Similarly, we 
can suppose that 9 is a uniformiser of K, whence K = k((g)). If we then 
compute vp(N f) = vQ(I), we find 1, which shows that 

Nf 
(N f,9)K = --(P). 

9 

On the other hand, putting e = [L : K] we have vQ(g) = e, whence 

I" (I,g)L = (-lY-(Q)· 
9 

Everything thus comes down to showing that the function Nfl I" takes the 
value (_1)e-l at the point P (or at the point Q, it is the same thing). For 
this, we write the minimal equation of f over K 

I" + at!e-l + ... + ae = 0, ai E K. 

Clearly ae = (_1)e N t. On the other hand, if ai f:. 0, 

vL(ade- i ) = e.vK(ai) + e - i == -i mod e. 

It follows that all the monomials of the preceding equation have distinct 
valuations, except perhaps I" and ae . Elementary properties of valuations 
then show that we must have 

vL(l") = vL(ae) > vL(ail"-i) if 1:S: i:S: e - 1. 

Dividing by 1", this gives vL(l + ad 1") > 0, which means that ael r 
takes the value -1 at P; thus N fll" takes the value (_l)e-l, as was to 
be shown. 0 

Remark. As with the Hilbert norm residue symbol (¥), the symbol (I, g)p 
has the following properties (which one checks by a direct computation): 

{
(I, g)p(g, f)p = 1 

(-f,f)p = 1 

(1- f,f)p = 1. 
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We also mention the following result: 

Proposition 7. If f and 9 are two functions on X whose divisors are 
disjoint, f((g)) = g((f)). 

PROOF. Write TIPEx(f,g)p = 1, taking into account that (f,g)p is equal 
either to f(P)Vp(g), or to g(P)-vp(f); thus f((g))g( -(f)) = 1, whence the 
desired result. 0 

§2. Proof of theorem 1 

5. First reduction 

We return to the situation of no. 2 b), and suppose given a covering 7r : 

X ---> X'. If f : X - S ---> G is any map from X - S to a commutative 
group G, we have defined Tr". f : X' - S' ---> G where S' := 7r(S). 

Proposition 8. If G is an algebraic group and if f is a regular map, the 
map Tr". f is regular. 

PROOF. Let n be the degree of the covering X ---> X', and let x(n) be the 
n-fold symmetric product of X (cf. no. 14). For every pI E X' the divisor 

7r- 1 (PI) = L epP (cf. no. 2) 
p--p' 

is an effective divisor of degree n, thus can be identified with a point of 
x(n). The map 7r- 1 : X' ---> x(n) thus defined is a regula1' map (cf. no. 15, 
proposition 22). On the other hand put Y = X - S; it is an open subset 
of X. Putting 

F(Yl,"" Yn) = f(yI) + ... + f(Yn) 

we get a regular map of yn to G which is invariant under permutation of 
the Yi. In view of the definition of the symmetric product, this map passes 
to the quotient and defines F' : y(n) ---> G. But y(n) is an open of x(n) 

and 7r- 1 maps Y' = X' - S' to y(n); it follows that F'O 7r- 1 : X' - S' ---> G 
is a regular map. As this map is nothing other than Tr". I, this proves the 
proposition. 0 

The proposition applies in particular to the case of a non-constant ratio­
nal function 9 on X, 9 being considered as a map from X to the projective 
line A. If m = LPES npP, np > 0, is a modulus supported on S, we will 
write 9 == 0 mod m if vp(g) ~ np for all PES. Under these conditions, 
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g(P) = 0 for all PES, and the set S' = g(S) is thus reduced to the point 
{O} of A. The map Trg f, by virtue of the preceding proposition, is thus a 
regular map from A - {O} to G. 

Proposition 9. Let m = EPES npP, np > 0 be a modulus supported 
on S. In order that m be a modulus for f, it is necessary and sufficient 
that for every non-constant function g with g = 0 mod m, the map Trg f 
be constant. 

PROOF. Put f' = Trg f where 9 is a non-constant function such that 
9 = 0 mod m. If a is a point of A distinct from 0, then I'(a) = f(g-l(a)) 
by the definition of f'. If a = 00, the divisor g-l(oo) is nothing other than 
the divisor (g)oo of poles of the function g; if a:/; 00, it is the divisor (g)a 
of zeros of the function 9 - a. Thus, in every case 

!,(a) = f«g)a) a E A - {O}. 

Now suppose that m is a modulus for f. For every a :/; 0,00, we can 
write 9 - a = -a(1 - a- 1g) = b.h, where b is a non-zero constant and 
h = 1 mod m. It follows, in view of the hypothesis made on m, that we 
have f«g - a)) = 0, which can be written 

or 
f'(a) = f'(oo), 

and this shows that I' is a constant map. 
Conversely, suppose that f' is a constant map for every function 9 = 

o mod m, 9 non-constant. If h = 1 mod m, we can write h = 1 - 9 with 
9 = 0 mod m. If 9 is constant, the same is true of h, and f«h)) = f(O) = O. 
If 9 is not constant, (h) = (gh - (g) 00 , whence f«h)) = 1'(1) - 1'( 00) = 0, 
as was to be shown. 0 

6. Proof in characteristic 0 

Let, as before, f : X - S - G be a regular map from X - S to the 
commutative algebraic group G. Denote by r the dimension of G and let 
{W1, ... , wr } be a basis of the vector space of differential forms of degree 1 
invariant by translation on G (for the properties ofthese forms, cf. no. ll). 
Put O:t = !*(Wi) 1 ~ i ~ r; the O:i are the pull-backs of the Wi by f, and 
are thus regular on X - S. For PES, we choose an integer np > 0 such 
that VP(O:i) ~ -np for 1 ~ i ~ r. 

Proposition 10. In characteristic 0, the modulus m = EPES npP defined 
above is a modulus for f. 
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PROOF. We are going to apply the criterion of prop. 9. Thus let 9 be a 
non-constant rational function on X such that 9 == 0 mod m. We are going 
to show that the map Trg f : A - {O} -+ G is a constant map. Denote this 
map by /'. It will suffice to prove that /'* (Wi) = 0 for 1 :::; i :::; r. Indeed, 
from the fact that the Wi are linearly independent at each point of G, this 
implies that the tangent map to /' is everywhere zero, whence the fact that 
/' is constant since the characteristic is zero. 

First of all we have: 

(The trace is taken with respect to the covering 9 : X -+ A, cf. chap. II, 
no. 12.) 

PROOF. Let Y be a Galois covering dominating X (cf. no. 13) and let 7f 

be the projection Y -+ X. From the fact that 9 0 7f : Y --+ A is a separable 
covering, the map 

W -+ (g 0 1T)*(W) = 7f*g*(w) 

is an injective map from the differential forms of A to those of Y. It thus 
will suffice to prove the formula 

7f* g* 1'* (Wi) = 7f* g* Tr( ad· 

The right hand side of (*) can be written 

i=n 

L lTj7f*(a;), 
j=l 

(*) 

the lTj being certain elements of the Galois group 9 of the covering Y -+ A 
(cf. no. 13). On the other hand, we also have 

i=n 

f' 0 9 0 7f = L f 0 7f 0 lTj 
j=l 

(cf. no. 13); 

by virtue of the additivity of the operation j*(w) (no. 11, proposition 17), 
the left hand side of (*) can be written 

j=n j=n 

7f*g*fl*(Wi) = LlTj1T*j*(Wi) = LlTj7f*(a;), 
j=l j=l 

and we do find the same result. o 

(Observe that this proof is valid in any characteristic, provided that 9 
is not a p-th power. Indeed, it is likely that lemma 4 is valid without 
hypothesis on g, cf. Barsotti [6], thm. 4.2.) 
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Lemma 5. For every i, 1 ~ i ~ T, the differential form f'*(Wi) has at 
most a simple pole at o. 
PROOF. We must prove that vo(J'*(Wj)) ~ -1. 
vO(J'*(Wi)) = -m - 1 with m ~ 1. If t : A --+ A 
map considered as a rational function on A, then 

Thus suppose that 
denotes the identity 

vo(tm f'*(Wj)) = -1, whence Reso(tmf'*(Wi)):I o. 
According to lemma 4, the differential form tm 1'* (Wi) is the trace of 

gm aj . Applying lemma 4 of chap. II, no. 12, we thus get 

L Resp(gmaj ) :I 0, 1 ~ i ~ T. 

p ..... o 

But the form gmai is regular at all the points P such that g(P) = O. 
Indeed, either P ¢ S, and then 9 and aj are regular at this point or PES 
and 

vp(gmad = mvp(g) + vp(aj) ~ mnp - np ~ o. 
The hypothesis m ~ 1 thus leads to a contradiction, which establishes 
lemma 5. 0 

It is now easy to finish the proof of proposition 10. Indeed, since f' is 
regular on A - {OJ, the same is true of f'*(wj); by virtue of lemma 5, this 
differential has at most a simple' pole at O. The residue formula then shows 
that its residue at this point is 0 and 1'* (Wj) is a differential of the first 
kind, thus it is zero because A is a curve of genus zero. This finishes the 
proof, taking into account what was said above. 0 

7. Proof in characteristic p > 0: reduction of the problem 

Our proof will rely on the structure of commutative algebraic groups. We 
assume the following two results: 

Proposition 11 ("Chevalley's theorem"). Every connected algebraic group 
G contains a normal subgroup R such that: 

a) R is a connected linear group. 
b) G/R is an Abelian variety. 

(For the definition of quotient groups, see Chevalley [17], expose 8.) 

Proposition 12. Every connected commutative linear algebraic group is 
isomorphic to the product of a certain number of multiplicative groups G m 

and a group U isomorphic to a subgroup of the group of triangular matrices 
having only 1 's on the principal diagonal. 
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(Such a group U is called "unipotent".) 
Let us apply prop. 11 to the group G. We thus have G/R = A, where A 

is an Abelian variety; on the other hand, prop. 12 permits us to decompose 
R as a direct product of a unipotent group and of groups G m . In general, 
suppose that R = Rl + R2 ; then the group G is embedded as a subgroup 
in G/ Rl x G/ R2 and, if mj is a modulus for the composed map 

I 
X-S-G-G/R; i = 1,2. 

it is clear that m = Sup(ml,m2) is a modulus for f. We are thus reduced 
to proving theorem 1 for the groups G/ Rl and G/ R2, which are extensions 
of A by Rl and R2 . Proceeding closer and closer, we are reduced to proving 
theorem 1 in the two following cases: 

a) G is an extension of an Abelian variety A by a group G m • 

b) G is an extension of an Abelian variety A by a unipo:!ent group U. 

We will prove a) in the next no., and b) in nos. 9 and 10. 

Remark. Thus Chevalley's theorem serves us in proving theorem 1. Con­
versely, as Rosenlicht noted, if one could prove theorem 1 directly, one 
would deduce a new proof of Chevalley's theorem via the theory of gener­
alized Jacobians (cf. chap. VII, no. 13). 

8. Proof in characteristic p > 0: case a) 

We are going to need the following two elementary lemmas: 

Lemma 6. Every regular map from the projective line minus one point to 
the multiplicative group G m is constant. 

PROOF. We can suppose that the point in question is the point at infinity. 
In this case, the map is a rational function which has neither poles nor 
zeroes at a finite distance; it is thus a polynomial without zeroes, i.e., a 
constant. 0 

Lemma 7. Let V be a non-singular variety and let Q be the sheaf of 
differential forms of degree 1 (cf chap. II, no. 7). Suppose that, for every 
P E V, the Op-module Qp is generated by elements of HO(V, Q). Then 
every regular map f from the projective line A to V is constant. 

PROOF. Let w E HO(V, U); the differential form J*(w) is everywhere reg­
ular on A, thus zero. By virtue of the hypothesis on V, this implies that 
the tangent map to f is everywhere zero. In characteristic 0, this implies 
that f is constant. In characteristic p> 0, this implies that f factors as 

F 9 
A--A-V, 

F 
where A -- A is the map ), - ,V. 
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Applying the same argument to g, we deduce the existence offactorizations 
of f ofthe form f = hoFn with n an arbitrary integer, which is only possible 
when f is a constant map (indeed, otherwise the image C of A by f would 
be a curve, and we would necessarily have pn ~ [k(V) : k(C)]). 0 

Corollary. Every rational map from A to an Abelian variety is constant. 

PROOF. Indeed, since an Abelian variety is complete, such a map is every­
where regular, and on the other hand it is evident that an Abelian variety 
(and more generally any algebraic group, cf. no. 11) satisfies the condition 
of the lemma. 0 

(Observe that the same lemma furnishes a proof of Liiroth's theorem: it 
suffices to take for V a curve of genus> 0.) 

We now pass to the proof of case a) of theorem 1: 

Proposition 13. Suppose that G is an extension of an Abelian variety A 
by the multiplicative group G m . If m = EPES P, then m is a modulus for 

f· 
PROOF. We are going to apply the criterion of proposition 9. Thus let 9 

be a non-constant rational function on X such that 

9 == 0 mod m, i.e., g(P) = 0 for PES. 

The map 'Trg f is a regular map from A - {O} to G; composing it with 
the projection G -jo A, we get a rational map from A to A which is constant 
according to the corollary to lemma 7. Thus 'Trg f takes its values in a class 
modulo G m , a class which is biregularly isomorphic to G m . Then applying 
lemma 6 we deduce that 'Tr 9 f is constant, as was to be proved. 0 

Remark. When G = G m the proof above gives the first half of prop. 6 (the 
determination of the modulus m), but not the second (the explicit value of 
the local symbol). 

9. Proof in characteristic p > 0: reduction of case b) to the 
unipotent case 

Suppose that we are in case b), that is to say that G contains a unipotent 
subgroup U such that G/U = A is an Abelian variety. Writing U additively, 
there exists an integer r such that pr u = 0 for all u E U. This can be seen 
either by using the fact that U is a multiple extension of groups G a , or by 
writing u in the form 1 + n, where n is a nilpotent matrix in GLm : then 

when pr 2: m. 
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On the other hand, according to a theorem of Wei I ([89], p. 127), pr A = 
A. 

So put U' = G/prG, G' = A X U', and let (J : G -+ G' be the product 
of the canonical maps G -+ A and G -+ U'. The group U' is a unipotent 
group. Indeed, it satisfies pr U' = 0, thus admits no subgroup isomorphic 
to G m , nor any subgroup isomorphic to a non-zero Abelian variety. Our 
assertion then follows from the structure theorems of no. 7. Furthermore, 
the kernel of(J is finite. Indeed, this kernel is equal to UnprG, and prG 
is an Abelian variety (since prU = 0 the map pr : G -+ G factors as 
G -+ A -+ G), thus UnprG, being the intersection of an affine variety 
with a complete variety, is indeed a finite set. 

We have already checked theorem 1 in the case of an Abelian variety 
(this is essentially the content of the corollary to lemma 7); suppose it is 
true for a unipotent group. Then it will also hold for G', thus also for G 
by virtue of the following proposition: 

Proposition 14. Let (J be a homomorphism (in the sense of algebraic 
groups) from a commutative algebraic group G to a commutative algebraic 
group G' and suppose that the kernel of (J is finite. Then if m is a modulus 
for (J 0 f, it is also a modulus for f. 

(This is a converse to prop. 2 of no. 2.) 

PROOF. We apply the criterion of proposition 9. If 9 is a non-constant 
rational function on X such that 9 == 0 mod m, the map 

Trg«(J 0 J) : A - {O} -+ G' 

is a constant map. But this map can also be written (JoTrg f, which shows 
that Trg f takes it values in a class modulo the kernel of (J, i.e., in a finite 
set. As V - {O} is connected it follows that Trg f is constant, which proves 
the proposition. 0 

Thus everything comes down to proving theorem 1 when G is a unipotent 
group. This is what will be done in the next no. 

10. End of the proof: case where G is a unipotent group 

We now suppose that G is a connected, commutative, unipotent group; we 
can thus consider it as embedded in a linear group GLr(k), such that each 
of its elements is of the form 1 + N, where N = (nij) is a matrix satisfying 
nij = 0 if i ~ j. 

In particular, we can consider G as embedded in the vector space of all 
matrices of degree rover k, call it Mr (k). Every rational map 9 from a 
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curve Y to the group G thus determines (and is determined by) r2 rational 
functions gij, i, j = 1 ... ,r. If Q is a point of Y, we put 

i,j= 1, ... r. (1) 

This applies in particular to f : X - S - G. Then choose an integer 
n > 0 such that 

n> (r - l)wp(f) for all PES. (2) 

Proposition 15. The modulus m = LPES nP is a modulus for f. 

PROOF. We are again going to apply the criterion of proposition 9. Thus 
let 9 be a non-constant rational function on X such that v p(g) 2': n for all 
PES. We must show that f' = Trg f is a constant map; it will suffice for 
this to see that 

wo(f') < 1. (3) 

Indeed, this inequality will show that all of the vo(f[j) are 2': 0, in other 
words that f' is regular at the point 0 of A. The map f', being a regular 
map from the complete variety A to the affine variety G, will indeed be 
constant. 

Let Y be a normal covering of A dominating X (cf. no. 13) and let 7r be 
the projection Y - X. For each point P E X (resp. Q E Y), let ep (resp. 
eQ) be the ramification index of P (resp. Q) in the covering 9 : X - A 
(resp. in the covering 7r : Y - X). Choose a point Q E Y mapping to 
PES and such that e = eQ is maximal for all the points Q having this 
property. Put P = 7r(Q), PES. Then 

WQ(f' 0 9 0 7r) = eepwo(f') 

whence 
WQ(f' 0 9 0 7r) 2': ne wo(f') (4) 

since ep = vp(g) is 2': n. 
Thus everything comes down to evaluating WQ(f' 0 9 0 7r). But, if pk 

denotes the inseparable degree of the extension k (X) / k (A), 

f'og 0 7r = pk ~ f 0 7r 0 (1j (5) 

the (1j denoting certain elements of the Galois group ofY (cf. no. 13). We 
are going to use the following lemma: 

Lemma 8. If I'll are rational maps from a curve Y to G, then 

wQ(~r):s (r-l)SupwQ(f"'). 

We admit for a moment this lemma and apply it to (5). We find 

WQ(f' 0 9 0 7r) :s (r - 1) SUPj wQ(f 0 7r 0 (1j) 

:S(r-1)SuPj wQj(f07r) withQj=(1j(Q), (6) 

:s (r-1)SuPjeQ jwPj(f) with Pj = 7r(Qj). 
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If Pi ¢ S, we have WPj(f) = 0, and we can thus consider in the right 
hand side of (6) only the terms corresponding to Pi E S. For these, we 
have eQj ~ e and WPj(f) < n/(r - 1) in view ofthe choice of n. We thus 
deduce from (6) the inequality 

wQ(f' 0 g 0 7r) < en (7) 

which, together with (4), proves (3). 
It remains to prove lenuna 8: 
For that, we go back to writing the composition law on G multiplicatively. 

We must consider the product 

(8) 

ncr being a rational map ofY into the space of matrices N such that nii = 0 
for i ~ j. But a product of r such matrices is equal to zero. We can thus 
expand the product (8) in the form 

(9) 

Formula (9) shows that the components (I1 r)ii of I1 r are polynomi­
als in those of ncr oftotal degree ~ r - 1. Taking into account the definition 
of wQ this gives: 

wQ(II r) ~ (r - 1) Sup wQ(ncr ) = (r - 1) Sup wQ(r), (10) 

as was to be shown. 
This finishes the proof of proposition 15, and with it, the proof of theorem 

1. 0 

Remark. One can also reduce the case of unipotent groups to Witt groups 
(no. 3), by using the fact that the group G is isogeneous to a product of 
Witt groups (cf. chap. VII, §2). 
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11. Invariant differential forms on an algebraic group 

If X is a non-singular algebraic variety, we write T x for the fibre space of 
tangent vectors on X and Tx for the dual fibre space. Recall (cf. chap. II, 
no. 7) that Tx is defined by the condition that the sheaf S(Tx) of germs 
of sections of Tx be isomorphic to the sheaf Ox of differentials Dk (0 P ) 

of the local rings of the points of X. 
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If I : X -+ Y is a regular map from the variety X to the variety Y (X and 
Y being supposed non-singular), I defines a homomorphism Oy -+ Ox, 
thus, passing to differentials, a homomorphism 

£ly -+ £lx ' 

But, in general, if Ex and Ey are vector bundles over X and Y respec­
tively, every Oy-linear homomorphism from S(Ey) to S(Ex) corresponds 
to a homomorphism of the fibre space Ex to Ey compatible with I, and 
conversely; this can be immediately checked by using local coordinates. 
Applying this to Ex = Tx and Ey = Ty we see that r defines (and is 
defined by) a homomorphism 

elf: Tx -+ Ty 

called the tangent map to I. Thus, by definition 

(dl(t),w) = (t,j*(w)), 

if t E Tx(x) and w E TY(y), with y = I(x) (we write E(x) for the fibre 
over the point x of the fibre space E). 

In other words, Tx is a covariant functor in X. It also enjoys the 
following property: if X and Yare two non-singular varieties, the canonical 
map TxxY -+ Tx x Ty is an isomorphism (indeed, the existence of the 
injections X -+ X x Y and Y -+ X x Y shows that this map is surjective, 
and as the two fibre spaces have the same dimension, it is an isomorphism). 

These elementary properties will suffice for us. First consider a map 
h : X x Y -+ Z, and, for every y E Y, write hy for the partial map 
x -+ hex, y). We have: 

Lemma 9. Suppose that X, Y and Z are non-singular. The map 

(t, y) -+ dhy(t), tETx, yEY, 

is then a regular map from T X x Y to T z. 

PROOF. Indeed, this map factors as 

T x x Y -+ T x x Ty = T x x y -+ T z, 

where TxxY -+ Tz is dh, while Tx x Y -+ Tx x Ty is the product of 
the identity map of T x and the map from Y to Ty which maps y to Oy, 
the identity element of Ty(y). 0 

Now let G be an algebraic group; if 9 E G, write pg for the left translation 
x -+ g.x. It is an automorphism of G (as an algebraic variety). It follows 
that dpg : TG(x) -+ TG(g.x) is an isomorphism for every x E G. If 
t E TG(x), we will write g.t instead of dpg(t). According to the preceding 
lemma, g.t is a regular function of 9 and t. In particular, let {tl,"" tn} 
be a basis of T G( e) where e is the identity element of G. For each i, the 
map 9 -+ g.t; is thus a regular section of the fibre space T G , and the g.t; 
form a basis of T G (g) for all 9 E G. In other words: 
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Proposition 16. The space T G of tangent vectors to the n-dimensional 
algebraic group G is a trivial fibre space, admitting for a frame n vector 
fields g.ti which are invariant by left translation. 

Passing to the dual fibre space To we get: 

Corollary 1. There exists a frame of To formed by n .left-invariant dif­
ferential forms Wi· 

Now let f : G -+ G' be a homomorphism from the group G to the 
group G'; if s(G) (resp. s(G')) denotes the k-vector space of left-invariant 
differential forms on G (resp. on G'), then f*(w) E s((;) for every form 
w E s( G'). With these notations: 

Corollary 2. Suppose that f : G -+ G' is surjective. In order that the 
algebraic group structure of (;' be the quotient of that of G, it is necessary 
and sufficient that f* : s( G') -+ s( G) be injective. 

PROO F. After replacing (; by a quotient, we can suppose that f is bijective; 
we can also suppose that G and G' are connected. Let K/ [(' be the field 
extension corresponding to f. Since f is bijective, it is a purely inseparable 
extension; thus f is an isomorphism if and only if [(/ [(' is separable. But 
one knows (see the criterion of separability of [11], expose 13) that f is 
separable if and only if the tangent map to f is surjective on a non-empty 
open of G; in view of cor. 1, this condition is equivalent to f* : s( G') -+ s( G) 
being injective, as was to be shown. 0 

Corollary 3. Suppose that f : G -+ G' is injective. In order that the 
algebraic group structure of G be induced by that of G' it is necessary and 
sufficient that f* : s( G') -+ s( G) be surjective. 

PROOF. After replacing G' by a subgroup, we can suppose that f is bijec­
tive, and we are then reduced to the preceding corollary. 0 

One could go further and define the adjoint linear representation of G, 
bi-invariant differential forms, the p-th power operation on the Lie algebra 
(in characteristic p), etc. None of this presents any difficulties. We limit 
ourselves to making explicit a property which was used in the proof of 
proposition 10: 

Proposition 17. Let f and 9 be two regular maps of an algebraic variety X 
to a commutative algebraic group G. If w denotes an inv(lriant differential 
form on G, then 

(f + g)*(w) = f*(w) + g*(w). 
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PROOF. Denote by prl and pr2 the two projections of the group G x G to G 
and put p = prl + pr2. Since G is Abelian these maps are homomorphisms 
and the differentials p"(w), pri(w) and pr;(w) are invariant differentials on 
G x G. Since at the identity element of G x G we evidently have 

p*(w) = pr!(w) + pr;(w), 

this equality is true everywhere. Let (I, g) : X --+ G x G be the map defined 
by the pair (I, g). Then 

whence 

1 = prl 0 (I,g), 9 = pr2 0 (I,g), I+g=po(l,g), 

(f + g)*(w) = (I, g)* p"(w) 
= (I,g)*pr!(w) + (I,g)*pr;(w) 
= f*(w) + g*(w). 

12. Quotient of a variety by a finite group of automorphisms 

o 

Let V be an algebraic variety and let R be an equivalence relation on 
V. Denote by VIR the quotient set of V by R and let 0 : V --+ VIR 
be the canonical projection from V to VIR. We give VIR the quotient 
topology, where V has the Zariski topology. If 1 is a function defined in 
a neighborhood of w E VIR, we say that 1 is regular at w if 1 0 (J is 
regular in a neighborhood of O-l(w). The functions regular at w form a 
ring OV/R,w and thus we get a subsheaf OV/R of the sheaf of germs of 
functions on VIR. If the topology and the sheaf above satisfy the axioms 
for an algebraic variety [axioms (VAl) and (VAIl) ofFAC, no. 34] we say 
that the algebraic variety VIR is the quotient variety of V by R. The 
regular maps of VIR to an algebraic variety V' are then identified with the 
regular maps from V to V' which are constant on the classes of R. The 
structure of algebraic variety on VIR is thus the quotient of that of V, in 
the sense of Bourbaki, Ens. IV, §2, no. 6. 

All this applies in particular to the case where R is the equivalence 
relation defined by a finite group g acting on V. In this case, we write VI g 
instead of VIR. We propose to show that, using a very broad hypothesis, 
VI g is in fact an algebraic variety. We first will study a particular case: 

Proposition 18. Suppose that V is an affine variety with coordinate 
ring A. Then Vig is an affine algebraic variety whose coordinate ring is 
naturally identified with the subring A" 01 elements 01 A fixed by g. 

PROOF. The ring A is a k-algebra which is generated by a finite number of 
elements Xl, ... ,xn . These elements are integral over A", as the equation 
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of integral dependence 

II (x - x") = 0 
"Eg 

shows. The following lemma then shows that A g is a k-algebra of finite 
type: 

Lemma 10. Let A be an algebra of finite type over a commutative Noethe­
rian ring k and let B be a subalgebra of A such that every element of A is 
integral over B. Then B is a k-algebra of finite type. 

PROOF. Let Xi, 1 :::; i :::; n, be generators of the algebra A; each of 
these elements satisfies an equation of integral dependence over B, say 
fi (Xi) = O. Let b1 , ... , br be the coefficients of the these equations and 
let C = k[bt, . .. , br 1 be the subalgebra of B generated by the bj . The Xi 

are integral over C and generate A; this implies that A is a C-module of 
finite type. But C is Noetherian. Thus B, which is a C·-submodule of A, 
can be generated by a finite number of elements Yl, ... , Yrn, and we have 
B = k[b1 , .•. , br , Yl, ... ,Yrn], as was to be proved. 0 

We now return to the proof of proposition 18. 
As B has no nilpotent elements, there exists an affine variety W whose 

coordinate ring is B. The inclusion B ---+ A defines a regular map 8 : V ---+ 

W which is surjective (because A is integral over B) and invariant by g. 
Further, if v and Vi are points of V which are not equivalent modulo g, one 
can find f E A such that 

f(v) = 0 and f(v ' '') = 1 

for every (j E g. The function F = 11 r then belongs to A g and satisfies 
F(v) = 0, F(v') = 1, which shows that 8(v) of O(v' ). Thus 8 identifies the 
quotient set V j g with W. We check that the structure of algebraic variety 
on W is in fact the quotient of that of V. First of all, the topology of W is 
the quotient topology of V: indeed, it suffices to see that, if V' is closed in 
V, 8(V') is closed in W. But, if V' is defined by the vanishing off unctions 
fi E A, it is clear that O(V') is defined by the vanishing of ~ = 11"E g It, 
which indeed belong to A g. Finally, if 9 is a function invariant by g and 
regular on a saturated neighborhood of v E V, 9 can be written in the form 
aj 8, with a E A, and s of 0 on the orbit of v. After replacing 8 by S = 11 8", 

we can assume that 8 E A ", whence a E A g (at least if V is irreducible­
otherwise, the argument must be modified in the obvious way). This shows 
that 9 is of the form g' 0 8, with g' regular in a neighborhood 8( v); the local 
rings of W thus coincide with those of Vjg, as was to be shown. 0 

Corollary. 
a) If g and g' act on affine varieties V and V', then 

(V x V')j(g X g') = Vjg X V'jg'. 
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b) If V is irreducible, the same is true of VI g, and 

k(VIg) = k(V)g. 

c) If V is normal, the same is true of VI g. 

PROOF. Assertion a) is equivalent to the formula 

(A Q9k A,)gX gl = Ag Q9k A,gi 

which is in fact valid for any vector spaces A and A'. 
Assertions b) and c) follow from the classical formula 

We leave the details of these verifications to the reader. o 

Proposition 19. Let 9 be a finite group acting on an algebraic variety V 
and suppose that every orbit of 9 is contained in an affine open of V. Then 
VI 9 is an algebraic variety. 

PROOF. If S is an orbit of g, there exists an affine open U containing S; 
putting U' = n U(1, the open U' is an affine open which is invariant by 9 
and still contains S. Cover V by such opens UI, and let Ui = UI! 9 be their 
images in VIg; the Ui are affine opens, by virtue of prop. 18. The axiom 
(VAl) of algebraic varieties is thus satisfied. It remains to check (VA~I)' 
in other words that t::..V/R n(Ui x Uj) is closed in Ui x Uj (t::..V/R denoting 
the diagonal of VI R). But this set is the image of t::..v n(U: x Ui) by the 
canonical projection 

UI x Ui --+ Ui x Uj = (UI x Ui)/(g x g) 

(cf. the preceding corollary); as V is an algebraic variety, t::..v n(U: x Ui) 
is closed and the same is true of the preceding map, which finishes the 
pro~ 0 

Examples. 1) The condition of prop. 19 is always satisfied if V is a locally 
closed subvariety of a projective space Pr(k). Indeed, let S be an orbit of 
9 and let V be the closure of V in Pr(k); the set F = V - V is closed 
and does not meet S. We can thus find a homogeneous form <p(xo, .. . , x r ) 

vanishing on F and not zero on the points of S. The set U of points of V 
where <p(xo, ... , x r ) "lOis then an open of V satisfying the condition (cf. 
FAC, no. 52). 

2) The same is true when V is a group variety G. Indeed, suppose at first 
that G is connected and let gj be the points of the orbit S considered. If 
Uo is a non-empty affine open of G, the intersection of the gi-1UO is not 
empty; let g be an element of this intersection. One immediately checks 
that U = Uog- 1 answers the question. The case where G is not connected 
can be reduced to the preceding case. 
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(Note that in fact Barsotti [3] has proved that every algebraic group can 
be embedded in a projective space; the same result holds for homogeneous 
spaces according to Chow [19].) 

3) However, Nagata [58] has constructed an algebraic variety Von which 
the group G = Z/2Z acts where the quotient V/g is not an algebraic 
variety. 

Remarks. 1) In view of its local character, the corollary to proposition 18 
remains valid for (not necessarily affine) varieties which satisfy the condi­
tion of proposition 19. 

2) Let k' be a subfield of k and suppose that V is given the structure of 
k'-variety (embeddable in a projective space, to fix ideas). If the actions of 
g are defined over k', then V/g can be given, in a canonical way, a structure 
of k'-variety. This can be seen immediately by reducing to the affine case 
and using the evident formula 

(A' ®k' k)g = A,g ®k' k 

valid for every k'-vector space A'. 

3) It is perhaps worth mentioning that one of the "intuitive" properties of 
quotients is not true: if V' is a subvariety of V stable by g, the quotient 
variety V' / g is not necessarily identified with a subvariety of V / g (the map 
V'/g -+ V/g is purely inseparable, as we will see an example of in no. 14). 
However, this is always true in characteristic 0, or if g acts without fixed 
points. 

13. Some formulas related to coverings 

Although we will need these results only in the case of curves, we prove 
them for varieties of arbitrary dimension, which offers no extra difficulties. 

Let X' be a non-singular irreducible variety, let F' = k(X/) be its field 
of rational functions, and let F / F' be a finite algebraic extension. Denote 
by X the normalization of X' in the extension F / F' (cf. for example [11], 
expose 7, or [51], chap. V); it is an irreducible normal variety, endowed 
with a projection g : X -+ X'; one has k(X) = F. 

Let pI E X'; the points P E X mapping to pI are finite in number. Since 
pI is simple on X', intersection theory applies and permits us to define a 
multiplicity ep, whence a cycle g-l(Pl) = Lp-+p' epP. We recall rapidly 
the definition of the integer e p: 

Let A and A' be the local rings of P and pI; then A' C A. The maximal 
ideal m' of A' generates a primary ideal m' A in A and 

ep = eA( m' A) = the multiplicity of the ideal m' A in A, 

in the sense of Chevalley-Samuel [70]. 
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One can also show that ep is equal to the alternating sum ofthe dimen­
sions ofthe k-vector spaces Torr (A, k); this is a particular case of the "Tor 
formula" . 

In the case of curves, A and A' are discrete valuation rings, and ep is 
equal to the ramification index of the corresponding valuations. 

Now let L be a normal extension of F' containing F, and let g be the 
group of F'-automorphisms of L (cf. Bourbaki, Alg. V, §1O, no. 9); let ~ be 
the subgroup of g formed by automorphisms fixing all the elements of F. 
If Y is the normalization of X' in L (or that of X, it is the same thing), 
there are projections 

1r 9 I 
Y----X-+X. 

The group g is a group of automorphisms of Y. 

Proposition 20. For every P EX, we have g-l (g( P)) = [F : F'Ji L: 7r 0 

(7i(Q), where Q E Y is such that 7r(Q) = P and where the (7i denote 
representatives in g of the elements of g/~. 

(Recall that [F : F'Ji denotes the inseparable part of the degree of F / F'.) 

PROOF. Let pi = g(P) and let h = go 7r. First we determine the cycle 
h-1(P' ). It is a linear combination L:uEg nu (7(Q); as the (7 are automor­
phisms of Y compatible with h, the nu are equal to the same integer n. 
The projection formula (cf. [70J, p. 32) shows that h(h-1(P' )) = [L : F'JP' , 
whence deg(h-1(P I» = [L : F'J which determines the integer n. Remark­
ing that [L : F'J is equal to the product of [L : F'Ji by the order [gJ of g, 
we get 

h-1(PI ) = [L : F'Ji:L: (7(Q). 

If we now apply the projection formula to 7r, we get 

7r(h- 1(P I» = [L : FJg-l(p l ). (*) 

But the sum L:uEg (7(Q) can be written L:CtE~ L:i a 0 (7i(Q), and since 
7r 0 a = 7r for all a E ~, we have 

7r(h- 1(P I» = [L : F'J;'[~J. :L: 7r 0 (7.(Q). 

As [L : FJ = [L : F] •. [~J and [L : F'J. = [L : F] •. [F : F'Ji, we finally get 

1r(h- 1(P I » = [L : F].[F : F'];.:L: 7r 0 (7.(Q) (**) 

and the proposition follows by comparing (*) and (**). 0 

Remark. Suppose that the covering g : X -+ X' is separable, i.e., that 
[F : F'Ji = 1. If f E k(X), one then has the following formula, analogous 
to that of prop. 20: 

(Trg f) 0 7r = :L: f 0 7r 0 (7 •. 
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The same formula is valid for differential forms (for one writes them 
L: fi w: with fi E k(X) and w: a differential form on X' and applies the 
formula to the functions fd. 

14. Symmetric products 

Let X be an algebraic variety; in this no. and the following we suppose that 
every finite subset of X is contained in an affine open (cf. no. 12). Then 
let n be an integer ~ 1 and denote by Sn the symmetric group of degree n; 
letting Sn act on xn by permuting the factors, the pair (xn ,Sn) satisfies 
the conditions of proposition 19. The quotient xnjSn is thus an algebraic 
variety called the n-fold symmetric product of X, which we denote by x(n). 

By the very definition, a point M E x(n) can be identified with a formal 
sum L:PEX npP with np ~ 0 and L: np = n, in other words with a positive 
cycle of dimension 0 and degree n. When X is a projective variety, one 
easily checks that x(n) is isomorphic to the variety of "Chow points" of 
the cycles in question. 

If X is irreducible, the same is evidently true of x(n); similarly for X 
normal. If X is a non-singular curve, x(n) is non-singular. This can be 
seen either by determining explicitly the completions of the local rings of 
x(n), or by first treating the case where X is a projective line (in this 
case x(n) = Pn(k), which is non-singular) and using the fact that every 
curve is a covering of a line and that one can require this covering to be 
non-ramified at given points. However, if X is a variety of dimension ~ 2 
and if n ~ 2, the symmetric product x(n) always has singularities. 

Sending every point P E X to the point of x(n) corresponding to the 
cycle nP, we get an injective map On : X ..... x(n). This map is regular, 
since it is the composition of the diagonal map X ..... xn with the canonical 
projection xn ..... x(n). In view of the definition of the topology of x(n), 
it is even a homeomorphism from X to a subvariety of x(n). When n 
is prime to the characteristic p of the base field, one easily sees that this 
homeomorphism is biregular. This is not true in general, as the following 
proposition shows: 

Proposition 21. If n = pm with m ~ 0, the sheaf of functions induced on 
on(X) by the regular functions of x(n) coincides with the sheaf of pm_th 
powers of CJ X transported by On. 

(Let Xm be the algebraic variety obtained by giving X the sheaf of pm-th 
powers of the regular functions of X; the proposition means that On defines 
a biregular isomorphism from Xm to on(X), with the structure induced by 
that of x(n).) 

PROOF. The question being local, we can assume that X is affine. Let A 
be the coordinate ring of X; that of xn is the n-th tensor power of A, call 
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it An, and that of x(n) is the sub ring of An formed by elements invariant 
by the group Sn. We are thus reduced to proving the following result: 

Lemma 11. Let A be a commutative algebra over a field k of characteristic 
p and let n = pm be any power of p. Let An = A @ ... @A (n times) and 
let Bn be the subalgebra of An formed by elements invariant under the 
symmetric group Sn. Let u : An -+ A be the homomorphism defined by the 
formula 

u(al @ ... @an ) = al .. . an . 

Then u(Bn) = k.An and u(Bn) = An if k is perfect. 

(By abuse of notation, we write An for the set of elements of A which 
are n-th powers; since n is a power of the characteristic, this is a subring 
of A.) 

PROOF. As u(a @ ... @ a) = an, we have u(Bn) :J An, and since u is 
a homomorphism of algebras, this implies that u(Bn) :J k.An. We show 
conversely that u( Bn) C k.A n. Let ai be a basis of A. The products 
a = ail <:9 ... <:9 aiR form a basis of An. Let la be the subgroup of Sn 
formed by permutations leaving a fixed and put (as usual in the theory of 
symmetric functions) 

S(a) = L O"i(a) 

the O"i running through a systems of representatives of Snlla. It is clear 
that the S(a) form a basis of Bn, and it will thus suffice to prove that 
u(S(a)) E An for all a. But 

with 

So we distinguish two cases: 

i) ail = .. ·ai R = a, whence la = Sn and u(S(a)) = an. 

ii) The aij are not all equal, in which case la is a product of symmetric 
groups of degrees < n = pm. The index of la in Sn is thus divisible by 
p. Indeed, otherwise a p-Sylow subgroup of la would also be a p-Sylow 
subgroup of Sn. But Sn contains a cyclic subgroup of order If" , while En 
evidently does not contain it; thus there is a contradiction. Since p divides 
(Sn : la), u(S(a)) = 0, which finishes the proof. 0 

15. Symmetric products and coverings 

Let g : X -+ X' be a covering satisfying the hypotheses of no. 13; the 
variety X' is thus irreducible and non-singular, and the variety X is its 
normalization in a finite extension F I F' of its function field. For every 
pI E X', the cycle g-l(PI) is defined; its degree r is equal to [F : F'J and 
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so one can consider it as an element of the symmetric product x(r), which 
we will denote by g"(P'). 

Proposition 22. The map goO : X' -+ x(r) is everywhere regular. 

PROOF. Put n = [F : F']i and s = [F : F']8 so that ns = r. The integer 
n is equal to a power pm of the characteristic. We are going to begin by 
constructing a certain normal extension L of F' containing F, which will 
permit us to apply proposition 20. 

Let F" be the largest separable extension of F' contained in F and let 
G be a Galois extension of F' containing F" (see the diagram below). 

We take L = GP-m. The map x -+ xp- m shows that L is a Galois 

extension of L' = F,p-m having the same Galois group g as the extension 
G / F'. It is thus a normal extension of F'. Further, since 

[F: F']i = [F: F"] = pm, 

we have F C F',p-m C L. 

Let Y (resp. Y') be the normalization of X, in the extension L/ F' (resp. 

L' / F ' ). The projection h : Y -+ X' factors as Y ..: X .!!..... X, and also as 
Y -+ y' -+ X'. By construction, Y' = Y/g and X' = Y~ (we write y~ 
for the variety obtained by giving Y' the sheaf of pm-th powers of its local 
rings, cf. no. 14). 

Now we apply proposition 20: if ~ denotes the subgroup of g associated 
to the field F" and if the (Tj are representatives in g of the elements of g/ ~, 
then 

i=, 

g-l(p') = pm L 7r 0 (Ti(Q), with h(Q) == P'. 
i=l 

We leave aside the factor pm and consider the map Q .-+ E 7r 0 (Ti(Q). It 
is a regular map from Y to the symmetric product X(8): indeed, we can 
factor it by regular maps Y -+ y8 -+ X8 -+ X(8). Furthermore, this map 
is invariant by g: it thus defines by passage to the quotient a regular map 
a : Y/g = Y' -+ X(8). Put Z = X(8) and let Zm be the variety obtained 
by giving Z the sheaf of pm -th powers of its local rings. The map a defines 
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a regular map am : y~ = X' -- Zm. On the other hand, proposition 
21 applied to Z furnishes a regular map 6~ : Zm __ z(n). The variety 
z(n) = (x(s»)(n) is the quotient of xns = xr by a subgroup of Sri thus 

-y 
there is a canonical projection (x(s»)(n) -+ x(r). Forming the composition 

6' 
X' ~ Zm -:. (x(s»)(n) 2. x(r), 

we get a regular map, and proposition 20 means that this map coincides 
with g*. 0 

Remarks. 1) The hypothesis that X is non-singular was only used so that 
g-l(PI) makes sense. Indeed, if 9 : X __ X' is any covering (X and X' 
being normal varieties), one can define g-l(Pl), for pI E X', by the formula 
of proposition 20, and the proof that we gave again applies. 

2) In the case of curves, F = F"p-m, which slightly simplifies the proof. 
In any case, there are essentially two cases to consider: the separable case, 
which can be treated immediately by Galois arguments, and the purely 
inseparable case, which follows from proposition 21. 
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It would be interesting to avoid these structure theorems, as one can do in 
characteristic O. 

Tangent vectors and differential forms are treated in general in the lit­
erature from a "birational" point of view, which is insufficient. We limited 
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licht [67]. 

The quotient varieties VI g can be defined, in the normal case, using 
"Chow points." For the general case see [77] where there are also some 
other results on local rings. 



§3. Auxiliary results 57 

The relations among symmetric products and coverings are nearly equiv­
alent to the "symmetric functions theorem" of Weil ([89], §1). In both 
cases, the essential point is lemma 11. 



CHAPTER IV 

Singular Algebraic Curves 

The principal goal of this chapter is to prepare for the construction of 
generalized Jacobians which is the object of the following chapter. Some 
of the results have their own interest because of their applications to the 
theory of surfaces. 

Here again we do not treat questions of rationality, and we assume that 
the ground field k is algebraically closed. 

§l. Structure of a singular curve 

1. Normalization of an algebraic variety 

We begin by rapidly reviewing the construction and elementary properties 
of the normalization of an algebraic variety. For more details, the reader 
is refered to the Cartan-Chevalley seminar [11] or to Lang [51]. 

Let X, be an irreducible algebraic variety, let V' be the sheaf of its local 
rings, and let J( = k(X') be the field ofrational functions on X'. For every 
point Q E X' we denote by V Q the integral closure of V Q in its field of 
fractions J(. If U' is an affine open in X' and if A' = HD(U' , V') is the 
corresponding coordinate ring, the integral closure A of A' in J( is an A'­
module of finite type, corresponding to a normal affine variety U endowed 
with a canonical projection p : U -+ U' . By glueing the varieties U we get 
a normal algebraic variety X which is called the normalization of X'; one 
immediately checks that, for every Q E X', VQ = np -+ Q V P where V P 
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denotes the local ring of a point P E X mapping to Q (these points are 
finite in number). The sheaf 0 on X' is thus the direct image p .. (0 x) of 
the sheaf Ox of local rings on X. 

The annihilator C of the sheaf of modules 0/0' is called the conductor 
of 0 into 0'. It is a coherent sheaf of ideals on X' and its variety S' is 
the set of points of X, which are not normal. Putting S = p-l(S'), the 
projection p is a biregular isomorphism from X - S to X' - S'. If Q is 
a point of X', the local ideal cQ is the set of / E OQ such that g E OQ 
implies / g E OQ; one can also say that cQ is the largest ideal of OQ which 
is an ideal of OQ. There are inclusions 

(1) 

where tQ denotes the radical of the semi-local ring OQ, in other words the 
set of / E OQ which take the value 0 at all the points P mapping to Q. 

2. Case of an algebraic curve 

If X and X' are algebraic curves, the sets Sand S' have dimension 0, in 
other words they are finite subsets of X and X'. Furthermore, the set S' 
is nothing other than the set of singular points of X': indeed, one knows 
that, if 0 is an integral local ring of dimension one, the conditions "0 is 
integrally closed" and "0 is regular" are equivalent. 

The coherent sheaf 0/0' is concentrated on S'; it follows that, for every 
Q EX', dim(OQ/OQ) < +00. We put 

6Q = dim(OQ/OQ)' Q EX'. (2) 

It follows from the preceding that: 

Proposition 1. The integer 6Q is > 0 i/ and only i/ Q is a singular point 
o/X'. 

Note that 6Q is invariant under completion: 

6Q = dim(OQ/~). (3) 

This is immediate from the fact that OQ/OQ is finite dimensional. 
It follows from (3) that two singular points which are "analytically iso­

morphic" (that is to say which have the same completed local ring) have 
the same 6Q; in other words, 6Q is an analytic invariant. 

The fact that OQ/OQ is a finite dimensional k-vector space implies that 
the same is true ofOQ/cQ, thus also ofOQ/cQ. Thus the ideal cQ contains 
a power tQ of the radical TQ ofOQ , and the inclusions (1) give inclusions 

(4) 
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Remark. All of this is valid for an algebraic variety of any dimension, under 
the hypothesis that the set of its non-normal points is finite. 

3. Construction of a singular curve from its normalization 

In the preceding no., we started with X' to construct X; we are now going 
to go in the opposite direction. 

Let X be an irreducible and non-singular algebraic curve, let 0 be the 
sheaf of its local rings, and let J( = k(X). We give ourselves a finite subset 
S of X and an equivalence relation R on S; if S' = Sf R, we will define 
X' as the union of X - Sand S'. Thus there is a canonical projection 
p: X -+ X'. If Q E X', we put OQ = np ..... Q Op and we denote by tQ the 

radical of OQ. We also give ourselves, for each Q E S', a subring OQ of 
OQ, distinct from OQ, satisfying the inclusions (4) for at least one integer 
n. If Q E X' - S', we put OQ = OQ. The OQ form a subsheaf 0' of the 
sheaf of functions on X' (we endow X' with the topology where the closed 
subsets distinct from X' are the finite subsets). 

Proposition 2. The sheaf 0' endows X' with a structure of algebraic 
curve having X for its normalization and S' for its set of singular points. 

PROOF. We are going to show that, if X is an affine curve, the same is 
true of X'; the general case will follow immediately from that (cover X by 
affine opens). 

Thus let A be the coordinate ring of X; for every P EX, let ap be 
the maximal ideal of A formed by functions zero at P. Let A' C J( be the 
intersection of the OQ for Q running through X'; evidently A' C A. On 
the other hand, denoting by t the intersection of the ap for PES, the 
conditions (4) show that A' contains k + tn, for n large enough. As t n has 
finite co dimension in A, the same is true of A'; thus A is an A' module of 
finite type, and A is integral over A'. It follows (chap. III, no. 12, lemma 10) 
that A' is a k-algebra of finite type, corresponding to an affine algebraic 
variety Y. As A is the integral closure of A' in J(, there is a canonical 
projection q : X -+ Y which makes X the normalization of Y. 

It remains to see that Y is isomorphic to X'. First of all, let PI and P2 

be two points of X having the same image Q in X'; these points correspond 
to homomorphisms 'Pi : A -+ k (i = 1,2). Putting tQ = np ..... Q ap, the 
homomorphisms 'PI and 'P2 vanish on tQ, thus coincide on k + tQ and a 
fortiori on A' according to (4). As the points of Y correspond bijectively 
to the homomorphisms A' -+ k, it follows that PI and P 2 have the same 
image in Y. Conversely, suppose that PI and P2 have distinct images Ql 
and Q2 in X'. From the fact that the ideals ap are maximal ideals of A, 
one can, according to an elementary result, find f E A such that 

{ f =0 mod ap 
f =1 mod ap 

if P -+ Q1 

if P -+ Q2 or if PES and P -;-. Ql· 
(5) 
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The formulas (4) show that I E A', and as I(P1 ) = 0 and I(P2 ) = 1, 
the points P1 and P2 have distinct images in Y. 

Thus the canonical map X -+ X' defines by passage t.o the quotient a 
bijection X' -+ Y. We must now show that, identifying X' and Y by means 
of this bijection, the sheaves 0' and Oy coincide. The inclusion Oy C 0' 
is evident. Thus let I E 0Q' Q E X'; we show that I can be written in 
the form 

I=alb with aEA' , bEA', b(P)t=OifP-+Q. (6) 

Since I E OQ = np .... Q 0 p in any case 

1= cld with c E A, dE A, d(P) t= 0 if P -+ Q. (7) 

One knows that there exists tEA such that 

{ 
t == d- 1 mod arp 
t == 0 mod arp 

if P -+ Q 

if PES and P f+ (J. 

The product td belongs to Ok for every R E S', whence td E A', and 
td(P) = 1 for P -+ Q; similarly, tc belongs to Ok for all R E S' distinct 
from Q. On the other hand, I = ctldt, and I E OQ by hypothesis; we 
deduce that ct E OQ' and ct E A'. If we put a = ct and b = dt, the 
conditions (6) are indeed verified, which finishes the proof. 0 

Remark. The situation studied above is analogous to what one encounters 
in arithmetic when A is the ring 01 integers of an algebraic number field K 
and A' is an order of K, that is to say a subring of A having K as its field 
of fractions. Here again, one has a conductor C of A into A', the annihilator 
of the A'-module AlA'; the prime ideals of A' which enter into c play the 
role of singular points. 

4. Singular curve defined by a modulus 

Let X be a complete, irreducible, non-singular curve and let m = :L npP 
be a "modulus" on X (cf. chap. III). We exclude the trivial case m = 0, as 
well as the case where m = P, and thus we suppose that deg(m) ~ 2. 

Let S be the support of m, in other words the set of P E X such that 
np > o. We take for S' a set reduced to one point Q, and we put X' = 
(X - S) U {Q} (X' is thus obtained from X by putting the points of S 
together into one). If cQ denotes the ideal of OQ formed by the functions 
I such that I == 0 mod m, we put 

OQ=k+cQ. (9) 

One then immediately checks that all the conditions of no. 3 are satisfied 
(OQ t= OQ because of the hypothesis deg(m) ~ 2). The singular curve 
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associated to this data will be denoted X m. It admits Q as its unique 
singular point and 

The ideal cQ is nothing other than the conductor of OQ into OQ' 

Examples. a) m = 2P. The map p : X -+ Xm being bijective, we can 
identify X and X m . For Q :I P, OQ = OQ and O~ is the subring of Op 
formed by the functions whose derivative vanishes at P. The completion 
of O~ is thus the subring of k[[t]] generated by t 2 and t3 . The curve X m is 
analytically isomorphic at P to the curve y2 - x 3 = 0; one says that it has 
an ordinary cusp. 

b) m = P l + P2, with P l :I P2. Here Xm is obtained from X by identifying 
Pl and P2 ; the local ring OQ of the point Q thus obtained is formed by 
rational functions on X which are regular at Pl and P2 and which take 
the same values there. The curve is analytically isomorphic at Q to the 
(reducible) curve xy = 0; one says that it has a double point with distinct 
tangent directions or an ordinary double point. 

§ 2. Riemann-Roch theorems 

5. Notations 

Beyond the hypotheses of no. 2, we will suppose that the curve X (thus 
also the curve X') is complete. We then know that X is a projective variety 
(cf. chap. II, no. 1); moreover, the same argument shows that X' is also a 
projective variety, but we will not need this fact. 

We denote by g the genus of X and we put 

(11) 

7r = 9 + 6. (12) 

Let D be a divisor on X prime to S; it defines a sheaf C(D) on X, cf.II.6. 
Since X - S is biregularly isomorphic to X' - S', we can transport this 
sheaf to X' - S' and complete it by OQ for Q E S'. Thus we get a subsheaf 
.c'(D) of the constant sheaf K on X', and by definition 

I {OQ 
C (D)Q = C(D)Q 

if QES' 

if Q ¢ S'. 
(13) 
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By analogy with the case of a non-singular curve, we put 

L'(D) = HO(X', .c'(D)), 1'(D) = Hl(X', .c'(D)) 

1'(D) = dim L'(D), i'(D) = dim 1'(D). 

From the fact that the sheaf .c'(D) is locally isomorphic to 0', it is a 
coherent sheaf, and these cohomology groups are finite dimensional (this 
also follows from the proof of thm. 1 below). 

In the particular case where X' is the curve X m associated to a modulus 
m (cf. no. 4), we will write Lm(D), Im(D), Im(D), and lm(D) in place of 
L'(D), . .. etc. 

6. The Riemann-Roch theorem (first form) 

Theorem 1. For every divisor D prime to S, 

1'(D) - i'(D) = deg(D) + 1 - 1r. (16) 

PROOF. Put X'(D) = ['(D)-i'(D). The argument of chap. II, no. 4 (based 
on the exact sequence of cohomology) shows that 

X'(D + P) = X'(D) + 1 

for every P E X' - S'. As the same formula holds f()r the expression 
deg(D) + 1 - 11", we are reduced to proving thm. 1 in the particular case 
where D = O. 

In this case, we have £'(D) = 0', and everything comes down to showing 
that the Euler-Poincare characteristic X(X',O') of 0' is equal to 1-11". But 
the sheaf 0' is a subsheaf of 0 which is the image of the sheaf of local rings 
of X (cf. no. 1). From this, we deduce the exact sequence 

o -+ 0' -+ 0 -+ 0/0' -+ 0, 

whence 

x(X',O') = X(X',O) - X(X',O/O'). 

The sheaf 0/0' is concentrated on the finite set S'; it follows that 

x(X',O/O') = dim HO(X',O/O') = I: OQ/OQ = 8. 
QES' 

In view of the definition of 11", everything thus comes down to proving 
that 

x(X', 0) = 1- g. 

But since g is the genus of X, we have X(X,Ox) = I-g, cf. chap. II. 
Theorem 1 will thus be proved when we have established the following 
result: 
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Lemma 1. If an algebraic variety X is the normalization of an algebraic 
variety X', then Hq(X, 0) = Hq(X', 0) for all q 2:: O. 

PROOF. For q = 0, Hq(X', 0) is equal to the set of rational functions 
f E k(X) which belong to all the OQ, Q E X'. As OQ = np->Q Op, it is 
also the set of f E k(X) which belong to all the Op, P E X, whence the 
equality to prove: 

(17) 

Now let U' = {Un be a cover of X' by affine opens, and let U be the 
cover of X formed by the Ui = p- 1 (Un. In view of the construction of X, 
the Ui are affine opens and we have 

Hq(X',O) = Hq(U',O) and Hq(X,O) = Hq(U,O). 

But applying (17) to the varieties Ufo n Uf l n· .. n Ufq and to their nor­
malizations Uio n Uil n·· . n Ui q we see that the canonical homomorphism 
C(U',O) -> C(U,O) is bijective (we denote by C(U,O) the complex asso­
ciated to the cover U and the sheaf 0, cf. FAC, no. 18); it is thus the same 
for the homomorphisms Hq(U', 0) -> Hq(U, 0), as was to be proved. 0 

Corollary. 7r = i'(O) = dim H1(X', 0'). 

PROOF. We apply formula (16) to the divisor D = 0, taking into account 
the fact that 1'(0) = 1. 0 

Example. Let k' be a sub field of k, and let F' be a "function field in one 
variable" over k'; we mean by this that F' is a regular extension of k' (in the 
sense of Weil [87], chap. I) of transcendence degree lover k'. A projective 
algebraic curve X' corresponds to this field; it is defined over k', irreducible 
and k'-normal. By extension of scalars to k, one can also consider X' as a 
curve defined over k, which is no longer necessarily normal (that is to say 
non-singular). The preceding corollary, together with an argument using 
repartitions analogous to that of chap. II, no. 5, shows that the integer 7r 

attached to the curve X' coincides with the genus of the extension F' /k' 
(in the sense of Chevalley [15]). The relation 7r = g + 6, with 6 2:: 0 makes 
evident the decrease of the genus (ibid., chap. V, §6). 

7. Application to the computation of the genus of an algebraic 
curve 

Suppose that the curve X' is embedded in a projective space P r. As with 
any projective variety, its arithmetic genus Pa(X') is defined. Recall (cf. 
for example Zariski [102]) that, if X(X') is the constant term of the Hilbert 
polynomial of X' in P r, by definition 

1 - Pa(X') = X(X'). 
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Proposition 3. Pa(X') = 71' = 9 + 8. 

PROOF. Indeed, one knows (FAC, no. 80) that, for every projective variety 
X', the integer X(X/) is equal to the alternating sum of the dimensions of 
the Hq (X' , 0 /). Here we have 

dim HO(X' , 0 ' ) = 1 

since X' is connected, and dim Hl(X', 0 /) = 71', as we have seen; the 
Hq(X' , 0 ' ), q ~ 2, are zero. Thus we get x(X/) = 1-71', whence proposition 
3 by comparing with the formula defining Pa(X/). 0 

This proposition is interesting because it reduces the computation of the 
genus 9 to the easier (see below) computation ofthe arithmetic genus 71' and 
to that of the integer 8, which is purely local. If X' has only "ordinary" 
singularities (double points with distinct tangent directions and ordinary 
cusps, cf. no. 4), 8 is simply the number of these singular points. 

We treat for example the case where X' is a complete intersection in 
Prof r - 1 hypersurfaces of degrees al, ... , ar-l (this means that the 
ideal defined by X' in k[Xo, ... , X r ] is generated by r .- 1 homogeneous 
polynomials of degrees al,"" ar-l). The computation of the cohomology 
group Hl(X', 0 ' ) presents no difficulties (cf. FAC, no. 78, where the case 
of a complete intersection of arbitrary dimension is treated) and one finds 

with a = 2:ai - r -1. (18) 

When r = 2, this is the Plucker formula giving the genus of a plane curve 
of degree d: 

1 
9 = 2d( d - 3) + 1 - 8. (19) 

8. Genus of a curve on a surface 

Let V be a projective non-singular surface and let X' be a curve on V. 
When V is the plane P2, the Plucker formula shows that Pa(X/) depends 
only on a "numerical" invariant of X', its degree. We are going to see that 
this is a general fact. 

First we make precise some notations (they are essentially those ofZariski 
[102], [103]): 

If D is a divisor on V, one writes D"", 0, and one says that D is linearly 
equivalent to 0, if D is equal to the divisor (<p) of a rational function <p on 
V. 

One denotes by J{ the divisor of a non-zero rational differential form of 
degree 2; it is the canonical divisor of V, and it is defined up to linear 
equivalence. 
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If Dl and D2 are two divisors, one can associate to them an integer, 
written D 1 .D2 , characterized by the following properties: Dl.D2 is bilinear, 
is zero if Dl '" 0 or D2 '" 0, and coincides with the degree of the intersection 
cycle D1.v D2 when this is defined (i.e., when Dl and D2 have no irreducible 
component in common). One has Dl.D2 = D 2.D1 . 

Lemma 2. If X is a non-singular curve of genus g on V, then 

2g - 2 = X.(X + I<). (20) 

PROOF. We can find a differential form w of degree 2 whose divisor I< 
contains X with multiplicity -1; put I< = -X + D, with X not figuring 
in D. Since w admits X as polar variety of multiplicity 1, the residu e 
Resx(w) of w along X is well defined: if t is a rational function vanishing 
along X with multiplicity 1, we can write w in the form w = dtlt 1\ n, 
and Resx(w) is the restriction to X of the differential form n, which is 
of degree 1. One checks that Resx(w) does not depend on the choice of 
t. This definition shows that the divisor I<x on X of the form Resx(w) 
is equal to the intersection cycle X.vD, and as deg(I<x) = 2g - 2 (chap. 
II, no. 9) we deduce that 2g - 2 = X.D = X.(X + I<), which proves the 
lemma. 0 

Now if D is any divisor on V, we write C(D) for the sheaf of germs of 
functions whose divisor is locally ~ -D; if D '" D/, the sheaf C(D) is 
isomorphic to the sheaf C(DI). 

On the other hand, for every coherent algebraic sheaf F on V, we put 
X(V,F) = 2:(-I)i dim Hi(V,F), cf. FAC, no. 79. We write xCV) in place 
of xCV, Ov). With the classical notations (cf. Zariski [102]' [103]), one has 
xCV) = 1 + Pa(V). 

Proposition 4. For every divisor D on V, 

1 
xCV, C(D) = xCV) + "2D.(D - I<). (21 ) 

PROOF. Suppose at first that D = -X, with X non-singular; the sheaf 
C( D) is nothing other than the sheaf of ideals defined by X, whence the 
exact sequence 

0--+ .c(D) --+ Ov --+ Ox --+ o. 
Passing to Euler-Poincare characteristics, we get 

xCV, .c(D» = xCV) - X(X). 

As x(X) = 1 - 9 = -tx.(X + I<), we indeed find the formula (21). 
Now we are going to reduce the general case to the particular case we 

have just treated. Let E be a hyperplane section of V; applying the results 
of FAC, no. 66 to the sheaf C(-D) (or arguing directly), we see that the 
complete linear series I - D + nEI defines a biregular embedding of V into 
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a projective space, provided that the integer n is large enough. Taking a 
"general" hyperplane section in this embedding, we get an irreducible non­
singular curve Xn such that -D = nE "" X n , that is to say D-nE "" -Xn . 

Formula (21) is valid for -Xn' thus also for D - nE. But the two sides of 
this formula are polynomials in n: this is evident for the right hand side; 
for the left, this follows from an elementary theorem on coherent sheaves 
(FAC, no. 80, proposition 3). These two polynomials coincide for n large 
enough, thus for all n, and in particular for n = 0, as was to be shown. 0 

Proposition 5. Let X' be an irreducible singular curve on V and let 
Pa(X') = 7r be its arithmetic genus. Then 

Pa(X') = 1 + ~X'.(X' + K). (22) 

PROOF. Here again, there is an exact sequence of sheaves 

0-4 C(-X') -4 Ov -4 Ox' -40, 

whence the equality X(V, C( -X')) = X(V) - X(X'). Applying (21) and 
taking into account that X(X') = 1 - Pa(X'), we find formula (22). 0 

Examples. 1) When V = P 2 , the canonical class K is equal to -3E, where 
E denotes a line; if d is the degree of the curve X', then X' "" dE, whence 
X'.x' = d2 and X'.K = -3d. Formula (22) then gives again the Pliicker 
formula. 

2) When V is a quadric (in other words the product of two projective 
lines), the divisor class group admits as a basis two generators El and E2 
of the different rulings, and K = -2El - 2E2 . Putting X'.E1 = d1 and 
X'.E2 = d2 , formula (22) gives the formula of C. Segre: 

(23) 

One has an analogous formula whenever one has determined a basis for 
the group of divisor classes of V (for numerical equivalence). 

Remarks. 1) For every divisor D on V, put Pa(D) = 1 + tD.(D + K); the 
integer Pa(D) is called the virtual arithmetic genus of the divisor D, cf. 
Zariski [102]' 

2) Put I(D) = dim HO(V, C(D»; according to the duality theorem (see 
chap. II, no. 10, as well as [74] and the report of Zariski [103]), one has 
dim H2(V, C(D)) = I(K - D). As sup(D) = dim Hl(V, C(D» is always 
~ 0, we see that formula (21) implies the Riemann-Roch inequality for 
surfaces: 

1 
I(D) + I(K - D) ~ 1 + Pa(V) + 2D.(D - K). (24) 

The Riemann-Roch theorem proper (in the form of Hirzebruch [35] in the 
classical case, and of Grothendieck [29] in the general case) is more precise 
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than the formula (21): it also says that xCV) is equal to {2(K.K + Ko), 
where Ko denotes the degree of the "canonical class" of dimension 0 of V. 

§3. Differentials on a singular curve 

9. Regular differentials on X' 

We keep the hypotheses and notations of nos. 2 and 5. Let w be a differ­
ential form on the curve X, the normalization of X', and let Q E 5'. One 
says that w is regular at Q if 

L Resp(fw) = 0 for all IE OQ. (25) 
P ..... Q 

The set of regular differentials at the point Q will be denoted gq; it is a 
OQ-submodule of the vector space D1c(K) of all differentials. If we put 

(26) 

evidently fiq C UQ, and one checks immediately that the vector spaces 
OQ/OQ and UQ/fiq are put in duality by the bilinear form EResp(fw) 
figuring in (25). 

When X' = X:n, where m = EnpP is a modulus on X, condition (25) 
is equivalent to the conditions 

L Resp(w) = 0 and vp(w);::: -np for all P E 5. (27) 
PES 

We return to the general case. If Q ¢ 5', put UQ = fiq, which makes 
sense since Q can be identified with a point of X. The gq form a sub­
sheaf 0' of the constant sheaf D1c(K). It is a coherent sheaf (for fiq and 
gq/fiq are coherent); its sections are, by definition, the everywhere regular 
differentials on X'. We are going to give a characterization of them: 

Proposition 6. In order that w be everywhere regular on X' it is necessary 
and sufficient that Trg(w) = 0 lor every rational function 9 on X which is 
not a p-th power and which belongs to all the local rings OQ, Q E 5'. 

(For the definition of the trace Trg(w), see chap. II, no. 12.) 
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PROOF. Suppose that W is everywhere regular on X', andllet 9 : X -+ A be 
a rational map of X to the projective line A. If the differential form Trg(w) 
on A were not zero, it would have a pole>. and there would exist a function 
h, regular on A in a neighborhood of >., such that Res>. (h. Trg(w» -I o. 
According to the trace formula (chap. II, no. 12), 

Res>.(h. Trg(w» = L Resp(h 0 g. w). 
g(P)=).. 

(28) 

On the right hand side, the terms corresponding to P ft 5 are zero be­
cause wand hog are regular at such a point; if 9 belongs to the intersection 
of the OQ, the same is true of the sum of the other terms, according to the 
definition of a regular differential. The left hand side being non-zero, this 
contradiction indeed shows that Trg(w) = o. 

Conversely, suppose that W is not everywhere regular on X'; we are 
going to construct a function 9 : X' -+ A and a point >. E A such that 
Res)..(Trg(w» -I O. We denote by m a modulus suported on 5 and larger 
than the conductor c; if 9 == 0 mod m at all the points P mapping to 
Q E 5', then 9 E OQ. 

First suppose that W has a pole of order n ~ 1 at a point Po ft 5. 
Approximation theory for valuations shows the existence of a function 9 

such that vpo(g) = n-1, 9 == J..L mod m (with J..L -I >. = g(Po», and g(P) -I >. 
at every pole of W distinct from Po. We can also require g to have a simple 
zero at a given point, which implies that 9 is not a p-th power. Then 

Res)..(Trg(W» = L Resp(gw). 
g(P)=).. 

By construction, all the terms of the sum on the right hand side are zero 
with the exception of the term ResPo(gw), which is evidently -10; whence 
the desired result in this case. 

Now suppose that w is not regular at a point Q E 5', that is to say that 
there exists f E OQ with Lp ..... Q Resp(Jw) -I o. Put f('Q) = >.; for every 
point P mapping to Q, let np be an integer larger than or equal to the 
coefficient of P in the modulus m, as well as to -vp(w). Then choose a 
function 9 such that vp(J - g) ~ np if P -+ Q, 9 == J..L mod m if P f+ Q 
(with J..L -I >.), and g(P) -I >. at every pole P of w not lying in 5. In view 
of the choice of m and the np, 9 E O~ for all RES'; we can also arrange, 
as above, that 9 is not a p-th power. Thus 

Res)..(Trg(w» = L Resp(gw) = L Resp(gw) 
g(P)=).. P ..... Q 

= L Resp(Jw) -10, 
P ..... Q 

as was to be shown. o 
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10. Duality theorem 

Let D be a divisor prime to S; we will associate to it a sheaf QI(D) by 
putting 

if Q E S' 

if Q ¢ S'. 

We also put QI(D) = HO(X/JY(D)). A differential w belongs to QI(D) 
if it is regular at all the points Q E S' and if it satisfies the conditions 
vp(w) :::: vp(D) for all P ¢ S. When D = 0, we recover the everywhere 
regular differentials on X'. 

Theorem 2. For every divisor D prime to S, the vector space QI(D) lS 

canonically isomorphic to the dual of l'eD) = Hl(XI,£/(D)). 

Corollary 1. i/(D) = dim QI(D). 

Corollary 2. The dimension of the vector space of everywhere regular 
differential forms on X' is equal to 7r. 

PROOF. To prove theorem 2 we will need to interpret QI(D) and l'eD) in 
the language of repartitions. Let R be the algebra of repartitions on X (cf. 
chap. II, no. 5). We denote by R' the subset of R formed by repartitions 
{rp} such that rpi = rp2 if P1 and P2 have the same image in X'; we will 
denote by R'(D) the subset of R' formed by the repartitions {rp} such 
that vp(rp) :::: -vp(D) if P ¢ Sand rp E OQ if P is a point of Shaving 
image Q in S'. 

We know that the space Dk(K) of all differentials is identified with the 
topological dual of HI K, that is to say with the set of linear forms w on R 
which vanish on K, and on a suitable subset R(Ll) (for the notations, see 
chap. II, no. 5). To say that such a linear form belongs to QI(D) means 
that w vanishes on R'(D). Thus we see that QI(D) is nothing other than 
the topological dual of the vector space RI(R'(D) + K), endowed with the 
topology defined by the images of the H(Ll). 

Now we pass to l'eD). There is an exact sequence of sheaves on the 
space X': 

0---+ £'(D) ---+ I< ---+ KI£'(D) ---+ O. (29) 

Since I< is a constant sheaf and X' is irreducible, HO(X', K) = K and 
Hq(X' , K) = 0 for q 2: 1. The exact sequence (29) then gives 

I< ---+ HO(X' , I<I£'(D)) ---+ Hl(X', £/(D)) ---+ o. (30) 

The argument made in chap. II for the sheaf I<I £(D) also applies to 
the sheaf A' = I< I £' (D) and shows that H O (X' , A') is identified with the 
direct sum of the AQ for Q E X'; as this direct sum is visibly isomor­
phic to R' I R'(D), we conclude that l'eD) = Hl(X', £/(D)) is canonically 
identified with the quotient R'I(R'(D) + I<). 
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Now put V = R' /(R'(D) + K) and W R/(R'(D) + K). We have 
V C W, and we must show that the (algebraic) dual of V can be identified 
with the (topological) dual of W, in other words that every linear form on 
V can be extended uniquely to a continuous linear form on W. This will 
be the case if we check the two following properties: 

i) V is dense in W. 
ii) V is discrete for the topology induced by W. 

Verification of i). We must show that, for every divisor 6., 

R' + R(6.) = R. 

Let r = {rp} be an arbitrary element of R. There exists an element 
f E K such that vp(J - rp) ~ vp(6.) for all PES; let g be the repartition 
f - r, and decompose g as 9 = g' + gil, where gp = 0 for PES and g'f, = 0 
for P ¢ S. We have gil E R(6.), g' E R', and fER', which shows that 
r = f - g' - gil indeed belongs to R' + R(6.). 

Verification of ii). We must show the existence of a divisor 6. such that 

R' n[K + R'(D) + R(6.)] = K + R'(D). (31) 

Let n be an integer such that the relation vp(J) ~ n fj)r P -+ Q implies 
f E OQ; such an integer exists according to no. 2. We choose for 6. the 
divisor 6. = D - EPES nP. Let r = f + r' + s be an element of the left 
hand side of (31), with r E R', f E K, r' E R'(D), and s E R(6.). From 
the fact that s = r - f - r', we have s E R', in other words sp belongs to 
OQ, and, since 6. coincides with D outside of S, we have s E R'(D), which 
proves (31) and finishes establishing thm. 2. 0 

Remark. One can complete thm. 2 by showing that Hl(X', n') is isomor­
phic to k and that the duality between HO(X', n'(D)) and Hl(X', C'(D)) 
is given, as in chap. II, by the cup product. 

11. The equality nQ = 20Q 

Let Q E S', and let cQ be the conductor of OQ into OQ; from the fact 
that cQ is an ideal of OQ there exists a divisor E p-+Q npP such that cQ is 
identical to the set of functions f such that f == 0 mod E npP. We can 
without inconvenience identify the ideal cQ with the divisor E npP. 

We can give a simple interpretation of cQ by means of differentials. We 
have seen in fact that riq/flq is the dual ofOQ/OQ; these two OQ-modules 
thus have the same annililator cQ. Thus, f E cQ if and only if vp(Jw) ~ 0 
for all P -+ Q and every w E nQ. This comes down to saying that the 
integer np is equal to Sup( -vp(w)) for w running through riq. 

So denote by nQ = E p-+Q np the degree of the divisor cQ. We are going 
to compare nQ and DQ: 
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Proposition 1. 6Q + 1 ~ nQ ~ 26Q for every Q E 3', and the equality 
nQ = 26Q holds if and only if riq is a free O'q -module of rank l. 

PROOF. We have nQ = dim OQ/cQ, and the inclusion k+ cQ C O'q shows 
that nQ ~ 6Q + l. 

On the other hand, we have just seen that, for every P -+ Q, there 
exists a differential Wp E riq such that vp(w) = -np. Forming a linear 
combination of the Wp, and taking into account the fact that the field k 
is infinite, we construct a differential w E nQ such that vp(w) = -np 
for all P -+ Q. It is clear that fw E f1:J~ f E cQ, which shows that 
the map f -+ fw defines an injection of O'q/ cQ into riq/f1:J, whence 
the inequality nQ - 6Q ~ DQ. Furthermore, if nQ is a free rank-1 O'q­
module, the differential w necessarily constitutes a basis and the map above 
is surjective, which shows that nQ - 6Q = 6Q. Conversely, if this equality 
holds, the map is surjective and every differential 0' E riq is the sum of 
a differential fw, f E O'q, and a differential f3 E f1:J; as f3 can itself be 
written in the form gw, with g E cQ, we indeed see that w constitutes a 
basis of riq, which finishes the proof. 0 

If nQ = 26Q for every Q E 3', the sheaf rr' is locally free and thus 
corresponds to a class of divisors ]{' on X'; the preceding argument shows 
that ]{ = ]{' - c, whence in particular 2g - 2 = deg(]{') - 26, that is to 
say 

deg(]{') = 211" - 2. (32) 

The sheaves n'(D) are thus isomorphic to the sheaves C(]{' - D), and 
we get the Riemann-Roch theorem in its second form: 

I'(D) -l'(]{' - D) = deg(D) + 1- 11". (33) 

12. Complements 

In view of the formulas (32) and (33), it is interesting to give conditions 
under which nQ = 26Q. This is the case when X' is a complete intersection 
in a projective space (Rosenlicht [63], § 5). It is also the case when X' is 
embedded in a non-singular surface V; indeed, one can prove that, for every 
Q E X', the O'q-module nQ is formed by residues on X' of differentials w 
on V such that (w) ~ -X' at Q (see Samuel [69] and Gorenstein [26]), and 
it is then clear that nQ is a free module of rank 1. This characterization 
of regular differentials also shows that the canonical divisor ]{' of X' is 
equal to X'.v(X' +]{ v); using (32), we recover the formula (22) giving the 
arithmetic genus of X'. 

These results, whose direct proof is tiresome, are recovered naturally in 
the setting of Grothendieck's theory [28]. He has shown ([105], VIII) that, 
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if X' is embedded in a non-singular variety Y of any dimension n, there is 
a canonical isomorphism 

(34) 

where OQ(Y) and UQ(Y)) denote respectively the local ring of Y at the 
point Q and the module of differential forms of degree n on Y which are 
regular at Q. When X' is a complete intersection at Q, one can write down 
explicitly a free resolution of the OQ(Y)-module OQ' and this resolution 
shows that nq is a free module ofrank 1 over OQ' Explicitly, one sees that, 
if !1, ... ,!n-l are generators of the ideal of X' in OQ(Y) and if Xl, ... ,Xn 

form a regular system of parameters of 0Q(Y), the module nq admits 
for a basis the differential w obtained by "division" of dXl A ... A dXn by 
d!1 A ... A dln - l . For n = 2, one has only one equation I(x, y), and w is 
written in the classical form w = dx / I~ = -dy / I~. 

Bibliographic note 

For a long time in the study of singular curves, the principal problem was 
that ofthe resolution of singularities. This was obtained, in the last century, 
using "quadratic" transformations; the reader will find an expose of this 
in Severi [79] or Northcott [59], [60], [61]. The method of normalization, 
introduced by Zariski, is more rapid; however, it gives a less complete result. 
For example, if one applies, following Jung, quadratic transformations to 
the branch curve ofthe projection of a surface V to a plane, one easily ends 
up with the resolution of singularities of V (in characteristic 0). 

In the other direction, the construction of a singular curve starting with 
a non-singular curve and a semi-local ring in its field of functions is due 
to Rosenlicht [63], who also treats the case of a reducible curve defined 
over any base field. Rosenlicht's memoir also contains the Riemann-Roch 
theorem as well as the theory of regular differentials. These results were 
known when the curve has only "ordinary" singularities, cf. Severi [81], 
chap. 1. 

We mention a recent memoir of Hironaka [34] showing; that the integer 
7r = 9 + 6 coincides with the arithmetic genus of the curve; here again, 
this fact was well-known to the Italian algebraic geometers in the case of 
ordinary singularities. 

The equality nQ = 26Q for curves on a surface was proved by Gorenstein 
[26] and Samuel [69]; the analogous result in analytic geometry can be 
found in Kodaira [44], [45]. The point of view sketched at the end of 
no. 12 was pointed out to me orally by Grothendieck; it is developed in 
Altman-Kleiman [105], chap. VIII and in Hartshorne [115]. 



CHAPTER V 

Generalized J aco bians 

This chapter contains the construction and elementary study of the gen­
erolized lacobians of an algebraic curve. We will follow closely the paper of 
Rosenlicht [64] on this subject, itself inspired by Weil's Vanetfs abetiennes 
[89], where the case of the usual Jacobian is treated. We will make use, as 
they did, of the method of "generic points". This obliges us to renounce 
the point of view of the preceding chapters (where all points had their co­
ordinates in a fixed base field), and to adopt that of Foundations [87]. It 
is certain that the generic points could be replaced by divisors on prod­
uct varieties, after first developing in detail the properties of these divisors 
(that is to say essentially the cohomology of coherent algebraic sheaves on 
a product variety); that would take us too far afield. 

§l. Construction of generalized Jacobians 

1. Divisors rational over a field 

In all of this chapter, X denotes a projective algebraic curve, irreducible, 
non-singular, and defined over a field k. In § § 1, 2 and 3 the field k will 
be assumed to be algebraically closed. In conformity with the conventions 
of Foundations [87], we will make a choice of a universal domain 0; recall 
that this means that 0 is an algebraically closed extension of k of infinite 
transcendence degree over k. All the fields considered (except function 
fields) will be su bextensions of 0 of finite type over k. By a poin t of X, we 
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mean a point P all of whose coordinates belong to 0; if we denote by k(P) 
the field generated over k by these coordinates, k(P) is an extension of 
finite type over k. One says that P is rational over a field K if k(P) C K. 
The hypothesis that k is algebraically closed implies that X has infinitely 
many points rational over k. 

We are now going to recall the definition and principal properties of divi­
sors rational over a field; for the proofs, the reader can refer to Foundations 
[87], or to the work of Samuel [71]. 

Let D = E nj Pi be a divisor on X. Choose an affine model U of X 
containing all the Pi and defined over the field k. A coordinate ring A = 
k[U] is associated to the affine curve U; it is a Dedekind ring (it is normal 
and of dimension 1). Considering U as a curve over 0, its coordinate ring is 
An = A 0k O. The divisor D is defined by an (in generall fractional) ideal 
II of An. An elementary linear algebra argument then shows that there 
exists a smallest field K such that II is of the form 0 0K 0, where 0 is a K 
vector subspace of AK = A 0k K; in other words, K is the smallest field 
(containing k) such that II is generated by polynomials with coefficients 
in K. One says that K is the field of rationality of D, and one writes 
K = k(D). If L is an arbitrary field, we denote by L(D) the compositum 
L.K(D). One says that D is rational over L if L(D) = L, that is to say 
if II can be generated by equations with coefficients in L. This definition 
shows that, if Dl and D2 are rational over L, the same is true of Dl - D2 
and Sup( D1 , D2). If cp is a function which is rational over L (that is to say 
it belongs to the fraction field of the algebra AL ), its divisor (cp) is rational 
over L. In the case of a divisor reduced to a point, the definition of k(D) 
coincides with that of k(P) given above. 

More generally, in order that a divisor D = E naPa, n(> f. 0, be rational 
over a field, it is necessary and sufficient that the following three conditions 
be satisfied (cf. Weil, Samuel, loco cit.): 

i) k(Pa ) C L, the algebraic closure of L (in other words, D should be 
algebraic over L). 

ii) DO = D for every L-automorphism (T of L (or of n, it is the same 
according to i)). 

iii) The integer na is divisible by [L(Pa ) : L]i, the inseparable factor ofthe 
degree of the extension L(Pa )/ L. 

Let D be an effective divisor of degree n; one can identify D (cf. chap. III, 
no. 14) with a point D of the symmetric product x(n). This last is evidently 
defined over k, and thus one can speak of the field k(D). This field coincides 
with k(D) according to a result of Chow, cf. Samuel [71], p. 104 (the proofs 
of Chow and Samuel use the properties of "Chow coordinates", but it is 
easy to give a direct proof). In fact, we will only use this result in the 
following particular case, which is in Weil [89], p. 10, and in Lang [52], 
p.30: 
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Lemma 1. Let I< be a field and let M 1 , ... ,Mn be n independent generic 
points of X over I<. If M denotes the divisor Ml + .. ·+Mn , then I«M) = 
I«M1 , .•. , M n)6' denoting by I«M1 , ... , Mn)6 the set of elements of the 
field I«Mll ... , Mn) invariant by all permutations oJ[l, n]. 

(Recall that the phrase "Ml, . .. ,Mn are independent generic points over 
I<" means that the extension I< (M 1, ... , M n) / I< has transcendence degree 
n.) 

2. Equivalence relation defined by a modulus 

From now on, we make the choice of a modulus m supported on S; we will 
assume that the points of S are rational over k (if k were not algebraically 
closed, it would be necessary to suppose that the modulus m is rational 
over k as a divisor-the results of the first two §§ are valid without change, 
those of §3 should be slightly modified-we will return to this in §4). 

Let D and D' be two divisors prime to S. We will say that D and D' are 
m-equivalent, and we will write D "'m D' if there exists a non-zero rational 
function g satisfying the two conditions: 

a) 9 == 1 mod m (cf. chap. III, no. 1), 
b) (g) = D' - D. 

Condition a) should be suppressed if m = O. In the general case one 
can replace it by the condition that g be congruent mod m to a non-zero 
constant. 

In conformity with the notations of chap. I, we denote by Cm the group 
of classes of divisors prime to S modulo m-equivalence and by C~ the 
subgroup of C m formed by classes of degree O. We can also interpret Cm as 
the group of classes of line bundles over the singular curve X m associated to 
m (chap. IV, no. 4). The correspondence between line bundles and divisors 
is established as follows: let Q be the unique singular point of X m and let 
E be a line bundle. We can find a rational section s of E which is regular 
and non-zero at Q. As Xm - Q = X - Q, we can speak of the divisor (s) 
of s, which is prime to S and defined up to m-equivalence. One then easily 
checks that E -+ (s) defines an isomorphism from the group of line bundles 
to the group Cm. 

Now let D be a divisor and consider the effective divisors D' such that 
D "'m D'. As in chap. II in the case m = 0, this comes down to considering 
functions 9 which satisfy (g) ~ -D outside of S and which satisfy a). Such 
a function 9 belongs to the local ring OQ of the singular point Q of the 
singular curve Xm; thus 9 E Lm(D), with the notations of chap. IV, no. 5. 
Conversely, if 9 E Lm(D) is not zero on S, the divisor D' = (g) + D is 
m-equivalent to D. As the functions 9 E Lm(D) which are zero on S are 
nothing other than the functions 9 E LCD - m), we thus finally see that the 
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set of effective divisors D' such that D' ........ m D is in bijective correspondence 
with the projective space associated to the vector space Lm(D) minus the 
projective subspace associated to L(D - m). 

LeIllIlla 2. Let D be a divisor prime to S and rational over a field K. 
There exists a basis of Lm(D) (resp. of Im(D)*) formed by functions (resp. 
differential forms) rational over K. 

(To avoid any confusion with the universal domain, we have denoted by 
Im(D)* the space of sections of the sheaf Um(D), cf. chap. IV, §3.) 

PROOF. We must prove that belonging to Lm( D) imposes l{ -linear condi­
tions on a function f E f2(X). But these conditions are of two sorts: first 
there is the condition that f be congruent mod m to a constant and second 
that (J) ~ -D. The first is evidently l{-linear (it is even k-linear); the 
second is also by the very definition of the field of rationality of a divisor. 
Whence the desired result for Lm(D). As for Im(D)*, we first reduce to 
the particular case m = O. We next remark that I(D) is isomorphic to 
L(il - D), where il is a canonical divisor. As one can always choose il 
rational over k, we are reduced to the case treated in the first place. 0 

Corollary. If there exists only one effective divisor D' snch that D' "'m D, 
this divisor is rational over K. 

PROOF. The uniqueness of D' means that dim Lm(D) = 1 and L(D-m) = 
O. According to the preceding lemma, there exists a function 9 E Lm(D) 
which is not zero and rational over K. As D' = (g) + D, it indeed follows 
that D' is rational over l{. 0 

3. Preliminary lemmas 

Let D be a divisor prime to S. We put (cf. chap. IV, no. 5) 

According to the Riemann-Roch theorem, 

Im(D) - im(D) = deg(D) + 1 - 7r 

where 7r denotes the arithmetic genus of the singular CUlrve X m , that is to 
say 

{
7r=g 

7r = 9 + deg(m) - 1 

if m = 0 

if m =f. o. 
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Lemma 3. Let K be a field, D a divisor rational over K, and P a generic 
point of X over I<. If im(D) > 0, then 

im(D + P) = im(D) - 1. 

PROOF. The vector space Im(D + P)* is identified with the subspace of 
Im(D)* formed by differentials w vanishing at the point P. Thus in any 
case im(D + P) 2 im(D) - 1 and everything comes down to showing that 
there exists at least one differential w E Im(D)* not vanishing at P. But, 
since im(D)* > 0, lemma 2 shows that there exists a non-zero differential 
form w E Im(D)* which is rational over K. The set of points where w 
vanishes is necessarily algebraic over K, thus does not contain the point 
P. 0 

The following result is fundamental for what follows: 

Lemma 4. Let D be a divisor of degree 0 rational over a field K and let 
MI, ... ,M" be 7r independent generic points overK. Then 

a) Im(D + E:~~ Mi) = 1. 
b) There exists a unique effective divisor ~ such that ~ ~m D+ E:~~ Mi. 
c) K(d)=K(MI, ... ,M,,)s' 

PROOF. Since deg(D) = 0, we have Im(D) ::; 1, and the Riemann-Roch 
theorem shows that im(D) ::; 7r. Then repeatedly applying lemma 3, we see 
that im(D+ E:~~ M i ) = 0, and again applying Riemann-Roch, we find a). 

Thus there exists a function g, unique up to multiplication by scalars, 
belonging to Lm(D+ E:~~ Md. When m = 0, this proves b); when m #- 0, 
we must also check that L(D + E:~~ Mi - m) = 0, cf. no. 2. So put 
A = D+ E:~~ Mi - m and suppose that I(A) 2 1. The divisor A has degree 
g - 1 and the usual Riemann-Roch formula shows that i(A) = I(A) 2 1. 
On the other hand, repeatedly applying lemma 3 (with m = 0 this time), 
we find that i(A) = i(D - m) - 7r, whence i(D - m) > 7r. But the divisor 
D- m has degree < 0, whence I(D- m) = 0 and, applying Riemann-Roch, 
i(D - m) = 7r, which gives a contradiction. 

It remains to prove c). According to lemma 2, the function g can be 
chosen rational over the field K(D + E:~; M;), a field which is equal to 
[{(MI"'" M,,). according to lemma 1. As d is equal to (g)+D+ I::~~ M i , 

it is rational over K(MI , ... , M" ) •. On the other hand, applying a) to 
D = 0, we get lm(E:~; M i ) = 1, which shows that the divisor I::~~ Mi is 
the unique divisor 20m-equivalent to ~ - D. The argument given above 
then shows that [{(L::~~ M;) is contained in the field K(~ - D) = [{(~), 
whence finally the equality c). 0 
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4. Composition law on the symmetric product X("-) 

Let Y = XC"') be the 1I"-uple symmetric product of X. We are going to 
endow Y with a rational composition law which will make it a "birational 
group" . 

As we have already indicated, every effective divisor of degree 11" M = 
Ml + ... + M,.. can be identified with a point of Y. When the points Mi 
are generic and independent over a field K, we get a point M E Y which 
is a generic point of Y over K, and we have seen that the field K(M) is 
equal to the field of the point Mover Y. 

We are now going to choose once and for all a point Po E X which is 
rational over K and not in S; this point will serve as a sort of origin for 
the group laws that we will construct. 

Lemma 5. Let M and N be two independent generic points of Y over a 
field K. Then there exists a unique divisor R such that R "'m M + N - 11" Po 
and we have 

K(M, N) = K(R, M) = K(R, N). 

PROOF. Put M = I:~~~ Mi ; the points Mi are independent generic points 
over the field K(N), which is also K(N -1I"Po) since Po is rational over K. 
Lemma 4 then shows the existence and uniqueness of a divisor R such that 

R"'m M +N-1I"Po. 

We also see that K(R, N) = K(M, N), whence, exchanging the roles of 
M and N, K(R, M) = K(M, N), as was to be shown. 0 

Proposition 1. There exists a unique rational composition law F : Y X 

Y -+ X on the variety Y = XC"') which is defined over k and is such that, if 
M and N are two independent generic points ofY over a field K, F(M, N) 
is the point R defined by lemma 5. 

Furthermore, this composition law makes Y a "birational group" (in 
other words, it is a normal composition law in the sense of Weil [89), § V). 

PROOF. Let M and N be two independent generic points of the variety Y 
over the field k, and let R be the point ofY defined by lemma 5. From the 
fact that k(R) C k( M, N) there exists a unique rational map F : Y x Y -+ Y 
which is defined over k and which maps (M, N) to R. Now let M' and N' 
be two independent generic points of Y over a field K; a fortiori, M' and 
N' are independent over k. Thus there exists a k-automorphism (j of the 
universal domain n such that M' = MI7 and N' = NI7. From the fact that 
F is defined over k, we have 

F(MI7,NI7) = F(M,Nt, whence F(M',N') = RI7. 

But by hypothesis there exists a function g with 9 == 1 mod m such that 

(g) = M + N - 11" Po - R. 
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Applying 0-, we deduce 

(gU) = M' + N' - 7rPo - RU, 

with gO == 1 mod m (from the fact that m is rational over k). This 
shows that F( M', N') = RO is nothing other than the divisor associated to 
(M', N') by lemma 5, which proves the first part of the proposition. 

It remains to see that F is a normal law of composition. We must first 
check that F is associative for generic points, in other words that 

F(M,F(M', Mil)) = F(F(M,M'), Mil) 

when M, M' and Mil are three independent generic points. As each of the 
two sides is the unique effective divisor m-equivalent to M + M' + Mil - 27r Po, 
it is clear. Next we must check that, putting R = F(M, N), we have 

k(M,N) = k(R,M) = k(R,N), 

which is nothing other than the second assertion of lemma 5. This com­
pletes the proof. 0 

Note that the composition law F is commutative. 

5. Passage from a birational group to an algebraic group 

We just constructed a "birational group" whose composition law is defined 
over k. According to a result of Weil ([89], §V, reconsidered and completed 
in [93]), such a group is birationally isomorphic to a true algebraic group 
(where the composition law and the inverse map are regular maps, and not 
just rational). Furthermore, this group, as well as the isomorphism, can be 
defined over k. We are going to limit ourselves to a rapid indication of the 
steps of the proof, refering to Weil, loco cit., for the details. 

First we observe that the algebraic group sought for, ifit exists, is unique. 
This comes down to saying that every birational isomorphism between two 
algebraic groups G l and G2 is necessarily biregular, which is a particular 
case of the following result: 

Lemma 6. Every rational map f : G l --+ G2 which is a homomorphism 
for generic points is everywhere regular. 

PROOF. The hypothesis means that there exists a non-empty open U of 
G l such that f is regular on U, and that f(xy) = f(x)f(y) if x, y, xy E U. 
Fixing x and varying y, we deduce that f is regular on the open xU; as the 
xU, x E U, cover G l , the map f is indeed everywhere regular. 0 

The existence of the algebraic group G sought for is more difficult to 
establish. First one proves: 
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Lemma 7. For every birational group Y defined over a field k, there exists 
an algebraic group G defined over an extension K / k which is birationally 
isomorphic over K to Y. 

(Cf. [89], §V, thm. 15, as well as [93], no. 6.) 
One begins by constructing an open Y' of Y on which the composition 

law has sufficient regularity properties (a "group chunk"). One next defines 
G by glueing several copies ofY' by means of generic translations; it is these 
translations which oblige one to enlarge the ground field. 

Once G is constructed over the extension K / k, one can "descend" its 
base field to k: 

Lemma 8. For every birational group Y defined over k there exists an 
algebraic group Go which is defined over k and birationally isomorphic over 
k to Y. 

One uses the theorems of "descent of the base field" taking into account 
that the extension K/k can be chosen separable (even, in fact, regular); for 
these descent theorems, see Weil [95]. 

In the particular case where k is algebraically closed, one can give a 
direct construction of Go, cf. Rosenlicht [64], thm. 4. This will be the only 
case we will need. 

6. Construction of the Jacobian J m 

Combining proposition 1 and lemma 8, we get: 

Proposition 2. There exists an algebraic group Jm and a birational map 
cp : X("') -+ Jm defined over k such that if M and N are two independent 
generic points of X("'), 

cp(M) + cp(N) = cp(M * N) 

where M * N denotes the divisor R of lemma 5. 
Furthermore, these properties define cp uniquely up to IZ unique isomor­

phism. 

The group J m is called the generalized Jacobian of X (relative to the 
modulus m). 

We will study the map cp in more detail in §2. Note for the moment 
that, since cp is defined over k, cp(M) makes sense for every generic point 
of X("'). On the other hand, the composition M * N is defined if M and N 
are independent and generic on X("'). More generally, let M 1 , ... ,Mr be r 
independent generic points of X("'); lemma 5 shows that one can define by 
induction the composition Ml * M2 * ... * Mr and that it is a generic point 
of X("'). On this subject we have: 
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Lemma 9. Let M 1 , ... ,Mr (resp. N1, ... , Nr ) be r independent generic 
points of xc".). The following three conditions are equivalent: 

a) Ml * ... * Mr = Nl * ... * Nr 
b) M1+···+Mr"'mNl+···+Nr 
c) <P(Ml) + ... + <p(Mr) = <peNd + ... + <p(Nr). 

PROOF. According to lemma 5, the composition Ml * ... * Mr is the unique 
effective divisor m-equivalent to Ml +- .. +Mr -(r-l)7rPO, whence a)-¢=::>b). 
As for the equivalence a)-¢=::>c), it follows from the fact that <p is a bijective 
homomorphism on generic points. 0 

§2. Universal character of generalized Jacobians 

In this §, we are going to show that the Jacobian J m defined in § 1 does 
have the universal property announced in thm. 2 of chap. I. 

7. A homomorphism from the group of divisors of X to Jm 

Let D be a divisor on X prime to S. We propose to associate to it an 
element OeD) of Jm . 

Let K be a field containing keD) and let M = :L:~; M; be a generic 
point of XC"') over K. According to lemma 4, there exists a unique divisor 
N E XC"') such that 

N "'m D - (deg D)Po + M 

and we have K(N) = K(M), which shows that N is generic over K. The 
images <p(M) and <peN) of M and N by <p : XC"') -+ Jm are well-determined 
elements of J m. We put 

OM(D) = <peN) - <p(M). 

This definition is legitimate, for it is clear that N does not change if K 
is made smaller, and the difference <peN) - <p(M) is indeed independent of 
K. 

Lemma 10. Let K be a field and let D and D' be two divisors rational 
over K; put D" = D + D'. If M, M', and M" are three independent 
generic points over K, then 
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PROOF. Denote by N, N', and Nil the points associated respectively to 
D, D' and D" by the procedure above. We must show the relation 

tp(N") - tp(M") = tp(N) - tp(M) + tp(N') - tp(M'), 

which can also be written 

tp(N) + tp(N') + tp(M") = tp(N") + tp(M) + <p(M'). 

As K(N) = K(M) and K(N') = K(M'), the three generic points N, 
N', and Mil are independent, and the same is true of the three others Nil, 
M, and M'. According to lemma 9, the formula to be proved is equivalent 
to the following, which is clear: 

N + N' + Mil ""m Nil + M + M'. 

o 

Lemma 11. OM(D) does not depend on M. 

PROOF. First remark that OM(O) = 0, for then N = M. Applying lemma 
10 with D' = 0, we deduce that 

when M and Mil are generic and independent. 
Now if M' is another generic point over K, we can always find a third 

generic point Mil which is simultaneously independent of M and M', and, 
by virtue of the proceeding, OM(D) = OMII(D) = OMI(D), as was to be 
~~. 0 

From now on, we will write O(D) in place of OM(D). 

Lemma 12. If P = E!~; Pi is a generic point of X(lf), then O(P) = <p(P). 

PROOF. Let M be a generic point of X(lf) independent of P. Forming the 
divisor N E X(lf) such that 

N""m P + M - 7rPo 

we recognize the divisor denoted P * M in prop. 2. By definition, 

O(P) = OM(P) = <p(N) - tp(M) = <p(P * M) - <p(M) = tp(P), 

by virtue of proposition 2. o 

Lemma 13. If D is rational over a field K, the point O(D) E J m is rational 
over K. 

PROOF. The construction of O(D) in the form <p(N) -tp{M) shows that 
<p(D) is rational over the field K(M) = K(N). As this holds for any M 
generic over K, we conclude that k(O(D» is contained in the intersection 
of the fields K(M), an intersection which is equal to K. 0 
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Proposition 3. The map 0 is a homomorphism from the group of divisors 
prime to S onto the group Jm . Its kernel is formed by the divisors m­
equivalent to an integral multiple of Po. 

PROOF. Lemma 10 shows that 0 is a homomorphism. Its image is a 
subgroup of J m which, according to lemma 12, contains all the generic 
points of J m. This subgroup is thus equal to J m (indeed, every point of an 
algebraic group is the product of two generic points). Thus 0 is surjective. 

In order that a divisor D be such that O(D) = 0, it is necessary and 
sufficient that 

~(M) = ~(N) 
(the notations M and N being as in the beginning of this no.). By virtue 
of lemma 9 (or even of the very definition of ~), this means that M ~m N, 
that is to say that D ~m (deg D)Po. 0 

8. The canonical map from X to Jm 

First we are going to prove an auxiliary result on coverings: 

Lemma 14. Let X and X' be two curves (complete and non-singular, as 
always) and let 9 : X -+ X' be a separable covering of degree n + 1. For 
every P EX, the divisor 

g-l(g(p» 

is of the form P + Hp, where Hp is a effective divisor of degree n. If Hp 
is identified with a point of the symmetric product x(n), the map P -+ Hp 
is a regular map from X to x(n). 

PROOF. We will use the same method as in no. 13 of chap. III. Let Y be a 
Galois covering of X' dominating X, let 9 be the Galois group of Y -+ X', 
and let ~ C 9 be the Galois group of Y -+ X. Choose representatives (ji, 
i = 1, ... , n + 1, of the classes of 9 mod ~ and let (j n+ 1 be the representative 
of the class ~. If we denote by 7l" the projection Y -+ X, we know (cf. 111-
13) that g-l(g(p» = L 7l" 0 (j;(Q), where Q denotes a point of Y mapping 
to P. We conclude that 

i=n 

Hp = L: 7f 0 (ji(Q). 
;=1 

Then we define a regular map h : Y -+ xn by putting 

h(Q) = (7fO(j1(Q), ... ,7l"o(jn(Q))· 

By composing h with the canonical map xn -+ x(n), we get a regular map 

h' : Y -+ x(n). 
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The formula above shows that h' defines by passage to the quotient a 
map h" : X --+ xCn) which is clearly regular and which is none other than 
the map P --+ Hp. 0 

Remark. One can consider lemma 14 as a particular case of the "subtrac­
tion" theorem which can be stated as follows: 

Let T and X be two algebraic varieties and suppose that to every t E T 
are associated three positive cycles of dimension zero in X, say H t , H:, and 
H:', with 

Ht = H; + H;'. 
Let n, n', and n" be the degrees of these cycles, which are assumed to be 
independent of t. We say that the family Ht is regular if the corresponding 
map H : T --+ xCn) is regular, and similarly for H' and H". Then, if two 
of the three families Ht , H:, and H:' are regular, so is the third. The proof 
reduces to an exercise in symmetric functions. 

We now return to the Jacobian J m and to the map (). This map is defined 
for all divisors of X prime to S, thus in particular for the points P E X - S. 
We propose to prove: 

Proposition 4. The map () : X - S --+ J m IS a rational map which IS 

everywhere regular and defined over k. 

We rely on the following lemma: 

Lemma 15. Let M be a generic point of XClI") over a field K. There exists 
a rational map ()' : X --+ Jm defined over the field K(M) which is regular 
at all the points of X - S rational over K and coincides at these points 
with (). 

Admit for a moment this lemma. As M and K vary the map ()' does 
not change, since it coincides with () in all of the points of X - S which 
are rational over k. One can thus speak of the map ()' and, as every point 
of X is rational over a suitable field I{, we see that ()' is regular on X - S 
and coincides there with (). Finally, ()' is defined over the intersection of 
the fields K(M), an intersection which is nothing other than k. 

It remains to prove the lemma. We suppose that 7r # 0, otherwise there 
is nothing to prove, the group J m being reduced to the identity element. 

Let P l be a point of X - S distinct from the point Po chosen in no. 4 
and rational over k. According to lemma 4, there exists a divisor N E XClI") 
such that 

N "'m -Pl + Po + M 

and K(N) = K(M). 
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Let 9 be a rational function such that 

(g) = N + Pi - Po - M 

g::::: 1 mod m. 

V. Generalized Jacobians 

From the fact that 1m ( - Pi + Po + M) = 1, this function 9 is unique, 
and it is defined over I«M), cf. the proof of lemma 4. The divisor (g)oo 
of poles of 9 is less than or equal to the divisor Po + M. We are going to 
show that it is equal to Po + M. 

First of all, the point Po is a pole of g, since it is distinct from Pi and 
does not figure in N (N is a generic divisor over I<). Thus we must show 
that, if M = L:~~ M i , all the Mi are poles of g. Let us show this for one 
of them, say M1f. If this were not the case, we would have 

whence, by Riemann-Roch, 

im (Po - Pi + ~ Mi) > 1 
'<1f 

and, by virtue of lemma 3, im(Po - Pd ~ 1r. Again applying Riemann­
Roch, this would imply Im(Po - Pt} ~ 1, whence the existence of a function 
h such that 

h:::::1modm and (h)=Po-Pl . 

This means that h is a biregular isomorphism of X to the projective line 
A, and the relation h ::::: 1 mod m is only possible if m = 0; but in this case, 
we would have 'If = 9 + 6 = 0, a case which we have excluded. 

Thus the divisor of poles of 9 is indeed Po + M and that of zeros is Pi + N. 
We can consider 9 : X -+ A as a covering of degree 'If + 1. From the fact 
that Po is a simple pole, 9 is not a p-th power and this covering is separable. 
Thus we can apply lemma 14 to it: putting g-l(g(P) = P+ Hp, the map 
P -+ Hp is a regular map s : X -+ X(1f). Furthermore, this map is defined 
over I«M), as is easily seen. Then we put 

O'(P) = <p(M) - <p(Hp). 

The map (J' : X -+ J m is a rational map defined over I«M). We are 
going to see that it has all the requisite properties. 

Thus we suppose that P is rational over I< and is not contained in S, 
and we let a = g(P). Suppose P # Po, in which case a # 00. Then 
(g - a) ~ P - Po - M, which shows that 9 - a is the unique function (up to 
a constant factor) belonging to Lm (Po - P + M), cf. lemma 4. According to 
the proof of this lemma, 9 - a is not zero on S and, if g' = (g - a)j(l- a), 
then g' ::::: 1 mod m. We have 

(g') = g-l(a) - (g)oo = P + Hp - Po - M, 



§2. Universal character of generalized Jacobians 87 

whence 

HP"-'m-P+Po+M. 

Thus, the divisor associated by lemma 4 to - P + Po + M is nothing other 
than Hp, which shows that Hp is generic over K and cp(Hp) makes sense. 
Furthermore, by the very definition of B 

B(-P) = cp(Hp) - cp(M), 

whence 

B(P) = B'(P). 

When P = Po (the case we have excluded), this formula is trivial. 
Finally, B' is indeed regular at P, for, up to a translation of J m, it is 

the composition of s : X ---> X(".), which is regular (lemma 14), with 
-cp : X(,.-) ---> Jm, which is regular at s(P) = Hp since this is a generic 
point of X(,..). This finishes the proof of lemma 15 and at the same time 
that of proposition 4. 0 

9. The universal property of the Jacobians Jm 

Lemma 16. The canonical extension of B : X - S ---> Jm to the symmetric 
product X(,..) coincides with the rational map cp of proposition 2. 

PROOF. Let SB be the canonical extension of B to the symmetric product 
(X - S)("-). It is a regular map from (X - S)( ... ) to Jm , and one can thus 
consider it as a rational map from X(,.-) to Jm . To show that it coincides 
with cp, it suffices to prove that SB(M) = cp(M) when M = L~~; Mi is a 
generic point of X( ... ). But by definition 

SB(M) = L B(Md = B(M) 
i=l 

and lemma 12 shows that B(M) = cp(M). o 

There is thus no difference between the maps cp and B. To unify the 
notations, we choose the notation cp (or cpm when we wam to make explicit 
m) to denote the canonical map X ---> J m as well as its extension to the 
group of divisors prime to S. Observe that all of this construction depends 
on the choice of an "origin" point Po; moreover, cp(Po) =: o. Changing Po 
only changes cp by a translation, as we will see a little later. 

The following theorem recapitulates the properties of the map cp : X ---> 

J m . 
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Theorem 1. 
a) The map 'Pm : X ---. 1m is a rational map defined over k and regular at 

every point of X - S. 
b) The extension of 'Pm to the divisors prime to S defines, by passage to 

the quotient, an isomorphism from the group c~ of classes of divisors 
of degree 0 (with respect to m-equivalence) to the group 1m. 

c) The extension of 'Pm to the symmetric product XC ... ) is a birational map 
from XC ... ) to 1m. 

It is clear that, conversely, properties a), b), c), and the normalization 
condition 'Pm(Po) = 0 characterize 1m and the map 'Pm uniquely. 

We now prove that 1m has the universal property announced in chap. 1. 

Theorem 2. Let f : X ---. G be a rational map from X to a commutative 
group G admitting m for a modulus and put go = f(Po). Then there exists 
a unique algebraic homomorphism F: 1m ---. G such that f = F 0 'Pm + go. 

PROOF. After effecting a translation on f, we can assume that go = O. If 
D is a divisor of degree 0 and prime to S on X, the element f(D) E G only 
depends on the m-equivalence class of D. By passage to the quotient, we get 
a homomorphism C:n ---. G from the group of these classes to G. According 
to thm. 1 b), there thus exists unique a homomorphism F : 1m ---. G such 
that f = F 0 'Pm for all points P E X (or for every divisor, it comes to 
the same thing). It remains to see that F is an algebraic homomorphism. 
But let Sf be the extension of f to XC,..); it is a rational map from XC ... ) 
to G which is regular on (X - S)C ... ) by the very definition of a symmetric 
product. In view of the definition of F, Sf = F 0 'P, denoting by 'P the 
canonical map XC ... ) ---.1m . But 'P is biregular on a non- empty open U of 
1m. It follows that F coincides on U with the regular map Sf 0 'P- 1 and 
by translation, we deduce that F is everywhere regular. 0 

Remark. The proof shows at the same time that, if f is defined over a field 
K, the same is true of Sf, thus of F. 

Corollary 1. In the construction of the pair ('Pm, 1m) changing Po does 
not change 1m and changes 'Pm only by a translation. 

PROOF. We apply theorem 2 to the modified map 'P~ : X ---. 1m , which 
gives a homomorphism F : 1m ---. 1m'. We also get a homomorphism 
F' : 1m' ---> 1m and the uniqueness property of theorem 2 shows that 
F 0 F' = 1 and F' 0 F = 1. We can thus identify 1m and 1m' and then 
'P~ = 'Pm + 'P~(Po). 0 

Corollary 2. Every rational map from X to a commutative group can be 
factored by means of a suitable map 'Pm· 
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PROOF. Indeed, according to theorem 1 of chap. III, such a map always 
has at least one modulus. 0 

10. Invariant differential forms on Jm 

Since 1m is a commutative algebraic group of dimension 7r, the invariant 
differential forms on J m form a vector space of dimension 7r. If w is such a 
form, a = t.p* (w) is a differential form on X, which is clearly regular outside 
of S. More precisely: 

Proposition 5. The map w -+ t.p*(w) is a bijection between the set of 
invariant differential forms on Jm and the set of different:ial forms a on X 
satisfying (a) ~ -m. 

PROOF. First suppose that t.p*(w) = O. Let 9 : X" -+ 1m be the map 
(Xl, ... ,X .. ) -+ L:t.p(x;) and let hi: X" -+ 1m be the map (Xl, ... ,X .. )-+ 
t.p( x;). From the fact that 9 = L: hi, we have g* (w) = L: hi( w) (cf. chap. III, 
prop. 16), whence g*(w) = O. But the map 9 factors as X" -+ XC") -+ 1m 
and the two partial maps X" -+ XC") and XC") -+ 1m are generically 
surjective and separable. [Recall that a rational map f : X -+ Y, where X 
and Yare irreducible, is called generically surjective if f(X) is dense in Y; 
the field k(Y) then is identified with a sub field of k(X), and if the extension 
k(X)/ k(Y) is separable (resp. purely inseparable, primary), one says that 
f is separable (resp. purely inseparable, primary).] The map 9 is itself 
also generically surjective and separable, whence the fact that g*(w) = 0 
implies w = 0, by virtue of the characterization of separahle extensions by 
differentials (see, for example [11], expose 13). The map "-' -+ t.p*(w) is thus 
injective. 

Let us then write Q( -m) for the vector space of differential forms a 
on X such that (a) ~ -m. The Riemann-Roch theorem shows that 
dim Q( - m) = 7r, which is also the dimension of the space of invariant 
differential forms on J m. Thus it will suffice to show that t.p* (w) E Q( -m) 
for every invariant differential w on 1m. 

The differentials a E Q( -m) have no poles outside the set S. The residue 
formula thus shows that L:PEs Resp(a) = 0, and comparing with chap. IV, 
no. 9, we see that Q(-m) is nothing other than the set of e'lJerywhere regular 
differentials on X m . In order to check that a = t.p*(w) belongs to Q( -m), 
it thus suffices to show (loc. cit., prop. 6) that Tr 9 (a) = 0 for every rational 
function 9 on X such that 9 == 0 mod m and which is not a p-th power. 

But, let h = Trg(t.p) be the map of the projective line A to the group 1m 
defined as in chap. III, no. 2. According to lemma 4 of chap. III, no. 6, 
Trg(a) = h*(w). On the other hand, since m is a modulus for t.p : X -+ 1m , 

the map h is constant (chap. III, no, 5, prop, 9), It follows that h*(w) = 0, 
which finishes the proof. 0 
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Corollary 1. Let J be the usual Jacobian of X. The map w -+ <p*(w) is a 
bijection from the set of invariant differentials on J to the set of differentials 
of the first kind on X. 

PROOF. This is the particular case m = O. o 

Corollary 2. If deg(m) ~ 2, the map 'Pm is not regular at any point of S. 

PROOF. Let PES and let np be the coefficient of P in m. In view of the 
hypothesis deg(m) ~ 2 we have m - P > O. The Riemann-Roch theorem 
then shows that 

dim O( - m + P) = 11" - 1 

and there exists a differential a E O( -m) which does not belong to O( -m+ 
P), that is to say which has a pole of order exactly np at P. According to 
prop. 5, such a differential is of the form <p~(w), where w is regular on J m ; 

it is thus impossible that 'Pm is regular at P. 0 

Remark. The case deg(m) = 1 is a trivial case: the curve Xm is reduced 
to X and m-equivalence is ordinary linear equivalence. The corresponding 
Jacobian is nothing other than the usual Jacobian. 

§3. Structure of the Jacobians Jm 

11. The usual Jacobian 

When m = 0, the generalized Jacobian Jm reduces to the usual Jacobian. 
According to thm. 1, the canonical map <p : X -+ J (defined up to a 

translation) is everywhere regular; the same is thus true of its extension to 
the symmetric product X(u). As X(u) -+ J is birational, the image of X(u) 

is dense in J and, since X(u) is a complete variety, this image is closed and 
equal to J. Thus we see that J is the image of a complete variety, thus is 
complete: it is thus an Abelian variety. 

Furthermore, the map 'P : X -+ J is universal for rational maps of X to 
Abelain varieties. Indeed, if f : X -+ A is such a map, we know (since A is 
a complete variety) that f is everywhere regular, and theorem 1 of chap. III 
shows that f admits the modulus m = O. Theorem 2 then implies that f 
factors as f = F 0 <p, where F : J -+ A is an "affine" homomorphism (that 
is to say a homomorphism in the usual sense, followed by a translation). 
One expresses this property by saying that J is the Albanese variety of X. 
One knows (see Lang [52]) that such a variety exists for every algebraic 
variety X; we will come back to this later. 
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12. Relations between Jacobians Jm 

Let m and m' be two moduli with m 2: m'. To these two moduli (and to 
the choice of an origin Po) are associated Jacobians J m and Jm, and maps 
'Pm and 'Pm' that we are going to compare: 

Proposition 6. There exists a unique homomorphism F : J m -j. Jm, such 
that 'Pm' = F 0 'Pm. This homomorphism is surjective, separable, and its 
kernel is a connected subgroup H m/ m, of J m. 

PROOF. The map 'Pm' : X -j. J m' admits m' as a modulus, thus a fortiori 
also m. As 'Pm' (Po) = 0, theorem 2 shows the existence and the uniqueness 
of F. 

Now let s : X(,..') -j. XC,,) be the map obtained by passage to the quotient 
from the map 

(M I , ... , M",) -j. (MI , ... , M"" Po, ... , Po). 

Since J m is birationally isomorphic to XC,,) and Jm, to X(""), the map s 
canonically defines a rational map 

s' : J m, -j. J m . 

Furthermore, it is evident that F 0 s' = 1, that is to say that s' is a 
"rational section" for the projection F : J m -j. J m'. All the properties of F 
announced in the proposition then follow from the existence of this section, 
with the added fact that J m is birationally isomorphic to the product J m, x 
H m/ m,. 0 

The preceding proposition essentially shows that the J acobians J m form 
a projective system of groups. In fact, this is not exactly correct, since 
one cannot choose the same origin point Po for all the moduli m at the 
same time. All that one can say is that the J m form a projective system of 
principal homogeneous spaces (cf. no. 21, as well as chap. VI). 

Note that J m, is identified with the quotient Jm/Hm/ m,. The knowl­
edge of the J acobians associated to sufficiently large moduli m suffices to 
determine all the J acobians (including the more general J acobians J 0 that 
Rosenlicht has associated to any singular curve having X as normalization). 

13. Relation between J m and J 

Put m' = 0 in prop. 6. We get the fact that J m is an extension of the 
usual Jacobian J by a connected group that we will denote Lm and whose 
structure we are going to study. 

From the set-theoretic point of view, this offers no difficulties: according 
to thm. 1 a point d E J m corresponds to the m-equivalence class of a divisor 
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D prime to S which we can assume has degree O. The image of din J is 
o if and only if D is linearly equivalent to 0, that is to say if there exists 
a rational function 9 such that D = (g). From the fact that D is prime to 
S, this function is a unit at every point PES, in other words vp(g) = O. 

Conversely, every function 9 satisfying this condition defines a divisor 
D = (g) whose class d belongs to the kernel Lm in question. We have d = 0 
in J m if D is of the form (h) with h == 1 mod m, which implies 9 = )...h 
where).. is a constant # O. 

So let us denote by Up the multiplicative group of functions 1 such that 
vp(f) = 0 and by U~n) the subgroup of Up formed by the functions 1 
such that vp(l - J) 2:: n. The function 9 defines for each P an element 
gp E Up/U~np), where np denotes the coefficient of Pin m. Conversely, 
one knows that to every system of gp corresponds a function g. We are 
thus led to form the product group 

Rm = IT Up/U~np). 
PES 

Each of the factor groups contains as a subgroup the group G m of constants; 
we denote by A the "diagonal" group formed by the ()..,).., ... , )..), with 
).. E G m , and we put 

Hm = Rm/A. 

It then follows from the proceeding that: 

Proposition 7. The map 9 --> (g) defines by passage to the quotient a 
bijective homomorphism from the group H m to the group L m , the kernel 01 
the canonical homomorphism J m --> J. 

It remains to describe the structure of algebraic group on L m , and it is 
this that we are going to do now. 

14. Algebraic structure on the local groups u/u(n) 

Let U be the multiplicative group of formal series I(t) such that v(f) = 0, 
and let u(n) be the subgroup of U formed by those for which v(l- J) 2:: n. 
An element 1 E u(n) can thus be written 

1 = 1 + antn + .... 
It is clear that the quotient group U /u(n) admits as a system of repre­

sentatives the polynomials 

l=ao+alt+···+an_ltn - 1 , ao#O. 

Thus U /u(n) can be considered as an open subset of the affine space of 
dimension n and endowed with the corresponding algebraic structure. 
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Lemma 17. The preceding algebraic structure is compatible with the group 
structure of U lu(n). Furthermore, it is independent of the choice of uni­
formizer t. 

PROOF. Iff=ao+alt+.··+an_ltn- 1 andg=bo+blt-t···+bn_ltn-1 
are two elements of Ulu(n), their product h has Co + cIt + ... + Cn_Itn- 1 

for a representative, with 

Ci = ~ arb •. 
r+.=i 

The composition law is thus given by polynomial formulas, which shows 
that it is everywhere regular. Similarly one checks the regularity of the 
inverse and the regularity of the operation defined by a "change of variable" 

o 

Let Vcn) be the group U(1) lu(n), the subgroup of U lu(n) formed by the 
expansions 

Lemma 18. The group U lu(n) is isomorphic to the product of the group 

G m by the group Vcn)' 

PROOF. Indeed, every function f can be written uniquely as a product 
of a constant ao "# 0 by a function 9 E V(n)' Further, this decomposition 
is compatible with the algebraic structure of U IUCn ), since ao is a regular 
function on Ulu(n). 0 

The group Vcn) is a variety biregularly isomorphic to the affine space of 
dimension n - 1. More precisely: 

Lemma 19. For every integer i, 1 :::; i :::; n - 1, let gi be a formal series of 
order i. Then every element of Vcn) can be written uniquely in the form of 
a product 

9 = (1 + algd ... (1 + an-lgn-d 

where the ai are constants. The map which sends 9 to (al,"" an-I) IS a 
biregular map of Vcn) to the affine space of dimension n - 1. 

PROOF. Let 9 = 1 + bIt + ... + bn_ Itn- 1 , and let gl = cIt + .... Putting 
al = bI/cl, the quotient g/(1 + algI) = hi satisfies v(1- hI) 2: 2. Next we 
determine a2 such that the quotient hI/(1+a2g2) = h2 satisfies v(1-h2) 2: 
3, and so on. At each stage, the coefficient ai and the function hi are 
determined by polynomial formulas, which are thus everywhere regular. 0 

As an algebraic group, Vcn) admits a composition sequence formed of 
factors isomorphic to Ga. Furthermore, we have: 
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Lemma 20. The group Vcn) is a unipotent group, isomorphic to the group 
of matrices of the form: 

1 al a2 a3 an-l 
0 1 al a2 an-2 
0 0 1 al an-3 
0 0 0 1 an-4 

0 0 0 0 1 

PROOF. The isomorphism is obtained by making t correspond to the nilpo-
tent Jordan matrix of order n. 0 

15. Structure of the group VCn) in characteristic zero 

When the characteristic ofthe base field is 0, one can define the exponential 
exp(g) = 1 + 9 + ... + gn In! + ... of any formal series 9 whose order is > 0, 
and one has the usual formula 

Proposition 8. For every integer i, 1 ::; i ::; n -1, let gi be a formal series 
of order i. Every element 9 E Vcn) can then be written uniquely in the form 
of a product 

9 = exp(algl)···exp(an-lgn_l) 

where the ai are constants. The map which sends 9 to (al, ... , an-d is a 
biregular isomorphism from the algebraic group Vcn) to the group (Ga)n-l. 

PROOF. The existence and uniqueness of the above decomposition and 
the fact that it furnishes a biregular map Vcn) --+ (Ga)n-l are proved 
exactly as in the case oflemma 19. The only new point is the fact that the 
group structure is preserved, which follows from the formula exp(gl + g2) = 
exp(gd. exp(g2). 0 

Corollary. In characteristic zero, the local group U /u(n) is isomorphic to 
the product G m x (Ga)n-l. 

16. Structure of the group VCn) in characteristic p > 0 

One can no longer use the exponential series. In its place, we use the series 

F(t) = exp ( -(t + tP /p + ... + tPR /pn + ... )) . 
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A simple computation shows that this series (with rational coefficients) 
can be put in the form of an infinite product 

F(t) = II (1 - tn)lJ(n)/n, 
(n,p)=l 

where fJ denotes the Mobius function. 
This second expression for F makes evident the fact that its coefficients 

are p-adic integers; thus F makes sense in characteristic p. 
Now let i = (xo, Xl, ... ) be a Witt vector (of finite or infinite length), 

and consider the product series 

E(i) = F(xo).F(xd ... 

Coming back to the "phantom components" x(O), x(1), ... , of X, we see 
that 

E(i) = exp( _x(O) _ x(I) /p _ x(2) /p2 - '" ) 

and, in view of the definition of addition of Witt vectors, this implies that 

E(i + Y) = E(i).E(Y) 

if x and ii are of infinite length. 
According to the principle of prolongation of identities, this formula re­

mains valid in characteristic p. For Witt vectors, the function E replaces 
the exponential; it is the Arlin-Hasse exponential, cf. [1], [24]. 

If x is a Witt vector and if t is a scalar, we denote by iU the product of 
x by the Witt vector (t, 0, ... ). The components of x.t are 

( p p") xOt,xlt , ... ,xnt , .... 

The series E(x.t) is well defined and has value 

E(i.t) = F(xot).F(XltP ) •.• = (1 - xot + ... )(1- xltP + ... ) .... 
We can now announce the result which, in characteristic p, replaces 

proposition 8. 

Proposition 9. For every integer i prime to p and::; n - 1, let ri be the 
smallest integer r such that pr 2:: n/ i; choose a formal se'nes gj of order i. 
Every element g E V(n) can then be put uniquely in the form of a product 

g = II E(ai.g;) 
(i,p)=l 
l~i~n-l 

where the ai are Witt vectors of length rj. The map which sends 9 to the 
ai is a biregular isomorphism from the algebraic group V(n) to the product 
of the Witt groups W r;. 

The proof is essentially the same as that of Lemma 19 and that of prop. 
8. 
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Corollary. In characteristic p> 0, the local group U /u(n) is isomorphic 
to the product of G m by Witt groups. 

17. Relation between Jm and J: determination of the algebraic 
structure of the group Lm 

We return to the hypotheses and notations of no. 13. The group Rm is 
the product of the local groups Up /U~np) and, according to the preceding 
nos., each of these groups is canonically endowed with an algebraic group 
structure. The group Rm is thus also an algebraic group. Further, using 
lemma 18, we have the decomposition 

Rm = II Gm,p x II V(np) 
PES PES 

where Gm,p denotes a group isomorphic to the multiplicative group and 
attached to the point P. (This is a particular case of the decomposition 
of a commutative linear group as a product of multiplicative groups and a 
unipotent group.) 

The diagonal group ~ of no. 13 is contained in the factor TIPEs Gm,p; 
it is even a direct factor, for, if P1 is a point of S, one can write 

II Gm,p = ~ x II Gm,p· 
PES PES-PI 

The quotient group H m = Rm/ ~ is thus isomorphic to the product of 
the Gm,p, PES - P1 , and of V(np), PES. We denote by e the canonical 
bijection e : Hm -- Lm. We have: 

Theorem 3. The map e : H m -- Lm is a biregular isomorphism. 

(In other words, the structure of algebraic group of Lm is obtained by 
transport of structure from that of H m, which we have just determined.) 

PROOF. The proof is in several steps: 

Lemma 21. Let 9 and h be two rational functions on X. For every 
element A of the projective line A, let D>. = (g + Ah) and let T be the subset 
of A formed by the elements A E A such that D>. has a point in common 
with S. The map A -- rp(D>.) is then a regular map from A - T to Lm. 

PROOF. After changing 9 and h, we can suppose that D>. = (g - A). Then 
let 1/; = Trg(rp); this is a regular map from A - T to Jm (cf. chap. III), and 

rp(D>.) = 1/;(A) -1/;«X)) 

which shows that A -- <p(D>.) is a regular map from A - T to Jm. As 
rp(D>.) E Lm and Lm has the structure induced from that of Jm, the lemma 
is proved. 0 
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Lemma 22. The map () : Hm -+ Lm is regular. 

PROOF. It suffices to show that each of the partial maps () : Gm.P -+ Lm 
and () : VCnp) -+ Lm is regular. Let A E Gm.pj by definition, ()(A) = 
!p« u,\», where u,\ is a rational function on X congruent to A mod mat P 
and congruent to 1 mod m at the points of S - P. But let v be a function 
such that 

{
V == 1 mod m at P 

v == 0 mod m on S - P. 

We can take u,\ = (A -I).v + 1 and lemma 21 then shows that A -+ !p«u,\» 
is indeed a regular map from Gm.P = A - {O, oo} to Lm. 

We argue similarly for VCnp): for each i, 1 ~ i ~ np -- 1, we choose a 
function g of order i at P and of order ~ nQ at Q E S- P. Lemma 21 
shows that the map Ai -+ !p( (1 + A.gi)) is a regular map from A - {oo} to 
L m , whence the result by applying lemma 19. 0 

Thus the map () : H m -+ Lm is a bijective and regular homomorphism. 
In characteristic 0, these properties imply that it is biregularj it is not the 
same in characteristic p (one can simply affirm that it is purely inseparable). 
We must also prove that the tangent map to () is bijective, or what comes 
to the same, that ()* (j3) = 0 implies j3 = 0 if j3 is an invariant differential 
I-form on Lm (cf. chap. III, no. 11, cor. 2 to prop. 16). But the group Lm 
is defined as a subgroup of the Jacobian Jm . Its invariant differentials are 
induced from those of J m, a differential w inducing 0 on Lm if and only if 
it comes from a differential on the usual Jacobian J. We are thus reduced 
to proving this: 

Lemma 23. Ifw is an invariant differential form on J m not coming from 
an invariant differential form on J, ()*(w) to. 
PROOF. Let 0: = !p*(w) be the differential induced on X by w. By virtue 
of prop. 5 and its corollary 1, (0:) ~ -m, and 0: is nothing other than a 
differential of the first kind. Thus let PES be a pole of 0: and let n be 
its orderj we have 1 ~ n ~ np. First we suppose that n ~ 2 and let g be a 
rational function of order n - 1 at P, of order ~ nQ at Q E S - P, and not 
a p-th power. Let 1jJ = Trg(!p)j it is a regular map from A - {O} to J m . On 
the other hand, the map A -+ 1 + Ag defines a regular map from A - {oo} 
to UpjU~np) (cf. lemmas 19 and 22), and by composition, a regular map 
h : A - { oo} -+ J m. From the fact that h can be factored by B, it will suffice 
to show that h*(w) t O. But the maps hand 1jJ are related by the formula 

h(A) = 1jJ(-IjA) -1jJ(00). 

It will thus suffice to prove that 1jJ* (w) to. Accordin!~ to lemma 4 of 
chap. III, no. 6, 1jJ*(w) = Trg(O:). Denoting the identity map from A to A 
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by A, the trace formula shows that 

ResO(A Trg(a)) = I: ResQ(ga) = Resp(ga) 
g(Q)=O 

which is :f 0 in view of the hypotheses made on 9 and a. Thus Trg(a):f 0 
which completes the proof in the case n ~ 2. When n = 1, we take for 
9 a function = 1 mod mat P, and = 0 mod m on S - P; one shows that 
Resl(A Trg(a)) :f 0, and finishes in the same fashion. 0 

Remark. Thus J m is an "extension" ofthe usual Jacobian by a linear group 
Lm which we have made explicit. For example, when m = 2P, Lm = G a ; 

when m = P + Q, P:f Q, Lm = G m . But the knowledge of J and of Lm is 
evidently not enough to determine J m : one must also determine the type 
of the extension. We will come back to this in chap. VII. 

18. Local symbols 

Let 9 E Up with PES; the element 9 defines by passage to the quotient 
an element of Up/U~np), thus also an element of the group Hm, which we 
will denote by g. 

Proposition 10. 8(g) = -(rpm, g)p. 

PROOF. Let 9' be a rational function such that 

{ 
g' =g mod m at P 

g' = 1 mod m on S - P 

By definition, 8(g) = rpm((g')); on the other hand, properties i) and ii) 
of local symbols show that 

(rpm,g')p = (rpm,g)p 

(rpm,g')Q=O ifQES-P. 

Applying properties iii) and iv) of local symbols, we deduce 

(rpm, g)p = - I: (rpm, g')Q = - I: vQ(g')rpm(Q) = -rpm((g')) 
QfS QfS 

whence the desired result. o 

Thus the map 8 : H m ---+ Lm is nothing other than the combination of 
the local symbols relative to the points PES (up to a change of sign). 

F 
We also note that if a map f : X ---+ G factors as X ---+ J m -+ G (cf. 

thm. 2), we would have (f,g)p = F((rpm,g)p), whence (f,g)p = -F 0 

8(g). Thus the knowledge of the local symbols (f,g)p is equivalent to the 
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knowledge of the restriction of F to Lm. We also obtain the fact that the 
local symbols are regular functions of g with respect to the structure of 
algebraic group on the groups Up /U~np). 

1 g. Complex Case 

We suppose that the base field k is the field C of complex numbers; the 
algebraic structure of Jm then determines an analytic structure on Jm , 

which makes it a complex Lie group. We propose to determine this group. 
We will need two lemmas: 

Lell1ll1a 24. Let G be a connected commutative algebraic group, let G' be 
an analytic group, and let p : G' -> G be a finite connected covering (in 
the sense of topology) of G which is a homomorphism of analytic groups. 
Then there exists a unique algebraic group structure on G' compatible with 
its analytic structure, and such that p is a regular rationed map. 

PROOF. Let N be the kernel of p; it is a finite group, and thus there 
exists an integer n such that N C G~, denoting by G~ the subgroup of 
elements of order n of G'. Multiplication by n is a homomorphism of G' 
into itself whose tangent map is surjective. Thus it makes G' a covering 
of itself, with kernel the finite group G~; as N C G~, this homomorphism 
defines by passage to the quotient a homomorphism h : G -> G' and the 
composition po h is multiplication by n in G'. The kernel H of h is finite, 
and G' is identified with G / H; one can thus endow G' with the quotient 
algebraic group structure. It is immediate that this strueture satisfies the 
imposed conditions and that it is unique. D 

Lell1ll1a 25. The hypotheses being those of the preceding lemma, let f : 
X -> G' be a continuous map of an irreducible algebraic variety X to the 
group G'. In order that f be an everywhere regular rational map, it is 
necessary and sufficient that po f be a regular rational map from X to G. 

PROOF. The necessity is clear. Thus we suppose that po f = g is an 
everywhere regular rational map; from the fact that G' -+ G is a covering, 
we conclude already that f is holomorphic. Let X' -> X be the pull-back 
by g of the covering (in the algebraic sense) G' -> G; by definition, X' is 
identified with the subvariety of X x G' formed by the pairs (x, y') such 
that g( x) = p(y'). According to a known result (cf. for example Wei I [96]' 
Appendix), the connected components of X' are the same for the usual 
topology and for the Zariski topology. But the map I defines a holomorphic 
section s of the covering X' -> X by the formula sex) = (x,/(x)). It 
follows that seX) is an irreducible component of X'. The graph of s in 
X x X' is thus an algebraic subvariety and the projection seX) -> X is a 
regular rational map which is an analytic isomorphism; it is thus a biregular 
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isomorphism ([75], prop. 9). Thus the map s is regular, and the same is 
true of f. 0 

Remarks. 1. One can avoid the recourse to [75] by using the fact that the 
complete local rings of X and of s(X) coincide. If X is normal, one can 
also invoke Zariski's "main theorem". 

2. We have used the fact that an irreducible algebraic variety is connected 
for the usual topology. In the particular case of curves one can give a 
very simple proof (Chevalley [15], p. 141). First of all, one can suppose 
that the curve X is non-singular (since the image of a connected space 
is connected) and complete (since a connected surface remains connected 
when one removes a finite set of points). This being the case, suppose 
that X has at least two connected components Xl and X 2 and let P E 
Xl. Applying the Riemann-Roch theorem to the divisor nP, with n large 
enough, we see that there exists a non-constant function f on X having 
P as its only pole. The function f thus induces on X2 an everywhere 
holomorphic function, which is thus constant in virtue of the maximum 
principle; this is absurd, for a non-constant rational function only takes 
each value a finite number of times. 

Return now to the Jacobian J m. If T denotes its tangent space at the 
origin, T is the dual of the space of invariant differential forms on J m, 

itself canonically isomorphic to O( -m), cf. prop. 5. Thus T is intrinsically 
determined by X and m. Further, the exponential map exp : T -+ Jm 

makes T a covering of J m whose kernel we will denote by r m; it is a discrete 
subgroup of T. 

One can describe the map rpm : X - S -+ J m in the following manner: 
let Po be an origin fixed once and for all, and let P E X - S. Choose a 
path , in X - S from Po to P. For every differential form w E Q( - m), the 

integral fie w (taken along ,) depends linearly on w; one can thus identify 
it with an element 0(,) ofT. By definition, 

(O(J), w} = i w. 

The element 0(,) only depends on the homotopy class of, on X - Sand 
thus defines a map 

O:X-S-+T 

of the universal covering X - S of X - S to T. By it very construction, the 
map exp 00 : X - S -+ J m has the same derivative as the composed map 
X - S -+ X - S -+ J m . As both map Po to 0, they coincide. 

This shows in particular that, if, is a cycle of degree 1, the element 
0(,) belongs to the kernel r m of exp : T -+ J m. Thus we get a canonical 
homomorphism 
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where HI denotes the I-dimensional homology group with integral coeffi­
cients. 

Proposition 11. The homomorphism () is a bijection of H 1(X - S) with 
rm. 

PROOF. Let s be the number of points of S. According to what we have 
seen in the preceding nos., the group J m is an extension of J by a product 
of 8-1 groups G m and of some groups Ga. The fundamental group 1I"1(Jm) 
is thus an extension of 11"1 (J) by the group Z6-1; it is a free Abelian group 
of rank 2g + 8 - 1. On the other hand, one knows that Hl(X) is free of 
rank 2g, and the exact sequence of homology then shows that HI (X - S) 
is free of rank 2g + 8 - 1. Since the two groups r m = 11"1 (J) and HI (X - S) 
are free groups of the same rank, it will suffice to see that () is surjective. 

Suppose that this is not so; then there would exist a subgroup r' of r m, 

of finite index> 1 in r m, containing the image of HI (X - S) by (). Let 
J' = T/r'; it is a finite covering of Jm • Furthermore, the hypothesis that 
r' contains ()( H I (X - S)) shows that the map 'Pm lifts to a continuous (and 
even holomorphic) map t/J : X - S -. J'. Lemmas 24 and 25 show that 
J' is canonically endowed with the structure of algebraic group for which 
the map t/J is rational and regular. Applying prop. 14 of chap. III to t/J, 
we see that m is a modulus for t/J and according to thm. 2 there exists a 
homomorphism F : Jm -. J' such that t/J = F 0 'Pm. The composition of 
F with the projection J' -. J m is thus the identity, which is absurd and 
finishes the proof. 0 

Identifying r m with HI (X - S) by means of (), we have: 

Corollary. The group Jm is analytically isomorphic to the quotient of the 
dual of O( -m) by the discrete subgroup HI (X - S). 

For the usual Jacobian, this is a well known result. 

Remark. In general, the analytic structure of J m does not determine 
uniquely its algebraic structure. Indeed it is easy to give examples of al­
gebraic groups having non-algebraic analytic automorphisms (the group 
G a x G m ) and also examples of algebraic groups which are analytically 
isomorphic without being algebraically isomorphic (Gm x G m is analyti­
cally isomorphic to an extension of an elliptic curve J by a group G a ). 
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§4. Construction of generalized Jacobians: case of 
an arbitrary base field 

20. Descent of the base field 

Let kl be an extension of a field k and let V be an algebraic variety defined 
over kl (we also say a k1-variety). "To descend the base field of V from kl 
to k" means to find a k-variety W which is biregularly isomorphic to V over 
k1 . In other words, one should have a biregular isomorphism f : W ---+ V 
defined over k1 . 

We suppose from now on that kl is a finite Galois extension of k; let g 
be its Galois group. If (T is an element of g, we denote by V'" the variety 
obtained from V by means of (T. From the point of view of Foundations 
[87], where V is defined by charts and glueings Uij, the variety V'" is defined 
by the same charts and by the glueings uf;; from the point of view of the 
schemas of Chevalley [11], V'" is defined by the same field and the same 
places as V, only the structure of k1-algebra being modified by (T. This 
also applies to W, but from the fact that W is a k-variety, one can identify 
Wand W.,.. The transform f'" of f by (T is thus a biregular isomorphism 
from W to V.,., and this permits us to put 

(*) 

The h.,., (T E g are k1-isomorphisms of V to the V.,.; they satisfy the 
identity 

(**) 

We are thus led to make precise the notion of descent of the base field in 
the following manner: given k1-isomorphisms h.,. : V ---+ V'" satisying (**), 
we seek a k-variety Wand an isomorphism f : W ---+ V satisfying (*). It is 
this precise problem that we will consider from now on. 

Proposition 12. 
a) If descent of the base field is possible, its solution is unique, up to a 

k-isomorphism. 
a) Descent of the base field is possible when the variety V is the union of 

affine opens Ui defined over kl such that 

(***) 

PROOF. Let f : W ---+ V and I' : W' ---+ V be two solutions of a descent 
of the base field and let tp = f- 1 0 1'; by hypothesis, tp is a biregular 
isomorphism, defined over k1 . On the other hand, the formulas f'" 0 f- 1 = 
h.,. = 1'''' 01'-1 show that tp'" = tp for all (T E g, whence the fact that tp is 
defined over k, which establishes a). 
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To prove b), we can limit ourselves to the case where the variety V 
is affine; let A be its coordinate ring, considered as a k1-algebra. The 
coordinate ring of V U is nothing other than A, considered as k1-algebra 
by means of (J', and to give the isomorphism hu : V --+ VU is equivalent 
to giving an automorphism 7f' of A extending the automorphism (J' of k1. 
Condition (**) means that (J'T = 7f'.T, in other words that the group g acts 
on A. Let B = AO be the set of elements of A invariant by the actions 7f', 
(J' E g. Since [k1 : k] < +00, the ring A is a k-algebra of finite type, and 
every element of A is integral over B. According to lemma 10 of chap. III, 
it follows that B is a k-algebra of finite type. Let W be the affine k-variety 
having B for coordinate ring. To show that W answers the question, it 
suffices to prove that the algebra B 0k kl is identified with A. This follows 
from the following well-known lemma: 

Lennna 26. Let E be a kl -vector space and suppose given for every (J' E g 
a (J'-linear bijection 7f' of E to itself such that 7f'T = 7f'.T. If F denotes the 
set of elements of E invariant by the operations 7f', E = F 0k k1 . (In other 
words, E has a basis of elements invariant by the 7f'.) 

PROOF. We recall briefly a proof of this lemma. Put r = [k1 : k] and 
let C be the endomorphism algebra of the k-vector space k1. The scalar 
multiplications form a subalgebra of C which can be identified with k1. On 
the other hand, the k-linear combinations of elements of g form another 
sub algebra D of C. Let () : kl 0k D --+ C be the k-linear map defined by the 
product. The theorem on the independence of automorphisms shows that () 
is injective, and as k 1 0k D and C both have dimension r2 , we conclude that 
() is bijective. This shows that kl 0k D, endowed with It suitable algebra 
structure (that of the "crossed product") is a simple algebra. But giving 
the operations 7f' endows E with a kl 0k V-module structure. According to 
a well known result, it follows that E is the direct sum of simple modules 
all isomorphic to kl , which shows that E is of the form F 0k k1, and finishes 
the proof. (See Bourbaki, Algebre, chap. VIII for more details.) 0 

Corollary 1. Descent of the base field is possible when the variety V 
satisfies the following condition: 
(****) Every finite subset of V formed of points algebraic over kl is con­
tained in an affine open which is algebraic over k1 . 

PROOF. We first note that in the condition (****) we can require that the 
affine open be defined over k1: it suffices to replace it by the intersection of 
its conjugates over k1. To prove that (****) ~ (***), let x be a point of 
V algebraic over k1, and for each (J' E g choose an extension of (J' to kl (x) 
which we again denote by (J'. The point XU is then well defined and belongs 
to V U • If we put Yu = h;l(xu), condition (****) shows the existence of an 
affine open U of V containing all the YU' Furthermore, according to what 
was said at the beginning, we can suppose that U is defined over k 1 . Then 
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put 

The open U' is an affine open of V defined over kl and contains the point 
;r: because ;r:T E hT(U), A direct computation shows that h<7(U') = U'<7. 
The opens U' thus have all the required properties and, since they cover 
the set of points of V algebraic over kl they also cover V itself. 0 

Corollary 2. Descent of the base field is possible when V is: 

i) either a locally closed subvariety of a projective space 
ii) or a homogeneous space for an algebraic group G defined over k1 . 

PROOF. We show that in each case the condition (****) holds. In the case 
i), let V be the closure of V, and let F = V-V. The set F is defined over 
an algebraic extension J( of k1 . An elementary argument then shows that, 
for every sufficiently large n, there exists a homogeneous polynomial <I> of 
degree n with coefficients in J( which vanishes on F without vanishing on 
any of the points of the given finite set S. The set U of points of V where 
<I> does not vanish is then an affine open answering the question (d. FAC, 
no. 52). 

In case ii), we choose an affine open U1 of V defined over kl and, for 
every s E S, denote by A. the set of g E G such that g.s E U1 . The A. 
are non-empty opens of G and thus have a point g in common that one 
can suppose to be algebraic over k1 . The set U = g-lU1 then answers the 
question. 0 

Remark. The preceding results are entirely analogous to those of chapter 
III, no. 12, relative to quotients of a variety by a finite group of automor­
phisms. The method that we have followed moreover amounts to consider­
ing Vasa variety over k (necessarily reducible-its components correspond 
to the V(7) and passing to the quotient by the group of automorphisms de­
fined by the operations hu. 

21. Principal homogeneous spaces 

Let G be an algebraic group defined over a field k. A homogeneous space 
H for G is a non-empty algebraic variety on which the group G acts tran­
sitively; in other words, one is given a map (g, h) -+ g.h from G x H to H 
which is everywhere regular and satisfies the usual identities 

l.h = h, g.(g'.h) = (g.g').h, 

and such that, for every h E H, the map 9 -+ g.h is a surjection from G 
to H. If H and the map G x H -+ H are defined over k, one says that 
the homogeneous space H is defined over k or that H is a k-homogeneous 
space. 
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[N ote that a homogeneous space is not necessarily of the form GIG', 
where G' is an algebraic subgroup of G. Indeed, to identify H with GIG' 
one must first choose a point h E H which is rational over k, and such a 
point may very well not exist. Even ifit does exist, we get a map GIG' --+ H 
which in general is not an isomorphism, but only a purely inseparable map.] 

A homogeneous space H is called principal if g.h = h implies 9 = 1, and 
if the map which, to every pair (h, h') of points of H, assigns the unique 
element 9 E G such that h' = g.h is a regular map of H x H to G. If this 
map is defined over k, one says that H is a principal homogeneous space 
defined over k. 

When H has a point rational over k, say ha, the map 9 --+ g.ha is a 
biregular isomorphism of G to H; one can say that H is the "affine space" 
associated to the group G. Over an algebraically closed field, there is 
thus no essential difference between "principal homogeneous space" and 
"group". It is not the same over an arbitrary field; the classes of principal 
homogeneous spaces over G form a set analogous to the "Brauer group" 
and depend on the arithmetic properties of k. More precisely, this set 
is isomorphic to Hl(9.,G.) where 9. denotes the Galois group of k.lk 
(k. being the separable closure of k), and where G. denotes the group of 
points of G rational over K •. Of course, the cohomology should be defined 
by continuous co chains where one endows 9. with its natural topology as a 
Galois group and G. with the discrete topology (cf. Lang-Tate [54]). When 
k is a finite field, H 1(9., G.) is trivial, as we will see in chap. VI. This is no 
longer true in the case of a number field or of p-adic fields, cf. for example 
Tate [84]. 

22. Construction of the Jacobians 1m over a perfect field 

Let k be a perfect field and let k be its algebraic closure. Let X be a curve 
defined over k and let m be a modulus on X; we will suppose that m is 
rational over k (cf. §1). Since k is perfect, this means only that the points 
of the support S of m are algebraic over k and that m'" = m for every 
element (1 belonging to the Galois group of klk. We are going to show 
that, with these conditions, the Jacobian Jm can be defined over k. 

We know in any case that J m can be defined over the field k, as can 
the canonical map tpm : X --+ Jm. As the construction of an algebraic 
variety requires only a finite number of constants, we immediately deduce 
the existence of a finite extension kd k such that the variety J m, its group 
law, and the map tpm are defined over k1 . After enlarging k1 , we can 
suppose that kl is Galois over k; let 9 be its Galois group. 

We are now going to apply the procedure of descent of the base field 
of no. 20 to the variety J m. For that, let (1 E 9 and let O~ : X --+ J m". 

The map tp~ admits the modulus m" = m, thus factors as tp~ = h". 0 tp, 

where h" : J m --+ J m" is an "affine" homomorphism. A priori the map h" 
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is only defined over k. In fact, if a is a k1-automorphism of k, <p~ = <Pm, 
<P':nO: = <P':n, whence <P':n = h~ 0 <pm and the uniqueness of hq shows that 
h~ = hq , that is to say that hq is defined over k 1 . The same uniqueness 
shows that the formula hqT = (hq V 0 hT holds. Thus we can effect a 
descent of the base field by means of the hq and we get a k-variety that 
we will designate J m (1). We can proceed in the same manner with the 
homogeneous part h~ of the affine homomorphisms hq • Thus we get by 
descent of the base field another k-variety, which we will denote J m (0). 

From the fact that the h~ are homomorphisms for the group structure, the 
group law of Jm(O) deduced from that of J m is defined over k. Similarly, 
we see that J m (1) is a principal homogeneous space defined over k and that 
the map <pm : X -> Jm (l) is defined over k. 

Here again, we can characterize <Pm : X -> Jm(l) by a universal property. 
Generally, let H be a principal homogeneous space for a group G and let 
f be a map from a curve X to H. If D is a divisor of degree 0 on X, 
prime to the set of points where f is not defined, we can define f( D) as an 
element of the group G. In particular, it makes sense to say that f admits 
a modulus m: we should have f(D) = 0 each time that D "'m O. 

Proposition 13. Let f : X -> H be a rational map from a curve X to a 
principal homogeneous space H for a group G. If f admits the modulus m; 
f can be factored as 

f = (J 0 <pm 

where (J : J m (1) -> H is an affine homomorphism. This decomposition is 
unique. Furthermore, if f is defined over an extension k' of k, the same is 
true of (J. 

PROOF. The existence and uniqueness of (J do not involve the base field, 
and have already been proven (thm. 2). Thus suppose that f is defined 
over an extension k' of k and let k" = k'.k be the compositum of k' and k. 
We first show that (J is defined over k". Since k" contains k, we can identify 
Jm (l) with J m and the construction of(J given in the proof of thm. 2 (as the 
composition J m -> X("') -> H) shows that (J is defined over k". As k" is 
Galois over k', it suffices now to see that (JO: = (J for every k' -automorphism 
a of the universal domain. But f = (JO: 0 <Pm since f and <pm are defined 
over k', whence (JO: = (J applying the uniqueness of (J. 0 

Corollary. The map <Pm : X -> J m (1) is characterized up to k-isomorphism 
by the property of prop. 13. 

Remark. The preceding arguments have a more general application: they 
show that every "canonical" construction can be effected over the base field 
of the initial variety when this field is perfect. For example, we return to 
the situation of no. 5 and let Y be a birational group defined over a perfect 
field k. Lemma 8 (proved directly by Rosenlicht for an algebraically closed 
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field) shows that Y is birationally isomorphic over k to a uniquely defined 
algebraic group G. Applying descent of the base field to 0, we deduce that 
o can be defined over k, which proves lemma 8 for the case of a perfect 
field. 

23. Case of an arbitrary base field 

As the case of a perfect base field will suffice for what follows, we limit 
ourselves to some brief indications. 

Let k be an arbitrary field and let k3 be its separable dosure (that is to 
say the composite of all the separable algebraic extensions of k). Let X 
be a curve defined over k and let m be a modulus rational over k. One 
begins by constructing the Jacobian J m over the field k3' imitating the 
construction given in §1 in the case of an algebraically closed field. The 
construction rests solely on the possibility of choosing a point Po away 
from S and rational over k, which is still possible over k" by virtue of the 
following lemma: 

Lemma 26. Every algebraic variety Y defined over k3 has a point rational 
over k 3 • 

(Applying this result to the opens of Y, we see that these points are 
dense in Y.) 

PROOF. We sketch the proof of this well known result. Let K be the field 
of rational functions of Y over k 3 • It suffices to show that, for a model 
Y' of K, the points of Y' rational over k3 are dense. Let It, ... , In be a 
separating transcendence basis of Kover k. and let 9 be a generator of 
Kjk3 (It, ... ,In). The function g satisfies an algebraic equation 

aogm + ... + am = 0 ai E k 3 (1t,··· ,In), 

whose derivative does not vanish identically (by the definition of a sepa­
rating transcendence basis). If we take the subvariety of affine space of 
dimension n + 1 defined by the preceeding equation for the model Y' of 
K, every point of Y' whose first n coordinates belong to k3 and such that 
neither the derivative of the equation nor ao vanish, belongs to k •. As these 
points are visibly dense in Y', this proves the lemma. 0 

Once the Jacobians J m are defined over k., descent of the base field from 
k. to k is made by exactly the same procedure as in the preceding no. and 
one can thus prove prop. 13 for an arbitrary field. 
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Bibliographic note 

The theory of the usual Jacobian has its source in the theorems of Abel and 
Jacobi; from this point of view one could say that the "generalized Jacobi 
problem" treated by Clebsch and Gordan ([20], §43; see also the expose of 
Krazer and Wirtinger [47], §XIII) is at the origin of generalized Jacobians. 
These are mentioned explicitly for the first time by Severi ([81], chap. II) in 
the case of ordinary singularities (the base field being C, of course). Severi 
studies their analytic and algebraic structures (without always separating 
the two), and observes that these varieties are birationally products of the 
usual Jacobian with linear varieties. The paper of Rosenlicht [64] takes up 
the question in the most general case (from the point of view of singularities 
as well as of base field); most of the results of this chapter are due to him. 

The method used by Chow [18] for constructing the usual Jacobian can 
also be used for generalized Jacobians following Igusa [38]. In the memoir 
of Igusa, generalized J acobians appear as "limits" of usual J acobians; the 
same is true of the analytic fibrations with exceptional fibers of Kodaira 
[44] and their algebraic analogues (Neron [119], Raynaud [121]). 

The structure ofthe group of invertible elements of k[[T]] has been clar­
ified by Artin-Hasse, Whaples, Dieudonne, etc. There is a bibliography in 
the note of Dieudonne [24]. 

The theorem on descent of the base field was implicitly used in several 
memoirs of Chiitalet (see in particular [14]), but without sufficient justifi­
cation. It was made explicit and proved by Weil [95]. 



CHAPTER VI 

Class Field Theory 

§l. The isogeny x ~ xq - x 

1. Algebraic varieties defined over a finite field 

Let k be a finite field with q = pn elements and let V be an algebraic 
variety defined over k (or, as one also says, a k-variety). Suppose that 
V is defined by charts Uj (isomorphic to affine k-varieties) and changes of 
coordinates Ujj (with coefficients in k). If x = (Xl, ... ,x r) is a point of an 
affine space, we write Fx, or x9 , for the point with coordinates (x!, ... ,x~). 
The map x -+ Fx commutes with polynomial maps with coefficients in k. 
In particular, it maps each of the Uj into itself and commutes with the Uij; 

therefore by "glueing" it operates on V. The image of a point x E V will 
again be denoted Fx or x q• 

Let us give another interpretation of this map F: 
Generally, let V be an algebraic variety defined OVE:r an algebraically 

closed field J( (for example k, or even a universal domain 0). The auto­
morphism x -+ x P of J( transforms V into a variety that one can denote 
VP (at least when there is no confusion with the product of p copies of V) 
and there is a canonical map () : V -+ VP. This map is bijective, bicon­
tinuous and identifies the regular functions on VP with the p-th powers of 
regular functions on V (which gives a particularly simple description of VP 
from the point of view of sheaves). One can say that () : V -+ VP is the 
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"maximal height 1 purely inseparable covering" of VP. (We have already 
met it several times in this form, cf. chap. III, nos. 8 and 14.) 

Repeating this construction n times, we get a map on : V --+ vq which 
is purely inseparable of degree qdim. V. If in addition V is defined over k, 
the varieties V and vq are canonically isomorphic, and composing on with 
this isomorphism we get the map F defined directly above. 

Proposition 1. The k-variety structure of V is unambiguously defined by 
its structure of variety (over n) and by the map F. 

PROOF. Indeed, it is immediate that the rational functions defined over k 
are characterized by the equation 

o 

[Although trivial, this proposition will play an essential role in what 
follows. Because of it, varieties defined over a finite field are often as easy 
to study as those defined over an algebraically closed field.] 

If W is a subvariety of V defined over an extension /(/k, the image FW 
of W by F is a subvariety of V and W is rational over k if and only if 
FW = W; the same holds for an arbitrary eye/e. In particular, the set Vk 

of poin t of V rational over k is the set of fixed points of F. 
If V and V' are two varieties defined over k, and if cp : V --+ V'is 

a rational map with graph W, there is one and only one rational map, 
denoted cpF, with graph FW; cpF can also be characterized by the formula 

cpF 0 F = F 0 cpo 

We have cp 0 F = F 0 cp <===} cpF = cp <===} cp is defined over k. 
All of these properties can be checked immediately starting from one or 

the other of the definitions of F given above. 

2. Extension and descent of the base field 

The notations being those of the previous no., let kd k be a finite extension 
of k of degree m. The field kl is a field with qm elements and a map 
Fl : V --+ V corresponds to it. It is clear that Fl = Fm. 

Conversely, given a variety V defined over kl and a map F : V --+ V of 
V to itself, we ask under what conditions one can descend the base field of 
V to k (in the sense of chap. V, no. 20) such that F is the corresponding 
map x --+ x q • We will suppose for simplicity that the condition of cor. 1 of 
prop. 12 of chap. V is satisfied (every finite subset of V which is algebraic 
over kl is contained in an affine open subset of V algebraic over kl)' 

Proposition 2. Under the preceding hypotheses, it is possible to descend 
the base field if and only if F is of the form cp 0 (), where () : V --+ vq is the 
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canonical map of V to vq and where <p is a biregular isomorphism from vq 
to V. 

PROOF. The necessity is obvious. To prove the sufficiency, we are going to 
apply the result of chap. V, loco cit. The Galois group 9 of kd k is cyclic 
of order m, generated by the automorphism defined by cr( >.) = >.q. Descent 
of the base field is determined by isomorphisms ha : V -+ va, 0: E g, 
satisfying the "co cycle" condition 

cf. chap. V, no. 20. (**) 

Because the group 9 is cyclic, the system of the ha is determined when 
one knows h = (ha )-1, and condition (**) is then 

We take for h the map <p such that F = <p 0 (). The relation F m = F1 
shows that F commutes with F1, thus is defined over k1' and the same is 
true of h = <po It remains to check (**'). For this, we first note that, for 
every map p, one has pa 0 () = () 0 p. Using this formulaand the definition 
of h, we arrive at 

(h 0 ha 0 ... 0 ham-I) 0 ()m = F m = F1 

and since ()m = Fl (taking into account the identification V = V qm ), this 
establishes (**'). Thus we get a structure of k-variety on V and its very 
construction shows that the corresponding map F is the given map. 0 

3. Tori over a finite field 

We indicate, by way of example, how prop. 2 can be applied to the classifi­
cation of tori over a finite field k (such groups are encount.ered in particular 
in the local part of generalized J acobians of curves defined over k). 

Thus let V be a torus of dimension r, in other words (Gm Y. We seek 
to descend its base field from kl to k, in such a way as to obtain an al­
gebraic group over k. This amounts to restricting to operations F which 
are endomorphisms of (Gm Y; but such an endomorphism corresponds to 
a square matrix of degree r, with coefficients in Z. Identifying F with the 
corresponding matrix, the factorization condition of prop. 2 translates to 
the relation F = q.1> where 1> is an invertible matrix (i.e., an element of 
GL(r, Z)); the condition F m = F1 translates to 1>m = 1. Thus, k-groups 
isomorphic over k to (GmY correspond to elements of finite order in the 
group GL(r, Z); two such groups are k-isomorphic if and only if the cor­
responding matrices are conjugate in GL(r, Z). Thus we get a bijective 
correspondence between classes of such groups and classes of representa­
tions of degree r with integral coefficients of a finite cyclic group. When 
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the order of this group is a prime number I, these representations can be 
completely determined using the ideal class group of the cyclotomic field 
Q(V'f), cf. Reiner [62]. 

(We point out, following Tate, a more intrinsic definition of the repre­
sentation associated to a k-group G of the type above: one considers the 
discrete group X(G) ofrational characters ofG, defined over k (seminaire 
Chevalley [17], expose 4), and lets the Galois group ofk/k act on X(G).) 

Knowledge of the matrix ~ associated to G permits us to treat various 
questions about G. For example, the number of points of G rational over 
kn' the extension of k of degree n, is 

h=r 
vn(G) = det(qn - ~n) = L(_l)hqn(r-h) L (Ail··· Aiht 

h=O il<···<ih 

where Al, ... ,Ar are the eigenvalues of ~ (which are roots of unity). From 
this we deduce the computation of the zeta function of G: 

h=r 
(G(s;k)=II II (l-Ail···Aihqr-ht/-ll+l 

h=Oil<···<ih 

where we have put, as usual, t = q-'. If we denote the h-th exterior power 
of the matrix ~ by ~h' this formula can be written simply as 

h=r 
(G(s; k) = II det(l _ qr-ht~h)(-l)h+ 1. (1) 

h=O 

The factors det(l-qr-ht~h) are of the same type as those which occur in 
Artin's non-Abelian L-functions. This can be made more precise as follows: 

Given a finite Galois extension L/ K of a number field K, let g be its 
Galois group and let M be a homomorphism of g to GL(r, Z). Using the 
representation M, we descend the base field of the torus (Gm Y from L to 
K, thus obtaining an algebraic group G defined over K. If fl is a prime 
ideal of K, the group G defines by reduction modulo fl a group Gp of the 
type above (this holds for almost all p). The matrix ~ associated to G p is 
none other than M(O"p), where O"p E g denotes the Frobenius substitution 
(fl, L/ K) attached to fl (defined up to an interior automorphism). Put 

(G(s) = II (G,(s) (defined up to a finite number offactors); 
p 

this is the Hasse- Weil zeta function ofG. Formula (1) above gives this zeta 
function explicitly as 

h=r 
(G(s) = II Lh(s - r + h)(-l)h (up to an elementary factor) (2) 

h=O 

denoting by Lh the Artin L-function attached to the representation of g 
given by the h-th exterior power of the representation M. Note that this 
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function depends only on the representation M from the rational point of 
view, in other words it does not change when G is modified by an isogeny. 

Formula (2) gives a typical example of what happens to a zeta function 
after a descent of the base field. For other examples (elliptic curves or 
Abelian varieties with complex multiplication, cubic surfaces), see Deuring 
[21], Shimura-Taniyama [82], and Weil [92]' 

Let k be a finite field with q elements, and let G be an algebraic group 
defined over k. To avoid any confusion between x q and the q-th power of 
x in G, we systematically use the notation Fx. 

Proposition 3. The map x -+ X-I Fx is surjective if a is connected. 

PROOF. More generally, for yEa, consider the map u y from G to a 
defined by 

Since F : G -+ a factors as a -+ Gq -+ a, its differential is identically 
zero; from this we deduce that d(uy ) = d(x-l)yFx, thus that the tangent 
map to uy is everywhere surjective. A fortiori, uy is generically surjective, 
and uy(G) contains a non-empty open subset Uy. Ifnow z is any point of a, 
the hypothesis that a is connected implies Uz n Ue 1= 0. Let t E Uz n Ue• 

We have t = x- l zFx and t = y-l Fy, with x, y E G. Putting U = yx- l , 
we find 

z=u-lFu 

which proves the proposition. o 

Corollary 1. Every homogeneous space for a defined over k has a rational 
point over k. 

PROOF. Let H be the homogeneous space in question and let h E H. Since 
H is homogeneous, there exists 9 E a such that h = g.Fh. By prop. 3, 
there exists x E a such that 9 = x-l.Fx; thus x.h = Fx.Fh. Because 
a x H -+ H is defined over k, we have FxFh = F(xh) and the equation 
x.h = F(x.h) shows that x.h is a point of H rational over k. 0 

Examples. Every Severi-Brauer variety [14] over a finite field is trivial. Ev­
ery linear algebraic group defined over k has a Borel subgroup defined over 
k (for the set of these subgroups is naturally endowed with a homogeneous 
space structure). 
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U tJ 

Corollary 2. Let 0 --+ G --+ G' --+ Gil --+ 0 be an exact sequence of 
connected algebraic groups, defined (as well as the homomorphisms u and 
v) over a finite field k. The sequence 

is then exact. 

(Recall that, if V is a variety defined over k, we denote by Vk the set of 
points of V rational over k.) 

PROOF. The only non-trivial fact is that Gk maps onto G~. Thus for 
x" E G~, let H be its inverse image in G'; this is a class modulo G. Thus 
it is a homogeneous space for G and the fact that FX" = x" shows that 
F H = H, i.e., that H is defined over k. Corollary 1 then shows that H 
contains a point x' rational over k, which proves the result. 0 

[Of course, the hypothesis that G is connected is essential. We will see 
later what happens when G is a finite group.] 

5. Quadratic forms over a finite field 

We are going to see how prop. 3, applied to the special orthogonal group, 
gives the classification of quadratic forms over a finite field. 

Let V be a vector space of dimension n over k, and let Q be a non­
degenerate quadratic form on V. We suppose to start that the character­
istic p of k is :f. 2. The discriminant ~ of Q is then an element of k* / k*2, 
a group which can be identified with {+ 1, -1} by the map A --4 A (q -1 )/2. 

Proposition 4. Two quadratic forms Q and Q' are equivalent if and only 
if they have the same discriminant. 

(Thus we get a complete classification of quadratic forms over k: such 
a form is always equivalent to a form of the type x~ + ... + X;_l + gx;, 
where g is either a square or anon-square.) 

PROOF. We suppose at first that the discriminant Ll is equal to 1, and 
show that Q is equivalent to the form x~ + ... + x~ on the vector space 
E = kn. This equivalence holds in any case over the algebraic closure k of 
k, by the elementary theory of quadratic forms; thus let u : E --4 V be an 
isomorphism from E to V defined over k. Choosing an orthogonal basis ej 
of V, we immediately see that det(u)2 = Ll. Then we form the linear map 
v = u- 1 Fu and we have 

det(v) = Ll- 1/ 2 Llq/2 = Ll(q-1)/2 = +1. 
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Furthermore, it is clear that v E D(E), the orthogonal group of E. As the 
special orthogonal group SD(E) is connected, prop. 3 applies and permits 
us to write v as v = w-1.Fw, with w E SD(E). Putting u' = u.w- 1, we 
get an isomorphism from E to V which is invariant under F, and is thus 
defined over k, which proves the proposition in this case. 

When the discriminant .6. is not a square, one argues similarly, replacing 
the form x~ + ... + x~ by the form x~ + ... + X~_l + gx~ where g is not Ii 
square. 0 

[Instead of using prop. 3, we could have used cor. 1, remarking that the 
set of quadratic forms on V with a given discriminant naturally form a 
homogeneous space for the group SD(E).] 

When the characteristic is 2, one must separate the cases n even and n 
odd. In the first case, DCE) has a connected subgroup D+(E) of index 2 
and one finds again two types of quadratic forms, characterized by their 
Arf invariant. In the second case, D(E) is connected and there is only one 
type of quadratic form. For more details, see Dieudonne [22], chap. I, §16 
and chap. II, §10. 

6. The isogeny x -- x q - x: commutative case 

Suppose now that G is a commutative group; we will write the law of 
composition additively. There is thus no confusion possible in writing x q 

in place of Fx. 

Proposition 5. Let kl be a finite extension of k and let 9 be the Galois 
group ofkdk. lfG is a connected, commutative, algebraic group defined 
over k, then 

for all m ~ 1. 

(Here we mean the cohomology ofthe finite group 9 acting in the obvious 
way on the points of G rational over kl') 

PROOF. The group 9 being cyclic, the groups H m (g,G"'I) depend only on 
the parity of m. For m = 1, we must show that every element of trace zero 
is of the form x - xu. Thus let g E Gkl so that 

,,-I 
g + gq + ... + gq = 0, with n = [k1 : k]. 

By prop. 3, we can write g = x q - x, with x E G. The preceding formula 
then gives 

n. ft.-I 
(xq-x)+,,·+(xq -xq )=0 

so x q" = x; this means that x E G"'I' and Hl(g, Gkl) = O. But because 
G"'1 is a finite group, Herbrand's lemma ([16], §10) shows that H 2(g,G"'I) 
has the same order as Hl(g, Gk1 ), which proves the proposition. 0 
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Corollary. Every element of Gle is the trace of an element of G Ie , • 

PROOF. This merely expresses the fact that H2(g,G Ie ,) is trivial. 0 

DIRECT PROOF. Let tp(x) = x + x q + ... + x q"-'. The differential of the 
homomorphism tp is equal to that of x, which shows that tp is surjective. 
If y E G/c, we choose x E G such that tp(x) = y and the equation yq = y 
shows that x E GIe ,. 0 

We return to the map p(x) = x q - x. The proof of prop. 3 (based 
on the computation of the differential of p) shows that p is separable. 
Furthermore, since G is commutative, it is a homomorphism of G to itself. 
Its kernel is the set of x E G such that x q = x, which is Gle . Thus, we have 
an exact sequence 

I" o -+ Gle -+ G - G -+ O. 

This exact sequence makes G a covering of itself which is clearly Abelian 
(over k), the Galois group being the group of translations x --+ x + a, 
a E G le . We are going to see that this covering is the largest which enjoys 
these properties (which suggests an analogy with the "absolute class field" 
of Hilbert-the precise relation between them will be discussed in §§4,5, 
and 6). 

Proposition 6. Let (J : G' --+ G be a separable isogeny defined over k. The 
following four conditions are equivalent: 

i) The extension k( G') j k( G) defined by (J is Galois. 

ii) The extension k(G')jk(G) defined by (J is Abelian. 

iii) The kernel of (J is contained in G~. 
iv) The isogeny (J is a quotient of the isogeny p: G --+ G. 

If these conditions are satisfied then the Galois group of the extension 
k(G')jk(G) is the group of translations x --+ x + a, where a runs through 
the kernel of(J. 

PROOF. ii) ===> i) trivially. i) ===> iii) because, if Uj are the elements of the 
Galois group, the Uj transform every rational point into a rational point 
and as the elements of (J-l(O) are the transforms of 0, they are rational. 
Finally, iii) ===> ii) because the translations x --+ x + a, a E (J-l(O), are 
defined over k and are k(G)-automorphisms of k(G'), equal in number to 
the degree of the extension. Thus i), ii) and iii) are equivalent. 

We have iv) ===> ii) because every sub extension of an Abelian extension is 
Abelian. Conversely, suppose iii) is true and let p' : G' --+ G' be the isogeny 
x --+ x q - x of G'. Because (J is defined over k, there is a commutative 
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diagram 
p' 

G' ---+ G' 

p 
G ---+ G. 

As the kernel of (J is contained in that of p', namely G~, the map pi defines 
by passage to the quotient a homomorphism a : G -+ G', and thus we have 

01 (J 

factored p : G -+ G as G -+ G' -+ G. 0 

Remark. When the group G is no longer assumed to be commutative, the 
map 

p(x) = x- 1 Fx 

is not in general a homomorphism. In any case, p(x) = p(y) if and only if 
x == y mod GTe and p defines an isomorphism from the homogeneous space 
G/GTe to G. In particular, p : G -+ G is an unmmified Galois covering, 
which has properties very close to those of an isogeny. 

§2. Coverings and isogenies 

7. Review of definitions about isogenies 

Let k be a field, 'f its algebraic closure and let V be a normal, irreducible, 
algebraic variety defined over k. Let K = 'f(V) be the field ofrational func­
tions on V. One knows that the notion of a covering of V is a birational 
notion, in other words it depends only on the field K. More precisely, let 
L/ K be a finite separable extension of K (we limit ourselves to separable 
coverings, because we want to study those which are Abelian). The nor­
malization W of V in L is the variety whose local rings are those obtained 
by decomposing the integral closure in L of the local rings 0 p of points 
P E V. One can similarly define reducible coverings, taking instead ofthe 
field L a product I1 L, of separable extension fields L, of K (in other words, 
one is given a separable commutative algebra over K). 

The variety W thus defined comes with a projection 7r : W -+ V. One 
says that it is the covering of V corresponding to the extension L/ K; we 
will carryover to W all the terminology of extensions of fields: one says 
that the covering W is Galois, Abelian, of degree n, etc., if L/ K is so. 

lf W is Galois with Galois group g, the elements u E g define automor­
phisms of Wand V is identified with the quotient variety WIg (cf. chap. 
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III, no. 12). Conversely, if 9 is a group of automorphisms of a normal vari­
ety W, the projection W -+ WIg makes W a Galois covering of WIg with 
Galois group g. 

One says that a point P E V is unramified in W if it is the image under 
11" of n points of W (with n = degree of W). If no point P is ramified, one 
says that the covering is everywhere unramified. If the covering is Galois 
with Galois group g, this is equivalent to saying that the elements of 9 
other than the identity element act on W without fixed points. 

Let V' be another normal variety and let J : V' -+ V be a rational map 
such that J(V') is not contained in the set oframification points of V. After 
removing these points, there inverse images by J, as well as the points where 
J is not regular, we can suppose that W -+ V is everywhere unramified 
and that J is everywhere regular. Then in the product W x V', let W' 
be the set of pairs (v',w) such that 1I"(w) = J(v'). It is immediate that 
the canonical projection 11"' : W' -+ V' makes W' an unramified covering 
of V', of the same degree as W, Galois if W is and with the same Galois 
group. One calls it (as is common in topology) the pull-back ofW by J, and 
denotes it r (W). Of course, this covering is not necessarily irreducible; it 
decomposes in general into irreducible components which are conjugate if 
the covering is Galois. In the particular case where V' is a subvariety of 
V and where J is the canonical injection of V' into V, the covering W' is 
none other than 1I"-1(V'). 

All of this is relative to an algebraically closed field k. If Wand V are 
endowed with k-variety structures and if 11" is defined over k, one says that 
the covering is defined over k. It corresponds to an extension k(W)lk(V). 
Note that W -+ V may very well be Galois over k without being Galois 
over k (cf. prop. 6). 

8. Construction of coverings as pull-backs of isogenies 

Let G be an algebraic group, N a finite subgroup, and GIN = H the 
quotient homogeneous space (we do not assume that G is commutative). 
The canonical map 11" : G -+ H makes G an unramified Galois covering of 
H with group N. If G is defined over a field k, and if each n E N is rational 
over k, this covering is defined over k, and Galois over k. In the particular 
case where G is commutative, the covering 11" is an isogeny (cf. no. 5). 

We propose to construct, for any every finite group N, a group G(N) 
containing N, defined over the prime field Fp, and playing a universal role 
for all Galois coverings with Galois group N. More precisely, let A( N) 
be the group algebra of the group N (over the universal domain, to fix 
ideas) and let G(N) be the set of invertible elements of A(N). This is an 
open set in the affine space A(N) (it is the set of systems {a'}'EN such 
that det( ast) f. 0). It is defined over the prime field F pand is clearly an 
irreducible algebraic group containing N. We have: 
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Proposition 7. If?r: W -+ V is a Galois covering with Galois group 
N, there exists a map f : V -+ G(N)/N such that W is isomorphic to the 
covering r(G(N)). 

If further the covering W is defined and Galois over the field k, the map 
f and the isomorphism W -+ r(G(N» can be defined over k. 

PROOF. This is a purely birational question. Thus let [{ be the field of 
functions of V, L the field (or rather the algebra, if W is reducible) of 
functions on W. To find f and an isomorphism W -+ r(G) comes down 
to finding a pair of maps g : W -+ G(N) and f : V -+ G(N)/N such that 
the diagram 

W ~ G(N) 

1 1 
J 

V ----+ G(N)/N 

is commutative, and such that 9 commutes with the action of N. This last 
condition, together with the structure of G(N), shows that g is of the form 
x -+ (r,o&(x» where r,o is a rational function on W. The only condition to 
impose on r,o is that 9 maps W into G(N) [and not just into A(N)], that is 
to say that det(r,06t) is not identically zero. The existence of such a function 
then follows from the normal basis theorem applied to the Galois extension 
L / [{ (one checks immediately that the normal basis theorem extends to 
Galois algebras over a field). As for the map f, it is deduced from g by 
passage to the quotient. 

When the covering is defined and Galois over k, one applies the same 
argument to the extension k(W)/k(V). 0 

Corollary. Every Abelian covering is the pull-back of an isogeny. 

This is the result stated in chap. I, thm. 4. 

9. Special cases 

The group G( N) is a particular case of the groups defined as sets of invert­
ible elements of a finite dimensional algebra (these are the "bilinear groups" 
ofElie Cartan). When the algebra has no radical and the ground field is al­
gebraically closed, these groups are products of general linear groups G Ln. 
Outside this case, they are not well understood. Let us limit ourselves 
to considering two special cases (which are sufficient for the subsequent 
applications) : 

i) N is cyclic of order n, prime to the characteristic p. 
The algebra A(N) is isomorphic to k[T]/(l- Tn). If k contains a primi­

tive n-th root of unity, call it f, 1 - rn can be decomposed into a product 



120 VI. Class Field Theory 

of linear factors and G(N) is isomorphic to a product of groups G m . Thus, 
for an arbitrary field, G( N) is obtained by descent of the base field from a 
torus (Gm)n. 

Return to the case where (. E k. One of the projections G(N) -+ G m 

is given by T -+ (. Denoting by () the isogeny G m -+ G m defined by 
()(.A) = .An, we have a commutative diagram 

G(N) ---+ G m 

1 61 
G(N)/N ---+ G m 

which shows that the isogeny G(N) -+ G(N)/N is the pull-back of the 
isogeny () : G m -+ G m . We conclude from this that proposition 7 is valid 
with () in place ofG(N) -+ G(N)/N. This is just Kummer theory. 

When we do not suppose that k contains (., Kummer theory no longer 
applies. However, we can still, in certain cases, reduce the dimension of 
G(N). When n = 3 for example, we can take as quotient of G(N) the 
orthogonal group G of the quadratic form z2 - zy + y2. One sees easily 
that this group contains a cyclic subgroup N of order 3, formed by the 
rational points over the prime field, and that the isogeny G -+ G / N has 
the universal property of prop. 7. From the point of view of field theory, 
this amounts to following statement, which is easy to check directly: 

In characteristic different from 3, every cyclic extension of degree 3 can 
be generated by an element 9 with conjugates 1/(1- g) and 1- l/g. 

ii) N is cyclic of order pn. 
Again A(N) = k[T]/(I-TP"). Changing T to I-T, we see that A(N) is 

isomorphic to the algebra k[T]/(TP") of truncated formal series of order pn. 
According to the corollary to prop. 9 of chap. V, G( N) is thus isomorphic 
to the product of G m by Witt groups Wn ;. All the ni are less than n except 
one which is equal to n. Projecting G(N) on the corresponding group Wn , 

we deduce as above that the isogeny p : Wn -+ Wn can replace the isogeny 
G(N) -+ G(N)/N in prop. 7. This is just Witt-Artin-Schreier theory [99]. 
Note that, contrary to what happens in Kummer theory, no hypothesis on 
k is necessary. 

10. Case of an unramified covering 

We return to the situation of prop. 7 and let f be the desired map from 
V to G(N)/N. If f is regular at a point P E V, the covering r(G(N» is 
unramified at P and the same is thus true of W which is isomorphic to it. 
Conversely: 

Proposition 8. If P is a point of V which is unramified in W, the map 
f of prop. 8 can be choosen to be regular at P. 
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(If the covering 7r : W - V is defined and Galois over a field k, we also 
require that f and the isomorphism W - r(G(N)) be defined over k.) 

PROOF. In view of the construction of f given in the proof of prop. 7, 
everything comes down to showing that we can choose the normal basis 
!.p' of L / K such that !.p is regular at the points Q E W mapping to P. 
Let Op be the local ring at P in k(V), mp its maximal ideal and O~ 
its integral closure in k(W), i.e., the intersection of the OQ for Q E W 
mapping to P. Let k(P) = Op/mp and let k'(P) = O~/mpO~. Because 
Pis unramified, k'(P) is a Galois algebra over k(P), of degree n equal to 
that of the covering. Let {A'heN be a normal basis of this algebra. We 
choose a representative !.p of A in O~ and let W = det (!.pst). The image of W 
in k'(P) is equal to det(A't), which is an invertible element of k'(P). Thus 
w is invertible in O~ and the !.p' form a normal basis having the required 
properties. 0 

Remark. Applied to the case of a cyclic covering, proposition 8 shows that 
the generators of Kummer or of Witt-Artin-Schreier can be chosen to be 
regular at P (provided that P is unramified in W of course). This is a 
well-known result (cf. [77], no. 15, for example). 

11. Case of curves 

Although it is by no means essential, in this no. we assume that the base 
field k is algebraically closed. The most interesting case left aside is that 
of a finite field which will be treated in detail in §6. 

So let X be a complete, irreducible, non-singular curve defined over k 
and let K be the field of rational functions on X. If Y - X is an Abelian 
covering of X with Galois group N, the corollary to proposition 7 shows 
that Y is of the form reG), where G - H is a separable isogeny with 
kernel Nand f is a rational map of X to the group H. By virtue of 
the results of chap. V, the map f can be factored as X - Jm - H, 
where Jm - H is a homomorphism of a generalized Jacobian Jm of X to 
the group H (a priori this is only true up to a translation; but one sees 
immediately that a translation does not change an isogeny when the base 
field is algebraically closed). The pull-back of the isogeny G - H by the 
homomorphism J m - H is an isogeny J' - J m and the covering Y - X 
is the pull-back of J'. We have thus proved: 

Proposition 9. Every Abelian covering of X is the pull-back of a separable 
isogeny of a generalized Jacobian of X. 

We are going to complete this result by showing that the isogeny in 
question is essentially unique. To this end it is convenient to introduce the 
group Ext(Jm , N) of classes of extensions of J m by N (see the definition 



122 VI. Class Field Theory 

of this group in chap. VII, no. 1). An isogeny J' -+ J m with kernel N 
is represented by an element j' of this group. An analogous construction 
allows us to define the group Cov(X, N) of coverings of X with Galois group 
Nj we have Cov(X, N) = Hom(GK, N), where GK denotes the Galois 
group of the maximal separable extension of K. The operation J' -+ 

cp"(J') defines a homomorphism cp" of Ext(Jm, N) to Cov(X, N) and the 
uniqueness result we have in mind can be stated as follows: 

Proposition 10. For every modulus m and every finite Abelian group N, 
the homomorphism 

cp" : Ext(Jm,N) -+ Cov(X,N) 

is injective. 

PROOF. Since cp* is a homomorphism, it suffices to show that cp* (j') = 0 
implies j' = O. Thus, let J' -+ Jm be an isogeny whose pull-back Y 
decomposes into n irreducible components Y1, ... , Yn (n -being the number 
of elements of the finite group N). Each of the coverings Yi -+ X has 
degree 1, which shows the existence of a "section" s : X -+ Y. Since 
Y = cp*(J'), the section s defines a rational map "p : X -+ J' lifting the 
map cp : X -+ Jm. The maps "p and cp are regular outside the support S of 
mj since cp admits the modulus m, prop. 14 of chap. III shows that "p also 
admits the modulus m, thus factors as () 0 cp, where () is a homomorphism 

(J 

from J m to J' (up to a translation). The composition J m -- J' -- Jm is 
the identity (for it is the identity on the image of X, which generates Jm)j 
this shows that J' is isomorphic to the product J m x N, in other words 
that the isogeny J' is trivial. 0 

We easily deduce from this result that the number of irreducible compo­
nents of cp" (J') is equal to that of J' . 

12. Case of curves: conductor, 

We keep the notations and hypotheses of the preceding no. 

Proposition 11. Let 11" : Y -+ X be an Abelian covering of the curve 
X. Then there exists a smallest modulus m such that Y is the pull-back of 
an isogeny J' -+ J m and the support of this modulus is equal to the set of 
points P E X which ramify in Y. 

(It is this modulus that one calls the conductor of the extension L/ K 
corresponding to the covering Y.) 
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Lemma 1. Let m' and mil be two moduli such that Y is the pull-back of 
an isogeny of Jm, and of an isogeny of Jmll. Then Y is the pull-back of an 
isogeny of Jm where m = Inf(m', mil). 

Let us admit this lemma for a moment. The existence of a smallest 
modulus m such that Y is the pull-back of an isogeny of Jm is then clear. 
Let S be the support of m and let S' be the set of points P E X which 
ramify in Y. Clearly S' C S. Conversely, if P ¢ S', prop. 8 shows that there 
exists a map f : X ~ H of X to a commutative group H, and an isogeny 
G ~ H such that r (G) is isomorphic to Y and such that f is regular 
at P. According to the results of chap. V, f factors as X ~ Jm, ~ H, 
where m' is a modulus whose support does not contain P. In view of the 
minimality of m we have m' ~ m, which shows that P ¢ S and proves the 
proposition. 0 

We pass to the proof of the lemma. Suppose that deg( m') ~ 1 and 
deg(m") ~ 1, otherwise there is nothing to prove. Put m1 = Sup(m', m"). 
If J denotes the usual Jacobian, there is a sequence of canonical homomor­
phisms 

We denote by H', H", Hand H 1 the kernels of the canonical homo­
morphisms from Jm1 to Jm" Jmll, Jm and J. Then H' C H, H" C H 
and H C H 1. The structure of each of these groups can be determined 
immediately using the results of chap. V, §3. They are products of groups 
of the type U~n) /U~n'). We conclude from this that H' and H" generate 
H, and that the canonical map H' x H" ~ H is a biregular isomorphism 
(if deg(m) ~ 1), or identifies H with a quotient H' x H" /Gm (if m = 0). 

This being the case, let J' ~ J m' be an isogeny of J m' having Y for pull­
back, and let J" ~ Jmll be an isogeny of Jmll having the same property. 
These isogenies have pull-backs J~ and J~' over Jm1 ; by virtue of proposition 
10 (applied to md, Jf and Jr are isomorphic. We denote them both by Jt. 
The isogeny J1 ~ Jm1 is clearly trivial on H' and on H". Let s' : H' ~ J1 

and S" : H" ~ J1 be section homomorphisms over these groups; their 
sum is a homomorphism s from H' x H" to J1 • Let Q be the kernel of 
H' x H" ~ H. The commutative diagram: 

~l 
H' x H" ---+ H ---+ J m1 
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shows that s maps Q to the kernel N of the isogeny J1 -+ Jm1 • Since Q is 
connected (in fact, we have seen that Q is either 0 or isomorphic to G m ), 

s(Q) = 0, and, since H is identified with H' X H" /Q, the homomorphism 
s defines, by passage to the quotient, a section homomorphism from H to 
J 1. Thus the isogeny J 1 -+ J m 1 is trivial on H. It follows easily from this 
(it is a special case of the Ext exact sequence, cf. chap. VII, prop. 2) that 
this isogeny is the pull-back ofthe isogeny G -+ J m J H = J m, which proves 
the proposition. D 

Corollary. Unramified Abelian coverings of an algebraic curve are in one 
to one correspondence with isogenies of its Jacobian. 

PROOF. This is the special case m = O. D 

Examples. 1) Suppose that the Galois group N of the covering Y -+ X 
is of order prime to p. The conductor m is then equal to the sum of the 
points of ramification each with coefficient 1: this can be seen by applying 
Kummer theory and prop. 6 of chap. III. (One can also use the structure 
of generalized J acobians; it amounts to the same.) 

2) Suppose that N is cyclic of order p and let P E X be a point of ramifica­
tion of the covering. One can choose an Artin-Schreier generator f which 
has a pole of order prime to p at P; let n be this order. If Cp denotes the 
coefficient of P in the conductor, prop. 5 of chap. III shows that Cp ~ n+ l. 
Furthermore, one easily checks that the isogeny of U~n) /U~n+l) defined by 
f is non-trivial; thus Cp = n+ 1 which determines the conductor, and shows 
that it coincides with that of Hasse [31]; see also [123], no. 4.4. 

§3. Projective system attached to a variety 

In all of this §, the letter k denotes a perfect field; the algebraic closure of 
k is denoted by k. 

13. Maximal maps 

We make the following conventions: 
All varieties considered in this no. and in the following are defined over k 

and are irreducible. The term group is reserved for commutative algebraic 
groups (irreducible and defined over k, of course). The term principal 
homogeneous space is reserved for principal homogeneous spaces (in the 
sense of chap. V, no. 21) for such groups. 

If H and H' are two principal homogeneous spaces corresponding to 
groups G and G' , a map h : H -+ H' will be said to be a morphism if it is 
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an "affine" map, i.e., if 

hex + g) = hex) + ho(g), x E H,g E G, 

where ho : G -+ G' is a homomorphism (of algebraic groups). One says 
that h is an isogeny if ho is one. This is the same as saying that Hand H' 
have the same dimension and that h is surjective. The kernel of h is the 
kernel in the usual sense of ho; it is a subgroup of G. 

Definition 1. Let V be a variety and let a : V -+ H be a rational map 
from V to a principal homogeneous space H. One says that a is maximal 
if the following condition is satisfied: 

a' h 
(M) - if a factors as V - H' ~ H, where a' : V -+ H' is a rational map 
and h : H' -+ H is a morphism with finite kernel, then h is an isomorphism 
from H' to H. 

Examples. The canonical map from V to its Albanese variety (cf. [52]) is a 
maximal map (indeed, when h has a finite kernel, H' is an Abelian variety 
and the fact that h is an isomorphism then follows from the universal 
property of the Albanese variety). The same is true of the map from a 
curve to one of its generalized Jacobians (cf. §6). 

Factoring h as a surjection and an injection, we see that condition (M) 
decomposes into two conditions: 

(M!) - a(V) generates H (in other words a(V) is not contained in any 
affine subspace of H distinct from H). 

(M2) - The map a does not lift to any non-trivial isogeny of H (in other 
words, if a = h 0 a', and if h is an isogeny, then h is an isomorphism). 

In fact: 

Lemma 2. Condition (M2) implies condition (M1). (It is thus equivalent 
to the condition (M).) 

PROOF. Suppose that (M1) is not satisfied, i.e., that there exists an affine 
subspace H1 of H, distinct from H and containing a(V). Let G1 be the 
subgroup of G corresponding to H 1. If we take H 1 (thus also Gd maximal, 
the structure of commutative algebraic groups (chap. III, no. 7) shows that 
G/G1 is isomorphic either to the additive group G a or to the multiplicative 
group G m or to a simple Abelian variety A. In each of these cases, there 
exists a non-trivial isogeny Gil -+ G/G1 ; this is clear for G a and G m , and, 
for A, we can take multiplication by an integer > 1. Let G' be the pull­
back of this isogeny by G -+ G/Gll that is the subgroup ofG x Gil formed 
of the pairs having the same image in G/G1 . Since G' is an extension of 
G 1 by Gil, it is a connected group and the isogeny G' -+ G is non-trivial. 
Choosing an origin in H1, we can identify H1 and H with G1 and G and 
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thus we get an isogeny h : H' -+ H corresponding to G' -+ G. As G I 

embeds in G' , the homogeneous space HI embeds in H', and the map 0' 

factors as V -+ H' -+ H, which contradicts the condition (M2)' 0 

Remark. In the preceding proof, the isogeny h : H' -+ H can be chosen 
at will to be separable or purely inseparable of height 1 (in characteristic 
P i= 0). 

Lemma 3. Every rational map a : V -+ H, where H zs a principal 
homogeneous space, admits a factorization 

"I I h 
V--+H -+H 

where 0" is maximal and where h is a morphism. One can further require 
h to have a finite kernel. 

PROOF. Let H1 be an affine subvariety of H which is minimal among all 
those containing a(V). After replacing H by H1, we can suppose that a(V) 
generates H. If a is not maximal, we can then factor it as 

where H1 -+ H is a non-trivial isogeny. Likewise, if V -+ HI is not max­
imal, we can factor it as V -+ H2 --> HI, etc. Everything comes down 
to showing that this process stops, in other words that one cannot have a 
sequence of factorizations 

where Hn+1 --> Hn is a non-trivial isogeny. 
Denote by G and Gn the groups associated to the homogeneous spaces 

Hand Hn. For every integer r ~ 1, we denote by Sran the rational map 
from V 2r to Gn defined by the formula 

i=r 

Sran(X1,Y1, ... ,xr,Yr) = Lan(xi) - an(Yi). 
;=1 

Since a(V) generates H, there exists an integer r such that Sra is a gener­
ically surjective map from V 2r to G. Because G n --> G is an isogeny, the 
same is true for Sran for all n. The field k(V2r) of rational functions on 
V 2r then contains a strictly increasing sequence of subfields 

which is absurd, since every subfield of a field of finite type is of finite type 
(cf. [51], p. 64). 0 
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Lemma 4. Let a : V ---. H and a' : V ---. H' be two maximal maps. If 
there exists a morphism h : H' ---. H such that a = h 0 a', this morphism is 
unique, its kernel N is connected, and it defines by passage to the quotient 
an isomorphism from H'/N to H. 

PROOF. If hI and h2 satisfy a = hI 0 a' and a = h2 0 a', the set of points 
where hI and h2 are equal is an affine subvariety of H' containing the image 
of V, thus equal to H', since a' satisfies (Md. Now let No be the connected 
component of the kernel N of h; one can factor hasH' ---. H' /No ---. H, 
and the morphism H' / No ---. H has kernel isomorphic to N / No thus is 
finite. Since a satisfies (M), it follows that H' /No ---. H is an isomorphism, 
so N = No as was to be shown. 0 

Definition 2. If a and a' are two maximal maps satisfying the condition 
of lemma 4, one says that a' dominates a and one writes a' ~ a. 

We denote by L the set of maximal maps from V to principal homoge­
neous spaces. Equipped with the relation a' ~ a, the set L is a preordered 
set. If a' ~ a and a ~ a', we write a' ~ a; this means that there exists 
an isomorphism h (necessarily unique, by virtue of lemma 4) from H' to 
H such that a = h 0 a'. 

Lemma 5. The set L is "reticulated" (in other words, every pair of ele­
ments of L has a lower bound and an upper bound). 

PROOF. We first show that L is increasingly filtered. Let 0'1 : V ---. HI and 
0'2 : V ---. H2 be two maximal maps. By virtue of lemma 3, we can factor 
the map 0'1 x 0'2 : V ---. HI X H2 by means of a maximal map a and it is 
clear that a ~ 0'1 and a ~ 0'2. 

Now we show that, for every a E L, the set L(a) of elements /3 ~ a 
is reticulated. According to lemma 4, the elements of L( a) correspond 
biuniquely to connected subgroups of the group G associated to the ho­
mogeneous space H, and this set is reticulated. To prove that L itself is 
reticulated, it then suffices to show that, if a' ~ a, the operations Sup and 
Infof L(a) are induced from those of L(a'). This is clear for the operation 
Inf. Thus let /3,/ E L(a) and let 8 (resp. 8') be their upper bound in L(a) 
(resp. L(a')). Since L(a) C L(a'), 8 ~ 8' and we deduce that 8' E L(a), 
whence 8' ~ 8, as was to be shown. 0 

14. Some properties of maximal maps 

Let a : V ---. H be a rational map from the irreducible variety V to a 
principal homogeneous space H and let G be the group associated to H. 
Let w be a differential I-form on G which is invariant by translations (cf. 
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chap. III, no. 11). By choosing a point of H, we identify Hand G and w 
defines a differential form on H which is independent of the point chosen; 
we again denote this differential form by w. The inverse image a*(w) of w 
by a is a differential form on V. 

Proposition 12. If a is maximal, the relation a*(w) = 0 implies w = O. 

PROOF. If the characteristic is ::/= 0, the proposition follows from the fact 
that a is "inseparably maximal" , i.e., does not lift to any purely inseparable 
isogeny H' --+ H (cf. [78], thm. 4). If the characteristic is zero, we use the 
fact that a(V) generates H. We construct a generically surjective map 
Sra: V2r --+ G (cf. the proof of lemma 3). The differential form (Sra)*(W) 
is determined using prop. 17 of chap. III: it is the direct sum of 2r terms 
of the form ±a*(w) and is thus zero if a*(w) is. As Sra is generically 
surjective, it follows that w = O. D 

Before stating the following proposition, we observe that, if V is normal, 
0/ h 

and if a : V -+ H factors as V ---> H' -+ H, where a' is rational and h 
is an isogeny, then a' is regular if (and only if) a is; this is an immediate 
consequence of "Zariski's main theorem" (cf. [51], chap. V). 

Suppose then that V is normal, the map a is regular and also that k = C. 
We have: 

Proposition 13. In order that a be maximal, it is necessary and sufficient 
that the homomorphism a* : Hl(V) --+ H1(H) defined by a be surjective. 

(We have written H 1(V) and Hl(H) for the homology groups of V and 
H of dimension 1 with coefficients in Z.) 

PROOF. The proof is very similar to that of prop. 11 of chap. V, so we 
limit ourselves to a sketch. We note first that a* is surjective if and only 
if there does not exist a subgroup of finite index> 1 of HI (H) containing 

()(' h 
a.(HI(V», i.e., if a does not factor as V ---> H' -+ H, where a' : V -+ 

h 
H' is continuous and where H' -+ H is a finite covering of degree > l. 
According to lemma 24 of chap. V, this covering is in fact an isogeny, and 
according to lemma 25 of chap. V, the map a' is regular. The proposition 
follows from this and the fact that if a' is rational, it is automatically 
regular. D 

Remark. The two preceding propositions recover known results on the 
Albanese variety and on generalized J acobians. 
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15. Maximal maps defined over k 

We return to the notations and hypotheses of no. 13 and suppose that 
the variety V has the structure of k-variety. We can then consider maps 
0' : V -+ H defined over k (the group G and the homogeneous space H 
being themselves defined over k). Here, the distinction between group and 
homogeneous space becomes important, because H does not necessarily 
have a point rational over k. 

A map 0' : V -+ H defined over k will be called maximal if it is maximal 
over k. Let Lk be the set of these maps. If 0' and a' are elements of Lk we 
will write a' ~ 0' if there exists a morphism h, defined over k, such that 
O'=hoO". 

The canonical map Lk -+ L is clearly increasing. More precisely: 

Lemma 6. The preorder relation of Lk is induced by that of L. 

PROOF. We must show that, if 0' : V -+ H and a' : V -+ H' are two 
elements of Lk such that there exists a morphism h (defined over k) with 
0' = h 0 a', then h is defined over k. But, if (J' denotes a k-automorphism 
ofk, then VO' = V, HO' = H, H'O' = H', 0'0' = 0' and 0"0' = a'. We deduce 
that 0' = hO' 0 a', and lemma 4 shows that hO' = h, which means that h is 
defined over k. 0 

In particular, the relation 0' ~ a' in Lk is equivalent to the relation 
0' ~ a' in L. Thus there is no problem in considering Lk as a subset of L, 
and this is what we will do from now on. 

Lemma 7. In order that 0' E L belong to Lk, it is necessary and sufficient 
that 0'0' ~ 0' for every k-automorphism (J' ofF 

PROOF. The condition is clearly necessary. We show that it is sufficient. 
There exists in any case a finite extension kl of k such that 0' ELk. and 
we can suppose that kl is Galois over k; let 9 be its Galois group. If (J' E g, 
we have by hypothesis 0'0' ~ 0'. Denoting by H the k1-homogeneous space 
associated to 0', we thus have an isomorphism hO' : H -+ HO'; according to 
lemma 6, this isomorphism is defined over k1. 

The formula 0'0' = hO' 00' gives O'O'T = (hO'r oaT = (hO'r ohT 00' = hO'T 00', 

so (lemma 4) hO'T = (hO'r 0 hT. The theorem of descent of the base field 
(chap. V, no. 20, cor. 2 to prop. 12) then shows that H is krisomorphic to 
a principal homogeneous space Ho defined over k, which gives the desired 
result. 0 

Lemma 8. The set Lk is cofinal in L. 

PROOF. Let 0' E L, and choose as before a finite Galois extension kl of k 
such that 0' ELk •. Let 9 be the Galois group of kdk, and let 0'0', (J' E 9 be 
the conjugates of 0'. Putting j3 = Sup(O'O'), we have j3 ~ 0' and as j3 ~ j30' 
for all (J' E g, lemma 7 shows that j3 E L k • 0 
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§4. Class field theory 

In this §, k denotes a finite field with q elements, and V an irreducible k­
variety. We write K for the field k(V) of rational functions on V which are 
defined over k. We propose to determine the Galois group of the maximal 
Abelian extension of K. 

16. Statement of the theorem 

Let a : V -- H be an element of L/c, i.e. a maximal map defined over k. If 
G denotes the group associated to H, we write G/c (resp. H/c) for the set 
of points of G (resp. H) rational over k. According to cor. 1 to prop. 3, 
the set H/c is non-empty; it is thus a "principal homogeneous space" for 
G/c. Let I/c(H) be the free Abelian group with base Hie; this group has a 
canonical surjective homomorphism l : IIe(H) -- z. 

Let 10 be the kernel of l; an element x E 10 can be written as a formal 
linear combination x = E nixi, Xi E H/c, ni E Z, E ni = O. To such 
an element x, we can associate the same sum, computed in the group G le • 

Thus we get a surjective homomorphism 10 -- G/c. If N is the kernel of 
this homomorphism, we put 

H(k) = IIe(H)/N. 

The homomorphism l defines by passage to the quotient a surjective 
homomorphism H(k) -- Z, which we denote again by l, and the kernel of 
co is identified with Gle • In other words, we have an exact sequence 

f 

0--+ G/c --+ H(k) --+ Z --+ O. (1) 

The inverse image in H(k) of the element 1 E Z is canonically identified 
with H/c (for its structure of principal homogeneous space for G/c). 

[Of course, the preceding construction has nothing to do with the theory 
of algebraic groups. One can apply it to any principal homogeneous space 
for a commutative group: it is just the usual "barycentric calculus."] 

Now let 0:' : V -- H' be an element of Lie such that 0:' ~ 0: and let h : 
H' -- H be the associated morphism. The map h defines a homomorphism 
H'(k) -- H(k) and there is a commutative diagram 

o ~ G~ ~ H'(k) ~ Z ~ 0 

ho 1 h 1 id-l 

o ~ Gle ~ H(k) ~ Z ~ o. 
According to lemma 4, the kernel of ho : G' -- G is connected; cor. 2 to 

prop. 3 thus shows that G~ -- G/c is surjective, thus so is H'(k) -- H(k). 
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Definition 3. We call the projective limit of the groups Ha(k), where 
0' runs through the preordered filtered set Lk, the cycle class group of V, 
and we write Ak(V) for it. 

Similarly, we will write A~(V) for the projective limit ofthe Gk. Because 
the Gk are finite groups, the projective limit of the exact sequences (1) is 
an exact sequence 

o -+ A~(V) -+ Ak(V) -+ Z -+ o. (2) 

Note that the definition of a maximal map is birational: the preceding 
constructions and definitions do not depend on the model V chosen for the 
field K. For this reason, we will also write A(K) and AO(K) in place of 
Ak(V) and A~(V). 

Now let 0 be an algebraic closure of K and let Ka be the maximal 
Abelian extension of K, i.e., the largest Abelian extension of K contained 
in O. It is well known that k is Abelian over k and its Galois group is Z, 
the completion of the group Z for the topology defined by subgroups of 
finite index. The map (1' : A -+ Aq is a (topological) generator ofthis group. 
Since V was supposed irreducible (absolutely, i.e., over k), the extensions 
kjk and Kjk are linearly disjoint over k, which shows that the compositum 
Kk is Abelian over K, with Galois group Z. In particular K C Kk C Ka. 
We denote by g(K) the subgroup of the Galois group of Kaj K formed by 
elements which induce an element of Z (and not of Z) on Kk. We denote 
by gO(K) the Galois group of KajKk. Thus there is an exact sequence 

0-+ gO(K) -+ g(K) -+ Z -+ O. (3) 

We give gO(K) it natural topology as Galois group, which makes it a 
compact group. As for g(K), it will be topologized by the condition that 
gO(K) be an open subgroup (in other words, its quotient Z should have 
the discrete topology). The group g(K) is "almost" the Galois group of 
Kaj K (more precisely, the latter is the completion of g(K) for the topology 
defined by the open subgroups of finite index). 

We can now state the principal result of this chapter: 

Theorem 1. There exists a canonical isomorphism from the exact sequence 
(2) to the exact sequence (3). 

(Of course, this isomorphism is the identity on Z.) 
One sees in particular from this that gO(K), which is the "geometric" 

Galois group, is isomorphic to the group A°(I<) of cycle classes of degree 
O. 

The rest of this § is devoted to the proof of theorem 1. We begin by 
constructing, for every 0' E Lk, an extension Ea j Kk having the group 
Ha(k) as Galois group over K. We will see that, if 0' ~ {J, then Ea :J E{3, 
the corresponding homomorphism of Galois groups being the canonical map 
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Ha(k) -+ H{3(k). Finally, we will show that every finite Abelian extension 
of]{ is contained in one of the fields Ea , which will clearly finish the proof. 

17. Construction of the extensions Eor 

Let a : V -+ H be an element of Lk and let G be the corresponding group . 

. Proposition 14. The pull-back by a of a separable isogeny h : H' -+ H is 
an irreducible Abelian covering of V. 

PROOF. Let V' = a*(H'); it is clear that V'is an Abelian covering of V, 
having as Galois group the kernel N of h. Let V{ be one of the irreducible 
components of V' and let Nl be the subgroup of N formed by the elements 
sEN such that s(V{) = V{. Let V" = V' / Nl and H" = H' / N l ; then 
V" = a- (H") and, by construction, the covering V" -+ V is trivial. Thus 
there exists a section f : V -+ V", or, what comes to the same thing, 
a map a" : V -+ H" lifting the map a : V -+ H. Since a is maximal, 
H" -+ H is an isomorphism, whence Nl = N, V{ = V', and the covering 
Vl is irreducible, as was to be shown. (Compare with the proof of prop. 10, 
no. 11.) 0 

Now we choose a point hE Hk and define a map fJk : G -+ H by putting 

fJk(x)=xq-x+h. 

Identifying H with G by taking h as the origin, this map is nothing 
other than the isogeny fJ : G -+ G of no. 6. Its pull-back W h under a is a 
covering of V, defined and Abelian over k, and absolutely irreducible by the 
preceding proposition. Its Galois group is nothing other than the group Gk 

acting by translations. We will denote by ]{ h the field of rational functions 
on Wh and we put Eh = ]{hk. Because Wh is absolutely irreducible, ]{h 
and ]{k are linear disjoint extensions of the field ]{, and it follows that Eh 
is a Galois extension of ]{, admitting for Galois group the product group 
Gk x Z (here again, we mean the Galois group modified by replacing Z 
with Z). 

Lemma 9. The extension E h /]{ does not depend on the choice of the 
point h E Hk. 

PROOF. We must show that the coverings Wh -+ V and Wh' -+ V are 
isomorphic over k, for any h, h' E Hk. But, since the map fJ : G -+ G 
is surjective, there exists c E G such that cq - c = h - h'; if (J : G -+ G 
denotes translation by c, fJh = fJh' 0 (J, which makes evident the desired 
isomorphism. 0 

Note that, if h # h', it is impossible to choose c rational over k, which 
shows that the extensions ]{h and ]{h' are not isomorphic. 
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Definition 4. We denote by Ea the extension Eh/ K, where h is any point 
of Hk. 

(Lemma 9 shows that this definition is legitimate.) 
It remains to establish a canonical isomorphism between the Galois group 

ga of Ea/K and the group H(k). Again we choose h E Hk ; identifying Ea 
with Eh, the group ga is identified with the product Gk x Z, as we have seen. 
On the other hand, the choice of h also identifies H(k) with Gk x Z, every 
element of H( k) being written uniquely in the form 9 + nh, 9 E Gk, n E Z. 
Whence we have an isomorphism Ph : H(k) -+ gao 

Lemma 10. The isomorphism Ph does not depend on the choice of the 
point h E Hk. 

PROOF. It is clear that, if hand h' are two points of H/c, the isomorphisms 
Ph and Ph' coincide on Gk C H(k). Thus everything comes down to showing 
that Ph and Ph' coincide on one element of degree 1 in H (k), for example 
h. So put w = Ph(h) and w' = Ph' (h). We must show that wand w' 
coincide when Khk and Khlk are identified by means of the isomorphism 
() : Kh,k -+ Khk introduced in the proof of lemma 9; in other words, we 
must establish the formula w 0 () = () 0 w'. But, by the definition of a pull­
back, Wh and Wh' are subvarieties of V x G, and the elements of Khk and 
K h' k can be interpreted as functions oftwo variables, f ( v, x), v E V, x E G, 
with values in k. The operations (), wand w' are explicitly given as 

«()f)(v,x) = f(v,x + c). 

(wf)(v,x) = f(v1/q,x1/q)q. 

(w' f)(v, x) = f(v 1/q, xl/q + h - h,)q. 

Computing (w()f)(v, x) and «()w' f)(v, x), in both cases we find 

f( v1/ q, x1/q + c)q, 

which indeed shows that w 0 () = () 0 w'. 

Lemma 10 implies: 

o 

Proposition 15. The Galois group of Ea/ K is canonically isomorphic to 
Ha(k). 

Remark. One can prove lemma 10 without computation, by using the 
reciprocity map (cf. §5). 

Now let a' : V -+ H' be another element of Lk with a' ~ a, and let 
f : H' -+ H be the morphism defined by a'. 
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Proposition 16. If ex' 2:: (¥, the field Eer' contains the field Eer and there 
is a commutative diagram 

H'(k) ------+ ger' 

1 1 
H (k) ------+ ger. 

PROOF. Let h' E H~ and h = I(h'). In view ofthe construction of Eer and 
of E er , as well as the definition of the isomorphisms Ph and Ph', it suffices 
to show that Kh C K h, and that the corresponding homomorphism of the 
Galois groups is the canonical homomorphism from G~ to G k . But, if 10 : 
G' -+ G is the homomorphiosm associated to I, we have the commutative 
diagram 

G'~G 

Ph'l Ph 1 
f 

H' ------+ H. 
This diagram shows that the pull-back of the isogeny fJh by I is nothing 

other than the quotient of the isogeny fJh' associated to the homomorphism 
10 : G~ -+ G k and our assertion follows immediately from that. 0 

18. End of the proof of theorem 1: first method 

Let K' be the union of the extensions Eer , (¥ E Lk. Propositions 15 and 16 
show that K' is an Abelian extension of K containing k with (modified) 
Galois group A(K), the cycle class group of V. We have K' C Ka and 
everything comes down to showing that Ka C K'. 

Let g(K) be the Galois group of Ka/ K; it is an extension of Z by g0(I<). 
If (!' denotes a generator of the group Z, the choice of a representative of (!' in 
g(K) defines a section homomorphism s : Z -+ g(K). This homomorphism 
extends by continuity to Z since g(K) is a compact totally disconnected 
group. Thus g(K) decomposes (non-canonically, of course) as g0(I<) x Z, 
which translates to a decomposition Ka = Lok, with La linearly disjoint 
from k. Since k C K', it will suffice to show that La C K'. 

Thus let L/ K be a finite extension contained in La. Since this extension 
is linearly disjoint from k, it corresponds to an Abelian covering 7r : W -+ V, 
where W is an irreducible k-variety. Let N be its Galois group. According 
to the corollary to proposition 7 of §2, the covering W is the pull-back over 
the field k of a separable isogeny G' -+ G by a rational map I : V -+ G. 
According to lemma 3, we can factor I as 

er rp 
V --+ Her --+ G 
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where rp is a morphism, and 0' is a maximal map; according to lemma 8, 
we can choose 0' to be in L k. If (T is a k-automorphism of k, then f = f U , 

so rp 0 0' = rpu 0 0', which shows that t.p = t.pu, in other words that t.p is 
defined over k. Let H' --+ H 0: be the pull-back by t.p ofthe isogeny G' --+ G. 
Since t.p is defined over k, the same is true of this isogeny and its kernel N 
is formed by elements rational over k (since this is true for G' --+ G). We 
have 0'* (H') = Wand as W is irreducible, so is H'. Let h' be a point of 
H' rational over k; such a point exists by corollary 1 to proposition 3; let 
h be its image in HOi' Taking these points for the origin, we can identify 
H' and HOi with groups and apply proposition 6 of §1 to them. We deduce 
that H' --+ HOi is a quotient covering of the covering fJh : Go: --+ H 0: (G Oi 

denoting the group associated to HOi)' The covering W = O'*(H') is thus 
a quotient of the covering Wh, itself a pull-back of the isogeny fJh, which 
shows that L C K h, so L C EOi' which finishes the proof. 0 

Remark. Because the group G(N) of prop. 7 is a linear group, in the 
preceding proof we could have used only linear groups. Thus, the projective 
limit of the HOi(k) does not change when one restricts it to maximal maps 
0' E Lk corresponding to linear groups. This is all the more curious because 
these maximal maps do not form a cofinal system in Lk. 

1 g. End of the proof of theorem 1: second method 

First we make the following definition: 

Definition 5. Let 0' : V --+ HOi be an element of L and let F be a finite 
extension of Kk. One says that F is of type 0' if F is the pull-back of a 
separable isogeny H' --+ HOi' 

This is a "geometric" notion (i.e., it is relative to the structure of "vari­
ety" and not of "k-variety"). If we take for 0' the canonical map of V to 
its Albanese variety, we get the notion of an extension of "Albanese type" 
introduced by Lang [49]. 

Theorem 1 is a consequence of the two more precise propositions below: 

Proposition 17. For every finite Abelian extension F of Kk, there exists 
0' E L such that F is of type 0'. 

PROOF. Here again, this is a "geometric" statement. One proves it by 
reasoning analogous to that of the preceding no. (but simpler): applying 
the corollary to prop. 7 of §2, we see that F is the pull-back of a separable 
isogeny by a rational map f : V --+ G (instead of applying this corollary, 
one can invoke the theories of Kummer and Artin-Schreier, since k contains 

0: 

all the roots of unity). One has then only to factor f as V -+ HOi -+ G 
where 0' is maximal (cf. lemma 3). 0 
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Now if E/K is a finite extension, we say that E/K is of type a if this is 
true of Ek/ Kk. With this convention, we have: 

Proposition 18. Let a E LTc' In order that an Abelian extension E/K be 
of type a, it is necessary and sufficient that it be contained in Ea. 

(Remember that E is assumed Abelian over K!) 

PROOF. The condition is clearly sufficient. We show that it is necessary. 
The compositum Ek is an Abelian extension of K (as the compositum of 
two Abelian extensions). The argument of the preceding no. for Ka thus 
shows that Ek = E'k where E' is an extension of K linearly disjoint from 
k, which thus corresponds to an irreducible covering 7r : W --+ V. It will 
suffice to show that E' is contained in Ea. 

By hypothesis, the covering W is of the form a" (H'), where H' --+ HOI is 
an isogeny of HOI (this being true a priori over k and not over k). Let kl be 
a finite extension of k such that this is true over k1 , and let 9 be the Galois 
group of kdk. If q denotes an element of g, the covering W is the pull-back 
of the covering H'u. But because a is maximal, two isogenies of HOI which 
have the same pull-back by a" are isomorphic (cr. the argument of prop. 
11). Thus we get an isomorphism CPu : H' --+ H'u, clearly unique, thus 
defined over k1 . One immediately checks the relation (CPu)"" 0 CPT = CPUT' 
which permits us to descend the base field of H' from the field kl to the 
field k. Then applying, as in the preceding no., prop. 6 of §1, we deduce 
that E' is contained in an extension Kh, whence the desired result. 0 

[We indicate a variant of this proof, which does not use descent of the 
base field: 

Let kl be, as above, a finite extension of k such that W is of the form 
a"CH'), with H' --+ HOI an isogeny over k1 . We conclude in any case that 
E / kl is contained in the extension E~/ K kl corresponding to the maximal 
map a and to the base field k1 . Thus everything comes down to showing 
that the largest Abelian' extension of K contained in E~ is Ea. This is a 
question of Galois groups: we have the "tower" offields k C kl C Ea C E~, 
and we must show that the Galois group t of E~/ Ea is contained in the 
commutator subgroup of the Galois group G of E~/ K. This last group 
is itself an extension of 9 by Ha(k'). A trivial direct computation shows 
that the interior automorphisms defined by the elements of 9 operate on 
Ha(k') in the obvious way. It follows that the commutator subgroup of G 
contains the subgroup of Ha(k') generated by the x - x9 , x E Ha(k'). On 
the other hand, t is equal to the kernel of the canonical homomorphism 
Ha(k') --+ HOlCk), which is given explicitly by the formula 

with d = [k1 : k). 

To show that t is contained in the commutator subgroup of G, it suffices 
to prove that every element x E HOlCk') with Tr(x) = 0 can be written in 
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the form y - yq, which follows from the fact that the map y -+ y - yq is 
surjecti ve. ] 

20. Absolute class fields 

The interest of proposition 18 is that it permits one to determine the type 
of an Abelian extension by geometric means (i.e., working over k). We 
treat, by way of example, the case of unramified extensions: 

Let V be a non-singular projective variety and let a : V -+ A be the 
canonical map of V into its Albanese variety. Since V is non-singular, a is 
everywhere regular and it is clear that every covering of V of type a (or, 
as one says, "of Albanese type") is Abelian and un ramified . We ask if the 
converse is true. One reduces immediately to the following two cases: 

a) Cyclic covering of order n prime to p. 
Kummer theory shows that these coverings correspond to an element d 

of order n of the group C(V) of divisor classes of V for linear equivalence, 
cf. [77], no. 15. The group C(V) contains the subgroup P(V) of divisor 
classes algebraically equivalent to zero; the quotient 

N(V) = C(V)j P(V) 

is the Neron-Severi group. The group P(V) is isomorphic to the underlying 
group of the Picard variety of V, or, what is the same thing, of the dual 
variety of A (cf. Lang [52], chap. VI). We have peA) = P(V), and the 
group N(A) has no torsion (cf. Barsotti [5], or [78]). It follows that the 
element d is of type a if and only it belongs to P(V). For this to be so 
for all elements of C(V) of order prime to p, it is necessary and sufficient 
(P(V) being divisible) that N(V) contain no non-zero element of order 
prime to p. 

b) Cyclic covering of order a power of p. 
We examine the case where the order is p. Artin-Schreier theory (cf. 

[77], no. 16) shows that such a covering corresponds to an element x E 
Hl (V, Ov) left fixed by the Frobenius operation F. This covering is of 
Albanese type if and only if x is in the image of the homomorphism a'" : 
Hl(A, 0 A) -+ Hl(V, Ov); this homomorphism is moreover injective, cf. 
chap. VII, as well as [78], no. 9. Denoting by Hl (A, 0 A)~ the semi-simple 
part of Hl(A,OA) ([77], loc. cit.), we see that a'" must map Hl(A,OA)~ 
onto Hl (V, OV)6. Conversely, if this condition is satisfied, one shows that 
every cyclic covering of order pn of V which is unramified is of Albanese 
type (arguing by induction on n, using the fact that every covering of 
Albanese type which is cyclic of order pn-l is the image of a covering of 
the same type cyclic of order pn). Finally, we have: 

Proposition 19. In order that every un ramified Abelian extension of V 
be of Albanese type, it is necessary and sufficient that the Neron-Severi 
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group of V have no torsion of order prime to p, and that the map a* : 

H 1(A,OA)6 - Hl(V,OV)6 be surjective. 

In this case, proposition 18 shows that the maximal un ramified extension 
of I< has (modified) Galois group Ho(k), i.e., an extension ofZ by the group 
Ak of points of A rational over k. This is the analog of the absolute class 
field of number theory. 

Remarks. 1) The condition of prop. 19 holds if the Neron- Severi group of 
V has no torsion and if hO,l(V) = dim A (we put, as usual, 

hO,l(V) = dim Hl(V, Ov)). 

Indeed, dim H 1(A, 0 A) = dim A (d. chap. VII), and the map a* is thus 
surjective. In particular, these two conditions are satisfied if V is a curve. 

2) In the general case, one can show that a cyclic extension of order n 
is of Albanese type if and only if, for every m ~ 1, it is contained in an 
unramified cyclic extension of degree n m (defined over iC). When n is prime 
to p, that can be seen by using the fact that the Neron-Severi group is of 
finite type. When n is a power of p, this can be deduced from [77], loc. 
cit., combined with a result of Mumford [117], p. 196. 

21. Complement: the trace map 

Let E be a finite Galois extension of I< and let g be its Galois group. 
Denoting by Eo the maximal Abelian extension of E, we have I<aE C Ea 
and, on the other hand, I<a n E is the largest Abelian extension of I< 
contained in E (d. the diagram below). 

Passing to Galois groups and using thm. 1, we deduce the exact sequence 

A(E) - A(I<) - gig' - 0, 

where gig' denotes the quotient of g by its commutator subgroup. 
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We will return in §7 to this exact sequence. The homomorphism A(E) --+ 

A(J{) which figures there corresponds, in the classical case, to the trace 
operation; we designate it also by Tr. 

One can try to determine Tr more or less explicitly. There are two cases 
to consider, that where E = J{ k', k' / k being a finite extension, and that 
where E / J{ is linearly disjoint from k (a "geometric" extension, as Lang 
says). 

First case: E = J{ k'. One can define A( E) as the projective limit, for 
a E Lk, of the groups Hoc(k'), since one knows that Lk is cofinal in L. But, 
for each a E Lk, there is a trace homomorphism: 

defined by the formula given above: 
d-I 

Tr( x) = x + xq + ... + xq , with d = [k' : k]. 

By passage to the limit, these homomorphisms define the sought after 
homomorphism Tr : A(E) --+ A(J{). 

Note that this homomorphism multiplies the degrees by d. 

Second case: E is a geometric extension. Let {x oc'} be an element of 
A(E), for a' running through the set LA: of maximal maps of a model V' 
of E. To associate to x = {xoc'} an element Tr(x) E A(J{), we must define 

oc 
Tr(x)oc E Hoc(k) for all a ELk. But, composing W --+ V --+ Hoc, we find 

oc' 'P 
a map which factors as W ---+ H' --+ Hoc where a' and !.p can be defined 
over k. Putting 

Tr(x)oc = !.p(xoc l ) 

one checks that this is the desired homomorphism. 
Note that this homomorphism conserves the degrees. 

§5. The reciprocity map 

The hypotheses and notations are the same as those of §4. 

22. The Frobenius substitution 

Let P be a point of V algebraic over k and let d = [k(P) : k]. The point P 
has d conjugates over k, which are: 

q qd-I 
P, P, ... , P . 

The sum tJ of the conjugates of P is a prime cycle rational over k; the 
integer d is its degree. The local rings of the points pqi coincide; we will 
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denote them either by Op or by Op. Similarly we will write k(p) in place 
of k(P). 

Now let L/K be a finite Galois extension of degree n and let gL/K (or 
simply g) be its Galois group. Suppose that P is not ramified in L. If 
we denote by O~ the integral closure of Op in L, the semi-local ring O~ 
decomposes as the intersection of local rings O~i (i = 1, ... , r). Let mp be 
the maximal ideal ofOp; one knows that O~/mpO~ is a semi-simple algebra 
of dimension n over k(p), with Galois group g. This algebra decomposes 
into a product of fields k(pd which are just the residue fields of the O~i' 
Let gi be the subgroup of 9 formed by the elements that leave O~. stable. 
This group is identified with the Galois group of the extension k( Pi) / k( p). 
Thus it is a cyclic group of order f = [kePi) : k(p)] generated by an element 
(Pi,L/K) which corresponds to raising to the power qd in k(pd/k(p). The 
element (Pi,L/K) is called the Frobenius substitution at Pi in L/K. It is 
an element ofthe Galois group gL/K whose order is equal to f = n/r. 

Changing Pi to P j changes (Pi' L / K) to a conjugate element. When the 
group gL/K is Abelian (which is the most important case in what follows), 
we thus see that (Pi' L/ K) does not depend on i, and we can denote it by 
(p, L/ K); one then calls it the Frobenius substitution at P in L/ K. We will 
also write (P, L/ K) in place of (p, L/ K). 

In order that (p, L/ K) = 0 it is necesssary and sufficient that p be 
completely decomposed in L/K, i.e., f = lor kePi) = k(p) for all i. The 
"functorial" properties of the Frobenius substitution are the same as in 
number theory (cf. [30], II, §1). We make explicit only the following: 

(Transitivity). If K C EeL, L being a finite Abelian extension of K, 
the image of (p, L/ K) in gE/K is equal to (p, E/ K). 

(We assume, of course, that p is unramified in L/ K). 
This property permits one to define the symbol (p, L/ K) when L is an 

infinite Abelian extension of K; we will see an example ofthis later. 

23. Geometric interpretation of the Frobenius substitution 

We are going to succesively examine the case where L comes from an ex­
tension of the base field and the case where L is "geometric". 

i)L = K k', where k' / k is an extension of degree n. 
In this case the algebra O~/mpO~ is identified with k(p) ®k k'. We 

deduce that (p, L/ K) is the element ofthe Galois group 9 = 9kt /k = Z/nZ 
which is congruent to d mod n. 

Passing to the limit over k', we get the more suggestive formula 

(p, Kk/ K) = deg(p). 

ii)L is linearly disjoint from Kk. 
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In this case, L corresponds to a covering W --+ V, irreducible over k. 
The inverse image in W of the cycle P is a cycle rational over k, which 
decomposes into a sum of rational prime cycles 

(in W). 

Choosing a point PEP, the inverse image of P in W decomposes into 
classes of conjugate points, and each class gives rise to exactly one of the Pi' 
If Q E Pi projects to P, the same is true of the point Qqd, since pq4 = P. 
Thus there exists a unique u E 9 such that u( Q) = Qq4. This element u 
is the Frobenius substitution (Q,L/K) = (Pi,L/K). Indeed, if f E OQ, we 
have r(Q) = f(u.Q) = f(Qqd) = f(Q)qd, which shows that u induces, by 
passage to the quotient, raising to the qd-th power. 

Note that "p decomposes completely in L" is equivalent to "k(Q) = k(P) 
for all Q projecting to P." 

24. Determination of the Frobenius substitution in an extension 
of type a 

d-: 
Let 0: : V --+ H be an element of Lk and let P = P + ... + pq be a 
rational prime cycle on V, such that 0: is regular at P. This last condition 
implies that P is unramified in the extension Ea/ K associated to 0: (cf. no. 
17). One can thus speak of(p, Ea/ K) which is an element of the Galois 
group 9E",/ K' But this Galois group has been determined (loc. cit.): it is 
the completion (for the topology of subgroups of finite index) of the group 
Ha(k). We are going to see that, in fact, (p,Ea/K) belongs to Ha(k). 
More precisely, we put 

i=d-l 

o:(p) = L o:(pqi), 
;=0 

the sum being computed in the group Ha(k) defined in no. 13. Because p 
is invariant by every k-automorphism ofk, the same is true of o:(p), which 
shows that o:(p) E Ha(k). This being the case, the result that we have in 
mind can be stated as follows: 

Theorem 2. (p,Ea/K) = o:(p), where we identify Ha(k) with an every­
where dense subgroup of 9E",/K as stated above. 

PROOF. In light of the transitivity of the Frobenius substitution, it suf­
fices to show that o:(p) induces (p, Ea/ K) for the sub extensions E of Eo 
generating Ea. 

First taking E = Kk, we know that (p,E/k) = deg(p), and on the other 
hand, the image of o:(p) in Z is evidently also deg(p), whence the result. 

Next taking E = Kh, where h E Hk, the group 9E/K is Gk (denoting by 
G the group associated to H), the homomorphism Ha(k) --+ Gk being that 
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which associates to L nihi the element L ni(h; - h) of Gk. In particular, 
the image of a( p) is 

i=d-1 

U = I: a(PF' - dh. 
;=0 

Let us show that u = (p,E/K), i.e., that u transforms a point Q pro­
jecting to P to the point Qqd. The covering Wh corresponding to Kh is a 
subvariety of V x G. The point Q can thus be identified with a pair (P, Q1), 
where Q1 E G satisfies 

Qi - Q1 + h = a(P). 

Raising this identity to the qi_th power (i = 0, ... , d - 1), we get 
i+ Iii 

Qi -Qi +h=a(p)q. 

Summing the d identities thus obtained, we find 

;=d-1 

Qi d 
- Q1 + dh = I: a(PF', 

;=0 

whence 
qd _ 

Q1 - Q1 - u. 
d d 

Thus u(Q) = (P, Q1 + u) = (P, Qi ) = Qq , which shows that u = 
(p, E / K). As the extensions Kk/ K and Kh/ K generate Em theorem 2 
is proved. D 

Corollary. Let p : G -+ G be the isogeny x -+ x q - x, and let p be a 
rational prime cycle of G. The Frobenius substitution of p in the covering 
p is equal to the element of Gk which is the sum (in G) of the points of p. 

In particular, if d = 1, i.e., if p is a single point P E Gkl we see that the 
Frobenius substitution at P (considered as prime cycle) is P itself (consid­
ered as an element of the Galois group). 

Remark. The argument of theorem 2 applies more generally to any covering 
W -+ V which is the pull-back of an isogeny G' -+ H. The fact that 
a : V -+ H was assumed maximal was not used in any essential way. 

25. The reciprocity map: statement of results 

Let, as before, L/ K be a finite Abelian extension and let V be a model of 
the field K for which no point ramifies in L (such a model always exists: it 
suffices to take any model, and to remove the points of ramification, since 
one knows that these form a proper algebraic subset). If Zk(V) denotes 



§5. The reciprocity map 143 

the group of cycles of V rational over k, this group admits as basis the set 
ofrational prime cycles; the map p ~ (p, L/ [{) then defines by linearity a 
homomorphism from Zk(V) to gL/K called the recipmcity map. 

Theorelll 3. For every model V of [{ containing no points ramified in L, 
the reciprocity map Zk(V) ~ gL/K is surjective. 

We will prove this result a little later. First we are going to give several 
equivalent formulations: 

First let a : V ~ H be an element of L k ; we can extend the map 
p ~ a(p) E Ha(k) to a homomorphism c ~ a(c) from Zk(V) to Ha(k). 

Theorelll 3' , For every model V of I< such that a is defined at every point 
of V, the homomorphism Zk(V) ~ Ha(k) is surjective. 

Let us admit theorem 3 and let H' be the image of Zk(V) in Ha(k). 
Suppose that H' "# Ha(k). As Ha(k) is an Abelian group of finite type, 
there exists a subgroup H" of Ha(k) of finite index n > 1 in Ha(k) and 
containing H'. This subgroup corresponds to a finite extension L/ I< of 
degree n, in which the reciprocity map is trivial (theorem 2), which contra­
dicts theorem 3. Conversely, if we admit theorem 3' for all a E Lk (or only 
for a cofinal family of such a), every finite extension L/ I< is contained in 
Ea/ [{, whence immediately theorem 3. 

[Theorem 3' justifies the terminology "cycle class group" for the projec­
tive limit A(I<) of the Ha(k); indeed it shows that Ha(k) is the quotient of 
the group Zk(V) of rational cycles on V by the equivalence relation defined 
by a. If, for example, a : V ~ J is the canonical map of a curve into its 
Jacobian, this group is just the group of divisor classes of V in the sense 
of linear equivalence, cf. §6.] 

Theorelll 3". Let F / I< be an arbitrary finite extension (not necessarily 
Galois) and let V be a model of I< such that every rational prime cycle of 
V is unramified and completely decomposed in F. Then F = [{. 

Let r be an integer 2: 1. Denote by 3r (resp. 3~) the statement of theorem 
3 (resp. theorem 3") for all fields I< of transcendence degree rover k; we 
similarly denote by 3~ -G and 3~ --A the variants of theorem 3" where the 
extension F / I< is assumed to be Galois or Abelian. We show equivalences: 

3~~3~-G~3~-A~3r. 

Let F / I< be an extension satisfying the hypotheses of theorem 3", and 
let F' / [{ be the smallest Galois extension containing it. Because F' is the 
compositum of F and of its conjugates, F' / I< satisfies the same hypotheses. 
If [F : I<] > 1, then [F' : I<] > 1 and the Galois group gF'/K contains a 
non-trivial cyclic subgroup gil. Let I<" be the subfield corresponding to gil. 
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The extension F'/ K" also satisfies the hypotheses of theorem 3", whence 
3~ -A :::::::} 3~. As the other implications 3~ :::::::} 3~ -G :::::::} 3~ -A are 
trivial, these three assertions are equivalent. 

Now let L/ K be an Abelian extension with Galois group g, and let g' C g 
be the image of the reciprocity map. If K' is the subfield corresponding to 
g/, the transitivity of the Frobenius substitution shows that (fJ, K' / K) = 0 
for all fJ, and fJ is completely decomposed in K/. Admitting 3~-A, one 
thus has K' = K, whence g' = g, which proves 3r . The implication 

. 3r :::::::} 3~ -A is immediate. 

26. Proof of theorems 3, 3', and 3/1 starting from the case of 
curves 

We will give in §6 a direct proof of theorem 3' in the particular case where 
V is a curve (r = 1). We are going to show how one can pass from this 
to the general case, arguing by induction on r. We will use form 3~-A of 
the theorem. In other words, we will give ourselves an Abelian extension 
F / K, with Galois group g satisfying the hypotheses of thm. 3", and we 
will show that necessarily F = K. If k' denotes the algebraic closure of k 
in F, we can reduce to studying the two extensions F / K k' and K k' / K. 
The problem thus divides in two: 

i) Case where F = Kk', with [k' : k] = n. 
We must show that, if n > 1, the variety V contains a rational cycle 

of degree t 0 mod n. After replacing V by one of its open sets, we can 
assume that V is a locally closed subvariety of a projective space Pm. We 
are going to apply "Bertini's Theorem" to the injection V - Pm. 

Lemma 11. Let f : V - Pm be a regular map of an irreducible variety V 
into a projective space and suppose that dim f(V) ;::: 2. In the dual projec­
tive space Pm", there exists an algebraic subset Y, distinct from Pm", such 
that for every hyperplane E E Pm" - Y, the set f-l(E) is an irreducible 
subvariety of V of dimension r - 1. 

PROOF. We recall the principle of the proof: thanks to a lemma of field 
theory (cf. [51], p. 213) one shows that f-l(E) is irreducibe provided that 
E is a generic point of Pm ... One then proves, using Chow coordinates, that 
the condition "f-l(E) is irreducible" is algebraic in E. For more details, 
see Zariski [101] or Matsusaka [56]. 0 

Thus let Y be the subspace of Pm" whose existence is asserted by the 
preceding lemma; Y is defined over k. Choose an integer s > 1 prime to 
n = [k' : k] and let k3 be the extension of k composed of all the extensions 
of degree a power of s. We have k C k3 C k and the field k. has infinitely 
many elements. According to an elementary result (cf. Bourbaki, Alg. IV, 
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§2, no. 5), there exists a hyperplane E E Pm * which is rational over k& and 
does not belong to Y. Putting V' = V n E, the variety V' is irreducible, 
and defined over an extension k" of k of degree a power of s. According 
to the induction hypothesis, V' contains a cycle rational over k" of degree 
d t= 0 mod n. If c' denotes this cycle, the sum of c' and its conjugates over 
k is a cycle c of V, rational over k, and of degree sad t= 0 mod n, whence 
the desired result in this case. 

ii) F and Kk are linearly disjoint over K. 
The extension F / K then corresponds to a covering W -+ V; we can 

suppose as before that V is embedded in a projective space Pm. Applying 
lemma 11 to W --> Pm, we see that there exists a hyperplane E defined over 
a finite extension k' of k such that the inverse image W' of V' = V n E is 
an (absolutely) irreducible k'-variety. The degree of the covering W' --> V' 
is the same as that of the covering W -+ V (note that one can always 
assume that W --> V is unramified, after restricting V). If this degree is 
> 1, the induction hypothesis shows that there exists a pair (P',Q'), P' E 
V', Q' E W', Q' projecting to P', such that k' (P') # k' (Q'). A fortiori, 
k(P') # k(Q'), which shows that P' does not decompose completely in 
L / K and finishes the proof. 0 

27. Kernel of the reciprocity map 

Let 0: : V --> H a be a maximal map defined over k and suppose as before 
that 0: is everywhere regular on V. Let L/ K be a finite Abelian extension of 
type 0:, i.e., contained in Ea/K. Its Galois group g is a quotient Ha(k)/N, 
where N denotes a subgroup of finite index in H a(k). Let k' be the algebraic 
closure of k in L; the normalization W of V in L / K is a k' -variety, whose 
cycle group Zk' (W) is well defined. By composition, 

Tr 
Zkl(W) -+ Zk'{V) ---> Zk(V), 

we get a homomorphism from the cycle group of W ito that of V. This 
homomorphism plays the role of a trace and we will denote it by Tr. 

Proposition 20. The kernel of the reciprocity homomorphism Zk(V) -+ g 
is generated by the kernel of 0: : Zk(V) -+ Ha(k) and by the image of 
Tr : Zk'{W) --> Zk(V). 

PROOF. It comes to the same thing to say that the image of Zkl(W) by 
the composed map Zkl(W) -+ Zk(V) -+ Ha(k) is equal to N. In any case 
it is clear that N contains this image (a trace always belongs to the kernel 
of the reciprocity map), and to see that equality holds we are reduced to 
the following two particular cases: 

i) L = K k', tfJith k' a finite extension of k. 
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We must show that in this case Zkl(V) has for image in Ha(k) the set 
Id of elements of degree divisible by d = [k' : k). But we can factor the 
homomorphism Zkl(V) -+ Ha(k) as 

, Tr 
ZdV) -+ Ha(k) ~ Ha(k). 

According to thm. 3', the first homomorphism is surjective and, accord­
ing to the corollary to prop. 5 of §1, the second has Id for image, whence 
the result. 

ii) L is linearly disjoint from Kk. 
The extension L/K then corresponds to a covering W -+ V, which is 

the inverse image of an isogeny H' -+ H a , which is itself a quotient of 
an isogeny Ph : G -+ H a. The group N can then be characterized as 
the image of H'(k) in Ha(k) and everything comes down to seeing that 
0:' : Zk(W) -+ H'(k) is surjective. This is a consequence of theorem 3' and 
the following lemma: 

Lemma 12. The map ot' : W -+ H' is maximal. 

PROOF. Let H" -+ H' be an isogeny such that 0:' lifts to s : W -+ H"; we 
show that this isogeny is trivial. If g denotes the kernel of H' -+ H a, which 
is also the Galois group of the covering W -+ V, the image of S(I7.W) in H' 
(17 E g,w E W) is equal to o:'(W)+I7. We conclude that W -+ S(I7.W)-S(w) 
takes its values in the kernel of H" -+ H, thus is a constant map equal 
to 17". The map 17 -+ 17" is a homomorphism from g to the group G" 
corresponding to H". Putting H'" = H" / g, the map s defines by passage 
to the quotient a map t : V -+ H'li. In light of the maximal character of 
0:, this implies that H" -+ H is an isomorphism and the same is true of 
H" -+ H', which finishes the proof. 0 

§6. Case of curves 

In addition to the hypotheses of §§4 and 5, we assume that V is an algebraic 
curve (r = 1) and we denote by X the unique non-singular, complete model 
of the field K = k(V). 

28. Comparison of the divisor class group and generalized 
Jacobians 

Let m be a modulus on X, rational over k (cf. chap. V) and let J m be the 
corresponding generalized Jacobian. We know (lac. cit., no. 22) that Jm is 
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defined over k and that X is equipped with a canonical map 

'Pm : X -+ Hm 

to a principal homogeneous space H m for the group J m (we denote this 

homogeneous space by H m instead of J~) to harmonize the notations with 
those of §3). 

Proposition 21. 
i) The map 'Pm : X -+ H m is an element of Lk, in other words it is a 

maximal map defined over k. 
ii) As m runs through the set of moduli on X which are rational over k, 

the 'Pm form a cofinal system in Lk. 

PROOF. Let H' -+ H m be an isogeny and suppose that 'Pm lifts to a 
rational map tj; : X -+ H'. Because 'Pm is regular away from the support 
of m, the same is true of tj; (chap. III, prop. 14). Thus tj; factors as () 0 'Pm 

9 
where () : H m -+ H' is a morphism. The composition H m -+ H' -+ H m is 
the identity on 'Pm(X), thus everywhere, and this shows that the isogeny 
H' -+ H m is trivial. As 'Pm is defined over k, assertion i) is proved. 

On the other hand, let 0:' : X -+ HOI be an arbitrary element of Lk. We 
know that 0:' admits a modulus m. After replacing m by the sum of its 
conjugates, we can assume that m is rational over k. Proposition 13 of 
chap. V (or theorem 2 of chap. V, combined with lemma 6 of §3) shows 
that 'Pm 2: 0:', whence assertion ii). 0 

We keep the same notations and denote by Cm(k) the group of divisor 
classes rational over k, modulo m-equivalence. A divisor D, rational over k 
and disjoint from the support S of m, is considered m-equivalent to 0 if it 
is of the form D = (g), with 9 E K* and 9 == 1 mod m. For every extension 
k' /k one can define in the same way the group Cm(k'). The Galois group 
g of k' /k acts naturally on Cm(k'). 

Lemma 13. The canonical map from Cm(k) to Cm(k') is injective and its 
image is the set of elements ofCm(k') invariant by g. 

PROOF. Let K~ be the subgroup of K* formed by the elements 9 == 
1 mod m, and let Dm be the group of divisors rational over k and prime 
to S. Let K;:; and D:n be the corresponding groups for k'. If we assume 
m 1= 0, the relation (g) = 0 implies 9 = 1 if 9 E K;:;. Thus we have an 
exact sequence of g-modules 

o -+ K~ -+ D'm -+ Cm(k') -+ O. (*) 

It is clear that HO(g, K:n) = K~ and HO(g, D:n) = Dm. The exact 
sequence of cohomology associated to (*) can thus be written 

0-+ Km* -+ Dm -+ HO(g,Cm(k'» -+ Hl(g,K~) 
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or as 

To prove lemma 13, it suffices to prove that Hl(g, J{;;) = 0, a result 
analogous to the classic "theorem 90". We are going to translate the proof 
of that theorem: choose a E k' such that Trkl/k(a) = 1; if fo is a 1-cocycle 
with values in J{;;, we put 

As one can write 9 = 1 + L- a°(Jo - 1), we have 9 == 1 mod m. On the 
other hand, a direct computation shows that f = g/gO and we have indeed 
proved that Hl(g, J{;;) = O. 

In the case m = 0, we have J{:n = J{*, and the kernel of the map 
J{'* -> D' is the group k'*. One then modifies the preceding argument 
slightly, using the fact that Hl(g, k'*) = H2(g, k'*) = 0 since k' is a finite 
field. 0 

If D is a divisor prime to S, its image by 'Pm is a well defined element of 
the group Hm(k) attached to the homogeneous space Hm. 

Proposition 22. The map 'Pm defines an isomorphism from Cm(k) to the 
group Hm(k). 

PROOF. We know (chap. V, thm. 1) that 'Pm defines an isomorphism from 
Cm(k) to Hm(k). If we denote by G the Galois group of k/k, lemma 13 
shows that Cm(k) is identified with the subgroup of Cm(k) formed by the 
elements fixed by G. On the other hand, it is trivial that the same property 
holds for Hm(k), whence the result. 0 

Corollary. Theorems 3, 3' and 3/1 of no. 25 are true for an algebraic 
curve. 

PROOF. We prove theorem 3'. Since the 'Pm are cofinal in Lb we are 
reduced to showing that, for every model V of J{, the map 

is surjective. As V is biregularly isomorphic to X outside a finite set, we 
must prove that, if S' is a finite subset of X containing S, every element 
x E H m (k) is the image by 'Pm of a divisor rational over k and prime to S. 
According to proposition 22, we have in any case x = 'Pm(D) where D is 
prime to S. According to the approximation theorem, it is possible to find 
a function 9 E J(*, 9 == 1 mod m and vp(g) = vp(D) for all p E S' - S. 
The divisor D' = D - (g) answers the question. 0 
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[Variant: We choose a modulus m' rational over k with support contain­
ing S', with m' ~ m. According to no. 16, the element x E Hm(k) is the 
image of an element x' E Hm/(k), which, by virtue of proposition 22, is the 
image of a divisor D' rational over k and prime to S'; a fortiori we have 
<pm(D') = x.] 

29. The idele class group 

We first recall the definition of this group: 
Let I be the group of k-ideIes of X, i.e., the group of systems (gp )PEX, 

gp E Lp , vp(gp) = 0 for almost all P E X (we have written L for the field 
J{k and Lp for its completion for the topology defined by the valuation 
v p ). The group G of k-automorphisms of k acts on I and the invariants of 
this group form the group I(k) of k-ide1es. In order that (gp) belong to 
I(k) it is necessary and sufficient that gp E Kp and gp = gpl if P and P' 
are conjugate over k. The group I<* is identified with a subgroup of I(k) 
and the quotient is the group C(k) of ide1e classes (over k). 

If m = L-npP is a modulus rational over k, we denote by Im(k) the 
subgroup of I(k) formed by ideIes (gp) such that vp(1 - gp) ~ np if 
P E Supp(m) and vp(gp) = 0 if P f/. Supp(m). Thus we get a decreasing 
filtered family of subgroups of I(k) and one easily checks that C(k) is 
identified with the projective limit of the groups I(k)/ J{* .Im(k). On the 
other hand, I(k)/ K* .Im(k) = Cm(k) and proposition 22 permits us to 
identify Cm(k) with Hm(k). As the <Pm form a cofinal subset of LkI the 
projective limit of the Hm(k) is equal to the group A(I<) of cycle classes of 
X (cf. no. 16). In other words: 

Proposition 23. The group C(k) of ide/e classes of X IS canonically 
isomorphic to the group A(J{) of cycle classes of x. 

By theorem 1 of no. 16 we recover the fundamental theorem of class field 
theory for a function field in one variable: 

Theorem 4. The group of idele classes of X is canonically isomorphic to 
the (modified) Galois group of the maximal Abelian extension of K. 

Of course, we also get the fact that this isomorphism is given by the 
reciprocity map. 

One can also recover the results about the conductor of a finite Abelian 
extension L/K. If 9 denotes its Galois group, we have 9 = C(k)/N = 
J(I<)/N', where N' is an open subgroup of I(k) containing K*; the con­
ductor (in the arithmetic sense) of L/ K is then the smallest modulus m 
such that 1m (k) C N'; it comes to the same to say that it is the smallest m 
such that 9 is a quotient of Cm (k). As Cm (k) = H m (k) is the Galois group 
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of the field Em defined by the maximal map <pm, we see that the conductor 
in question is the smallest m such that L/ K is "of type <pm" in the sense 
of no. 19. Comparing with prop. 11, we finally get: 

Proposition 24. The conductor (in the arithmetic sense) of a finite 
Abelian extension L/ K coincides with the conductor (in the geometric 
sense) of the extension Lk/ Kk. Its support is the set of ramification points 
of L/K. 

30. Explicit reciprocity laws 

Let L/ K be a finite Abelian extension with Galois group g. By virtue 
of theorem 4, we have a surjective homomorphism C( k) - g, whence a 
continuous homomorphism I(k) - g. If P is a rational prime cycle on X, 
and if g is an element of the field Kp , the completion of the field K for 
the topology defined by the valuation ring Op, we can consider the idele 
g whose component at P is equal to 9 if PEP and equal to 1 if P ¢. p. 
Its image in g will be denoted (L/K,g)p. As every idele is congruent 
modulo Im(k) to a product of ideles of this type, knowledge of the local 
symbols (L/K,g)p determines the homomorphism from the group C(k) of 
idete classes to the Galois group g. If m denotes the conductor of L/ K and 
if S is its support, we have: 

i) (L/K,gg')p = (L/K,g)p + (L/K,g')P. 

ii) (L/K,g)P = 0 if peS and if 9 == 1 mod mat p. 
iii) (L/ K, g)p = vp(g)(p, L/ K) if pC X - S. 

iv) L-p(L/ K, g)p = 0 for all 9 E K*. 

Property i) expresses the fact that I( k) - g is a homomorphism. Prop­
erties ii) and iii) express the fact that this homomorphism is zero on Im(k), 
and defines by passage to the quotient a homomorphism from the group of 
divisors prime to S to g which is nothing other than the reciprocity map. 
Finally, property iv) expresses the fact that J( k) - g is zero on K*. 

Thus we see that (L/ K, g)p plays the role of a local symbol (in the sense 
of chap. III, § 1) with respect to the Frobenius substitution (p, L/ K). 

We make this more precise in a particular case: 

Suppose that L/ K is the pull-back of an isogeny G' - G by a rational 
map f : X - G (of course we suppose that G, G' and f are defined over 
k and that the isogeny G' - G is Abelian over k). According to prop. 6 of 
§1, the isogeny G' - G is a quotient of the isogeny p : G - G. Let 7r be 
the canonical homorphism from Gk to g. 
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Proposition 26. For every rational prime cycle p and every function 
g E K", we have 

(L/ K, g)p = 7r (2:,(f, g)p) . 
PEP 

(*) 

(One can also take g in i<;, which changes nothing, in view of prop­
erty iii) of local symbols.) 

PROOF. Let S' :) S be the set of points where I is not regular. If l' is 
prime to S', the reasoning of no. 24 shows that 

(1',L/K) = 1(1') = 2:, I(P), 
PEP 

whence the formula (*) in this case. 
If l' C S', we choose an auxiliary function gl E K" approximating g at 

the points of l' and approximating 1 at the points of S' - 1'. Applying the 
result we have just proved to this function and using formula iv), we get 
the desired relation. 0 

Examples. 1) Artin-Schreier extensions. Suppose that L/ K is cyclic of 
degree p and choose a generator of the Galois group, thus identifying F p 

with Z/pZ. The extension L/K is obtained as the pull-back of the isogeny 
x -+ x p - x of Gaby a rational map f: X -+ Ga. We propose to compute 
explicitly the local symbol (L / K, g)p which one also denotes [I, g)p. We 
apply prop. 26; the homomorphism 7r : Ck -+ g is here identified with the 
trace operation Trk/ F , : k -+ Fp. On the other hand, we know (chap. III, 
prop. 5) that (f,g)p = Resp(fdg/g) which is an element of the field k(P). 
We deduce that 

[I, g)p = Trk/ F , (2:, ReSP(fdg/ g)) = 'Ih/F,(Trk(P)/k Resp(f dg/g)), 
PEP 

whence finally 

[/,g)p = Trk(P)/F,(Resp(fdg/g)), with PEP. 

2) Kummer extensions. Suppose that L/ K is cyclic of degree n prime to 
the characteristic and that k contains a primitive n-th root of unity (which 
amounts to saying that q is divisible by n - 1). Then we can identify 
the Galois group g with the group of n-th roots of unity. The extension 
L/ K is the pull-back of the isogeny x -+ xn of G m by the rational map 
I : X -+ G m . The corresponding symbol (L/K,g)P is denoted (f,g)p; it 
is Hilbert's norm residue symbol. One computes it by means of prop. 26. 
The homomorphism 7r : Ck -+ g is identified with the map x -+ x(q-l)/n 
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from k* to the group ofn-th roots of unity. As for the local symbol (J,g)p, 
we know its value (chap. III, prop. 6). Thus we get 

These formulas are due to H. L. Schmidt [72]. 

§7. Cohomology 

{ a = vp(J) . 
with 

j3 = vp(g) 

One knows that class field theory has been enriched by cohomological prop­
erties that can be summarized in the following statement: 

(*) The map which associates to any field (of numbers or off unctions over 
a finite field) the corresponding idele class group is a "class formation" in 
the sense of Artin- Tate. 

One can ask if the "cycle class group" that we have defined in §4 also 
satisfies (*). This is so in dimension 1, as is well known; we will see that 
this result is an immediate consequence of theorem 4 of §6. On the other 
hand, in dimension> 1, we will see that the cycle class group is not a class 
formation. 

31. A criterion for class formations 

We return to the situation of §4 and let K = k(V) be an algebraic function 
field over a finite field k. Let E and F be two finite extensions of K, with F 
Galois over E with Galois group gF/E' Let Fa (resp. Ea) be the maximal 
Abelian extension of F (resp. E) and let A(F) (resp. A(E)) be its modified 
Galois group as explained in no. 16. 

The extension Fa/ E is Galois and contains the extension Ek / k. We 
denote by GF / E its Galois group (in the usual sense) and by GF / E its 
Galois group modified by the procedure of no. 16. By definition, GF / E 

is the subgroup of GF / E formed by the elements u such that there exists 
n E Z with u(a) = aqn for a E k. The group GF1E is topologized so that 
the Galois group of Fa/Ek, call it GhE' is an open subgroup. This group 
has properties very close to those of a Galois group; its closed subgroups 
correspond to fields L, with Fa :::> L :::> E, such that L n k is equal either 
to k or to a finite extension of k. The group GF1E is just the completion 
of G F/ E for the topology defined by the closed subgroups of finite index. 

The group GF/E is an extension of A(F) by gF/E; this extension corre­
sponds to a cohomology class UF/E E H 2 (gF/E,A(F)). The statement (*) 
can then be made more precise as follows: 
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Definition 6. One says that the map E -+ A(E) is a class formation if, 
for every pair FIE, with F ::::> E ::::> K, with F finite over K and F Galois 
over E, 

i) Hl(gF/E,A(F)) = O. 
ii) H2(gF/E' A(F)) is cyclic of order [F : E] and generated by UF/E. 

Remark. Let A(F) be the Galois group (in the usual sense) of Fal F. The 
quotient group A(F)IA(F) is isomorphic to Z/Z, which is a divisible group 
without torsion. One deduces from this that E -+ A(E) is a class formation 
if and only if E -+ A(E) is one. Furthermore, as A(F) is a compact group, 
the same is true of Hq(gF/E,A(F)), and the Hq(gF/E,A(F)), with the 
topology deduced from that of A(F), are separated groups. 

We return now to the extension 

1 -+ A(F) -+ GF/E -+ gF/E -+ l. 

The group A(F) is of finite index in GF / E . But one knows that if H is 
an Abelian subgroup of finite index of a group G, then one can define a 
homomorphism T : GIG' -+ H called the transfer (G' denoting the group 
of commutators of G). We recall the definition of this homomorphism (for 
more details, see Zassenhaus [104], chap. V and Cartan-Eilenberg [10], 
chap. XII): if G/ H denotes the homogeneous space of right cosets of H 
in G, one chooses a section s : G/H -+ G; if 9 E G and x E G/H, one 
has s(xg) == s(x).g mod H, so there exists an element hg,x E H such that 
s(x).g = hg,x.s(xg). One then puts 

T(g) = II hg,x 
xEG/H 

and one checks by a direct computation that this is a homomorphism from 
the Abelianization of G to H and that this homomorphism does not depend 
on the choice of the section s. 

Thus we have a homomorphism T : G F / E I G'p / E -+ A( F). This homo­
morphism being continuous, its kernel contains the closure G'F; E of G'p/ E. 

But, since Ea is the largest Abelian extension of E contained in Fa, the 
subgroup G'F;E is the closed subgroup of GF/E corresponding to Ea and 
A(E) = GF/EIG"p/E. Thus we have obtained a continuous homomorphism 

Ver : A(E) -+ A(F). 

The image of this homorphism is contained in HO(gF/E,A(F)), the sub­
set of A(F) formed by the elements invariant by gF/E. Furthermore, the 
composition 

A(F) -+ A(E) -+ A(F) 
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is nothing other than the trace (the first homomorphism being that defined 
in no. 21). 

Theorem 5. In order that E ---+ A(E) be a class formation, it is nec­
essary and sufficient that, for every pair FIE satisfying the conditions of 
definition 6, the homomorphism 

Ver : A(E) ---+ A(F) 

be injective and have for image HO(gP/E' A(F)). 

This theorem is implicit in the memoirs of Wei I [91] and of Hochschild­
Nakayama [36]; it was made explicit by Artin-Tate (non-published). The 
fact that the condition is necessary can also be found in Kawada [41]; we 
are going to rapidly sketch a proof. 

Suppose that A(E) is a class formation. If we denote by j{q(g) the 
modified cohomology groups of 9 (see Cartan-Eilenberg [10], chap. XII), 
the theorem of Tate [83] shows that 

j{q(gp/E' A(F)) = j{q-2(gP/E, Z) for all q E Z. 

Write 9 = gP/E to simplify the notation. In particular 

and 
j{0(g, A(F)) = j{-2(g, Z) = HI(g, Z) = gig'. 

But, by the definition of the modified groups j{-l and j{o, there is an 
exact sequence 

0---+ j{-l(g, A(F)) ---+ Ho(g, A(F)) ---+ HO(g, A(F)) ---+ j{O(g, A(F)) ---+ o. 
This exact sequence here takes the form 

On the other hand, the exact sequence of homology associated to the 
extension Gp/EIA(F) = 9 gives (cf. Cartan-Eilenberg [10), p. 350) 

H2(g, Z) ---+ Ho(g, A(F)) ---+ Gp/EIG'p/E ---+ gig' ---+ o. (***) 

From this last sequence and from the fact that Ho(g, A(F)) is a separated 
topological group (cf. above), we deduce that G'p/E is closed in Gp/E, 
whence the fact that 

Gp/E/ G'p/E = A(E). 

Then comparing the exact sequences (**) and (***) and showing that the 
transfer Ver : A(E) ---+ HO(g, A(F)) satisfies the necessary compatibility 
conditions, one deduces that the transfer is bijective, which proves the first 
part of the theorem. 
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It remains to prove that the condition oftheorem 5 is sufficient; This is 
what we will do in the two nos. that follow. 

32. Some properties of the cohomology class UFjE 

Lemma 14. If F :> F' :> E, with F finite and Galois over E, the image 
ofuF/E in H2(gF/FI,A(F» is UF/F" 

(The homomorphism in question is the one 

induced by the injection gF/FI -+ gF/E') 

PROOF. One has a "tower" of fields E C F' C F C Fa, and thus a 
commutative diagram 

1 -----+ A(F) -----+ GF/FI -----+ gF/FI -----+ 1 

1 1 1 
1 -----+ A(F) -----+ GF/E -----+ gF/E -----+ 1. 

The lemma follows immediately from this. D 

Lemma 15. Let g be a group, ~ a normal subgroup of finite order and 
let (T = E",e~ x, considered as an element of the group algebra Z(g) of the 
group g. If M is a g-module, the endomorphism of Hq(g, M) defined by 
(T : M -+ M is multiplication by n. 

PROOF. Because ~ is normal in g, the element (T is a sum of classes, thus 
belongs to the center of Z(g); further, the image of (T by the "augmenta­
tion" homomorphism Z(g) -+ Z is n. The lemma follows from that and 
from the formula defining the cohomology groups ([10], chap. X) 

D 

[This is the same reasoning that, in the theory of Lie algebras, shows 
that the Casimir operator acts trivially on cohomology.] 

Lemma 16. IfF:> F' :> E, with F and F' Galois over E, the image u' 
ofuF'/E in H2(gF/E,A(F» is equal to [F: F']UF/E' 

(The homomorphism is H2(gFI/E' A(F» -+ H2(gF/E' A(F)) induced by 
gF/E -+ gF'/E and Ver : A(F') -+ A(F).) 
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PROOF. Here again, there is a commutative diagram 

1~ A(F) ~ Gp/E ~ gP/E ~1 

1 1 1 
1 ~ A(F') ~ Gp'lE ~ gP'/E ~1. 

We deduce from this that UPIE and Up'lE have the same image '11." in 
the group H2(gP/E' A(F')). But the image of '11." in H2(gPIE' A(F)) by 
Ver : A(F') ~ A(F) is equal to '11.'. It follows that '11.' is deduced from 
Up/E by the homomorphism A(F) ~ A(F') ~ A(F), which itself is just 
the trace with respect to the action of gP/P'. Applying lemma 15 to the 
normal subgroup gP/P' of gP/E we deduce that '11.' = [F : F']Up/E. 0 

33. Proof of theorem 5 

We must prove the sufficiency of the condition of theorem 5. Thus we 
suppose that, for every finite Galois extension F / E with E a finite extension 
of K, the transfer homomorphism Ver : A(E) ~ A(F) is injective and its 
image is the set of elements of A( F) invariant by gP/ E. 

Lemma 17. Hl(gPIE,A(F)) = o. 
PROOF. The hypothesis on the transfer permits us to identify A( E) with 
a subgroup of A(F) and we will do this from now on. The usual reasoning 
of "devissage" using Sylow subgroups (cf. for example Chevalley [16], or 
Hochschild-Nakayama [36]) shows that it suffices to prove the vanishing of 
Hl(gPIE,A(F)) when gP/E is a cyclic group. Let u be a generator of this 
group. There is an extension 

1 ~ A(F) ~ Gp/E ~ gP/E ~ 1 

and the subgroup G'p/E of commutators of Gp/E is the subgroup of A(F) 
formed by the b - u(b), b E A(F). By hypothesis, the transfer Ver : 
Gp/E/G'p/E ~ A(F) is injective. Thus if a E A(F) is an element with 
trace zero, we must have a E G'p/E' i.e., a = b - u(b), which is equivalent 
to the vanishing of Hl(gP/E,A(F». 0 

Lemma 18. The element Up/E has order [F : E]. 

PROOF. One knows that the order ofup/E divides [F : E]; everything 
comes down to showing that it is not smaller. 

First suppose that FIE is cyclic of prime order I. Ifup/E is not of 
order I, necessarily UPIE = 0, in other words Gp/E is a semi-direct product 
of gP/E by A(F). In this case, the transfer is not difficult to determine 
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explicitly: it is zero on 9F/E (identified with a subgroup of GF/E) and it is 
the trace on A(F). On the other hand, since 9F/E is cyclic, we have seen 
that the commutator subgroup of GF / E is contained in A(F) and, as we 
have seen, it does not contain 9F/E. The transfer 

Ver : GF/EIG~/E ~ A(F) 

thus has a non-trivial kernel, contrary to the hypothesis. 
Now we suppose that FIE is of order In and we argue by induction on n. 

IfuF/E is not of order In, then In-l uF/E = o. According to the properties of 
p-groups, there exists a subfield F' of F, cyclic of degree lover E. Thus [F : 
F'] = In-l and lemma 16 shows that the image ofuF'/E in H2(9F/E' A(F)) 
is zero. But lemma 17, together with a well-known exact sequence, shows 
that the homomorphism H2(9F'/E,A(F' )) ~ H2(9F/E,A(F)) is injective. 
Thus UF'/E is zero, contrary to what we have just seen. 

The general case follows immediately from the above, using the Sylow 
subgroups of 9F/E as well as lemma 14. 0 

This lemma shows that H2(9F/E' A(F)) contains a cyclic subgroup of 
order [F : E]. To finish the proof oftheorem 5, it thus suffices to prove the 
following result: 

Lemma 19. The order of the group H2(9F/E,A(F)) is ~ [F : E]. 

PROOF. By the same "dEivissage" as before, we are reduced to the case of a 
cyclic extension of prime order I. Let B be the subset of A(F) formed by the 
elements invariant by gF/E, and let T be the subset of B which is the image 
of the map Tr : A(F) ~ A(F). Then H 2(9F/E,A(F)) = BIT and thus 
we must prove that (B : T) ~ I. But, by hypothesis, the homomorphism 
Ver : A(E) ~ B is surjective, and composing it with A(F) ~ A(E) we find 
the trace. It follows that BIT is the image of the cokernel of A(F) ~ A(E), 
which is cyclic of order I, whence the result. 0 

34. Map to the cycle class group 

Let r be the dimension of V, i.e., the transcendence degree ofthe extension 
Klk. 

Theorem 6. In order that A(E) be a class formation, it is necessary and 
sufficient that r ~ 1. 

PROOF. In the case where r = 0, one has A(E) = Z, and it is trivial that 
we get a class formation. 
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When r = 1, theorem 4 of §6 shows that A(E) = GE , the idele class 
group of the field E. The homomorphism Ver : A(E) -+ A(F) becomes a 
homomorphism 

Ver : GE -+ GF . 

A simple computation with Frobeniuis substitutions (that by which Artin 
proved for the first time the "Hauptidealsatz" cf. for example [30]) shows 
that Ver : GE -+ GF is none other than the canonical injection of the first 
group in the second. Theorem 90 then shows that every element of GF 

invariant by gF/E belongs to GE (cf. Weil [91), §1), whence the fact that 
A(E) is a class formation by virtue of theorem 5. 

(Thus, in the case of function fields, the cohomological theory contains 
nothing more than the classical theory. The situation is different for number 
fields, where the presence of the connected component of the ideal class 
group prevents one from easily recovering the Galois group from the idele 
class group, cf. Weil [91].) 

We now show that, for r ~ 2, A(E) is not a class formation. Suppose 
the contrary. Put K1 = Kk and denote by A(K1) the Galois group of the 
maximal Abelian extension of K 1. Similarly, define A( Ed for every finite 
extension E1 of K 1. We are going to see that A( E 1) is a class formation. 
Indeed let Fd E1 be a finite Galois extension with Galois group g. We can 
find a finite extension k' / k and extensions F' :J E' :J K k', with F1 = F'k, 
E1 = E'k, and Fd E1 Galois with group g. We deduce that A(Fl) is 
equal to the projective limit lim A(F'k"), over finite extensions k" of k'. 

f--

Furthermore, the diagram 

A(E') -----+ A(E'k") 

Ver 1 Ver 1 
A(F') -----+ A(F'k") 

is commutative. Using the fact that the functor "projective limit" is left 
exact, we deduce that Ver : A(Ed -+ HO(g, A(Fd) is bijective, whence our 
assertion. 

The field K1 = Kk contains all the roots of unityand thus is amenable 
to Kummer theory. More precisely, decomposing A(Kd into its p-primary 
component Ap(J<d and its prime-to-p component A.(Kd, the dual of the 
compact group A.(Kd is nothing other than the projective limit B(Kd 
of the groups Bn(J<d = Ki / Kin, the limit being taken over the set of 
integers n prime to p (the homomorphism K* / K· n -+ K* / [(*nm being 
the raising to the m-th power). By transport, the transfer becomes a 
homomorphism N : B(Fd -+ B(Ed which is the norm. Expressing that 
the image of Ver is equal to the set of elements of A( F1 ) left fixed by g, 
we find that, if a E F1 is such that N a E Ein , there exists m prime to p 
such that am is congruent mod F{mn to a product of elements of the form 
b1-o-, (T E g, b E F{. Suppose in particular that [F1 : Ed = n is prime 



§7. Cohomology 159 

to p, and take a E E~; then N a = an and the preceding condition will be 
satisfied. 

We will thus have 

b, c E Fr 

Taking the norm of the two sides, we deduce 

whence 
a = LNc 

where (. is a nm-th root of unity. But such a root is an n-th power in k, thus 
a norm and we finally deduce that a is a norm, i.e., that every element of 
El is the norm of an element of FI if Ft/ El is Galois and of degree prime 
to p. 

This is true if r = 1 (for it is equivalent to saying that the Brauer group 
of f{l contains no element of order prime to p, but one knows, by virtue of 
Tsen's theorem, that this group is trivial). 

On the other hand, it is a contradiction of the hypothesis that r ~ 2. 
Indeed, this hypothesis implies, as one knows, that the field EI has a 
valuation v whose value group is Z EEl Z. Let a be an element of El such 
that v(a) = (1,0), and let FI be the field obtained by adjoining to EI the 
n-th root of a (n prime to p). We have [FI : E l ] = n and the valuation 
v ramifies in F l ; if VI denotes one of its extensions, the value group of Fl 
contains ~Z EEl Z. From this, and from the formula L edi ::; n, we deduce 
that VI is the unique extension of v, and that the value group of VI is exactly 
~Z EEl Z. But every norm has a valuation which belongs to n(vl(Fi)), thus 
to Z EEl Z. In particular, an element of EI whose valuation is of the form 
(0,1) is not a norm, and this contradiction finishes the proof. 0 

Bibliographic note 

Class field theory for function fields of one variable over a finite field was 
first built up by F. K. Schmidt and Witt following the model of number 
fields, in other words by means of tedious index computations. Weil at­
tempted as early as 1940 to recover these results by geometric means; this 
was shown in his note on the Riemann hypothesis [86], as well as in the 
last lines of his work on algebraic curves [88]. But the usual Jacobian, 
which he did have, was insufficient; generalized Jacobians, and for higher 
dimensional varieties the Albanese variety, were needed. Lang saw this 
([48]' [49]' [50D, and most of the results and methods of this chapter are 
due to him. It was he who saw that class fields can be constructed a priori 
as pull-backs of isogenies of the type r, which makes the Artin reciprocity 
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law evident. It is hardly necessary to say that one knows no analog for 
number fields (except in the case of the rationals and imaginary quadratic 
fields). Lang also developed an analytic theory (L-series) about which we 
have not spoken. 

We mention a recent paper of Morikawa [57] which contains an expose 
of the case of curves directly inspired by the first memoir of Lang [49]. 
Morikawa gives a direct proof (not using Rosenlicht's theorem of chap. III) 
of the fact that every Abelian covering of a curve is a pull-back of an isogeny 
of a generalized Jacobian. 

Lang's method essentially comes down to considering the group of idele 
classes of degree 0 as a proalgebraic group ([122], [123] §5). One can 
also apply this idea to local class field theory, both in equal and mixed 
characteristic, cf. [123] as well as Hazewinkel [112]. 

"Classical" class field theory is presented in Hasse [30], Herbrand [33]' 
Lang [116], and Weil [125]. The cohomological theory, due to Weil [91], 
Hochschild-Nakayama [36], and Tate [83] can be found in Chevalley [16], 
Artin-Tate [106], and Cassels-Frohlich [109]; see also Kawada [40], [41], 
[42] and Kawada-Satake [43]. 



CHAPTER VII 

Group Extensions and Cohomology 

In this chapter, we again assume that the base field k is algebraically 
closed. 

All the algebraic groups considered are commutative (but not necessarily 
connected). 

§ 1. Extensions of groups 

Let C be the category of commutative groups (in the usual sense, that is not 
endowed with an algebraic group structure). If A, B E C, one knows how 
to define the group Ext(A, B) of Abelian extensions of A by B, either by 
a direct procedure (Baer [2]) or by taking the first derived functor of the 
functor Hom(A, B) (Cartan-Eilenberg [10], chap. XIV). One also knows 
that the elements of Ext(A, B) can be interpreted as classes of symmetric 
factor systems. 

The aim of this § is to transpose the definition of Ext(A, B) and its 
principal properties to the category CA of commutative algebraic groups. 

1. The groups Ext(A, B) 

Let A, B, C be three (commutative) algebraic groups. A sequence of 
( algebraic) homomorphisms 

(1) 

is called strictly exact if it is exact in the usual sense, and if the homomor­
phisms B -+ C and C -+ A are separable, in other words if the algebraic 
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structure of B (resp. of A) is induced by (resp. is the quotient of) that of 
C. We can then identify B with a subgroup of C and identify A with C / B. 

We denote by t A (resp. tB, tc) the tangent space to A (resp. to B, to 
C) at the origin. The sequence (1) gives rise to the sequence 

(2) 

Lemma 1. In order that the sequence (1) of algebraic groups be strictly 
exact, it is neccesary and sufficient that it be exact and that the sequence 
(2) of vector spaces also be exact. 

PROOF. This lemma is merely a reformulation of corollaries 2 and 3 to 
proposition 16 of chap. III. 0 

A strictly exact sequence (1) is called an extension of A by B (in fact, we 
often abuse language by saying that the group C is an extension of A by B). 
Two extensions C and C' are isomorphic if there exists a homomorphism 
f : C --+ C' making a commutative diagram 

o ----+ B ----+ C ----+ A ----+ 0 

(3) 

o ----+ B ----+ C' ----+ A ----+ O. 

In this case, f is automatically an isomorphism. Indeed, it is clear that f 
is bijective and the diagram analogous to (3) formed by the tangent spaces 
tA , tB , t c , and tCI shows that f defines an isomorphism from tc to tCI , 
so our assertion follows from lemma 1. 

The set of classes of extensions of A by B (with respect to isomorphism) 
is denoted Ext(A, B). It is a contravariant functor in A and a covariant 
functor in B: 

a) If f : B --+ B' is a homomorphism and if C E Ext(A, B), one defines 
f. (C) (also denoted fC) as the quotient of C x B' by the subgroup formed 
by pairs (-b,J (b)) where b runs through B. The canonical maps B' --+ 

C x B' and C x B' --+ C define by passage to the quotient a sequence 

0-+ B' -+ f.(C) -+ A -+ O. (4) 

This sequence is strictly exact, as one can see by applying lemma 1; thus 
f.(C) E Ext(A,B'). 

One can also characterize f. (C) as the unique extension C' of A by B' 
such that there exists a homomorphism F : C --+ C' making a commutative 
diagram 

o ----+ B ----+ C ----+ A ----+ 0 

(5) 

o ----+ B' ----+ C' ----+ A ----+ O. 
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b) Similarly, if 9 : A' --+ A is a homomorphism and if C E Ext(A, B), one 
defines g·(C) (also denoted Cg) as the subgroup of A' x C formed by pairs 
(a',e) having the same image in A. It is an element of Ext(A', B) that can 
be characterized by a diagram (6) analogous to (5) which the reader can 
make more explicit. More generally, let C E Ext(A, B), C' E Ext(A', B') 
and let I : B --+ B', 9 : A --+ A' be two homomorphisms. The relation 

g·(C') = I.(C) In Ext(A,B') (7) 

is equivalent to the existence of a homorphism F making a commutative 
diagram 

0 --+ B --+ C --+ A --+ 0 

11 Fl 01 (8) 

0 --+ B' --+ C' --+ A' --+ O. 

It follows immediately that Ext(A, B) is actually a functor, in other 
words that 1. = 1, (f I'). = I. I! , 1· = 1, and (gg')* = 9'. g •. Further­
more, I.g· = g. I. (which justifies the notations IC and Cg). 

We are now going to endow Ext(A, B) with a composition law. We have 
only to adapt the method of Baer [2]: if C and C' are two elements of 
Ext(A, B), the product C x C' can be considered as an element of Ext(A x 
A, B x B). Denoting by respectively d : A --+ A x A and s : B x B --+ B 
the diagonal map of A and the composition law of B, we put 

C + G' = a"s.(G X G') In Ext(A, B) (9) 

and this is the desired composition law. 

Proposition 1. The composition law defined above makes Ext(A, B) an 
Abelian group. If CA denotes the additive category of commutative alge­
braic groups, the functor Ext(A, B) is an additive bifunctor on CA x CA. 

PROOF. The proof consists in checking that the constructions of Baer [2] 
applied to the present case yield algebraic groups (which is always imme­
diate) and strictly exact sequences (by using lemma 1). This verification is 
somewhat tedious but presents no difficulties. Thus we limit ourselves to 
some brief indications: 

a) The neutral element, denoted 0, of Ext(A, B) is the trivial extension 
G = A x B. Note that this extension is characterized by the existence of a 
section A --+ G (resp. a retraction G --+ B) which is a homorphism. 

b) The commutativity of Ext(A, B) is evident from the definition. 

c) The associativity of Ext(A, B) is proved by considering the sum map 
s3 : B x B x B --+ B and the diagonal map d3 : A --+ A x A x A and by 
showing that both of the compositions (G + G') + Gil and G + (G' + Gil) 
are equal to d3s~(G x G' x Gil). 
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d) The additivity of the functor Ext(A, B), that is to say the fact that 
f .. (C) is bilinear in f and C (and similarly for g* (C)) can be checked by 
constructing diagrams like (5) and (6). 

e) The existence of the inverse of an element C E Ext(A, B) is shown by 
taking (-I)*(C), where -1 denotes the endomorphism a -+ -a of A. 0 

We make explicit two particular cases of proposition 1: 

{ 
Ext(A X AI, B) = Ext(A, B) x Ext(A/, B) 

Ext(A, B x B') = Ext(A, B) x Ext(A, B'). 

2. The first exact sequence of Ext 

(10) 

If A and B are two algebraic groups, we denote by Hom(A, B) the group 
of (algebraic) homomorphisms from A to B. We are going to see that 
Hom(A, B) and Ext(A, B) are related by an exact sequence analogous to 
that which holds in the category C of Abelian groups. 

Let 0 -+ A' -+ A -+ A" -+ 0 be a strictly exact sequence; thus A E 
Ext(A" , A'). If I{) E Hom(A/,B), then I{)*(A) E Ext(A",B) and we put 
d(l{)) = I{)*(A). The map 

d: Hom(A/, B) -+ Ext(A", B) 

thus defined is a homomorphism. 

Proposition 2. Let 0 -+ A' -+ A -+ A" -+ 0 be a strictly exact sequence 
and let B be an algebraic group. The sequence 

d 
0-+ Hom(A", B) -+ Hom(A,B) -+ Hom(A', B) -+ 

Ext (A" , B) -+ Ext(A, B) -+ Ext(A/, B) (11) 

is exact. 

(The homomorphisms figuring in this sequence are, with the exception 
of d, those defined canonically by A' -+ A and A -+ A".) 

PROOF. We must check the exactness at Hom(A",B), ... , Ext(A,B): 

i) Exactness at Hom(A", B). This means that a homomorphism A" -+ B 
is zero if and only if the composition A -+ A" -+ B is, which is clear since 
A -+ A" is surjective. 

ii) Exactness at Hom(A, B). This means that a homomorphism A -+ B 
induces 0 on AI if and only if it factors as A -+ A" -+ B, which is clear 
since A" is the quotient of A by AI. 
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iii) Exactness at Hom(A',B). Let cp E Hom(A',B). We must see that cp 
can be extended to A if and only if the extension C = cp.(A) E Ext(A", B) 
is trivial. But, by definition, C = A x B j Dcp, denoting by Dcp the subgroup 
of A x B formed by pairs (-a', cp( a')), a' E A'. If cp can be extended to A, 
this defines a homomorphism cf> : A x B -+ B which is null on Dcp, that is a 
homomorphism C -+ B which is a retraction and C is a trivial extension. 
Conversely, such a retraction defines cf> and thus an extension of cp to A. 

iv) Exactness at Ext(A",B). Let C E Ext(A",B). We must see that the 
image C I of C in Ext(A, B) is trivial if and only if C is of the form cp.(A), 
with cp E Hom(A', B). But C I is trivial if and only there exists a section 
A -+ C1 which is a homomorphism, in other words if A -+ A" factors 

as A !.... C -+ A". If C = cp.(A) = A x BjDcp, such a factorisation is 
evident. Conversely, given such a factorisation, we define cp : A' -+ B as 
the restriction of t/J to A' and immediately check that the homomorphism 
A x B -+ C defined by t/J identifies C with A x B j Dcp, that is to say with 
cp.(A). 

v) Exactness at Ext(A, B). As the composition A' -+ A -+ A" is zero, the 
same is true of Ext(A", B) -+ Ext(A, B) -+ Ext(A', B). We must show 
that, conversely, if C I E Ext(A, B) gives 0 in Ext(A', B), the extension 
C I comes from an extension C E Ext(A", B). But the hypothesis means 
that there exists a section homomorphism A' -+ CI . Putting C = CdA', 
we get an extension C of A" by B and diagram (6) of no. 1 shows that the 
image of C in Ext(A, B) is indeed C I , which finishes the proof. 0 

3. Other exact sequences 

Let 0 -+ B' -+ B -+ B" -+ 0 be a strictly exact sequence. If A is an 
algebraic group and if cp E Hom(A, B"), then cp·(B) E Ext(A, B'). Putting 
d(cp) = cp·(B), we thus define a homomorphism 

d: Hom(A, B") -+ Ext(A, B'). 

Proposition 3. Let 0 -+ B' -+ B -+ B" -+ 0 be a strictly exact sequence 
and let A be an algebraic group. The sequence 

0-+ Hom(A, B') -+ Hom(A, B) -+ Hom(A, B") ~ 
Ext(A, B') -+ Ext(A, B) -+ Ext(A, B") (12) 

is exact. 

(The homorphisms which figure in this sequence are, with the exception 
of d, those defined canonically by B' -+ Band B -+ B".) 

The proof consists in a series of checks completely analogous to those of 
the preceding no. which we leave to the reader. 
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Remarks. 1) In characteristic p # 0, there exists an exact sequence analo­
gous to the sequence (11), but relative to a purely inseparable isogeny of 
height 1, A" = A/n, where n denotes a vector subspace of tA stable for the 
p-th power ([78]' no. 8): 

0-+ Hom(A/n, B) -+ Hom(A, B) -+ Hom(n, tB ) -+ 

Ext(A/n, B) -+ Ext(A, B) -+ Ext(n, tB)' (13) 

2) The category CA of (commutative) algebraic groups is an additive cat­
egory. It is an Abelian category (in the sense of Grothendieck [27]) when 
the characteristic of k is 0 and only in this case. Furthermore, CA contains 
neither enough injectives nor enough projectives. This is what prevented 
us from defining Ext(A, B) by the general methods of homological alge­
bra (Cartan-Eilenberg [10], Grothendieck [27]). In any case, it should 
be possible to adapt to CA the method of Yoneda [100] and to define 
Extq(A, B), q ~ 2, permitting one to extend the exact sequences (11) and 
(12); see also no. 23. 

4. Factor systems 

Let A and B be two commutative groups. We recall that any map f : 
A x A -+ B satisfying the identity 

f(y,z)-f(x+y,z)+f(x,y+z)-f(x,y)=O, x, y, zEA (14) 

is called a factor system on A with values in B. 
If g : A -+ B is any map, the function bg defined by the formula 

bg(x, y) = g(x + y) - g(x) - g(y) (15) 

is a factor system; such a system is called trivial. 
The group of classes of factor systems modulo the trivial factor systems 

is denoted H 2 (A, B). 
A system of factors f is called symmetric if it satisfies the identity 

f(x, y) = f(y, x). (16) 

The classes of symmetric factor systems form a subgroup H 2(A, B)s of 
H 2 (A,B). 

Well-known (and essentially trivial) arguments show that H 2 (A, B) is 
isomorphic to the group of classes of central extensions of A by B and the 
subgroup H 2 (A, B), corresponds to commutative extensions, cf. Cartan­
Eilenberg [10], chap. XIV, §4. (All this is more generally valid without 
supposing that A is commutative.) 

Now suppose that A and B are (commutative as always) algebraic groups. 
To simplify matters we will assume in addition that they are connected. A 
rational map f : A x A ---+ B satisfying the identity (14) will be called a 
rational factor system; such a system will be called trivial if there exists a 
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rational map g : A ~ B such that 6g = f. The classes of rational factor 
systems form a group that we denote H;at(A, B) and the symmetric factor 
systems form a subgroup, denoted H;at(A, B),. Instead of considering ra­
tional maps, one could consider regular maps; one thus defines the groups 
H;eg(A, B) and H;eg(A, B),. 

Proposition 4. 
a) The group H;eg(A, B), is isomorphic to the subgroup ofExt(A, B) given 

by extensions which admit a regular section. 
b) The group H;at(A, B), is isomorphic to the subgroup ofExt(A, B) given 

by extensions which admit a rational section. 

PROOF OF a). If C E Ext(A, B) has a regular section s : A ~ C, put 
f(x, y) = s(x + y) - s(x) - s(y). The map f is a regular map from A 
to the kernel of C ~ A, that is to say to B. It satisfies the identities 
(14) and (16). Furthermore, changing the section s amounts to adding a 
trivial factor system to it. Denoting by Ext(A, B). the subset of Ext(A, B) 
formed by the extensions having a regular section, we have thus defined a 
map () : Ext(A, B). ~ H;eg(A, B),. One checks directly that Ext(A, B). 
is a subgroup of Ext(A, B) and that () is a homomorphism. If ()(C) = 0, 
the extension C has a section s which is a homorphism, in other words C 
is a trivial extension; thus () is injective. On the other hand, let f be a 
symmetric factor system and define a composition law on A x B by setting 

( x, b) * (x', b/) = (x + x' , b + b' + f ( x, x'». (17) 

One immediately checks that this composition law makes A x B a commuta­
tive algebraic group which is an extension of A by B and which corresponds 
to the factor system f. Thus () is bijective. 

PROOF OF b). Let Ext(A, B) .... be the subset of Ext(A, B) formed by the 
extensions having a rational section. One checks that it is a subgroup, and 
one defines as above a homomorphism () : Ext(A, B) .... ~ H;at(A, B),. The 
kernel of () is formed by the extensions C which admit a rational section 
s : A ~ C which is a homomorphism. Such a section is necessarily regular 
(cf. for example chap. V, no, 5, lemma 6), which means that C = 0 and () is 
injective. To show the surjectivity of (), let f be a symmetric factor system 
and define a law of composition on A x B by the formula (17); this law 
makes A x B a "birational group". According to the results of Weil cited 
in chap. V, no. 5, there exists an algebraic group C birationally isomorphic 
to A x B endowed with the preceding law of composition. This group is 
connected and commutative (because the factor system f is symmetric). 
The projection A x B ~ A defines a surjective homomorphism C ~ A. 
If b is a generic point of B, we choose a E A and b' E B generic and 
independent. Denoting by F : A x B ~ C the birational isomorphism 
introduced above, we can put r,o(b) = F(a,b+ b' ) - F(a,b' ): this makes 
sense because (a, b + b' ) and (a, b/) are generic points of Ax B. Then one 
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immediately checks that <p(b) does not depend on the choice of(a,b/), that 
it is a homomorphism from B to C, and that the sequence 0 -+ B -+ C -+ 

A -+ 0 is strictly exact. Furthermore, the factor system corresponding to 
C is equal to f, which shows that () is bijective. 0 

Corollary. The canonical homomorphism H;eg(A, B). -+ H;at(A, B). zs 
injective. 

PROOF. Indeed, these groups are identified with subgroups of Ext(A, B). 
o 

Remarks. 1) If we no longer suppose that A is commutative, the preceding 
argument shows that H;eg(A, B) (resp. H;at(A, B)) is identified with the 
group of classes of central extensions of A by B which admit a regular 
section (resp. a rational section). 

2) The above corollary can be checked directly: if 9 : A -+ B is a rational 
map such that g(x + y) - g(x) - g(y) = f(x, y) is regular on A x A, the 
map 9 is regular on a non-empty open U of A, thus also on U + U = A by 
virtue of the preceding identity. 

5. The principal fiber space defined by an extension 

Let, as in the preceding no., A and B be two (commutative) connected 
algebraic groups. Let C E Ext(A, B) be an extension admitting a rational 
section s : A -+ C. This section is regular on a non-empty open U of 
A; since the translates of U cover A, there exists a cover {Ud of A and 
regular sections Sj of C over the Uj. The restriction of C to Uj is bireg­
ularly isomorphic to Uj x B, which means that C can be considered as a 
principal fiber space with base A and structure group B. If B A denotes the 
sheaf of germs ofregular maps of A to B, the group Hl(A, BA ) is just the 
group of classes of fiber spaces of this type. The element c E H 1 (A,BA ) 

corresponding to C is defined by the l-cocycle bjj = S j - Sj. Taking into 
account proposition 4, we have defined a canonical map 

7r : H;at(A, B). -+ Hl(A, BA)' 

Proposition 5. The map 7r is a homomorphism and its kernel is equal to 
H;eg(A, B) •. 

PROOF. The fact that 7r is a homomorphism can be checked by a direct 
computation (or follows from the fact that 7r is "functorial", that is to say it 
commutes with the homomorphisms f* and g* defined by f : B -+ B' and 
9 : A' -+ A). The kernel of 7r is formed by extensions C which are trivial 
fiber spaces, i.e., which admit a regular section. According to proposition 
4, this kernel is H;eg(A, B).. 0 
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In §3 we will determine the image of 1r when A is an Abelian variety and 
B is a linear group; in particular, we will see that this image is equal to 
H1(A, SA) when B is unipotent. 

6. The case of linear groups 

As in the two preceding nos., the groups A and B are assumed to be 
connected. 

Proposition 6. If B is linear, then H;at(A, B). = Ext(A, B). 

PROOF. In view of proposition 4, we must show that every extension C of 
A by B has a rational section s. Let x be a generic point of A over k and let 
Bx be its inverse image in C. The variety Bx is a principal homogeneous 
space for B, defined over the field k(x). To say that C!tas a rational section 
s amounts to saying that Bx has a point s(x) rational over over k(x), i.e., 
that Bx is a trivial principal homogeneous space. 

On the other hand, in view ofthe structure of commutative linear groups 
(Borel [9], or Rosenlicht [66]) the group B admits a composition series 
whose succesive quotients are isomorphic either to the multiplicative group 
G m or to the additive group Ga. Proposition 6 is thus a result of the 
following lemma (Rosenlicht [66]): 

LeInIna 2. Let K be a field and let B be a K -group admiting a composition 
series (defined over K) whose succesive quotients are K -isomorphic to G m 

or Ga. Every principal homogeneous K -space over B is then trivial. 

PROOF. Let K. be the separable closure of K and let g. be the Galois 
group of K./ K operating in the natural way on the group B. of points 
of B rational over K •. One knows (Lang-Tate [54], cf. chap. V, no. 21) 
that the group of principal homogeneous K -spaces over B is isomorphic to 
Hl (g., B.); thus everything comes down to showing that this last group is 
O. By induction on dim B, we can suppose that B = G m or B = Ga. In 
the first case, B. = K:, and the vanishing of H 1 (g. , K;) is nothing other 
than the classical "theorem 90" of Hilbert. In the second case, B. = K. 
and the vanishing of Hl(g., K.) (and the higher cohomology groups) is no 
less classical; it follows, for example, from the normal basis theorem. 0 

When A itself is linear, we can go further: 

Proposition 7. If A and B are linear, then H;eg(A, B). = Ext(A, B). 

PROOF. We know (cf. chap. III, no. 7) that every connected linear group 
is the product of a unipotent group with some groups G m . In view of the 
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additivity of the functor Ext, we are reduced to checking the proposition 
when A and B are equal either to U or to G m . In fact, 

Ext(Gm , U) = Ext(U, G m ) = Ext(Gm , G m ) = O. 

This is clear for the first two groups and, for the third, it comes from the 
structure of tori. Thus we are finally reduced to the case where A and 
B are unipotent. In view of propositions 5 and 6, it suffices to show that 
H 1(A,BA) = O. We argue by induction on n = dim B. Ifn = 1, we have 
B = G a, whence B A = 0 A the sheaf oflocal rings of A, and H1 (A, 0 A) = 0 
from the fact that A is an affine variety (cf. FAC, chap. II, §3). If n > 1, 
one knows (Rosenlicht [66]) that B has a connected subgroup B' such that 
B / B' = Ga. From the fact that the extension B has a rational section 
(prop. 6), we have an exact sequence of sheaves 

(18) 

and an exact cohomology sequence 

(19) 

According to the induction hypothesis, the two end groups vanish, thus so 
does H 1(A, BA ). 0 

Corollary. Every connected unipotent group is biregularly isomorphic (as 
algebraic variety) to an affine space. 

PROOF. Let U be such a group and let us argue by induction on dim U. If 
dim U = 1, then U = Ga. If dim U> 1, there is a connected subgroup U' 
of U such that U /U' = Ga. According to the preceding proposition applied 
to Ext(Ga, U'), the underlying variety of U is biregularly isomorphic to 
G a x U', whence the result by virtue of the induction hypothesis. 0 

Remarks. 1) According to our general conventions, the group U was sup­
posed commutative. In fact, this hypothesis is unneccesary, as one can see 
by reconsidering the preceding proof. 

2) The above corollary can be made a little more precise by showing that 
one can find in the unipotent group U coordinates (Xl, ... , xn) such that the 
sum Z = (Zl, . .. , zn) of two elements x = (Xl, . .. , Xn) and ii = (Y1, . .. , Yn) 
is given by formulas of the type: 

Zi=Xi+Yi+ Pi(X1,Y1, ... ,Xi-1,Yi-I) (l$i$n) (20) 

where the ~ are polynomials. 
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§2. Structure of (commutative) connected unipotent 
groups 

7. The group Ext(Glll Gil) 

Every connected unipotent group is a multiple extension of groups of the 
type G a ; in order to determine the structure of these groups the first thing 
to do is to make explicit the group Ext(Ga, G a). According to proposition 
7, this group is equal to H;eg(Ga, G a)$' the group of classes of regular 
symmetric factor systems. As a regular map from G a x G a to G a is noth­
ing other than a polynomial I(x, y) in two variables, we are thus reduced 
to determining which of these polynomials are symmetric and satisfy the 
identity (14). In characteristic p> 0, here is a non-trivial example of such 
a polynomial: 

1 
F(x, y) = -(xP + yP - (x + y)P). 

p 
(21) 

Proposition 8. In characteristic 0, H;eg(Ga, G a) = O. In characteristic 
p> 0, the k-vector space H;eg(Ga, G a)$ admits lor a basis the pi_th powers 
(i = 0,1, ... ) of the factor system F defined by the formula (21). 

PROOF. Writing I(x, y) in the form 2:: ai,jxiyi, formula (14) translates 
into identities for the ai,j which allow one to determine explicity all factor 
systems (in particular those which are symmetric). For the details of the 
computation, see Lazard [55], §III. 0 

Corollary. In characteristic 0, every (commutative) connected unipotent 
group is isomorphic to a product of groups Ga. 

PROOF. Let U be such a group; we argue by induction on n = dim U, 
the case n = 0 being trivial. If n ~ 1, the group U contains a connected 
subgroup U' such that U IU' = G a ; in view of the induction hypothesis, 
U' = (Ga)n-l, thus Ext(Ga, U') = 0 since Ext(Ga, G a) = 0 by the pre­
ceding proposition. Thus U = U' x G a = (Ga)n 0 

From here until no. 12 we suppose that the characteristic p of k is > O. 

8. Witt groups 

The aim of this no. is to fix a certain number of notations which will be 
used in the rest of the §. 

We denote by Wn the Witt group of dimension n; an element x E Wn 
is defined by n components (xo, ... xn-d, Xi E k; the composition law 
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is given by formulas of the type (20); the polynomials figuring in these 
formulas are constructed following a procedure indicated by Witt [99]. 

The groups Wn are connected by the following three operations: 

a) The Frobenius homomorphism F: Wn --+ Wn which maps (xo, ... xn-d 
to (xb,'" x~_l) (cf. chap. VI, no. 1). 

b) The shift homomorphism V : Wn --+ Wn+1 which maps (xo, ... xn-d 
to (0, Xo, ... xn-d. 

c) The restriction homomorphism R : Wn+1 --+ Wn which maps (xo, ... xn) 
to (xo, ... xn-d. 

These homomorphisms commute with each other. Their product is equal 
to multiplication by p. 

If nand m are two integers ~ 1 there is a strictly exact sequence 

V" R m 

0--+ Wm - Wn+m --+ Wn --+ O. (22) 

The corresponding element of Ext(Wn , W m) will be denoted 0';:'. 
It is easy to determine the effect of the operations V and R on the O'~. 

For example, the commutative diagram 

o ------t Wm ------t Wn+m ------t Wn ------t 0 

Rl Rl id·l 
o ------t Wm- i ------t Wn+m - i ------t Wn ------t 0 

shows that 
D_.m m-i 
ll.Un = O'n . (23) 

One checks analogously the formulas 

(24) 

(In these formulas, we use the notation V O'~ and O'~ V to denote V. (O'~) 
and V· (0';:') respectively, cf. no. 1.) 

We denote by An the ring of endomorphisms of the algebraic group Wn. 
The operations IC and Cg give Ext(Wn , Wm ) the structure of a right 
module over An and a left module over Am and these two structures are 
compatible. 

When n = 1, the group Wi reduces to Ga. The exact sequences (22) 
show that Wn is a multiple extension of groups G a and is thus a unipotent 
group. Identifying Wi with a subgroup of Wn by means of V n- i , we have 
Wi = pn-iwn; the Wi are the only connected subgroups of Wn. 
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9. Lemmas 

Lemma 3. Every element x E Ext(Ga , G a) can be written uniquely as 
x = <pal (resp. al ,¢», with <p, '¢> E Ai' 

PROOF. The element at E Ext(Ga , G a ) corresponds to the factor system 
F defined by the formula (21). According to proposition 8, the element x 
corresponds to a factor system of the form 

with aj E k. 

On the other hand, every endomorphism <p ofGa can be written uniquely 
in the form 

We have x = <pal if and only if bi = aj for all i, which proves the existence 
and uniqueness of <po Similarly, writing,¢> in the form 

'¢>( t) = L CjtP' , 

the Cj are determined by the equation cf = aj. o 

Lemma 4. Ext(Wn, G a) is a free left A1 -module with basis a~. 

PROOF. We argue by induction on n. For n = 1, W 1 = G a and we apply 
the part of lemma 3 related to <po For n 2:: 2, we use the exact sequence 
of Ext (11) associated to the extension Wn / G a = Wn -1. Thus we get the 
exact sequence 

A I-' 
Ext(Wn_b G a) ---> Ext(Wn, G a) ---> Ext(Ga, G a). (25) 

We have -X(x) = xR and Jl(Y) = yVn - 1 ; thus -X and Jl are homomorphisms 
for the structure ofleft Ai -module. According to (24), -X( a~_l) = a~_l R = 
0, and as a~_i generates Ext(Wn_b G a) by the induction hypothesis, this 
implies A = O. Thus Jl is injective. Furthermore, according to (24), Jl(aA) = 
aAVn - i = at and, according to lemma 3, at is a basis of Ext(Ga , G a ). It 
follows that Jl is bijective, and that a~ is indeed a basis of Ext(Wn' G a) 
for its structure of left A1-module. 0 

Lemma 4', Ext(Ga, Wn) is a free right A1-module with basis a 1. 

PROOF. The proof is identical to that of lemma 4, except that one applies 
the part of lemma 3 related to ,¢>, and one uses the exact sequence (12) 
associated to the extension Wn/Wn- 1 = G a: 

A I-' 
Ext(Ga, Wn- 1 ) ---> Ext(Ga , Wn) ---> Ext(Ga, G a). (26) 

Here again, one shows that -X = 0 and that Jl is an isomorphism. 0 
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Lemma 5. Let n ~ O. For every <p E AI, there exist <1>, <1>' E A n+l such 
that <pRn = R n <1> and <1>'Vn = vn<p. 

PROOF. By linearity, we can restrict to the case where <p( t) = )..tP' with 
).. E k. Choose iii E Wn+l such that Rniii = ).. and define <1> by the formula 

(27) 

where the product is taken in the sense of the ring of Witt vectors (cf. Witt 
[99]). Then Rn<1>(i) = )...Rn Fi(i) = )...Fi Rn(i) = <pRn(i). 

Similarly, define <1>' by the formula 

(28) 

D 

Lemma 6. Every element x of Ext(Wn , G a ) can be written x = a~f, with 
f E An· One has a~f = 0 if and only if f is not an isogeny. 

PROOF. We have xVn- 1 E Ext(Ga , G a ), which shows (lemma 3) that we 
can write 

xvn- l = at¢, with ¢ E AI. 

According to lemma 5, there exists f E An such that fVn- 1 

Thus 
xvn- I = at¢ = a~ V n- I¢ = a~fvn-l. 

But we saw in the proof of lemma 4 that the homomorphism JJ which maps 
x to xVn- 1 is bijective. The relation xVn- 1 = a~fvn-I thus implies 
x = a~f. 

Furthermore, x = 0 is equivalent to xVn- 1 = ai¢ = 0, that is to say to 
¢ = 0 (lemma 3); according to the formula fVn- 1 = V n- I¢, this is equiva­
lent to fV n - 1 = 0, that is to say to Ker(f) :::> G a , thus to dim Ker(f) ~ 1, 
as was to be shown. D 

(We write Ker(f) for the kernel of f.) 

Lemma 6'. Every element x of Ext(Ga , W n ) can be written x = ga?, 
with 9 E An. One has ga? = 0 if and only if 9 is not an isogeny. 

The proof is analogous to that of lemma 6. 

Lemma 7. If m ~ n, every element x E Ext(Wn' G a ) can be written 
x = a':,.f, with f E Hom(Wn , W m ). 

PROOF. According to lemma 6, x = a~1t with It E An. As a~ = 
a~ v m - n , this can be written x = a~ v m - n It, and we put f = v m - n It. 

D 
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Lemma 7'. If m ~ n, every element x E Ext( G a , W n ) can be written 
x = gal' with g E Hom(Wm , W n ). 

The proof is analogous to that of lemma 7. 

10. Isogenies with a product of Witt groups 

Let G be a connected unipotent group. Since G is a multiple extension of 
groups G a , there exists an integer n ~ 0 such that pn.x = 0 for all x E G. 
The smallest power of p satisfying this condition is called the period of G; 
if n = dim G, the period of Gis:::; pn. Conversely: 

Proposition 9. Let G be a (commutative) connected unipotent group of 
dimension n. The following three conditions are equivalent: 

(i) The period of G is equal to pn. 
(ii) There exists an isogeny f : Wn ---- G. 
(ii)' There exists an isogeny f' : G ---- W n . 

PROOF. Because the period is invariant by isogeny, we have the implica­
tions (ii)=>(i) and (ii)'=>(i). Let us show by induction on n that (i)=>(ii). 
If n = 1, this is trivial. If n ~ 2, G can be considered as an extension 
of a group G1 of dimension n - 1 by the group Ga. The period of G 1 is 
necessarily pn-l, and according to the induction hypothesis there exists an 
isogeny g : W n - 1 ---- G 1 . Then g*(G) E Ext(Wn _ 1 , G a ); by virtue oflemma 
4, there exists 'P E Al such that g*(G) = 'P*(Wn ). According to no. 1, this 
is equivalent to saying that there exists a homomorphism f : Wn ---- G 
making a commutative diagram 

o ~ G a ~ Wn ~ Wn- 1 ~ 0 

(26) 

o ~ G a ~ G ~ G1 ~ O. 

We have 'P =I- 0, for if'P were null, the homomorphism f would define by 
passage to the quotient a homorphism from Wn - 1 to G and the group G 
would be isogenous to G a x Wn - 1, thus of period pn-1. But since g is an 
isogeny, the same is true of f, which proves (i)=>(ii). 

The implication (i)=>(ii)' can be checked in an analogous manner, by 
considering G as an extension of G a by a group G 1 of dimension n - 1 and 
applying lemma 4' instead of lemma 4. 0 

Proposition 10. Let W = f1 W n; be a product of Witt groups, and let G 
be a connected unipotent group. The following conditions are equivalent: 

(a) There exists an isogeny f : G ---- W. 
(a), There exists an isogeny g : W ---- G. 
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PROOF. Suppose that (a) is true, and let G~ be the inverse images in G 
of the factors Wn ; of W; for every i, let G i be the connected component 
of the identity of G:. The map Ii : Gi -+ Wni defined by I is an isogeny. 
According to proposition 9, there thus exists an isogeny gi : W ni -+ Gi and 
the map g : W -+ G, which is the sum of the gi, is clearly an isogeny, which 
proves (a)~(a)'. One argues similarly to check (a)'~(a). 0 

We say that Gis isogenous to W if the equivalent conditions Ca) and Ca)' 
are satisfied. If G1 -+ G2 is an isogeny, it is clear that G1 is isogenous to 
W if and only if G2 is. 

Theorem 1. Every C commutative) connected unipotent group is isogenous 
to a product of Witt groups. 

PROOF. Let G be a connected unipotent group of dimension r. We argue 
by induction on r, the case r = 1 being trivial. The group G is an extension 
of a group G1 of dimension r - 1 by the group Ga. In view of the induction 
hypothesis, there exists an isogeny 

i=k 

I: IIWni -+ G1 . 

i=l 

Put W = It~~ Wn;. The group rCG) is an extension of W by G a , and 
is isogenous to G; it thus suffices to show that this group is isogenous to a 
product of Witt groups, in other words we are reduced to the case where 
W=G 1 • 

In this case, the extension G is defined by a family of elements Ii E 
Ext(Wn;, G a ). Suppose n1 2: ni for all i and let W' be the product of the 
Wni for i 2: 2. We are going to distinguish two cases: 

i) 11 = O. The group G is then the product of Wnl and of the extension 
of W' by G a defined by the system (-Yi), i 2: 2. The induction hypothesis 
shows that G is isogenous to a product of Witt groups. 

ii) /1 f. O. Let (3 = ((3i) E Ext(W, G a ) be the element defined by (31 = a~I' 
(3i = 0 if i 2: 2. The extension G' corresponding to (3 is nothing other than 
the product Wnl +1 X W'. We are going to show the existence of an isogeny 
tp : W -+ W such that tp* (G') is isomorphic to G; it will follow from this 
that G is isogenous to G', which is a product of Witt groups. 

According to lemma 7, there exists Ii E Hom(Wni' Wnl ) such that /i = 
a~1 f;. Thus we define tp: W -+ W by the formula 

tp(Wl' W2,···, Wk) = (!t(w!) + ... + h(Wk), W2,···, Wk). 

An immediate computation gives tp*(f3) = I' denoting by / the element of 
Ext(W, Ga) defined by G. Further, to show that tp is surjective it suffices 
to see that 11 is, which follows from lemma 6 since a~l!t f. O. 0 
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Remarks. 1) In an isogeny between G and I1 W n ;, the integers ni are unique 
(up to order). Indeed, denoting by Un the number of those that are equal 
to n, one immediately checks the formula 

(27) 

2) Theorem 1 is analogous to the structure theorem for Abelian p-groups. 
This analogy can be pursued further; for example, one can show that a 
subgroup H of a connected unipotent group G is a "quasi-direct factor" in 
G (direct factor up to an isogeny) if and only if this subgroup is "quasi­
pure" in other words if dim pn H = dim(H n pnG) for all n. 

11. Structure of connected unipotent groups: particular cases 

Theorem 1 gives the structure of connected unipotent groups only up to 
an isogeny. In certain cases one can go further. For example: 

Proposition 11. Every (commutative) connected unipotent group of pe­
riod p is isomorphic to a product of groups Ga. 

PROOF. We argue by induction on r = dim G, the case r = 1 being 
trivial. The group G is an extension of a group G 1 by the group Ga. In 
view of the induction hypothesis, G 1 = (G a r- 1 , and G is defined by r - 1 
elements Ii E Ext(Ga, G a ). Hone of the Ii were non-zero, for example 11, 
the proof of theorem 1 would show that Gis isogenous to W2 x (Ga r- 2 , 

which is absurd because G has period p. All the Ii being zero, we have 
G = G a x G 1 = (Gar, as was to be shown. (For a direct proof, see 
Rosenlicht [68], prop. 2.) 0 

When G is of dimension 2, we can easily give a complete system of 
invariants. Eliminating the case where G = (G a )2, put G' = pC and 
denote by Gil the subgroup of G formed by elements x E G such that 
px = o. The group Gil is of dimension 1 and its connected component of 
the identity is G'. The quotient Gil IG' is a finite subgroup of GIG', a group 
which one can identify with Ga. Thus we get a first invariant, which is a 
finite subgroup of G a , determined up to a non-zero scalar multiplication. 
On the other hand, the map x -t px defines by passage to the quotient a 
bijective homomorphism GIG" -t G' whose tangent mapping is zero; it is 
thus a purely inseparable isogeny, of degree ph, with h ~ 1. The integer h 
is the second invariant of G. 

Using lemma 3, it is not difficult to check that the invariants Nand h 
characterize G up to an isomorphism, and that they can be chosen arbi­
trarily. The group G is separably (resp. purely inseparably) isogenous to 
W2 if and only if h = 1 (resp. N = 0). 
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12. Other results 

Theorem 2. Every (commutative) connected unipotent group is isomor­
phic to a subgroup of a product of Witt groups. 

PROOF. Let G be such a group and let r be its dimension. We argue by 
induction on r, the case r = 1 being trivial. The group G is an extension 
of G a by a group G 1 of dimension r - 1. According to the induction 
hypothesis, G 1 can be embedded in a product W of Witt groups, and G 
can be embedded in the corresponding extension of G a by W. Thus we 
are reduced to the case where G 1 = W. 

Let W = rt~~ Wn ; be a decomposition of W into a product of Witt 
groups. The element G E Ext(Ga, W) is defined by a family of elements 
'Yi E Ext(Ga, WnJ. According to lemma 4', there exist <Pi E Al such that 
'Yi = Q~; <Pi· Then put 

i=m 
L = II Wn .+1 X Ga. 

;=1 

We can naturally consider L as an extension of (Ga)m x G a by W; let 
f3 E Ext((Ga)m x G a, W) be the corresponding element. Then we define a 
homomorphism () : G a -+ (Ga)m x G a by the formula 

()(x) = (<PI (x), ... , <Pm(x), x). 

One immediately checks that f3() = G. Thus there exists a homomor­
phism t/J : G -+ L making a commutative diagram 

0 ---- W ---- G ---- G a ---- 0 

idj .pi 91 
0 ---- W ---- L ---- (Ga)m x G a ------> O. 

Furthermore, () is an embedding of G a in (Ga)m x G a; the same is thus 
also true of t/J which finishes the proof. 0 

Theorem 3. Every (commutative) connected unipotent group IS Isomor­
phic to a quotient of a product of Witt groups by a connected subgroup. 

PROOF. The proof is "dual" to the preceding one. We argue by induction 
on the dimension ofthe given group G, by considering G as an extension of a 
group G 1 by Ga. Applying the induction hypothesis to G I , we can suppose 
that G I is a product n:~~ Wn ; of Witt groups. Using lemma 4, one shows, 
as above, that G is isomorphic to the quotient of n:~~ Wn ;+1 X G a by a 
connected subgroup (in fact isomorphic to (Ga)m). D 
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13. Comparison with generalized Jacobians 

Let J m be the generalized Jacobian of a curve X with respect to a modulus 
m = L: npP with support S. We saw in chap. V that Jm is an extension 
of the usual Jacobian of X by a linear group Lm, itself isomorphic to the 
product of a torus by a unipotent group V = fIPES V{np). We also saw, 
by means of the Artin-Hasse exponential, that the group V is isomorphic 
(and not just isogenous) to a product of Witt groups. We can use this fact 
to give a new proof of theorem 3. First we establish the following result: 

Theorem 4. Every (commutative) connected group is isomorphic to the 
quotient of a product of generalized lacobians by a connected subgroup. 

PROOF. Let G be such a group, and let e be its identity element. Since e is 
a simple point on G, there exist curves XI on G which admit e as a simple 
point and whose tangents ti at this point generate the tangent space tG. If 
Xi denotes the normalization of XI, the rational map Xi -+ XI -+ G factors 
as Xi -+ 1; -+ G, where Ii is a certain generalized Jacobian of Xi. Put 
J = fI Ji; the sum of the homomorphisms 1; -+ G defines a homomorphism 
() : J -+ G. The image of tJ by () contains the tangents t; to the XI; thus 
()( tJ) = tG which shows at the same time that () is surjective and that it is 
separable. Thus the group G is identified with the quotient J IN, where N 
denotes the kernel of (). It remains to arrange for N to be connected, and 
for this we must introduce yet another generalized Jacobian: 

Let No be the connected component of the identity element of N, and 
let Go = IINo. We have (JINo)/(NINo) = liN = G; the canonical 
projection Go -+ G is thus a separable isogeny. If dim G :::: 2, the Bertini 
theorem (chap. VI, lemma 11) shows that the inverse image in Go of a 
suitable hyperplane section of G is irreducible. By induction, we deduce 
the existence of a curve Xf on G whose inverse image in Go is irreducible 
(this is valid only if dim G :::: I-the case where G is of dimension 1 is at 
any rate trivial). If X 1 denotes the normalization of X f, the map X 1 -+ G 
defines as above a homomorphism 

where It is a generalized Jacobian of X 1. Let lobe the pull-back of Go 
by (}1, that is to say the subgroup of It x Go formed by the pairs having 
the same image in G. The group 10 is connected, for otherwise the inverse 
image of Xf in Go would not be irreducible. Then define a homomorphism 
cp : J x 11 -+ G by putting cp(j, it) = (}(j) - (}1(jt). Since tJ -+ tG is 
surjective, the same is true of t JXJ , -+ tG , which shows that cp is surjective 
and separable. Furthermore, one checks immediately that the kernel M 
of cp is an extension of the group 10 by No; as both are connected, M is 
connected, as was to be shown. 0 
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Corollary. Every Abelian variety is isomorphic to the quotient of a product 
of (usual) Jacobians by a connected subgroup. 

PROOF. Let G be an Abelian variety; according to the preceding, G = 
(n J m.) / N, where the J mi are generalized J acobians and where N is con­
nected. If L m , denotes the linear part of Jm" the homomorphism L m , - G 
is necessarily null, which means that N contains all the L m,. Then putting 
Ji = J m. / Lmi' G is identified with a quotient (n Ji)/ N', where N' is the 
image of N (thus connected); as the Ji are usual Jacobians, the corollary 
is proved. 0 

We return now to the case where G is unipotent. According to the 
corollary to prop. 7, the underlying variety of G is isomorphic to an affine 
space kn. In the proof of thm. 4 one can then choose lines for the curves 
XI and Xf. The corresponding J acobians are reduced to their unipotent 
part, which is isomorphic to a product of Witt groups, as we recalled above. 
Thus we indeed get theorem 3. Moreover, we remark that, starting from 
this theorem, it is easy to recover theorem 1. 

§3. Extensions of Abelian varieties 

14. Primitive cohomology classes 

Let A be an Abelian variety and let B be a connected linear group. Ac­
cording to prop. 6, Ext(A, B) = H;at(A, B)$ and, according to no. 5, there 
is a homomorphism 

11": H;at(A,B)$ - Hl(A,BA) 

where B A denotes the sheaf of germs of regular maps from A to B. We will 
again denote by 11" the homomorphism from Ext(A, B) to Hl(A, BA) thus 
defined. We propose to determine the kernel and the image of 11". For this 
we are going to need some preliminary definitions of a homological nature: 

Let q be an integer 2:: 1 and, for every algebraic variety X, put reX) = 
Hq(X,Bx). One thus defines a contravariant functor in X, which is zero 
when X is reduced to a point. If f : X - Y is a regular map, we denote 
by r : r(Y) - reX) the homomorphism associated to f· 

Now let Xl and X 2 be two varieties, each endowed with a "marked" 
point, denoted e. Let Pi : Xl x X 2 - Xi (i = 1,2) be the projection to 
the i-th factor, and let mi : Xi - Xl X X 2 be the injection defined bye. 
Homomorphisms pi and mi correspond to these maps. Since Pi 0 mi is the 
identity and Pi 0 mj, i =1= j is a constant map, we have formulas 

m7 0 p7 = 1, * * 0 mj 0 Pi = if i =1= j. (28) 
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These formulas mean that the homomorphism p* : T(Xd x T(X2) -+ 

T(Xl x X2) defined by (pi, pi) admits as left inverse the homomorphism 
defined by the mi. Thus we can identify T(Xl) x T(X2) with a direct factor 
of T(Xl x X 2). An element of the group T(Xl x X 2) which belongs to this 
direct factor subgroup is called decomposable. 

This applies in particular when Xl = X2 = A, where A is a (commuta­
tive) algebraic group. The group T(A x A) thus contains T(A) x T(A) as 
a direct factor. Let Z E T(A) and denote by SA : A x A -+ A the composi­
tion law of A; we have s:4.(z) E T(A x A). Because SA 0 mi is the identity 
(i = 1,2), we see that the component of s:4.(z) in the factor T(A) x T(A) 
is equal to (z, z). One says that z is primitive if 

s:4.(z) = (z, z) (i.e., pHz) + p;(z» , (29) 

which amounts to saying that s:4.(z) is decomposable. 
Denote by PT(A) the subgroup ofT(A) formed by the primitive elements 

ofT(A). 

Lemma 8. PT(A) is an additive functor of A. 

PROOF. First we must show that, if ifI : A -+ C is a homomorphism, 
ifI* maps PT(C) into PT(A), which follows immediately from a diagram. 
Next we must show that PT(A) is additive in A, that is to say that, if 
ifI, "p, () E Hom(A, C) are such that () = ifI+"p, then ()*(z) = ifI*(Z)+"p*(z) 
for all z E PT(C). But the homomorphism () can be factored as 

x 'e 
A-+CxC--+C 

the homomorphism X being that defined by the pair (ifI, "p). Then we have 

()*(z) = X*(sc(z» 

= x*(pi(z) + p;(z» 

= ifI*(Z) + "p*(z), 

since Pl 0 X = ifI and P2 0 X = "p. o 

Moreover, formula (29) shows that PT(A) is the "largest" subgroup of 
T(A) for which lemma 8 is true. 

15. Comparison between Ext(A, B) and Hl(A, SA.) 

Theorem 5. Let A be an Abelian variety and let B be a (commutative) 
connected linear group. The canonical homomorphism 

11": Ext(A,B) -+ Hl(A,BA) (cf. no. 14) 

is injective and its image is the set of primitive elements of Hl(A, BA)' 
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PROOF. Let C be an extension of A by B belonging to the kernel of 11'. As 
a fiber space, C is trivial, that is to say it has a regular section s : A -+ C. 
After making a translation by an element of B, we can suppose that s( e) = e 
(denoting by e the identity element of the group considered). Since A is 
complete, seA) is a complete subvariety of C. Let A' be the subgroup 
of C generated by seA); it is also a complete group. The group A' n B 
being at the same time complete and linear is necessarily finite. Because 
it is the kernel of the projection A' -+ A, dim A' = dim A = dim seA) 
so A' = seA), since A' is irreducible and contains seA). This means that 
seA) is a subgroup of C, that is to say that s is a homomorphism and the 
extension C is trivial. We have thus checked that 11' is injective. 

Now we take C E Ext(A, B) and check that x = 1I'(C) is a primitive 
element of H 1(A,SA)' Observe first that 11' is functorial, that is to say 
that it commutes with the homomorphisms tp* defined by tp E Hom(A, A'). 
Thus 

s:4(x) = s:411'(C) = 1I's:4(C) = 1I'(pi(C) + p;(C)) (cf. prop. 1) 

= p~1I'(C) + p;1I'(C) = p~(x) + p;(x) 

which indeed shows that x is primitive. 
Conversely, let x be a primitive element of Hl(A, SA) and let C be a 

principal fiber space with base A and structural group B corresponding 
to x. We must show that there exists a structure of algebraic group on 
C which makes it an extension of A by B. Let C' be the pull-back by 
SA : A X A -+ A. The hypothesis that x is primitive means that C' is 
isomorphic to the fiber space deduced from C x C by the homomorphism 
SE : B x B -+ B. Composing the maps C x C -+ C' and C' -+ C, we get 
a regular map 9 : C X C -+ C which makes a commutative diagram 

CxC 

1 
AxA 

and one can check the identity 

9 
-----+ C 

1 (30) 

g(e + b, e' + b') = gee, e') + b + b' (e, e' E C, b, b' E B). (31) 

Choose a point e E C projecting to the identity element of A. After 
effecting a translation by an element of B, we can suppose that gee, e) = 
e. Everything comes down to checking that 9 gives C the structure of 
commutative algebraic group with identity element e. Formula (31) and 
diagram (30) will indeed show that C is then an extension of A by B. We 
must check: 

a) That gee, e) = gee, e) = e for all e E C. 
According to (30), g( e, e) = e + h( c) where h is a regular map from C 

to B; furthermore, formula (31) shows that h(e + b) = h(c) for all bE B, 
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in other words that h factors as C -+ A -+ B. As A is complete and B 
is linear, the map h : A -+ C thus defined is constant. Furthermore, the 
formula gee, e) = e shows that h(e) = e, whence h(e) = e for all e E C, 
which proves the formula g( e, e) = e. One argues similarly for the formula 
gee, c) = e. 

b) Thatg(e,e') =g(e',e) for aile, e'EC. 
According to (30), g(e,e') = g(e',e) + k(e,e') where k is a regular map 

from C x C to B. Formula (31) shows that k factors as C xC -+ A x A -+ B 
and the map A x A -+ B is necessarily constant and equal to e, whence the 
result. 

c) Thatg(e,g(c',e"»=g(g(e,e'),c") for all c, e', e"EC. 
Same argument as in a) and b). 

d) That there exists a regular map i : C -+ C such that g( c, i( e)) = e for 
all e E C. 

Denote by iA (resp. iB) the map a -+ -a (resp. b -+ -b) from A (resp. B) 
to itself. It is clear that iB*(X) = -x. The analogous formula iA(x) = -x 
is true because x is primitive (lemma 8). Since iA(x) = iB .. (X) there exists 
a regular map i : C -+ C making a commutative diagram 

i 
C ----+ C 

1 1 (32) 

and such t.hat 

i(e+b)=i(e)-b for eEC, bEB. (33) 

We can also suppose that iCe) = e. One then shows, by the same argument 
as in a), b), and c), that gee, i(e» = e for all c E C, which finishes the 
proof. 0 

16. The case B = G m 

When B is the multiplicative group G m , the sheaf B A is just the sheaf 0* 
of invertible elements of the sheaf of rings 0 A of the Abelian variety A. 
The group Hl(A, 0A) is the group D(A) of divisor classes of A (for linear 
equivalence). To say that the class of a divisor X is a primitive element of 
D(A) means that sAl (X) is linearly equivalent on A x A to a "decomposed" 
divisor 

X x A + A x X = PI l (X) + p;-l (X). 

We will write this as X == 0 (cf. Lang, [52], p. 90, thm. 2). If we denote 
by peA) the subgroup of D(A) formed by the classes of such divisors, 
theorem 5 gives us: 
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Theorem 6. If A is an Abelian variety, the group Ext(A, G m ) is canoni­
cally isomorphic to the group P(A) of divisor classes such that X == o. 

One knows (Barsotti [5], see also [78]) that X == 0 if and only if X is 
algebraically equivalent to O. The group P(A) is thus the Abelian group 
underlying the dual variety of A. 

Remark. According to proposition 6, Ext(A, G m ) = H;at(A, G m ) •. Thus 
every divisor X such that X == 0 corresponds to a class of rational factor 
systems on A with values in G m . We can make explicit a system of factors 
belonging to this class in the following manner: 

Since sA:i(X) "" pli(X) + p;-l(X) on A x A, there exists a rational 
function f(x, y) on A x A such that 

(34) 

The function f is the desired factor system. 

17. The case B = G a 

When B is the additive group G a , the sheaf BA is just the sheaf 0 A of 
local rings of A, and we are led to study the group Hi(A, 0 A)' 

More generally, if X is any algebraic variety, we will write Hq (X) in 
place of Hq(X,Ox) and we put 

00 

H*(X) = L Hq(X). 
q=O 

The cup-product operation endows H*(X) with the structure ofa graded 
algebra. As the multiplication in Ox is associative and commutative, that 
of H*(X) is associative and anti-commutative; it has a unit element 1 of 
degree 0 (for all these properties of the cup-product, we refer to the work 
of Godement [25], chap. II, §6). 

If X and Yare two varieties, the projections Pi and P2 from X x Y to 
X and to Y define homomorphisms 

pr : H*(X) ---+ H*(X x Y) and P2: H*(Y) ---+ H*(X x Y) 

cf. no. 14. By means of the cup-product, we deduce a homomorphism 

pr 0 P2 : H*(X) 0 H*(Y) ---+ H*(X x Y) 

the tensor product being taken over the base field k. One has a "Kiinneth 
formula" : 

Proposition 12. The homomorphism p! 0 P2 defined above is an isomor­
phism from H*(X) 0 H*(Y) to H*(X x Y). 



§3. Extensions of Abelian varieties 185 

PROOF. The proof is as in the classical case. We choose finite covers 11 
(resp. m) of X (resp. ofY) by open affines Ui (resp. Vi); the Wij = Ui X Vi 
then form a finite cover 2lJ of X x Y by open affines. By virtue of FAC, 
p. 239, thm. 4, the cohomology groups of X are those of the complex 
C(l1, 0 x) which is a "simplicial cochain complex" in the terminology of 
Godement [25], chap. I, §3.1; an analogous result holds for Y and for 
X x Y. Furthermore, 

f(W.·· .. Ox y) - feU· . Ox) @ f(v. . Oy) SoJo,···,a"Jp' x - IO, ... ,l p ' }O,···,),,' 

since the coordinate ring of a product of affine varieties is the tensor product 
of the coordinate ring of these varieties. This formula means that the 
complex C(2lJ, 0 Xxy ) is identified with the Cartesian product C( 11,0 x) x 
C(m,Oy) of the complexes C(l1, Ox) and C(m,Oy) (for the definition of 
the Cartesian product of two simplicial cochain complexes, see Godement 
[25], chap. I, §3.6). According to the Eilenberg-Zilber theorem (Godement, 
loco cit., theorem 3.10.1) the complex C(2lJ, OxxY) is thus homotopically 
equivalent to the tensor product 

C(l1, Ox) @ C(m, Oy). 

Applying the (usual) Kiinneth formula to this last complex, we deduce that 
H*(X x Y) is identified with the tensor product of H*(X) and H*(Y). 
Finally, the fact that this identification is given by the cup-product of pi 
and P2 can be checked either by using the explicit formula giving the cup­
product and comparing with the proof of the Eilenberg-Zilber theorem, or 
by using the definition of the cup-product by means of the diagonal map 
(Godement, loco cit., chap. II, §6). 0 

Corollary. If X and Yare complete and connected, Hl(X x Y) is iden­
tified with the direct sum of HI(X) and Hl(y). 

PROOF. Indeed, the preceding proposition shows that HI (X x Y) is the 
direct sum of HI(X) @ HO(y) and HO(X) @ Hl(y), and the hypotheses 
made on X and Y imply that HO(X) = HO(y) = k. 0 

Remark. The Kunneth formula holds for arbitrary coherent sheaves and 
not just for sheaves of local rings. Precisely, if F and g are two coherent 
sheaves on X and Y respectively, we define a coherent sheaf F@g on X x Y 
by putting 

F@g = F@Oxxy@g 

the two tensor products on the right hand side being taken over Ox and Oy 
respectively. The proof of proposition 12 then shows that H* (X x Y, F@g) 
is identified with H*(X,F) @ H*(y,g). 

Theorem 7. If A is an Abelian variety, the group Ext(A, G a ) is canoni­
cally isomorphic to H 1(A,OA)' 
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PROOF. Indeed, according to the corollary to proposition 12 every element 
of Hl(A x A,OAXA) is decomposable, thus every element of H 1(A,OA) is 
primitive, and we apply theorem 5. 0 

Remarks. 1) We will see in no. 21 that the dimension of the k-vector space 
Hl(A, 0 A) is equal to dim A. 

2) If p is the characteristic of the ground field, one can use theorem 7 to 
determine Ext(A, ZjpZ). Indeed, denoting by ~ : G a --+ G a the isogeny 
defined by the formula ~().) = ).P -). (d. chap. VI), there is a strictly exact 
sequence 

p 
0--+ ZjpZ --+ G a -+ G a --+ O. 

Applying the second exact sequence of Ext (§1, prop. 3), we see that 
Ext(A, ZjpZ) is identified with the kernel of ~ acting on Hl(A, 0 A)' But 
Artin-Schreier theory shows that the elements of this kernel correspond 
to unramified cyclic coverings of degree p of A (cf. [77], no. 16); thus we 
recover a particular case of the theorem that every unramified covering of 
an Abelian variety is an isogeny ([53], theorem 2). In the cyclic of order 
prime-to-p case one can make an analogous argument using the group G m 

in place of the group G a and theorem 6 in place of theorem 7; cf. Weil [89], 
§XI. 

18. Case where B is unipotent 

First we are going to generalize the corollary to proposition 12: 

Proposition 13. Let B be a (commutative) connected unipotent group. If 
X and Yare complete connected varieties, Hl(X x Y, BxxY) is identified 
with the direct sum of Hl(X,Bx) and Hl(Y,By). 

PROOF. We argue by induction on n = dim B, the case n = 1 being the 
corollary to proposition 12. If n > 1, choose a connected subgroup B' of 
B such that B j B' = Ga. The exact sequence of sheaves 

o --+ B'x --+ B x --+ 0 X --+ 0 

gives rise to a cohomology exact sequence 

But since X is complete and connected, every regular map from X to 
one of the groups B', B, or G a is constant. Thus HO(X, Bx) = Band 
HO(X,Ox) = G a ; the preceding exact sequence reduces to 

(35) 
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There are analogous results for Y and X x Y. On the other hand, choosing 
"base points" in X and Y, the corresponding injections of X and Y into 
X x Y define a homomorphism 

mOO : HI(X x Y,BxxY) -;. HI(X,Bx) x HI(Y,By). 

We know that mOO is surjective and has a right inverse pOO defined by the 
projections X x Y -;. X and X x Y -;. Y, cf. no. 14. Everything comes 
down to showing that mOO is injective. But according to (35) there is a 
commutative diagram 

0- Hl(X x Y, ~~Xy) 

m* t 

In view of the induction hypothesis, the two vertical arrows on the ends 
are bijections; thus the middle vertical arrow is an injection, which finishes 
the proof. 0 

Theorem 8. Let A be an Abelian variety and let B be a (commutative) 
connected unipotent group. The canonical homomorphism 

7r: Ext(A,B) -;. H I (A,BA) 

defined in no. 14 is bijective. 

PROOF. Indeed, proposition 13 says that every element of HI(AxA, BAXA) 
is decomposable, thus that every element of HI(A, BA) is primitive and we 
apply theorem 5. 

§4. Cohomology of Abelian varieties 

19. Cohomology of Jacobians 

Let X be an irreducible, projective curve without singularities and let t.p : 

X -;. J be the canonical map of X into its Jacobian. This map defines a 
homomorphism t.p* : HI(J, th) -;. HI(X, Ox); although t.p is only defined 
up to a translation, t.p* is uniquely determined since translations act trivially 
on H*(J) by the Kiinneth formula. 

Theorem 9. The homomorphism t.pOO : HI(J,OJ) -;. H I (X,Ox) is bijec­
tive. 

PROOF. We first remark that H I (J,OJ) = Ext(J,Ga ) according to the­
orem 7. As the map t.p is maximal (in the sense of chap. VI, no. 13), the 
fact that t.p* is injective will follow from this more general proposition: 
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Proposition 14. Let X be a complete variety, A an Abelian variety, and 
B a (commutative) connected linear group. If <p : X -+ A is an everywhere 
regular maximal map, the composed homomorphism 

~ I ~. 1 
Ext(A,B) --+ H (A,BA ) ~ H (X,Bx) 

is injective. 

PROOF. Let C be an extension of A by B. To say that C belongs to 
the kernel of the homomorphism Ext(A, B) -+ HI(X, Bx) means that the 
pull-back fiber space of C by <p is trivial, in other words that <p factors as 

'" X --+ C -+ A, where 'IjJ is a regular map. After effecting a translation on 
'IjJ, we can suppose that 'IjJ(X) contains the identity element e of C. Let 
A' be the subgroup of C generated by 'IjJ(X); as X is complete, the same 
is true of 'IjJ(X), thus also of A'. The group A' n B being both complete 
and linear is necessarily finite. Because it is the kernel of the projection 
A' -+ A, the fact that <p factors as X -+ A' -+ A shows that A' -+ A is an 
isomorphism (this is the definition of maximal maps). The extension Cis 
thus trivial, which proves the proposition. 0 

We return now to the proof of theorem 9. To show that <po is surjective, 
we are going to use the extensions of J furnished by generalized Jacobians. 

More precisely, let P E X and put m = 2P. The generalized Jacobian 
Jm is an extension of J by a local group Lm. If t is a local uniformiser 
at P, the group Lm = U~1) IU~2) is the group of functions of the form 
1 + at + ... modulo those of the form 1 + bt2 + ... ; it is thus the group 
Ga. Let jp be the element of Ext( J, G a) = HI (J, 0 J) corresponding to J m 

and put j~ = <po (jp). We propose to determine j~. For this, we identify 
HI(X,Ox) with the space R/(R(O) + k(X)) of classes of repartitions on 
X (cf. chap. II, prop. 3). With this identification we have: 

Proposition 15. The element jF corresponding to J m is equal to the class 
of the repartition defined by rp = l/t and rQ = 0 il Q f P. 

PROOF. Let Ui be an open cover of J such that there exist regular sections 
Si of J m over Ui and suppose that <pCP) E Uo. The lij = Sj - Si form a 
l-cocycle with values in OJ and the class of this cocycle is jp (cf. no. 5). 
The functions fij 0 <p = gij thus define a 1-cocycle on X whose class is 
jF. Let <pm be the canonical map from X to J m normalized so that the 
composition X -+ Jm -+ J is equal to <po Putting hi = <Pm - <p 0 Sj, the 
hi thus define an element h E R/ R(O) whose class is equal to - jF and 
everything comes down to showing that hand -r are in the same class. 
At every point Q f P, hQ = 0 since <pm is regular at Q (chap. V, prop. 4). 
Thus it remains to show that hp = -lit, that is to say that the polar part 
of ho at P is equal to -l/t. This can be checked by using local symbols 
and their explicit determination in the case of the group G a (cf. chap. III, 



§4. Cohomology of Abelian varieties 189 

no. 3). The following method, due to Rosenlicht [68], has the advantage of 
being applicable to arbitrary generalized J acobians (cf. no. 20): 

For every element A of the projective line A, put H).. = rl(A)j if Q EX, 
put 

DQ = Ht(Q) - Hoo = (t - t(Q)) = (1 - tlt(Q». 

The divisor Ht(Q) can be written Q+HQ, where HQ is an effective divisor. 
Furthermore, the map Q -+ HQ is a regular map from X to its symmetric 
product, as we see by applying lemma 14 of chap. V to the covering t : 
X -+ A. Define a rational map t/J : X -+ Jm by the formula 

This map is regular away from the divisor of zeros oft. As DQ is the divisor 
of the function I-tlt(Q), t/J(Q) is nothing other than the canonical image 
of this function in the local group Lm = G a , that is to say -Ilt(Q). On 
the other hand, when Q = P, the divisor HQ is prime to P since t has a 
simple zero at P. Formula (36) then shows that t/J(Q)-<pm(Q) is a function 
of Q which is regular at P. As the same is true of <pm - ho = <p 0 So (see 
above), we conclude that t/J - ho is regular at P, that is to say that ho has 
polar part -lit, which completes the proof of the proposition. 0 

We can now show that <p* : Hl(J, OJ) -+ H1(X,Ox) is surjective. In­
deed, let w be an element of the dual of Hl(X, ° x) which is orthogonal 
to the image of <p*. According to the duality theorem (chap. II, no. 8) w 
is identified with an everywhere regular differential form on X. If P is 
any point of X and if t is a local uniformizer at P, proposition 15 shows 
that the image of <p* contains the repartition r equal to lit at P and to 0 
elsewhere. Thus (w,r) = 0 i.e., Resp(tw) = 0, which means that w is zero 
at P. This being the case for all P, we have w = 0, which shows that <p* is 
surjective and completes the proof of theorem 9. 0 

Remark. One can formulate proposition 15 more strikingly in terms of 
tangent vectors. Let vbe a tangent vector at the point P, with vf:. O. One 
associates to van element of Hl(X, Ox) in two different ways: 

a) The vector v defines a linear form on HO(X,n,l), thus an element of its 
dual H1(X,Ox). 

b) The vector v defines an isomorphism from the local group Lm (with 
m = 2P) to G a , and the Jacobian defines, thanks to this isomorphism, an 
element of Hl (J, OJ) to which one then applies <p*. 

Proposition 15 then comes down to saying that the two elements of 
Hl(X,OX) thus defined coincide. 
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20. Polar part of the maps <Pm 

Let m = E npP be a modulus on X supported on S and let <pm : X -+ Jm 
be the canonical map from X to the corresponding generalized Jacobian. 
The group Jm is an extension of the usual Jacobian J by a local group 
Lm. By pull-back, Jm defines a principal fiber space Pm with base X and 
structural group Lm, and <pm defines a rational section of Pm. From this 
it follows, as in the preceding no., that to determine the fiber space Pm 
comes down to determining the "polar part" of <pm at a point PES, that 
is to say to constructing a rational map 1jJ : X -+ Lm such that <pm - 1jJ is 
regular at P. 

We have Lm = (TI Up/U~np)/Gm' and thus everything comes down to 

constructing a rational map 1jJp : X -+ Up/U~np) for a given point P. This 
construction is made in the following manner: 

Let ~ be the diagonal of X x X and let F be a rational function on 
X x X whose divisor is of the form 

(F) = ~+ R with (P, P) ¢ Supp(R). 

Such a function exists: if t is a local uniformizer at P, one can take 
F(Q, Q') = t(Q) - t(Q'). For every point Q of a non-empty open U of 
X, the partial function FQ(Q') = F(Q,Q') is a rational function of Q' 
which belongs to Up and its class F Q in the local group Up / U~np) is well 
defined. One easily checks that Q -+ F Q is a regular map of U to the group 

Up / U~np) and the argument of proposition 15 shows that it is the desired 
map 1jJ p. Note the analogy between this definition and that of differentials 
on a curve given by Wei I ([88], §II). 

We also point out that, according to prop. 10 of chap. V, the local symbol 
(1jJp,g)p, g E Up, is equal to the inverse ofgE Up/U~np). 

21. Cohomology of Abelian varieties 

Let A be an Abelian variety of dimension g and let 
00 

H*(A) = LHn(A,OA) 
n=O 

be its cohomology algebra (cf. no. 17). The composition law 

s:AxA-+A 

defines by passage to cohomology a homomorphism 

s* : H*(A) -+ H*(A x A). 

According to the Kiinneth formula (proposition 12), the algebra H*(A x A) 
is identified with H*(A) 0 H*(A). Using the fact that A has an identity 
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element, one checks that for every x E Hn(A), n > 0, 

s*(x) = x 01 + LYi 0 Zi + 10 x, deg(Yi) > 0, deg(z;) > O. (37) 

This identity means that the algebra H*(A), endowed with the map 

s· : H*(A) --+ H*(A) 0 H*(A) 

is a Hopf algebra in the sense of Borel [8], §6. But we have the following 
result: 

Proposition 16. Let H be an associative, anticommutative, connected 
(i.e., reduced to scalars in dimension 0) Hopf algebra. Let g be an integer 
such that H n = 0 for n > g. Then dim HI ::; 9 and, if equality holds, the 
algebra H is identified with the exterior algebra of the vector space HI. 

PROOF. According to the structure theorem of Hopf-Borel ([8), theo­
rem 6.1), the algebra H is the tensor product over the base field k of 
simple (i.e., generated by one element) algebras k[x;]; put ni = deg(xi)' 
The product of all the Xi is a non-zero element of H of degree equal to L ni, 

whence the inequality L ni ::; g. In particular, the number of Xi of degree 
1 is ::; g; as this number is equal to dim HI we indeed have dim HI ::; g. 
If dim HI = g, all the Xi are necessarily of degree 1. Furthermore, their 
squares are all zero, for, if for example xi :f. 0, the product xi 0 X2 0· .. 0 x 9 

would be a non-zero element of H of degree 9 + 1, which is impossible. The 
algebra H is thus identified with the exterior algebra of HI. 0 

We return now to the algebra H*(A): 

Theorem 10. If A is an Abelian variety of dimension g, dim HI(A) = 9 
and the algebra H*(A) is identified with the exterior algebra of HI(A). 

PROOF. We first observe that H*(A) satisfies the hypotheses of proposi­
tion 16: HO(A) = k since A is complete and connected and Hn(A) = 0 for 
n > 9 since A has dimension 9 ([76), thm. 2, or Grothendieck [27], theo­
rem 3.6.5). Thus dim HI(A) ::; 9 and the theorem will be proved when we 
have proved the opposite inequality dim HI(A) ~ g. 

According to the corollary to theorem 4 (no. 13), there exists a strictly 
exact sequence 

(38) 

where C is a product of Jacobians and where B is an Abelian variety. As 
Hom( B, G a ) = 0, the exact sequence of Ext associated to (38) is 

0--+ Ext(A, G a ) --+ Ext(C, G a ) --+ Ext(B, G a ). 

Taking into account theorem 7, we get the exact sequence 
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whence the inequality 

dim Hl(A) ~ dim Hl(C) - dim Hl(B). (39) 

According to theorem 9, dim Hl(J) = dim J for all Jacobians Jj by 
virtue of the Kiinneth formula, the same is true of C which is a product 
of Jacobians. On the other hand, dim Hl(B) ~ dim B, as we have seen. 
The inequality (39) thus can be written 

dim Hl(A) ~ dim C - dim B = dim A, 

which completes the proof according to what has been said before. 0 

Remark. Let Or be the sheaf of regular differential forms of degree r on A 
and put hr" = dim H' (A, 0.''). From the fact that the tangent bundle to 
a group variety is trivial (chap. III, prop. 16), the sheaf Or is isomorphic 
to the direct sum of (~) copies of the sheaf 0 A and theorem 10 gives 

In particular the symmetry formula hr" = h"r is valid for Abelian vari­
etiesj one knows that, in characteristc p > 0, there are non-singular varieties 
which violate this formula, cf. [77]. 

22. Absence of homological torsion on Abelian varieties 

We suppose that the characteristic of the base field is p> O. One knows 
([77], §1) that one can associate to every algebraic variety X Bockstein 
operations acting on H*(X). One says that X has no homological torsion 
if these operations are identically zero. 

Theorem 11. An Abelian variety has no homological torsion. 

PROOF. Let A be an Abelian variety and let f3l, ... , f3n, . .. be the Bock­
stein operations associated to A. We assume that f3i = 0 for i < nand 
show that f3n = O. As f3n acts on the cohomology algebra of f3n-l (loc. 
cit. no. 3), we see that f3n acts on H*(A). Furthermore, f3n satis~s the 
following derivation formula (loc. cit., formula (8»: 

f3n(x.y) = f3n(x).Fn(y) + (_l)deg(:r:) Fn(x)f3n(Y), x, Y E H*(A) 

where F denotes the endomorphism of H*(A) defined by the p-th power 
on OA. 

Since, by virtue of theorem 10, H*(A) is generated by its elements of 
degree 1, it will suffice to show that f3n(x) = 0 if x E Hl. In this case, 
evidently s* (x) = x ® 1 + 1 ® x, in other words that x is a primitive element 
of Hl(A) (cf. no. 17). The functorial character of f3n then shows that 
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y = f3n(x) is a primitive element of degree 2. But the fact that H*(A) is 
an exterior algebra implies, as is easily seen, that every non-zero primitive 
element of H*(A) is of degree 1; thus y = 0, as was to be shown. 0 

Corollary 1. Let 'P : X ---+ A be an everywhere regular maximal map from 
a complete variety X to an Abelian variety A. If Z:x, denotes the intersec­
tion of the kernel of the Bocksiein operations f3n acting on Hl(X,(')X) (cf 
[77], no. 7), then dim A::; dim Z:x,. 

PROOF. Proposition 14 shows that 'P* : Hl(A, (') A) -+ Hl(X, (')x) is 
injective. Since the f3n are zero on H 1(A, (') A), the image of 'P* is contained 
in Z:x,. As dim A = dim Hi (A, (') A) according to theorem 10, we deduce 
the desired ineq1lality. 0 

Remark. In fact, the corolla.ry above gives an exact bound for dim A, in 
other words t.he dimension of the Albanese variety of X is equal to dim Z:x" 
cf. Mumford [117], p. 196. 

Corollary 2. Let r.p : X -+ J be the canonical map of a non-singular 
projective curve to its Jacobian. For every connected unipotent group B, 
the homomorphism 

is bijective. 

PROOF. We know that 'P* is injective (proposition 14) and that it is bijec­
tive if B = G a (theorem 9). We are going to pass from this to the general 
case by induction on dim B. If dim B ~ 2, there exists a strictly exact 
sequence 

o -+ B' -+ B -+ B" -+ 0 

where B' and B" are connected unipotent groups of dimension strictly less 
than that of B. From this we deduce a commutative diagram 

o -- Hl(J,B~) -- Hl(J,BJ) __ Hl(J,B~) 

111 
o -- Hl(X,B'x) -- Hl(X,Bx) -- H 1 (X,B'J.) 

where the two end vertical arrows are bijections, in view of the induction 
hypothesis. If one knew that the homomorphism Hl(J, BJ) -+ Hl(J, B~) 
were surjective, it would follow that the middle vertical arrow was a surjec­
tion, which would establish the corollary; as J has no homological torsion, 
we are reduced to the following lemma: 

Lemma 8. Let 0 -+ B' -+ B -+ B" -+ 0 be a strictly exact sequence 
of unipotent groups, the group B being connected. If a variety X has 
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no homological torsion in dimension q, the homomorphism Hq(X,Bx) _ 
Hq (X, B'Jd is surjective. 

PROOF. The group B" is connected; we argue by induction on its di­
mension. If dim B" = 0, there is nothing to prove. If dim B" = 1, then 
B" = Ga. According to theorem 3, the group B is the quotient ofa product 
W of Witt groups, and it suffices to show that H9(X, Wx) -+ H9(X, Ox) 
is surjective. IfW = n Wn ,' at least one of the homomorphisms Wn , -+ G a 

has a non-trivial tangent map, which reduces us to the case of a surjective 
separable homomorphism f : Wn -+ Ga. Such a homomorphism factors as 

Wn ~ G a !.... G a with cp = Rn-l (cf. no. 8), the homomorphism 9 being 
separable. This means that 

with aD ;:/; O. 

Denoting by F the endomorphism of V = Hq(X,Ox) given by the p-th 
power, we see that the endomorphism g. of V defined by 9 is equal to 

aD + alF + ... + akFk. 

As V is a finite-dimensional vector space and F is p-linear, we conclude 
that g. is surjective (its differential is surjective, cf. chap. VI, no. 4). On 
the other hand, CP. is surjective since X has no homological torsion in 
dimension q (cf. [77], no. 3); the homomorphism f. = g. 0 CP. is thus also 
surjective, which proves the lemma when dim B" = 1. 

Now suppose that dim B" ~ 2 and let 

o -+ G" -+ B" -+ D" -+ 0 

be a strictly exact sequence, where G" and D" are connected and of dimen­
sion < dim B". Let G be the inverse image of G" in B and let Go be the 
connected component of the identity element of G. In order to simplify the 
notation put T(B) = H9(X,Bx), and similarly for B", G", D", and Go. 
lf b" is an element of T(B"), the induction hypothesis applied to B -> D" 
shows that there exists b E T( B) having the same image as b" in T( D"); 
by subtraction, we are thus reduced to the case of an element b" E T(B") 
which gives 0 in T(D"). The exact sequence 

T(G") -> T(B") -+ T(D") 

then shows that there exists c" E T( G") having image b"; the induction 
hypothesis applied to Go -> G" permits us to lift c" to Co E T(Go), and, 
as T(Go) maps to T(B), we finally do find an element ofT(B) with image 
b", as was to be shown. 0 
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23. Application to the functor Ext(A, B) 

Theorem 12. If A is an Abelian variety, the functor Ext(A, B) is an 
exact functor on the category of (commutative) linear groups. 

PROOF. Put T(B) = Ext(A, B). We are going to show that, if we have a 
strictly exact sequence of linear groups 

o -+ B' -+ B -+ B" -+ 0, 

the corresponding sequence 

0-+ T(B') -+ T(B) -+ T(B") -+ 0 

is exact. In view of proposition 3, it suffices to prove that T(B) -+ T(B") 
is surjective. 

First we are going to treat several particular cases: 

a) B is a finite group. One knows (Weil [89], p. 128) that, for every integer 
n, the map x -+ nx is an isogeny of A to itself. Choosing n to be a multiple 
ofthe order ofG, we easily deduce that T(G) = Ext(A, G) is identified with 
Hom(nA, G), denoting by nA the subgroup of A formed by elements x such 
that nx = O. After decomposing G into a direct sum, we can also suppose 
that n is a power of a prime number. The group nA is then a direct sum 
of a certain number of cyclic groups of order n (Weil, loco cit.), and the 
homomorphism Hom(nA, B) -+ Hom(nA, B") is indeed surjective. 

b) B" is a finite group. Let B& be the connected component of the identity 
element of B'. If the characteristic of k is zero, the group B is the product of 
Bb by the finite group B / Bb, and we are reduced to a). If the characteristic 
of k is non-zero, we begin by removing the factors of type G m from Bti (they 
are direct factors in B). Having done this, the group B is of finite period, 
and, lifting to B generators of B", we see that there exists a finite subgroup 
C of B projecting onto B"; we then apply a) to C -+ B". 

c) B is a torus. The same is then true of B"; thus B = (Gmt and 
B' = (Gm )·. The homomorphism 'P : B -+ B" is defined by a matrix cI> 
with integral coefficients. As 'P is surjective, there exists a matrix \)! with 
integral coefficients such that cI>. \}! = N, where N is a non-zero integer. We 
have T(B) = Ext(A, Gmt = P(At, denoting by peA) the dual variety 
of A (cf. no. 16); similarly, T(B") = P(A)'. The matrices cI> and \}! define 
homomorphisms P(cI» and Pc\}!) satisfying P(cI».P(\}!) = N. From the 
fact that peA) is an Abelian variety, multiplication by N is surjective and 
the same is true of P( cI», which proves the desired result. 

d) B is unipotent and connected. According to theorem 8, Hl (A, B A) = 
T(B) and lemma 8 shows that T(B) -+ T(B") is surjective. 

e) B is connected. One decomposes Band B" into a product of a torus 
and a unipotent group and applies c) and d). 
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Now we pass to the general case. Let B~ be the connected component of 
the identity in B" and let Bo be its inverse image in B. Let b" E T(B") 
and let x~ be the image of b" in T(B"IB~) = T(BIBo). Applying b) 
to B -+ BIBo, we see that x~ is the image of an element of T(B); by 
subtraction, we are reduced to the case where x~ = O. The element b" 
then comes from an element b~ E T(B~). If BI denotes the connected 
component of the identity element in B, we can apply e) to BI -+ B~ and 
there exists bl E T(Bd having image b~. As T(BI) maps to T(B), we 
finally get an element of T( B) with image b", which finishes the proof. D 

One can give other cases where the functor Ext(A, B) is exact. We limit 
ourselves to the following: 

Theorem 13. Let C be an extension of an A be/illn 1Jariety by a (commu­
tative) connected linear group L. If G is a finite group, there is an exact 
sequence 

0-+ Ext(A, G) -+ Ext(C,G) -+ Ext(L, G) -+ O. 

PROOF. In view of proposition 2 it suffices to show that Ext( C, G) -+ 

Ext(L, G) is surjective, that is to say that every isogeny of L "extends" to 
C. Thus let LI E Ext(L, G). According to theorem 12, the homomorphism 
Ext(A, L') -+ Ext(A, L) is surjective; there thus exists C' E Ext(A, L') 
having image C E Ext(A, L). The group C' contains L' as a subgroup, 
which contains G; the group C f IG is identified with C. One can thus 
consider C' as an element of Ext( C, G) and it is clear that this element has 
image L' in Ext(L,G), as was to be shown. D 

Example. We take for C a generalized Jacobian J m , the Abelian variety A 
then being the usual Jacobian and the group L being the local group Lm 
(chap. V, §3). We know (chap. VI, no. 12) that the group Ext(Jm, G) is 
identified with the group of classes of coverings of the curve having Galois 
group G and whose conductor is S m; similarly, the group Ext(J, G) is 
identified with the subgroup of classes of unramified coverings. Theorem 
13 then shows that the quotient group is identified with Ext(Lm,G), a 
group whose definition is purely local. 

Bibliographic note 

Extensions of an Abelian variety A by the group G a or the group G m 

appeared for the first time in a short note of Weil [90]. This note contains 
the fact that Ext(A, G m ) is isomorphic to the group of classes of divisors 
X on A such that X == O. 

This result is recovered by Barsotti [4], who systematically takes the 
point of view of "factor systems". Barsotti also determines the dimension 
of Ext(A, G a ), thanks to the classification of purely inseparable isogenies. 
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The relation Hl(A,OA) = Ext(A, G a ) is proved by Rosenlicht [68] 
(see also Barsotti [6], as well as [78]), and he obtains the dimension of 
Hl (A, 0 A) by means of generalized J acobians. It is his proof that we have 
given, with a few variations. 

Recently Cartier has obtained a result more precise than this simple 
dimension computation: he has established a "functorial" isomorphism 
between Hl(A, OA) and the tangent space tAo of the dual variety A* of A, 
and from this he deduces the "biduality theorem" A** = A, cf. [13], [107]. 

Finally, the fact that every connected commutative unipotent group is 
isogenous to a product of Witt groups was proved by Chevalley and Chow 
(non-published), as well as Barsotti [7]. According to Dieudonne [23], 
an analogous result holds in "formal" geometry. See Cartier [108] and 
Demazure-Gabriel [112]. 
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