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Preface 

This book consists of three parts, rather different in level and purpose: 

The first part was originally written for quantum chemists. It describes the 
correspondence, due to Frobenius, between linear representations and charac­
ters. This is a fundamental result, of constant use in mathematics as well as in 
quantum chemistry or physics. I have tried to give proofs as elementary as 
possible, using only the definition of a group and the rudiments of linear algebra. 
The examples (Chapter 5) have been chosen from those useful to chemists. 

The second part is a course given in 1966 to second-year students of I'Ecoie 
Normale. It completes the first on the following points: 
(a) degrees of representations and integrality properties of characters (Chapter 6); 
(b) induced representations, theorems of Artin and Brauer, and applications 

(Chapters 7-11); 
(c) rationality questions (Chapters 12 and 13). 
The methods used are those of linear algebra (in a wider sense than in the first 
part): group algebras, modules, noncommutative tensor products, semisimple 
algebras. 

The third part is an introduction to Brauer theory: passage from characteristic 0 
to characteristic p (and conversely). I have freely used the language of abelian 
categories (projective modules, Grothendieck groups), which is well suited to 
this sort of question. The principal results are: 
(a) The fact that the decomposition homomorphism is surjective: all irreducible 

representations in characteristic p can be lifted "virtually" (i.e., in a suitable 
Grothendieck group) to characteristic O. 

(b) The Fong-Swan theorem, which allows suppression of the word "virtually" 
in the preceding statement, provided that the group under consideration is 
p-solvable. 

v 



Preface 

I have also given several applications to the Artin representations. 

I take pleasure in thanking: 

Gaston Berthier and Josiane Serre, who have authorized me to reproduce Part I, 
written as an Appendix to their book, Quantum Chemistry; 

Yves Balasko, who drafted a first version of Part n from some lecture notes; 
Alexandre Grothendieck, who has authorized me to reproduce Part III, which 

first appeared in his S~minaire de ~om~trie Alg~brique, I.H.E.S., 1965/66. 
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I 

REPRESENTATIONS 
AND CHARACTERS 



1.1 Definitions 

CHAPTER 1 

Generalities on 
linear representations 

Let V be a vector space over the field C of complex numbers and let 
GL(V) be the group of isomorphisms of V onto itself. An element a of GL(V) 
is, by definition, a linear mapping of V into V which has an inverse a-I; 
this inverse is linear. When V has a finite basis (ej) of n elements, each linear 
map a: V ~ V is defined by a square matrix (aij) of order n. The 
coefficients aij are complex numbers; they are obtained by expressing the 
images a(ej) in terms of the basis (ej): 

a(e) = ~ aijej. 
I 

Saying that a is an isomorphism is equivalent to saying that the 
determinant det(a) = det(aij) of a is not zero. The group GL(V) is thus 
identifiable with the group of invertible square matrices of order n. 

Suppose now G is a finite group, with identity element 1 and with 
composition (s, t) f-+ st. A linear representation of G in V is a homomor­
phism p from the group G into the group GL(V). In other words, we 
associate with each element s EGan element p(s) of GL(V) in such a way 
that we have the equality 

p(st) = p(s) . p(t) for s, t E G. 

[We will also frequently write Ps instead of p(s).] Observe that the preceding 
formula implies the following: 

p(1) = 1, p(s-I) = p(s)-I. 

When p is given, we say that V is a representation space of G (or even 
simply, by abuse of language, a representation of G). In what follows, we 
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Chapter 1: Representations and characters 

restrict ourselves to the case where V has .finite dimension. This is not a very 
severe restriction. Indeed, for most applications, one is interested in dealing 
with a.finite number of elements Xj of V, and can always find a subrepresen­
tation of V (in a sense defined later, cf. 1.3) of finite dimension, which 
contains the Xj: just take the vector subspace generated by the images Ps(Xj) 
of the Xj. 

Suppose now that V has finite dimension, and let n be its dimension; we 
say also that n is the degree of the representation under consideration. Let 
(ej) be a basis of V, and let Rs be the matrix of Ps with respect to this basis. 
We have 

R st = Rs . R t if s, t E G. 

If we denote by rij(s) the coefficients of the matrix Rs' the second formula 
becomes 

'ik(st) = ~ rij(s) . 9k(t). 
J 

Conversely, given invertible matrices Rs = (rij(s» satisfying the preced­
ing identities, there is a corresponding linear representation p of G in V; 
this is what it means to give a representation "in matrix form." 

Let p and p' be two representations of the same group G in vector spaces 
V and V'. These representations are said to be similar (or isomorphic) if 
there exists a linear isomorphism 'T: V ~ V' which "transforms" pinto p', 
that is, which satisfies the identity 

'T 0 p(s) = p'(s) 0 'T for all s E G. 

When p and p' are given in matrix form by Rs and R~ respectively, this 
means that there exists an invertible matrix T such that 

T . Rs = R~ . T, for all s E G, 

which is also written R~ = T· Rs . T-1. We can identify two such represen­
tations (by having each x E V correspond to the element 'T(x) E V'); in 
particular, p and p' have the same degree. 

1.2 Basic examples 

(a) A representation of degree I of a group G is a homomorphism 
p: G -+ C*, where C* denotes the multiplicative group of nonzero complex 
numbers. Since each element of G has finite order, the values p(s) of pare 
roots of unity; in particular, we have Ip(s)1 = 1. 

If we take p(s) = I for all s E G, we obtain a representation of G which 
is called the unit (or trivial) representation. 

(b) Let g be the order of G, and let V be a vector space of dimension g, 
with a basis (et)tEG indexed by the elements t of G. For s E G, let Ps be 

4 



1.3: Subrepresentations 

the linear map of V into V which sends et to est; this defines a linear 
representation, which is called the regular representation of G. Its degree is 
equal to the order of G. Note that es = ps(el); hence note that the images 
of el form a basis of V. Conversely, let W be a representation of G 
containing a vector w such that the pAw), s E G, form a basis of W; then 
W is isomorphic to the regular representation (an isomorphism 7": V ~ W 
is defined by putting T(es) = Ps(w». 

(c) More generally, suppose that G acts on a finite set X. This means that, 
for each s E G, there is given a permutation x ~ sx of X, satisfying the 
identities 

Ix = x, s(tx) = (st)x if s, t E G, x E X. 

Let V be a vector space having a basis (eX)XEX indexed by the elements of 
X. For s E G let Ps be the linear map of V into V which sends ex to esx; 
the linear representation of G thus obtained is called the permutation 
representation associated with X. 

1.3 Subrepresentations 

Let p: G ~ GL(V) be a linear representation and let W be a vector 
subspace of V. Suppose that W is stable under the action of G (we say also 
"invariant"), or in other words, suppose that x E W implies Psx E W for 
all s E G. The restriction p'f' of Ps to W is then an isomorphism of W onto 
itself, and we have p'jj = p'f' . p,/,. Thus p w : G ~ GL(W) is a linear 
representation of G in W; W is said to be a subrepresentation of V. 

EXAMPLE. Take for V the regular representation of G [cf. 1.2 (b)], and let 
W be the subspace of dimension I of V generated by the element 
x = ~sEG es. We have Psx = x for all s E G; consequently W is a 
subrepresentation of V, isomorphic to the unit representation. (We will 
determine in 2.4 all the subrepresentations of the regular representation.) 

Before going further, we recall some concepts from linear algebra. Let V 
be a vector space, and let Wand W' be two subspaces of V. The space V 
is said to be the direct sum of Wand W' if each x E V can be written 
uniquely in the form x = w + w', with w E Wand w' E W'; this amounts 
to saying that the intersection W n W' of Wand W' is 0 and that 
dim (V) = dim(W) + dim(W/). We then write V = W E9 W' and say that 
W' is a complement of W in V. The mappingp which sends each x E V to 
its component w E W is called the projection of V onto W associated with 
the decomposition V = W E9 W'; the image of pis W, and p(x) = x for 
x E W; conversely if p is a linear map of V into itself satisfying these two 
properties, one checks that V is the direct sum of Wand the kernel W' of p 

5 



Chapter 1: Representations and characters 

(the set of x such that px = 0). A bijective correspondence is thus 
established between the projections of V onto Wand the complements of W 
in V. 

We return now to subrepresentations: 

Theorem 1. Let p: G --+ GL(V) be a linear representation of G in V and let 
W be a vector subspace of V stable under G. Then there exists a complement 
WO of W in V which is stable under G. 

Let W' be an arbitrary complement of W in V, and let p be the 
corresponding projection of V onto W. Form the average po of the 
conjugates of p by the elements of G: 

po = ! ~ Pt . P . P-; 1 
gtEG 

(g being the order of G). 

Since p maps V into Wand ptpreserves W we see that po maps V into W; 
we have p-;I x E W for x E W, whence 

p.p-;IX = p-;Ix, Pt·p·p-;Ix=x, and pOx=x. 

Thus po is a projection of V onto W, corresponding to some complement 
WO of W. We have moreover 

Ps • po = po . Ps for all s E G. 

Indeed, computing Ps . pO. p;l, we find: 

° _I I ~ -I -I 1 ~ -I ° Ps . P . Ps = g- ~ Ps ' Pt . P . Pt . Ps = g- ~ Pst· P . Pst = P . 
tEG tEG 

If now x E WO and s E G we have pOx = 0, hence po . Psx = Ps . pox 
= 0, that is, Psx E WO, which shows that WO is stable under G, and 
completes the proof. 0 

Remark. Suppose that V is endowed with a scalar product (xly) satisfying 
the usual conditions: linearity in x, semilinearity in y, and (xix) > 0 if 
x ,p. O. Suppose that this scalar product is invariant under G, i.e., that 
(PsxlpsY) = (xIY); we can always reduce to this case by replacing (xly) by 
~tEG (ptxlptY). Under these hypotheses the orthogonal complement WO ofW 
in V is a complement of W stable under G; another proof of theorem I is 
thus obtained. Note that the invariance of the scalar product (xly) means 
that, if (ej) is an orthonormal basis of V, the matrix of Ps with respect to this 
basis is a unitary matrix. 

Keeping the hypothesis and notation of theorem 1, let x E V and let w 
and wO be its projections on Wand Woo We have x = w + wO, whence 
Psx = Ps w + Px wO, and since Wand WO are stable under G, we have 
Ps w E Wand Ps wO E WO; thus Ps wand Ps wO are the projections of Ps x. 
It follows the representations Wand WO determine the representation V. 

6 



1.4: Irreducible representations 

We say that V is the direct sum of Wand WO, and write V = W ffi Woo An 
element of V is identified with a pair (w, wO) with w E Wand wO E Woo If 
Wand WO are given in matrix form by Rs and R~, W ffi WO is given in 
matrix form by 

The direct sum of an arbitrary finite number of representations is defined 
similarly. 

1.4 Irreducible representations 

Let p: G ~ GL(V) be a linear representation of G. We say that it is 
irreducible or simple if V is not 0 and if no vector subspace of V is stable 
under G, except of course 0 and V. By theorem I, this second condition is 
equivalent to saying V is not the direct sum of two representations (except for 
the trivial decomposition V = 0 ffi V). A representation of degree 1 is 
evidently irreducible. We will see later (3.1) that each nonabelian group 
possesses at least one irreducible representation of degree ;;;;. 2. 

The irreducible representations are used to construct the others by means 
of the direct sum: 

Theorem 2. Every representation is a direct sum of irreducible representations. 

Let V be a linear representation of G. We proceed by induction on 
dim(V). If dim(V) = 0, the theorem is obvious (0 is the direct sum of the 
empty family of irreducible representations). Suppose then dim (V) ;;;;. 1. If 
V is irreducible, there is nothing to prove. Otherwise, because of tho 1, V 
can be decomposed into a direct sum V' ffi V" with dim (V') < dim (V) 
and dim(V") < dim(V). By the induction hypothesis V' and V" are direct 
sums of irreducible representations, and so the same is true of V. 0 

Remark. Let V be a representation, and let V = WI ffi ••. ffi Wk be a 
decomposition of V into a direct sum of irreducible representations. We can 
ask if this decomposition is unique. The case where all the Ps are equal to 1 
shows that this is not true in general (in this case the W; are lines, and we 
have a plethora of decompositions of a vector space into a direct sum of 
lines). Nevertheless, we will see in 2.3 that the number of W; isomorphic to 
a given irreducible representation does not depend on the chosen decom­
position. 

l.5 Tensor product of two representations 

Along with the direct sum operation (which has the formal properties of 
an addition), there is a "multiplication": the tensor product, sometimes 
called the Kronecker product. It is defined as follows: 

7 



Chapter 1: Representations and characters 

To begin with, let \'t and V2 be two vector spaces. A space W furnished 
with a map (Xl' X2) 1-+ Xl • X2 of \'t X Vi into W, is called the tensor product 
of \'t and Vi if the two following conditions are satisfied: 

(i) Xl • X2 is linear in each of the variables Xl and X2. 
(ii) If (e;) is a basis of \'t and (e;2) is a basis of Vi, the family of products 

e;, . e;2 is a basis of W. 

It is easily shown that such a space exists, and is unique (up to 
isomorphism); it is denoted \'t ® Vi. Condition (ii) shows that 

dim(\'t ® V2) = dim(Vi) . dim(V2)· 

Now let pi: G -+ GL(\'t) and p2: G -+ GL(Vi) be two linear representa­
tions of a group G. For s E G, define an element Ps of GL(\'t ® Vi) by the 
condition: 

PiXI • x2) = p! (Xl) . P;(X2) for Xl E Vi, x2 E Vi· 

[The existence and uniqueness of Ps follows easily from conditions (i) and 
(ii).] We write: 

Ps = p! ® p;. 
The Ps define a linear representation of G in Vi ® V2 which is called the 
tensor product of the given representations. 

The matrix translation of this definition is the following: let (e;,) be a 
basis for \'t, let 'iJi, (s) be the matrix of p! with respect to this basis, and 
define (ei2 ) and Ii2h(s) in the same way. The formulas: 

PI (e.) = ~ r, . (s) . e· 
s J, ~ ',lI 'I' P2(e. ) = ~ r, . (s) . e· 

s 12 ~ '212 '2 
i, i2 

imply: 

P (e . . e· ) = ~ r, . (s) . r, . (s) . e· . e· . 
s J, 12 ~ ',lI '212 ','2 

i,h 

Accordingly the matrix of Ps is (IiJi, (s) . Ii,.j2 (s»; it is the tensor product of the 
matrices of p! and p;. 

The tensor product of two irreducible representations is not in general 
irreducible. It decomposes into a direct sum of irreducible representations 
which can be determined by means of character theory (cf. 2.3). 

8 

In quantum chemistry, the tensor product often appears in the following 
way: Vi and V2 are two spaces of functions stable under G, with respective 
bases (q,il ) and (l{Ii), and Vi ® V2 is the vector space generated by the 
products q,il . l{Ii2, these products being linearly independent. This last 
condition is essential. Here are two particular cases where it is satisfied: 



1.6: Symmetric square and alternating square 

(I) The </>'s depend only on certain variables (x, x', ... ) and the I//s on 
variables (y,y', ... ) independent from the first. 

(2) The space Vi (or V:v has a basis consisting of a single function </>, this 
function does not vanish identically in any region; the space Vi is then 
of dimension I. 

1.6 Symmetric square and alternating square 

Suppose that the representations \1 and V2 are identical to the same 
representation V, so that \1 ® \1 = V ® V. If (e;) is a basis of V, let 0 be 
the automorphism of V ® V such that 

O(ej· e) = ej . ej for all pairs (i,}). 

It follows from this that O(x . y) = y . x for x, y E V, hence that 0 is 
independent of the chosen basis (e;); moreover 02 = 1. The space V ® V 
then decomposes into a direct sum 

V ® V = Sym2(V) ffi Alt2(V)l 

where Sym2(V) is the set of elements z E V ® V such that O(z) = z and 
Alt2 (V) is the set of elements z E V ® V such that O(z) = -z. The 
elements (e j . ej + ej . e;)j<,j form a basis of Sym2(V), and the elements 
(e· . e· - e·· e.).<. form a basis of AIt2(V) We have I J J I I } • 

if dimV = n. 

dim Alt2(V) = n(n - I) 
2 

The subspaces Sym2(V) and Alt2(V) are stable under G, and thus 
define representations called respectively the symmetric square and alternat­
ing square of the given representation. 

9 



CHAPTER 2 

Character theory 

2.1 The character of a representation 
Let V be a vector space having a basis (ej) of n elements, and let a be a 

linear map of V into itself, with matrix (aij). By the trace of a we mean the 
scalar 

Tr(a) = ~ ajj. 
j 

It is the sum of the eigenvalues of a (counted with their multiplicities), and 
does not depend on the choice of basis (e;). 

Now let p: G ~ GL(V) be a linear representation of a finite group G in 
the vector space V. For each s E G, put: 

Xp(s) = Tr(ps)· 

The complex valued function Xp on G thus obtained is called the character 
of the representation p; the importance of this function comes primarily 
from the fact that it characterizes the representation p (cf. 2.3). 

Proposition 1. If X is the character of a representation p of degree n, we have: 

(i) X(I) = n, 
(ii) X(s-l) = X(s)* 

(iii) X(tst- 1) = X(s) 
fors E G, 
for s, t E G. 

(If z = x + iy is a complex number, we denote the conjugate x - iy either 
by z* or z.) 

10 

We have p(1) = 1, and Tr(l) = n since V has dimension n; hence (i). 
For (ii) we observe that Ps has finite order; consequently the same is true 



2.1: The character of a representation 

of its eigenvalues AI' •.. , An and so these have absolute value equal to I 
(this is also a consequence of the fact that Ps can be defined by a unitary 
matrix, cf. 1.3). Thus 

X(s)* = Tr(ps)* = ~ Ai = ~ Ail = Tr(p;l) = Tr(ps-d = X(s-I). 

Formula (iii) can also be written X(vu) = X(uv), putting u = ts, v = t- I; 
hence it follows from the well known formula 

Tr(ab) = Tr(ba), 

valid for two arbitrary linear mappings a and b of V into itself. D 

Remark. A function f on G satisfying identity (iii), or what amounts to 
the same thing, f(uv) = f(vu), is called a class function We will see in 2.5 
that each class function is a linear combination of characters. 

Proposition 2. Let pi: G ~ GL(~) and p2: G ~ GL(V2 ) be two linear 
representations of G, and let XI and X2 be their characters. Then: 

(i) The character X of the direct sum representation ~ ffi V2 is equal to 

XI + X2· 
(ii) The character I/; of the tensor product representation ~ ® V2 is equal 

to XI . X2· 

Let us be given pi and p2 in matrix form: R;, R;. The representation 
~ ffi V2 is then given by 

R = (Rl 0) 
s 0 R2 

s 

whence Tr(Rs) = Tr(R1) + Tr(R;), that is Xes) = XI (s) + X2(s). 
We proceed likewise for (ii): with the notation of 1.5, we have 

XI (s) = ~ '11 i l (s), X2(S) = ~ '12 i2 (S), 
'I '2 

I/;{s) = .~ '1l i l (S)'12 i2(S) = XI(S)· X2(S). D 
'1,12 

Proposition 3. Let p: G ~ GL(V) be a linear representation of G, and let X 
be its character. Let X; be the character of the symmetric square Sym2 (V) 
of V (cf. 1.5),and let ~ be that of Alt2(V). For each s E G, we have 

X;(s) = ~(X(s)2 + X(s2» 

~(s) = ~(X(s)2 - X(s2» 

II 
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Let s E G. A basis (ej) of V can be chosen consisting of eigenvectors for 
P,; this follows for example from the fact that P, can be represented by a 
unitary matrix, cf. 1.3. We have then p,ej = Jl.jej with Jl.j E C, and so 

On the other hand, we have 

(P, ® p,)(ej • ej + ej • ej) = Jl.jJl.j . (ej • ej + ej • ej), 

(P, ® p,)(ej • ej - ej • ej) = Jl.jJl.j . (ej . ej - ej • ej), 

hence 

The proposition follows. 
(Observe the equality ~ + ~ = X2, which reflects the fact that V ® V is 

the direct sum of Sym2 (V) and Alt2 (V». 0 

EXERCISES 

12 

2.1. Let X and X be the characters of two representations. Prove the formulas: 

(x + X'); = X; + x:.,2 + XX', 

(x + X'); = X; + x:.,2 + XX'· 

2.:z. Let X be a finite set on which G acts, let P be the corresponding permutation 
representation [cf. 1.2, example (c»), and Xx be the character of p. Let 
s E G; show that Xx(s) is the number of elements of X fixed by s. 

2.3. Let p: G ~ GL(V) be a linear representation with character X and let V' be 
the dual of V, i.e., the space of linear forms on V. For x E V, x' E V' let 
<x, x') denote the value of the linear form x' at x. Show that there exists a 
unique linear representation p': G ~ GL(V'), such that 

<Psx,p;x') = <x,x') for s E G, x E V, x' E V'. 

This is called the contragredient (or dual) representation of P; its character is 
X*· 

2.4. Let PI: G ~ GL(\) and P2: G ~ GL(V2) be two linear representations 
with characters XI and X2' Let W = Hom(\) , V2), the vector space of linear 
mappings I: \) ~ V2. For s E G and lEW let PsI = P2,s 0 I 0 p\:1; so 
PsI E W. Show that this defines a linear representation p: G ~ GL (W), 
and that its character is xt . X2' This representation is isomorphic to PI ® P2' 



2.2: Schur's lemma; basic applications 

where PI is the contragredient of PI' cf. ex. 2.3. 

2.2 Schur's lemma; basic applications 

Proposition 4(Schur's lemma).Let pi: G ~ GL(v.) and p2: G ~ GL(\'2) be 
two irreducible representations of G, and let f be a linear mapping of V. into 
\'2 such that p; 0 f = f 0 p1 for all s E G. Then: 

(t) If pi and p2 are not isomorphic, we have f = O. 

(2) If V. = \'2 and pi = p2, f is a homothety (i.e., a scalar multiple of 
the identity). 

The case f = 0 is trivial. Suppose now f * 0 and let WI be its kernel (that 
is, the set of x E V. such that fx = 0). For x E WI we have fp1 x = p;jx 
= 0, whence p1 X E WI' and WI is stable under G. Since V. is irreducible, 
WI is equal to V. or 0; the first case is excluded, as it implies f = O. 
The same argument shows that the image W2 of f (the set of fx, for x E V.) 
is equal to \'2. The two properties WI = 0 and W2 = \'2 show that f is an 
isomorphism of V. onto \'2, which proves assertion (1). 

Suppose now that V. = \'2, pi = p2, and let A be an eigenvalue of f: there 
exists at least one, since the field of scalars is the field of complex numbers. 
Put l' = f - A. Since A is an eigenvalue of J, the kernel of l' is * 0; on the 
other hand, we have p; 0 l' = l' 0 p1. The first part of the proof shows that 
these properties are possible only if l' = 0, that is, if f is equal to A. 0 

Let us keep the hypothesis that V. and \'2 are irreducible, and denote by 
g the order of the group G. 

Corollary 1. Let h be a linear mapping of V. into V2, and put: 

Then: 

(l) If pi and p2 are not isomorphic, we have hO = O. 

(2) If V. = \'2 and pi = p2, hO is a homothety of ratio (I/n)Tr(h), with 
n = dim(V.). 

We have p;ho = hOp}. Indeed: 

(p;)-lhO p} = i I~G (p;)-I(p;)-Ihp}p} 

= ! ~ (p2 )-1 h I = hO 
g tEG Is PIS • 

Applying prop. 4 to f = hO, we see in case (1) that hO = 0, and in case (2) 
that hO is equal to a scalar A. Moreover, in the latter case, we have: 

13 
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Tr(hO) =! ~ Tr«pl}-I hpJ) = Tr(h), 
gtEG 

and since Tr(X) = n . X, we get X = (l/n) Tr (h). o 
Now we rewrite corollary 1 assuming that pi and p2 are given in matrix 

form: 

p} = ('id. (t)), p? = ('i2h (t)). 

The linear mapping h is defined by a matrix (Xi2i) and likewise hO is defined 
by (X~i.). We have by definition of hO: 

x9. = ! ~ ". (t-I)x . . " . (t). 
'2 /• g~. '212 h.1I :J. /• 

t,j.,12 

The right hand side is a linear form with respect to xhh; in case (1) this form 
vanishes for all systems of values of the xhh; thus its coefficients are zero. 
Whence: 

Corollary 2. In case (1), we have: 

! ~ ". (t- I )" .(t) = 0 g £.J '212 :J. /• 
tEG 

In case (2) we have similarly hO = X, i.e., xgi. = Mi i. (8i2i• denotes the 
Kronecker symbol, equal to 1 if i l = i2 and 0 otherwis~, with 
X = (l/n)Tr(h), that is, X = (l/n) ~ 8h.h Xhh . Hence the equality: 

~ ~. 'i112(t-I)xhJ.~.i.(t) = ~ ~ 8i2i.8j11.Xj11.· 
t,jl>12 11,12 

Equating coefficients of the Xj11.' we obtain as above: 

Corollary 3. In case (2) we have: 

1~ _I 1 {l/n g £.J 'i112 (t )~. i. (t) = n 8i2 i. 8hJ• = 0 
lEG 

Remarks 
(1) If </> and 1/; are functions on G, set 

if i l = i2 and)1 = h 
otherwise. 

<</>,1/;) =! L </>(t-I)1/;(t) =! L </>(t)1/;(t- I). 
glEG glEG 

We have <</>,1/;) = <1/;,</». Moreover <</>,1/;) is linear in </> and in 1/;. With this 
notation, corollaries 2 and 3 become, respectively 

14 
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(2) Suppose that the matrices ('iit» are unitary (this can be realized by a 
suitable choice of basis, cf. 1.3). We have then rij{t-l) = ~i{t)* and 
corollaries 2 and 3 are just orthogonality relations for the scalar product 
(ct>I~) defined in the following section. 

2.3 Orthogonality relations for characters 

We begin with a notation. If ct> and X are two complex-valued functions 
on G, put 

(ct>I~) =! ~ ct>{t)~{t)*, g being the order of G . 
g lEG 

This is a scalar product: it is linear in ct>, semi linear in ~, and we have 
(ct>Ict» > 0 for all ct> 01= O. 

If ~ is the function defined by the formula ~(t) = ~(t-l)* , we have 

(ct>I~) = g! ~ ct>(t)~(rl) = <ct>,~>, 
lEG 

cf. 2.2, remark 1. In particular, if X is the character of a representation of 
G, we have X = X (prop. 1), so that (ct>lx) = <ct>, X> for all functions ct> on 
G. So we can use at will (ct>lx) or <ct>, X>, so long as we are concerned with 
characters. 

Theorem 3 

(i) If X is the character of an irreducible representation, we have 
(xix) = 1 (i.e., X is "of norm 1 "). 

ii) If X and X' are the characters of two nonisomorphic irreducible 
representations, we have (xix') = 0 (i.e. X and X' are orthogonal). 

Let P be an irreducible representation with character x' given in matrix 
form PI = (rij{t». We have X{t) = ~ 'ii{t), hence 

(xIx) = <X, X> = ~ <'ii' '];>. 
I,J 

But according to cor. 3 to prop. 4, we have <'ii''];> = l3ij/n, where n is the 
degree of p. Thus 

(xix) = (~ l3ij )/n = n/n = 1, 
I,J 

since the indices i,j each take n values. (ii) is proved in the same way, by 
applying cor. 2 instead of cor. 3. 0 

Remark. A character of an irreducible representation is called an irreduci-
ble character. Theorem 3 shows that the irreducible characters form an 
orthonormal system; this result will be completed later (2.5, tho 6). 
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Theorem 4. Let V be a linear representation of G, with character 4>, and 
suppose V decomposes into a direct sum of irreducible representations: 

V = WI ED ... ED Wk' 

Then, if W is an irreducible representation with character x, the number of 
W; isomorphic to W is equal to the scalar product (4)lx) = (4), X>, 

Let Xi be the character of W;. By prop. 2, we have 

4> = XI + ... + Xk' 

Thus (4)lx) = (xlix) + ... + <xklx). But, according to the preceeding 
theorem, (Xi Ix) is equal to I or 0, depending on whether W; is, or is not, 
isomorphic to W. The result follows. 0 

Corollary 1. The number of W; isomorphic to W does not depend on the chosen 
decomposition. 
(This number is called the "number of times that W occurs in V", or the 

"number of times that W is contained in V.") 

Indeed, (4)lx) does not depend on the decomposition. o 

Remark. It is in this sense that one can say that there is uniqueness in the 
decomposition of a representation into irreducible representations. We shall 
return to this in 2.6. 

Corollary 2. Two representations with the same character are isomorphic. 

Indeed, cor. I shows that they contain each given irreducible representa­
tion the same number of times. 

The above results reduce the study of representations to that of their 
characters. If XI' ... , Xh are the distinct irreducible characters of G, and if 
WI' ... , Wk denote corresponding representations, e.ach representation V is 
isomorphic to a direct sum 

V = ml WI ED ... ED mh Wh mi integers oF O. 

The character 4> of V is equal to ml XI + ... + mh Xh' and we have 
mi = (4)ix;). [This applies notably to the tensor product W; ® ~ of two 
irreducible representations, and shows that the product Xi . Xj decomposes 
into Xi Xj = ~ mt Xk' the mt being integers ~ 0.] The orthogonality 
relations among the Xi imply in addition: 

i=h 

(4)14>) = ~ ml, 
i=1 

whence: 

16 



2.4: Decomposition of the regular representation 

Theorem 5. If 4> is the character of a representation V, (4)14>) is a positive 
integer and we have (4)14>) = 1 if and only if V is irreducible. 

Indeed, ~ m; is only equal to I if one of the mi ' s is equal to I and the 
others to 0, that is, if V is isomorphic to one of the W;. D 

We obtain thus a very convenient irreducibility criterion. 

EXERCISES 

2.5. Let p be a linear representation with character X. Show that the number of 
times that p contains the unit representation is equal to <XI I) 
= (l/g) ~sEG X(s). 

2.6. Let X be a finite set on which G acts, let p be the corresponding permutation 
representation (1.2) and let X be its character. 
(a) The set Gx of images under G of an element x E X is called an orbit. 

Let c be the number of distinct orbits. Show that c is equal to the number 
of times that p contains the unit representation 1; deduce from this that 
(xII) = c. In particular, if G is transitive (Le., if c = I), p can be 
decomposed into 1 (l) 8 and 8 does not contain the unit representation. 
If 1/1 is the character of 8, we have X = 1 + 1/1 and (1/111) = o. 

(b) Let G act on the product X X X of X by itself by means of the formula 
s(x,y) = (sx,sy). Show that the character of the corresponding permuta­
tion representation is equal to X2• 

(c) Suppose that G is transitive on X and that X has at least two elements. 
We say that G is doubly transitive if, for all x, y, x', y' E X with x =F y 
and x' =F y', there exists s E G such that x' = sx andy' = sy. Prove the 
equivalence of the following properties: 

(i) G is doubly transitive. 
(ii) The action of G on X X X has two orbits, the diagonal and its 

complement. 
(iii) (x21 I) = 2. 
(iv) The representation 8 defined in (a) is irreducible. 

[The equivalence (i) ~ (ii) is immediate; (ii) ~ (iii) follows from (a) 
and (b). If 1/1 is the character of 9, we have 1 + 1/1 = X and 
(111) = 1, (1/111) = 0, which shows that (iii) is equivalent to 
(1/12 11) = 1, i.e., to (l/g) ~sEG 1/J{s)2 = I; since 1/1 is real-valued, 
this indeed means that 8 is irreducible, cf. tho 5.] 

2.4 Decomposition of the regular representation 
Notation. For the rest of Ch. 2, the irreducible characters of G are 

denoted Xl' ... ,Xh; their degrees are written nl' ... ,nk; we have ni 

= Xi(l), cf. prop. 1. 
Let R be the regular representation of G. Recall (cf. 1.2) that it has a 

basis (et)tEG such that pset = est" If s =1= 1, we have st =1= t for all t, which 
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shows that the diagonal terms of the matrix of Ps are zero; in particular we 
have Tr(ps) = O. On the other hand, for s = 1, we have 

Tr(ps) = Tr(l) = dim(R) = g. 

Whence: 

Proposition S. The character ro of the regular representation is given by the 
formulas: 

ro(1) = g, 

ro(s) = 0 
order ofG, 

if s =1= 1. 

Corollary 1. Every irreducible representation W; is contained in the regular 
representation with multiplicity equal to its degree nj. 

According to tho 4, this number is equal to <ro, Xi), and we have 

Corollary 2. 

(a) The degrees nj satisfy the relation ~::~ nr = g. 

(b) If s EGis different from 1, we have ~::~ njXj(s) = O. 

By cor. 1, we have ro(s) = ~ njX;(s) for all s E G. Taking s = 1 we 
obtain (a), and taking s =1= 1, we obtain (b). 0 

Remarks 

(1) The above result can be used in determining the irreducible represen­
tations of a group G: suppose we have constructed some mutually 
nonisomorphic irreducible representations of degrees nl' ... , nk; in order 
that they be all the irreducible representations of G (up to isomorphism), it 
is necessary and sufficient that n? + ... + n~ = g. 

(2) We will see later (Part II, 6.5) another property of the degrees nj: they 
divide the order g of G. 

EXERCISE 

2.7. Show that each character of G which is zero for all s =1= 1 is an integral 
multiple of the character rG of the regular representation. 

2.5 Number of irreducible representations 

Recall (cf. 2.1) that a function f on G is called a class function if 
f(tst- 1) = f(s) for all s, t E G. 
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2.5: Number of irreducible representations 

Proposition 6. Let f be a class function on G, and let p: G ---+ GL(V) be a 
linear representation of G. Let PI be the linear mapping of V into itself 
defined by: 

PI = ~ f(t)pt· 
tEG 

ffV is irreducible of degree n and character X, then PI is a homothety of ratio 
A given by: 

A = ! ~ f(t)x(t) = ~(Jlx*). 
ntEG n 

Let us compute p;I PIPs' We have: 

p;I PIPs = ~ f(t)p;I P,PS = ~ f(t)Pr, ts ' 
tEG tEG 

Putting u = s-I ts, this becomes: 

p;I PIPs = ~ f(sus- I )Pu = ~ f(u)pu = PI' 
uEG uEG 

So we have PIPs = Ps PI' By the second part of prop. 4, this shows that Pj is 
a homothety A. The trace of A is nA; that of PI is ~tEGf(t)Tr{Pt) 
= ~tEGf(t)x(t). Hence A = (I/n) ~tEGf(t)x(t) = (g/n)(Jlx*). 0 

We introduce now the space H of class functions on G; the irreducible 
characters Xl' ... , Xh belong to H. 

Theorem 6. The characters Xl' ... , Xh form an orthonormal basis of H. 

Theorem 3 shows that the Xi form an orthonormal system in H. It 
remains to prove that they generate H, and for this it is enough to show that 
every element of H orthogonal to the xi is zero. Let f be such an element. 
For each representation P of G, put PI = ~tEGf(t)pt' Sincefis orthogonal 
to the xi, prop. 6 above shows that PI is zero so long as P is irreducible; 
from the direct sum decomposition we conclude that PI is always zero. 
Applying this to the regular representation R (cf. 2.4) and computinf the 
image of the basis vector el under PI' we have 

PIei = ~ f(t)pt el = ~ f(t)et · 
tEG tEG 

Since PI is zero, we have PIei = 0 and the above formula shows that 
f(t) = 0 for all t E G; hence f = 0, and the proof is complete. 0 

Recall that two elements t and t' of G are said to be conjugate if there 
exists s E G such that t' = sts-I; this is an equivalence relation, which 
partitions G into classes (also called conjugacy classes). 

Theorem 7. The number of irreducible representations of G (up to isomor­
phism) is equal to the number of classes of G. 
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Let C;, ... , Ck be the distinct classes of G. To say that a function Jon 
G is a class function is equivalent to saying that it is constant on each of 
C1, ••• , Ck ; it is thus determined by its values A; on the C;, and these can 
be chosen arbitrarily. Consequently, the dimension of the space H of class 
functions is equal to k. On the other hand, this dimension is, by tho 6, equal 
to the number of irreducible representations of G (up to isomorphism). The 
result follows. 0 

Here is another consequence of tho 6: 

Proposition 7. Let s E G, and let c(s) be the number of elements in the 
conjugacy class of s. 

(a) We have ~::t X;(s)*X;(s) = g/c(s). 

(b) For t E G not conjugate to s, we have ~::t X; (s)* X;(t) = O. 
(For s = 1, this yields cor. 2 to prop. 5.) 

Let is be the function equal to 1 on the class of s and equal to 0 elsewhere. 
Since it is a class function, it can, by tho 6, be written 

;=h 

is = ~ A;x;, 
;=1 

We have then, for each t E G, 

. I c(s) * wlth A; = (is Xi) = -X;(s) . g 

;=h 
is(t) = c(s) ~ X; (s)* Xi (t). 

g ;=1 

This gives (a) if t = s, and (b) if t is not conjugate to s. o 
EXAMPLE. Take for G the group of permutations of three letters. We have 
g = 6, and there are three classes: the element 1, the three transpositions, 
and the two cyclic permutations. Let t be a transposition and c a cyclic 
permutation. We have t 2 = 1, c3 = 1, tc = c2 t; whence there are just two 
characters of degree 1: the unit character Xl and the character X2 giving the 
signature of a permutation. Theorem 7 shows that there exists one other 
irreducible character fJ; if n is its degree we must have 1 + 1 + n2 = 6, 
hence n = 2. The values of fJ can be deduced from the fact that Xl + X2 
+ 2fJ is the character of the regular representation of G (cf. prop. 5). We 
thus get the character table of G: 
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2.6: Canonical decomposition of a representation 

We obtain an irreducible representation with character () by having G 
permute the coordinates of elements of C3 satisfying the equation x + y 
+ z = 0 (cf. ex. 2.6c)). 

2.6 Canonical decomposition of a representation 

Let p: G ~ GL(V) be a linear representation of G. We are going to 
define a direct sum decomposition of V which is "coarser" than the 
decomposition into irreducible representations, but which has the advan­
tage of being unique. It is obtained as follows: 

Let XI' ... , Xh be the distinct characters of the irreducible representa-
tions WI' ... , Wh of G and nl' ... , nh their degrees. Let V = UI EEl ••• 
EEl Um be a decomposition of V into a direct sum of irreducible representa­
tions. For i = 1, ... ,h denote by Y; the direct sum of those of the 
q, ... , Um which are isomorphic to ~. Clearly we have: 

(In other words, we have decomposed V into a direct sum of irreducible 
representations and collected together the isomorphic representations.) 

This is the canonical decomposition we had in mind. Its properties are as 
follows: 

Theorem 8 

(i) The decomposition V = Vi EEl ••• EEl Vh does not depend on the 
initially chosen decomposition of V into irreducible representations. 

(ii) The projection Pi of V onto Y; associated with this decomposition is 
given by the formula: 

n· * 
Pi = -g' ~ Xi(t) PI' 

lEG 

We prove (ii). Assertion (i) will follow because the projections Pi 
determine the Y;. Put 

ni * 
qi = -g ~ Xi(t) PI' 

lEG 

Proposition 6 shows that the restriction of qi to an irreducible representa­
tion W with character X and of degree n is a homothety of ratio 
(nJn)(Xi Ix); it is thus 0 if X =1= Xi and 1 if X = Xi' In other words qi is the 
identity on an irreducible representation isomorphic to ~, and is zero on 
the others. In view of the definition of the Y;, it follows that qi is the identity 
Y; and is 0 on \j for j =1= i. If we decompose an element X E V into its 
components Xi E Y;: 

x = XI + ... + Xh' 

we have then qi(X) = qi(xI) + ... + qJXh) = Xi' This means that qi is 
equal to the projection Pi of V onto Y;. D 
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Thus the decomposition of a representation Y can be done in two stages. 
First the canonical decomposition Vi ED ... ED ~ is determined; this can be 
done easily using the formulas giving the projections Pi' Next, if needed, one 
chooses a decomposition of Vi into a direct sum of irreducible representa­
tions each isomorphic to W;: 

Vi=W;ED···EDW;. 

This last decomposition can in general be done in an infinity of ways (cf. 
section 2.7, as well as ex. 2.8 below); it is just as arbitrary as the choice of 
a basis in a vector space. 

ExAMPLE. Take for G the group of two elements {l,s} with s2 = l. This 
group has two irreducible representations of degree I, W+ and W-, 
corresponding to Ps = + I and Ps = -I. The canonical decomposition of a 
representation Y is Y = y+ ED Y-, where y+ (resp. Y-) consists of the 
elements x E Y which are symmetric (resp. antisymmetric), i.e., which 
satisfy Psx = x (resp. Psx = -x). The corresponding projections are: 

To decompose y+ and Y- into irreducible components means simply to 
decompose these spaces into a direct sum of lines. 

EXERCISE 

2.S. Let Hi be the vector space of linear mappings h: W; -+ V such that 
Psh = hps for all s E G. Each h E Hi maps W; into Vi, 
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(a) Show that the dimension of Hi is equal to the number of times that W; 
appears in V, i.e., to dim Vi/dim W; [Reduce to the case where V = W; 
and use Schur's lemma]. 

(b) Let G act on Hi ® W; through the tensor product of the trivial 
representation of G on Hi and the given representation on W;. Show that 
the map 

F: Hi ® W; -+ Vi 

defined by the formula 

F~ ha . wa) = l: ha(wa) 

is an isomorphism of Hi ® W; onto Vi, [Same method.] 

(c) Let (hl>'" ,hk ) be a basis of Hi and form the direct sum W; EB ••• EB W; 
of k copies of W;. The system (hI' ... ,hk ) defines in an obvious way a 
linear mapping h of W; EB ••• EB W; into Vi; show that it is an isomor­
phism of representations and that each isomorphism is thus obtainable 
[apply (b), or argue directly]. In particular, to decompose Vi into a direct 
sum of representations isomorphic to W; amounts to choosing a basis for Hi' 



2.7: Explicit decomposition of a representation 

2.7 Explicit decomposition of a representation 

Keep the notation of the preceding section, and let 

be the canonical decomposition of the given representation. We have seen 
how one can determine the ith component Y; by means of the corresponding 
projection (th. 8). We now give a method for explicitly constructing a 
decomposition of Y; into a direct sum of subrepresentations isomorphic to W;. 
Let W; be given in matrix form (~p(s)) with respect to a basis (el' ... ,en); 
we have Xi(s) = ~a ~a(s) and n = ni = dim W;. For each pair of integers 
a, {3 taken from I to n, let Pap denote the linear map of V into V defined by 

Proposition 8 

(a) The map Paa is a projection; it is zero on the ~,j "* i. Its image Y;,a 
is contained in Vi, and Y; is the direct sum of the Y;,a for I < a < n. 
We have Pi = ~a Paa· 

(b) The linear map Pap is zero on the ~,j "* i, as well as on the Y;,yfor 
y "* {3; it defines an isomorphism from Y;,p onto Y;,a. 

(c) Let XI be an element "* 0 ofY;,1 and let xa = Pal (XI) E Y;,a. The 
xa are linearly independent and generate a vector subspace W(XI) 
stable under G and of dimension n. For each s E G, we have 

Ps(Xa) = ~ '"Pa(s)xp 
p 

(in particular, W(XI) is isomorphic to W;). 
(d) If (xP) , ... ,xfm») is a basis of Y;,I' the representation Y; is the direct 

sum of the subrepresentations W(xP»), ... , W(xfm») defined in c). 

(Thus the choice of a basis of Y;,I gives a decomposition of Y; into a direct 
sum of representations isomorphic to W;.) 

We observe first that the formula (*) above allows us to define the Pap in 
arbitrary representations of G, and in particular in the irreducible represen­
tations ~. For W;, we have 

PaP(ey) = ~ ~ '"Pa(t-I)pt(ey) = ~ ~ ~ rPa(r l )/8y(t)e8· 
g tEG g 8 tEG 

By cor. 3 to prop. 4 we have then 

if y = {3 

otherwise. 
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Chapter 2: Character theory 

We get from this the fact that ~ Paa is the identity map of W;, and the 
formulas a 

{ PaB 
Pap 0 PyB = 0 

if{3=y 
otherwise 

For ~ withj =F i, we use cor. 2 to prop. 4 and the same argument to show 
that all the Pap are zero. 

Having done this, we decompose V into a direct sum of subrepresenta­
tions isomorphic to ~ and apply the preceding to each of these represen­
tations. Assertions (a) and (b) follow; moreover, the above formulas remain 
valid in V. Under the hypothesis of (c), we have then 

Ps(Xa) = Ps 0 Pal (Xl) = ~ rpa(s)ppl(Xl) = ~ 'Pa(S)Xp, 
p p 

which proves (c). Finally (d) follows from (a), (b), and (c). D 

EXERCISES 

2.9. Let Hi be the space of linear maps h: W; ~ V such that hops = Ps 0 h, d. 
ex. 2.8. Show that the map h 1---+ h(ea ) is an isomorphism of Hi onto Vi,a' 

2.10. Let x E Vi, and let V(x) be the smallest subrepresentation of V containing 
x. Let xf be the image of x under Pia; show that V(x) is the sum of the 
representations W(xf), IX = 1, ... ,n. Deduce from this that V(x) is the 
direct sum of at most n subrepresentationsisomorphic to W;. 
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CHAPTER 3 

Subgroups, products, 
induced representations 

All the groups considered below are assumed to be finite. 

3.1 Abelian subgroups 
Let G be a group. One says that G is abelian (or commutative) if st = ts 

for all s, t E G. This amounts to saying that each conjugacy class of G 
consists of a single element, also that each function on G is a class function. 
The linear representations of such a group are particularly simple: 

Theorem 9. The following properties are equivalent: 

(i) G is abelian. 
(ii) A II the irreducible representations of G have degree 1. 

Let g be the order of G, and let (nl' ... ,nh) be the degrees of the distinct 
irreducible representations of G; we know, cf. Ch. 2, that h is the number 
of classes of G, and that g = nr + ... + n~. Hence g is equal to h if and 
only if all the nj are equal to 1, which proves the theorem. D 

Corollary. Let A be an abelian subgroup of G, let a be its order and let g be 
that ofG. Each irreducible representation ofG has degree :s;;; g/a. 

(The quotient g/a is the index of A in G.) 

Let p: G --+ GL(V) be an irreducible representation of G. Through 
restriction to the subgroup A, it defines a representation PA: A --+ GL(V) of 
A. Let W C V be an irreducible subrepresentation of PA; by tho 9, we have 
dim(W) = 1. Let V' be the vector subspace of V generated by the images 
Ps W of W, s ranging over G. It is clear that Viis stable under G; since P is 
irreducible, we thus have V' = V. But, for s E G and tEA we have 

Pst W = PsPt W = Ps W. 
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Chapter 3: Subgroups, products, induced representations 

It follows that the number of distinct Ps W is at most equal to g/a, hence 
the desired inequality dim(V) ~ g/a, since V is the sum of the Ps W. 0 

ExAMPLE. A dihedral group contains a cyclic subgroup of index 2. Its 
irreducible representations thus have degree I or 2; we will determine them 
later (5.3). 

ExERCISES 

3.1. Show directly, using Schur's lemma, that each irreducible representation of 
an abelian group, finite or not, has degree l. 

3.2. Let p be an irreducible representation of G of degree n and character x; let 
C be the center of G (i.e., the set of s E G such that st = ts for all t E G), 
and let c be its order. 

(a) Show that Ps is a homothety for each sEC. [Use Schur's lemma.] 
Deduce from this that Ix(s)1 = n for all sEC. 

(b) Prove the inequality n2 ~ g/c. [Use the formula ~ Ix(s)12 = g, com-
bined with (a).] sEG 

(c) Show that, if p is faithful (i.e., Ps '+ 1 for s '+ 1), the group C is cyclic. 

3.3. Let G be an abelian group of order g, and let C be the set of irreducible 
characters of G.1f Xl' X2 belong to C, the same is true of their product Xl X2. 
Show that this makes C an abelian group of order g; the group C is called 
the dual of the group G. For x E G the mapping X 1-+. x(x) is an irreducible 
character.of C and so an element of the dual G of C. Show that the map of 
G into C thus obtained is an injective homomorphism; conclude (by 
comparing the orders of the two groups) that it is an isomorphism. 

3.2 Product of two groups 

Let Gl and G2 be two groups, and let GI X G2 be their product, that is, 
the set of pairs (SI' s2), with SI E GI and S2 E G2. 

Putting 
(S\> S2) . (tl' t2) = (si s2' tl t2)' 

we define a group structure on GI X G2; endowed with this structure, 
GI X G2 is called the group product of Gl and G2. If GI has order gl and G2 

has order g2' GI X G2 has order g = gl g2. The group GI can be identified 
with the subgroup of GI X G2 consisting of elements (SI' 1), where sl ranges 
over GI ; similarly, G2 can be identified with a subgroup of GI X G2. With 
these identifications, each element of GI commutes with each element of G2• 

Conversely, let G be a group containing GI and G2 as subgroups, and 
suppose the following two conditions are satisfied: 
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(i) Each S E G can be written uniquely in the form S = SI S2 with SI E GI 
and s2 E G2. 

(ii) For sl E GI and s2 E G2, we have sl S2 = S2SI. 



3.2: Product of two groups 

The product of two elements s = sl s2' t = tl t2 can then be written 

st = sl s2 tl t2 = (Sl tl )(s2 t2)' 

It follows that, if we let (sl' S2) E GI X G2 correspond to the element sl s2 
of G, we obtain an isomorphism ofGI X G 2 onto G. In this case, we also say 
that G is the product (or the direct product) of its subgroups GI and G2 , and 
we identify it with G I X G2. 

Now let pi: G I ~ GL(Vi) and p2: G 2 ~ GL(V2 ) be linear representa­
tions of G I and G2 respectively. We define a linear representation pi ® p2 
of GI X G 2 into Vi ® V2 by a procedure analogous to 1.5 by setting 

(pi ® p2)(Sl> S2) = pl(SI) ® p2(S2)' 

This representation is called the tensor product of the representations pi and 
p2. If Xi is the character of Pi (i = 1, 2), the character X of pi ® p2 is given 
by: 

When GI and G2 are equal to the same group G, the representation 
pi ® p2 defined above is a representation of G X G. When restricted to the 
diagonal subgroup of G X G (consistin/f of (s,s), where s ranges over G), it 
gives the representation of G denoted p ® p2 in 1.5; in spite of the identity 
of notations, it is important to distinguish these two representations. 

Theorem 10 

(i) If pi and p2 are irreducible, pi ® p2 is an irreducible representation 
ofGI X G2. 

(ii) Each irreducible representation of GI X G2 is isomorphic to a 
representation pi ® p2, where pi is an irreducible representation ofQ 
(i = 1,2). 

If pi and p2 are irreducible, we have (cf. 2.3): 

By multiplication, this gives: 

which shows that pi ® p2 is irreducible (th. 5). In order to prove (ii), it 
suffices to show that each class function f on G I X G2, which is orthogonal 
to the characters of the form XI (SI)X2(S2), is zero. Suppose then that we 
have: 

~ f(SI,S2)XI(sd*X2(S2)* = O. 
Sb S2 
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Chapter 3: Subgroups, products, induced representations 

Fixing X2 and putting g(SI) = ~ !(SI>S2)X2(S2)* we have: 
82 

~ g(Sl )Xl (Sl)* = 0 for all Xl . 
s) 

Since g is a class function, this implies g = 0, and, since the same is true 
for each X2, we conclude by the same argument that !(sl ,s2) = o. 0 

[It is also possible to prove (ii) by computing the sum of the squares of 
the degrees of the representations pl ® p2, and applying 2.4.] 

The above theorem completely reduces the study of representations of 
Gl X G2 to that of representations of Gl and of representations of G2. 

3.3 Induced representations 

Left eosets of a subgroup 
Recall the following definition: Let H be a subgroup of a group G. For 

S E G, we denote by sH the set of products st with t E H, and say that sH 
is the left coset of H containing s. Two elements s, s' of G ~re said to be 
congruent modulo H if they belong to the same left coset, i.e., if s -1 s' belongs 
to H; we write then s' == s (mod H). The set of left cosets of H is denoted 
by G/H; it is a partition of G. If G has g elements and H has h elements, 
G/H has g/h elements; the integer g/h is the index of H in G and is denoted 
by (G:H). 

If we choose an element from each left coset of H, we obtain a subset R 
of G called a system of representatives of G/H; each sin G can be written 
uniquely s = rt, with r E Rand t E H. 

Definition of induced representations 
Let p: G ~ GL(V) be a linear representation of G, and let PH be its 

restriction to H. Let W be a subrepresentation of PH' that is, a vector 
subspace of V stable under the PI' t E H. Denote by 0: H ~ GL(W) the 
representation of H in W thus defined. Let s E G; the vector space Ps W 
depends only on the left coset sH of s; indeed, if we replace s by st, with 
t E H, we have Pst W = PsPt W = Ps W since Pt W = W. If 0 is a left coset 
of H, we can thus define a subspace W" of V to be Ps W for any s E o. It is 
clear that the ~ are permuted among themselves by the Ps ' s E G. Their 
sum ~"EG/H ~ is thus a subrepresentation of V. 

Definition. We say that the representation P of G in V is induced by the 
representation 0 of H in W if V is equal to the sum of the ~ 
(0 E G/H) and if this sum is direct (that is, if V = m W,,). 

"EG/H 

We can reformulate this condition in several ways: 

(i) Each x E V can be written uniquely as ~ x"' with x" E ~ for 
each o. aEG/H 
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(ii) If R is a system of representatives of G/H, the vector space V is the 
direct sum of the Pr W, with r E R. 

In particular, we have dim(V) = ~ dim(pr W) = (G: H) . dim(W). 
rER 

EXAMPLES 1. Take for V the regular representation of G; the space V has a 
basis (et)tEG such that pset = est for s E G, t E G. Let W be the subspace 
of V with basis (et)tEH. The representation () of H in W is the regular 
representation of H, and it is clear that P is induced by (). 

2. Take for V a vector space having a basis (eo) indexed by the elements 
a of G/H and define a representation P of G in V by Ps eo = eso for s E G 
and a E G/H (this formula makes sense, because, if a is a left coset of H, 
so is sa). We thus obtain a representation of G which is the permutation 
representation of G associated with G/H [ef. 1.2, example (c)]. The vector 
eH corresponding to the coset H is invariant under H; the representation of 
H in the subspace CeH is thus the unit representation of H, and it is clear 
that this representation induces the representation of G in V. 

3. If PI is induced by ()I and if P2 is induced by ()2' then PI ffi P2 is induced 
by ()I ffi ()2· 

4. If (V, p) is induced by (W, (), and if WI is a stable subspace of W, the 
subspace Vi = ~rER Pr WI of V is stable under G, and the representation 
of G in Vi is induced by the representation of H in WI . 

5. If P is induced by 0, if pi is a representation of G, and if PH is the 
restriction of pi to H, then P ® pi is induced by () ® PH. 

Existence and uniqueness of induced representations 

Lemma 1. Suppose that (V,p) is induced by (W,(). Let p/:.G ~ GL(V/) be a 
linear representation of G, and let f: W ~ V' be a linear map such that 
f(()t w) = p;f(w) for all t E Hand w E W. Then there exists a unique 
linear map F: V ~ V' which extends f and satisfies Fops = p; 0 F for all 
s E G. 

If F satisfies these conditions, and if x E Ps W, we have p;I x E W; 
hence 

This formula determines F on Ps W, and so on V, since V is the sum of the 
Ps W. This proves the uniqueness of F. 

Now let x E w", and choose sEa; we define F(x) by the formula 
F(x) = p;f(p;I x) as above. This definition does not depend on the choice 
of s in a; indeed, if we replace s by st, with t E H, we have 

I f( -I ) - I 'f(()-I -I ) - '(() ()-I -I ) - 'f( -I ) Pst Pst x - Ps Pt t Ps X - Ps t t Ps X - Ps Ps x. 

Since V is the direct sum of the w", there exists a unique linear map 
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F: V --+ V' which extends the partial mappings thus defined on the ~.It is 
easily checked that Fops = p~ 0 F for all s E G. 0 

Theorem 11. Let (W,9) be a linear representation of H. There exists a linear 
representation (V,p) ofG which is induced by (W,9), and it is unique up to 
isomorphism. 

Let us first prove the existence of the induced representation p. In view 
of example 3, above, we may assume that 9 is irreducible. In this case, 9 is 
isomorphic to a subrepresentation of the regular representation of H, which 
can be induced to the regular representation of G (cf. example 1). Applying 
example 4, we conclude that 9 itself can be induced. 

It remains to prove the uniqueness of p up to isomorphism. Let (V,p) and 
(V', p') be two representations induced by (W, 9). Applying Lemma 1 to the 
injection of W into V', we see that there exists a linear map F: V --+ V' 
which is the identity on Wand satisfies Fops = p~ 0 F for all s E G. 
Consequently the image of F contains all the p~ W, and thus is equal to V'. 
Since V' and V have the same dimension (G: H) . dim(W), we see that F 
is an isomorphism, which proves the theorem. (For a more natural proof of 
Theorem 11, see 7.1.) 0 

Character of an induced representation 

Suppose (V, p) is induced by (W, 9) and let X~ and Xo be the correspond­
ing characters of G and of H. Since (W, 9 J determines (V, p) up to 
isomorphism, we ought to be able to compute Xp from Xo. The following 
theorem tells how: 

Theorem 12. Let h be the order of H and let R be a system of representatives 
ofG/H. For each u E G, we have 

(In particular, Xp(u) is a linear combination of the values of Xo on the 
intersection of H with the conjugacy class of u in G.) 

The space V is the direct sum of the Pr W, r E R. Moreover Pu permutes 
the Pr W among themselves. More precisely, if we write ur in the form Tu t 
with Tu E Rand t E H, we see that Pu sends Pr W into Pr. W. To determine 
Xp(u) = Trv (Pu)' we can use a basis of V which is a union of bases of the 
Pr W. The indices r such that Tu ¥= r give zero diagonal terms; the others give 
the trace of Pu on the Pr W. We thus obtain: 
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where Ru denotes the set of r E R such that Ij, = rand Pu,r is the restriction 
of Pu to Pr W. Observe that r belongs to Ru if and only if ur can be written 
rl, with I E H, i.e., if r-1ur belongs to H. 

It remains to compute Trp,w(pu,r), for r E Ru' To do this, note that Pr 
defines an isomorphism of W onto Pr W, and that we have 

Pr 0°1 = Pu,r 0 Pr, with I = r-1ur E H. 

The trace of Pu,r is thus equal to that of 01' that is, to Xo(t) = Xo(r-1ur). We 
indeed obtain: 

The second formula given for Xp(u) follows from the first by noting that 
all elements s of G in the left coset rH (r E Ru) satisfy Xo(s-l us) 
= Xo(r-1ur). 0 

The reader will find other properties of induced representations in part II. 
Notably: 
(i) The Frobenius reciprocity formula 

wherefis a class function of G, andfH is its restriction to H, and the scalar 
products are calculated on H and G respectively. 
(ii) Mackey's criterion, which tells us when an induced representation is 
irreducible. 
(iii) Artin's theorem (resp. Brauer's theorem), which says that each character 
of a group G is a linear combination with rational (resp. integral) 
coefficients of characters of representations induced from cyclic subgroups 
(resp. from "elementary" subgroups) of G. 

EXERCISES 

3.4. Show that each irreducible representation of G is contained in a representa­
tion induced by an irreducible representation of H. [Use the fact that an 
irreducible representation is contained in the regular representation.] Obtain 
from this another proof of the cor. to th.9. 

3.5. Let (W,6) be a linear representation of H. Let V be the vector space of 
functions f: G --+ W such that f(tu) = 6tf(u) for u E G, t E H. Let p be 
the representation of G in V defined by (PsJ)(u) = f(us) for s, u E G. For 
w E W let k E V be defined by Xo,(t) = 6t w for t E H and fw(s) = 0 for 
s f/. H. Show that w ~ fw is an isomorphism of W onto the subspace Wo of 
V consisting of functions which vanish off H. Show that, if we identify W 
and Wo in this way, the representation (V,p) is induced by the representation 
(W,6). 

3.6. Suppose that G is the direct product of two subgroups H and K (cf. 3.2). Let 
p be a representation of G induced by a representation 6 of H. Show that p 
is isomorphic to 6 ® rK' where 'k denotes the regular representation of K. 
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CHAPTER 4 

Compact groups 

The purpose of this chapter is to indicate how the preceding results carry 
over to arbitrary compact groups (not necessarily finite); for the proofs, see 
[I], [4], [6] cited in the bibliography. 

N one of the results below will be used in the sequel, aside from examples 
5.2, 5.5, and 5.6. 

4.1 Compact groups 
A topological group G is a group endowed with a topology such that the 

product s . t and the inverse s-l are continuous. Such a group is said to be 
compact if its topology is that of a compact space, that is, satisfies the Borel­
Lebesgue theorem. For example, the group of rotations around a point in 
euclidean space of dimension 2 (or 3, ... ) has a natural topology which 
makes it into a compact group; its closed subgroups are also compact 
groups. 

As examples of noncompac( groups, we mention the group of translations 
x ~ x + a, and the group of linear mappings preserving the quadratic 
form x 2 + y2 + z2 - (2 (the "Lorentz group"). The linear representations 
of these groups have completely different properties from those in the 
compact case. 

4.2 Invariant measure on a compact group 
In the study of linear representations of a finite group G of order g, we 

have used a great deal the operation of averaging over G, i.e., attaching to 
a function f on G the element (Ijg) ~IEGf(t) (the values of f could be 
either complex numbers or, more generally, elements of a vector space). An 
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analogous operation exists for compact groups; of course, instead of a finite 
sum, we have an integral fo f(t) dt with respect to a measure dt. 

More precisely, one proves the existence and uniqueness of a measure dt 
carried by G and enjoying the following two properties: 

(i) fof(t)dt = fo f(ts) dt for each continuous function f and each s E G 
(invariance of dt under right translation). 

(ii) fo dt = 1 (the total mass of dt is equal to 1). 

One shows moreover that dt is invariant under left translation, i.e.: 

(if) fof(t)dt = fo f(st) dt. 

The measure dt is called the invariant measure (or Haar measure) of the 
group G. We give two examples (see also Ch. 5): 

(1) If G is finite of order g, the measure dt is obtained by assigning to 
each element t EGa mass equal to l/g. 

(2) If G is the group Coo of rotations in the plane, and if we represent 
the elements t E G in the form t = eia (a taken modulo 2'11"), the 
invariant measure is (1/2'11")da; the factor 1/2'11" is used to insure 
condition (ii). 

4.3 Linear representations of compact groups 

Let G be a compact group and let V be a vector space of finite dimension 
over the field of complex numbers. A linear representations of G in V is a 
homomorphism p: G -+ GL(V) which is continuous; this condition is 
equivalent to saying that PaX is a continuous function of the two variables 
s E G, X E V. One defines similarly linear representations of G in a 
Hilbert space; one proves, moreover, that such a representation is isomor­
phic to a (Hilbert) direct sum of unitary representations of finite dimension, 
which allows one to restrict attention to the latter. 

Most of the properties of representations of finite groups carry over to 
representations of compact groups; one just replaces the expressions 
" (1/g) ~tEof(t) "by" fo f(t) dt " . For example, the scalar product (4)11/1) 
of two functions 4> and 1/1 is 

More precisely: 
(a) Theorems 1, 2, 3, 4, and 5 carry over without change, as well as their 

proofs. The same holds for propositions 1,2,3, and 4. 
(b) In 2.4, it is necessary to define the regular representation R as the 

Hilbert space of square summable functions on G with group action 
(PaJ)(t) =f(s-l t). If G is not finite, this representation is of infinite 
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dimension, and it is no longer possible to speak of its character, so 
proposition 5 no longer makes sense. Nevertheless, it is still true that each 
irreducible representation is contained in R with multiplicity equal to its 
degree. 

(c) Proposition 6 and tho 6 carry over without change (in tho 6, take for 
H the Hilbert space of square summable functions on G). 

(d) Theorem 7 is true (but uninteresting) when G is not finite: there are 
infinitely many classes, and infinitely many irreducible representations. 

(e) Theorem 8 and prop. 8 carry over without change, as well as their 
proofs. The projections Pi of the canonical decomposition (th. 8) are given 
by the formulas 

PiX = ni JG Xi (t)* Pt xdt. 

(f) Theorems 9 and 10 carry over without change, as well as their proofs. 
Note, with respect to tho 10, that the invariant measure of the product 
G. X G2 is the product ds. ds2 of the invariant measures of the groups G. 
and G2 . 

(g) So long as H is a closed subgroup of finite index in G, the notion of 
a representation of G induced by a representation of H, defined as in 3.3, 
and tho 11 and 12, remain valid. When the index of H is infinite, the 
representation induced by (W, fJ) is defined as the Hilbert space of square 
summab1e functionsj on G, with values in W, such thatj(tu) = fJd(u) for 
each t E H, and G acts on this space by Psj(u) = j(us), cf. ex. 3.5. 
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CHAPTER 5 

Examples 

5.1 The cyclic group en 
This is the group of order n consisting of the powers 1, r, ... , rn- l of an 

element r such that rn = 1. It can be realized as the group of rotations 
through angles 2k'fT/n around an axis. It is an abelian group. 

According to tho 9, the irreducible representations of en are of degree 1. 
Such a representation associates with r a complex number x(r) = w, and 
with rk the number x(rk) = wk; since rn = 1, we have wn = 1, that is, 
w = e2'11ih/n, with h = 0, 1, ... , n - 1. We thus obtain n irreducible repre­
sentations of degree 1 whose characters Xo, Xl' •.. , Xn-l are given by 

Xh(rk) = e2'11ihk/n. 

We have Xh . Xh' = Xh+h', with the convention that Xh+h' = Xh+h'-n if 
h + h' > n (in other words, the index h of Xh is taken modulo n). 

For n = 3, for example, the character table is the following: 

where 

1 
I 
I 

I 
w2 
w 

w = e2'ITi/3 = -4+ i~3. 
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We have 

Xo· Xi = Xi, XI • XI = X2, X2 . X2 = XI and XI • X2 = Xo· 0 

5.2 The group Coo 

This is the group of rotations of the plane. If we denote by Ta the rotation 
through an angle a (determined modulo 2'IT), the invariant measure on Coo is 
{l/2'IT)da (cf. 4.2). 

The irreducible representations of Coo are of degree 1. They are given by: 

Xn(Ta) = ina (n an arbitrary integer). 

The orthogonality relations give here the well known formulas: 

and tho 6 gives the expansion of a periodic function as a Fourier series. 

5.3 The dihedral group Dn 

This is the group of rotations and reflections of the plane which preserve 
a regular polygon with n vertices. It contains n rotations, which form a 
subgroup isomorphic to Cn' and n reflections. Its order is 2n. If we denote 
by r the rotation through an angle 2'IT/n and if s is anyone of the reflections, 
we have: 

rn = 1, srs = r- I • 

Each element of On can be written uniquely, either in the form rk, with 
o =< k =< n - 1 (if it belongs to Cn), or in the form srk, with 0 =< k 
=< n - 1 (if it does not belong to Cn). Observe that the relation srs = r- I 

implies srk s = r-k, whence (sr k)2 = 1. 

Realization of Dn as a group of rigid motions of 3-space 

There are several such: 
(a) The usual realization (the one traditionally denoted On' cf. Eyring 

[5]). One takes for rotations the rotations around the axis Oz, and for 
reflections, the reflections through n lines of the plane Oxy, these lines 
forming angles which are multiples of 'IT/n. 

(b) The realization by means of the group Cnv (notation of Eyring [5]): 
instead of the reflections with respect to the lines of Oxy, one takes 
reflections with respect to planes containing the axis Oz. 

(c) The group 02n can also be realized as the group 0nd (notation of 
Eyring [5]). 
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5.3: The dihedral group D,. 

Irreducible representations of the group Dn (n even ~ 2) 
First, there are 4 representations of degree 1, obtained by letting ±1 

correspond to rand s in all possible ways. Their characters 1/11> 1/12' 1/13' 1/14 are 
given by the following table: 

lJ 
rk srk 

I I 
1/12 I - I 

1/13 (_I)k (_I)k 

1/14 (-It (_1)k+1 

Next we consider representations of degree 2. Put w = e2'fTi/n and let h be 
an arbitrary integer. We define a representation ph of Dn by setting: 

A direct calculation shows that this is indeed a representation. This 
representation is induced (in the sense of 3.3) by the representation of en 
with character Xh (5.1). It depends only on the residue class of n modulo h; 
moreover ph and pn-h are isomorphic. Hence we may assume 0 ~ h 
~ n12. The extreme cases h = 0 and h = nl2 are uninteresting: the 
corresponding representations are reducible, with characters I/I} + 1/12 and 
1/13 + 1/14 respectively. On the other hand, for 0 < h < n12, the representa­
tion ph is irreducible: since wh * w-h, the only lines stable under ph(r) are 
the coordinate axes, and these are not stable under ph (s). The same 
argument shows that these representations are pairwise nonisomorphic. The 
corresponding characters Xh are given by: 

k hk -hk 27Thk Xh(r ) = w + w = 2 cos -­
n 

Xh(sr k ) = o. 
The irreducible representations of degree 1 and 2 constructed above are the 
only irreducible representations of Dn (up to isomorphism). Indeed, the sum 
of the squares of their degrees is equal to 4 X 1 + ({nI2) - 1) X 4 = 2n, 
which is the order of Dn. 

ExAMPLE. The group D6 has 4 representations of degree 1, with characters 
I/I}, 1/12' 1/13' 1/14 and 2 irreducible representations of degree 2, with characters 
x} and X2· 

Irreducible representations of the group Dn (n odd) 

There are only two representations of degree 1, and their characters I/I} 
and 1/12 are given by the table: 
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I 
I 

I 
- 1 

The representations ph of degree 2 are defined by the same formulas as 
in the case where n is even. Those corresponding to 0 < h < n/2 are 
irreducible and pairwise nonisomorphic (observe that, since n is odd, the 
condition h < n/2 can also be written h < (n - 1)/2}. The formulas giving 
their characters are the same. 

These representations are the only ones. Indeed, the sum of the squares 
of their degrees is equal to 2 x I + Hn - I} x 4 = 2n, and this is the order 
of On' 

EXERCISES 

5.1. Show that in D n, n even (resp. odd), the reflections form two conjugacy 
classes (resp. one), and that the elements of Cn form (n/2) + I classes (resp. 
(n + 1)/2 classes). Obtain from this the number of classes of Dn and check 
that it coincides with the number of irreducible characters. 

5.2. Show that Xh . Xh' = Xh+h' + Xh-h" In particular, we have 

Xn • Xh = X2h + Xo = X2h + 0/1 + 0/2' 

Show that 0/2 is the character of the alternating square of ph, and that 
X2h + 0/1 is the character of its symmetric square (cf. 1.5 and prop. 3). 

5.3. Show that the usual realization of Dn as a group of rigid motions in R3 
(Eyring [5]) is reducible and has character XI + 0/2' and that the realization 
of Dn as Cnv (loco cit.) has XI + 0/1 for its character. 

5.4 The group Dnh 

This group is the product On X I, where I is a group of order 2 consisting 
of elements {I, t} with £2 = 1. Its order is 4n. If On is realized in the usual 
way as a group of rotations and reflections of 3-space [d. 5.3, (a)] then 0nh 

can be realized as the group generated by On and the reflection £ through 
the origin. 

According to tho 10, the irreducible representations of 0nh are the tensor 
products of those of On and those of I. The group I has just two irreducible 
representations, both of degree I. Their characters g and u are given by the 
table: 

38 

g 
u 

I 
- I 



5.5: The group DC() 

Consequently, Dnh has twice as many irreducible representations as Dn' 
More precisely, each irreducible character X of Dn defines two irreducible 
characters Xg and Xu of Dnh as follows: 

x, 
Xu 

x tX 

X(x) 
x(x) 

X(x) 
-x(x) 

For example, the character Xl of Dn gives rise to characters Xlg and Xlu: 

XI, 
XI. 

2 cos 2'fTk/n 
2 cos 2'fTk/n 

o 
o 

2 cos 2'fTk/n 
-2 cos 2'fTk/n 

The same applies to the other characters of Dn' 

5.5 The group Doo 

o 
o 

This is the group of rotations and reflections of the plane which preserve 
the origin. It contains the group Coo of rotations r..; if s is an arbitrary 
reflection, we have the relations: 

Each element of DC() can be written uniquely either in the form r.. (if it 
belongs to Coo) or in the form sr.. (if it does not belong to Coo); as a 
topological space, Doo consists of two disjoint circles. The invariant measure 
of Doo is the measure da/47r. More precisely, the average So f(t) dt of a 
function f is given by the formula 

fof(t)dt = 4~fo2'IT f(r..)da + 4~fo2'IT f(sr..)da. 

In particular, the projections Pi of 2.6 are: 

Realizations of Da as a group of rigid motions in 3-space 
There are two of these: 
(a) The usual realization (denoted Doo in Eyring [5]). Rotations are taken 

around Oz and reflections with respect to lines of the plane Oxy passing 
through O. 
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(b) The realization by means of the group Coov (notations of Eyring [5]): 
the reflections are taken with respect to planes passing through Ox, instead 
of lines of Oxy. 

Irreducible representations oj the group Doo 
They are constructed like those for On. There are first two representations 

of degree 1, with characters \fIl and \fI2 given by the table: 

r.. sr.. 

1/11 1 
1/12 - 1 

There is a series of irreducible representations ph of degree 2 
(h = 1,2, ... ) defined by the formulas: 

h ( 0 p (sYa) = °h 
e' a 

Their characters Xl' X2' •.. have the following values: 

It can be shown that these are all the irreducible representations of 0 00 (up 
to isomorphism). 

5.6 The group Dooh 

This group is the product 0 00 x I; it can be realized as the group 
generated by 0 00 and the reflection L through the origin. Its elements can 
be written uniquely in one of the four forms: 

As a topological space, it is the union of four disjoint circles. The invariant 
measure of Dooh is (l/8'IT)dao As above, this means that the average fG !(t) dt 
of a function! on Dooh is given by: 

We leave it to the reader to derive the explicit expressions for the 
projections Pi of 2.6. 
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5.7: The alternating group ~4 

As in the case of Dnh' the irreducible representations of Dooh come in 
pairs from 0 00 : each character X of 0 00 gives rise to two characters Xg and 
Xu of D ooh· 

So, for example, the character X3 of 0 00 gives: 

2 cos 30: 
2 cos 30: 

5.7 The alternating group ~4 

S1;, 

o 
o 

2 cos 30: 
-2 cos 30: 

o 
o 

This is the group of even permutations of a set {a, b, c, d} having 4 
elements; it is isomorphic to the group of rotations in R3 which stabilize a 
regular tetrahedron with barycenter the origin. It has 12 elements: 

the identity element 1; 
3 elements of order 2, x = (ab)(cd), y = (ac)(bd), z = (ad)(bc), which 
correspond to reflections of the tetrahedron through lines joining the 
midpoints of two opposite edges; 
8 elements of order 3: (abc), (acb), ... , (bed), which correspond to rota­
tions of ± 120 0 with respect to lines joining a vertex to the barycenter of the 
opposite face. 

We denote by (abc) the cyclic permutation a ~ b, b ~ c, c ~ a, d ~ d; 
likewise, (ab)(cd) denotes the permutation a ~ b, b ~ a, c ~ d, d ~ c, 
product of the transpositions (ab) and (cd). 

Set t = (abc), K = {I,t,t 2 } and H = {I,x,y,z}. We have 

txt- l = z, tzt- l = y, tyt- l = x; 

moreover Hand K are subgroups of m:4, H is normal, and H n K = {I}. 
It is easy to see that each element of m:4 can be written uniquely as a product 
h . k, with h E Hand k E K. 

One also says that ~4 is the semidirect product of K by the normal 
subgroup H; note that this is not a direct product, because the elements of 
K do not commute with those of H. 

There are 4 conjugacy classes in m:4 : {I}, {x,y, z}, {t, tx, ty, tz}, and {t 2 , t 2 x, 
t 2y, t 2 z}, hence 4 irreducible characters. There are three characters of 
degree 1, corresponding to the three characters Xo, Xl' and X2 of the group 
K (cf. 5.1) extended to m:4 by setting X;(h . k) = X;(k) for h E Hand 
k E K. The last character t¥ is determined, for example, by means of cor. 2 
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to prop. 5; it is found to be the character of the natural representation of 
~4 in R3 (extended to C3 by linearity). Thus we have the following 
character table for ~4: 

x t 1 

XO I 1 1 
XI 1 1 w wl 
Xl 1 1 w1 W 

'" 
3 - 1 0 0 

with 

w = e2wi/ 3 = -~+ i~3. 

EXERCISE 

5.4. Set 8(1) = 8{x) = 1 and 9{y) = 8{z) = -1; this is a representation of 
degree 1 of H. The representation of 214 induced by (J (cf. 3.3) is of degree 3; 
show that it is irreducible and has character ",. 

5.8 The symmetric group ®4 

This is the group of all permutations of {a, b, e, d}; it is isomorphic to the 
group of all rigid motions which stabilize a regular tetrahedron. It has 24 
elements, partitioned into 5 conjugacy classes: 

the identity element 1; 
6 transpositions: (ab), (ae), (ad), (be), (bd), (ed); 
the 3 elements of order 2 in ~4: x == (ab)(ed),y = (ae)(bd), z = (ad)(be); 

8 elements of order 3: (abe), ... , (bed); 
6 elements of order 4: (abed), (abde), (aebd), (aedb), (adbe), (adeb). 

Let H = {l,x,y,z} and let L be the group of permutations which leave d 
fixed. We see, as in the preceding section, that @34 is the semidireet produet 
of L by the normal subgroup H. Each representation p of L is extended to 
a representation of @34 by the formula p(h . I) = p(1) for h E H, I E L. 
This gives three irreducible representations of·@34 (cf. 2.5), of degrees 1, 1, 
and 2. On the other hand, the natural representation of @34 in C3 is 
irreducible (since its restriction to ~4 is), and the same is true of its tensor 
product by the non-trivial representation of degree 1 of @34. Whence the 
following character table for @34 : 
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5.9: The group of the cube 

(ab) (ab)(cd) (abc) (abed) 

XO I I I I I 
£ I - I I I - I 
8 2 0 2 - I 0 

0/ 3 I - I 0 - I 

eo/ 3 - I - I 0 I 

Note that the values of the characters of ®4 are integers; this is a general 
property of representations of symmetric groups (cf. 13.1). 

5.9 The group of the cube 

Consider in R3 the cube C whose vertices are the points (x,y,z) with 
x = ±1, Y = ±1, and z = ±l. Let G be the group of isomorphisms of R3 
onto itself which stabilize the cube C, i.e., which permute its eight vertices. 
This group G can be described in several ways: 

(i) The group G contains the group ®3 of permutations of {x,y,z} as well 
as the group M of order 8 consisting of the transformations 

(x,y,z) ~ (±x, ±y, ±z). 

One checks easily that G is the semidirect product of ®3 by the normal 
subgroup M; its order is 6 . 8 = 48. 

(ii) Denote by t the reflection (x,y, z) ~ (- x, -y, - z) through the origin. 
Let T be the tetrahedron whose vertices are the points (1,1,1), (1, -1, -1), 
(-1,1, -1), (-1, -1,1), and let T' = tT; each vertex of C is a vertex of T 

or of T'. Let S(T) be the group of isomorphisms of R3 onto itself which 
stabilize T; for s E S(T) we have sT' = stT = tsT = T', which shows that 
s stabilizes the set of vertices of C, and thus belongs to G. Consequently 
S(T) C G, and we see immediately that G is the direct product of S(T) with 
the group I = {I, t}. Since S(T) = ®4' the irreducible characters of G are 
obtained from those of ®4 in pairs, just as those of Dnh are obtained from 
those of Dn' Thus there are 4 irreducible characters of degree 1,2 of degree 
2, and 4 of degree 3; their exact description is left to the reader. 

EXERCISES 

5.4. Recover the semidirect decomposition G = ®3 . M from the decomposi­
tions G = ®4 X I and ®4 = ®3 . L (cf. 5.8). 

5.5 Let G+ be the subgroup of G consisting of elements with determinant I (the 
group of rotations of the cube). Show that, if G is decomposed into S(T) X I, 
the projection G ..... S(T) defines an isomorphism of G+ onto S(T) = ®4' 
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II 

REPRESENTATIONS 
IN CHARACTERISTIC ZERO 

Unless explicitly stated otherwise, all groups are assumed to be finite, and 
all vector spaces (resp., all modules) are assumed to be of finite dimension 
(resp., finitely generated). 

In Ch. 6 to 11 (except for 6.1) the ground field is the field C of complex 
numbers. 
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CHAPTER 6 

The group algebra 

6.1 Representations and modules 
Let G be a group of finite order g, and let K be a commutative ring. We 

denote by K[G] the algebra of Gover K; this algebra has a basis indexed 
by the elements of G, and most of the time we identify this basis with G. 
Each elementf of K[G] can then be uniquely written in the form 

f = ~ as s, with as E K, 
sEG 

and multiplication in K[G] extends that in G. 
Let V be a K-module and let p: G ---+ GL(V) be a linear representation 

of G in V. For s E G and x E V, set sx = psx; by linearity this defines 
fx, for f E K[G] and x E V. Thus V is endowed with the structure of a left 
K[G]-module; conversely, such a structure defines a linear representation of 
Gin V. In what follows we will indiscriminately use the terminology "linear 
representation" or "module." 

Proposition 9. If K is a field of characteristic zero, the algebra K[G] is 
semisimple. 

(For the basic facts on semisimple algebras, see, for example, Bourbaki 
[8] or Lang [10].) 

To say that K[G] is a semisimple algebra is equivalent to saying that each 
K[G]-module V is semisimple, i.e., that each submodule V' of V is a direct 
factor in V as a K[G]-module. This is proved by the same argument of 
averaging as that in 1.3: we choose first a K-linear projection p of V onto 
V', then form the average pO = (Ijg) l:sEG sps-l of its transforms by G. 
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The projection pO thus obtained is K[G]-linear, which implies that V' is a 
direct factor of Vas a K[G]-module. 0 

Corollary. The algebra K[G] is a product of matrix algebras over skew fields 
of finite degree over K. 

This is a consequence of the structure theorem for semisimple algebras 
(/oc. cit.). 

EXERCISE 

6.1. Let K be a field of characteristic p > O. Show that the following two 
properties are equivalent: 
(i) K[G] is semisimple. 

(ii) p does not divide the order g of G. 
(The fact that (ii) ~ (i) is proved as above. To prove the converse, show 
that, if p divides g, the ideal of K[G] consisting of the ~ ass with 
~ as = 0 is not a direct factor (as a module) of K[G].) 

6.2 Decomposition of erG] 
Henceforth we take K = C (though any algebraically closed field of 

characteristic zero would do as well), so that each skew field of finite degree 
over C is equal to C. The corollary to prop. 9 then shows that C[G] is a 
product of matrix algebras Mn;(C). More precisely, let Pi: G ~ GL(W;), 
I ~ i ~ h, be the distinct irreducible representations of G (up to isomor­
phism), and set ni = dim(W;), so that the ring End(W;) of endomorphisms 
of W; is isomorphic to Mn(C). The map Pi: G ~ GL(W;) extends by 
linearity to an algebra hom:omorphism Pi: C[G] ~ End(W;); the family 
(Pi) defines a homomorphism 

i-h i-h 
p: C[G] ~ II End(W;) ~ II Mn(C). 

i-I i-I' 

Proposition 10. The homomorphism P defined above is an isomorphism. 

This is a general property of semisimple algebras. In the present case, it 
can be verified in the following way: First, P is surjective. Otherwise there 
would exist a nonzero linear form on II Mn;(C) vanishing on the image of 
P; this would give a nontrivial relation on the coefficients of the represen­
tations Pi' which is impossible because of the orthogonality formulas of 2.2. 
On the other hand, C[G] and II MnJC) both have dimension g = L nl, d. 
2.4; so since P is surjective, it must be bijective. 0 

It is possible to describe the isomorphism which is the inverse of p: 
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6.2: Decomposition of qG) 

Proposition 11 (Fourier inversion formula). Let (U;)I';;;;';;;h be an element of 
II End(W;), and let u = ~sEG u(s)s be the element of C[G] such that 
p(u) = uJor all i. The sth coefficient u(s) of u is given by the formula 

I i=h 
u(s) = - ~ ni Trw:.(p;(s-I )Ui)' where ni = dim(W;). 

g i=1 ' 

By linearity it is enough to check the formula when u is equal to an 
element t of G. We have then 

u(s) = ~st 

where x; is the irreducible character of G corresponding to W;. Thus it 
remains to show that 

1 ;=h 
~st = - ~ nix;(s-I t), 

g;=1 

which is a consequence of cor. I and 2 of prop. 5 of 2.4. 

EXERCISES 

o 

6.2. (Plancherel formula.) Let u = ~ u(s)s and v = ~ v(s)s be two elements of 
C[G), and put <u,v) = (ljg) ~ u(s-I)v(s). Prove the formula 

sEG 
;=h 

<u,v) = ~ n;Trw,(p;(uv». 
;=1 ' 

[Reduce to the case where u and v belong to G.) 

6.3. Let U be a finite subgroup of the multiplicative group of qG) which 
contains G. Let u = ~ u(s)s and u' = ~ u'(s)s be two elements of U such 
that u . u' = 1; let u; (resp. u'J be the image of u (resp. u') in End(~) under 

Pi· 
(a) Show that the eigenvalues of p;(s-I)u; = p;(s-I u) are roots of unity. 

Conclude that, for all s E G and aU i, we have 

whence, applying prop. 11, u(s)* = u'(s -I). 

(b) Show that ~ lu(s)12 = 1 [use (a)]. 
sEG 

(c) Suppose that U is contained in Z[G) so that the u(s) are integers. Show 
that the u(s) are aU zero except for one which is equal to ± 1. Conclude 
that U is contained in the group ±G of elements of the form ±t, with 
t E G. 

(d) Suppose G is abelian. Show that each element of finite order in the 
multiplicative group of Z[G) is contained in ±G (Higman's theorem). 
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6.3 The Center of erG] 
This is the set of elements of C[G] which commute with all the elements 

in qG] (or, what amounts to the same thing, with all the elements of G). 
For c a conjugacy class of G, set ec = l:aEc s. One checks immediately 

that the ec form a basis for the center of qG]; the latter therefore has 
dimension h, where h is the number of classes of G, cf. 2.5. Let 

Pi: G ~ GL(W;) 

be an irreducible representation of G with character x.; and degree ni' and 
let Pi: qG] ~ End(W;) be the corresponding algebra homomorphism (cf. 
6.2). 

Proposition 12. The homomorphism Pi maps the center of C[G] into the set of 
homotheties of ~ and defines an algebra homomorphism 

"'i: Cent. qG] ~ c. 
If u = l: u(s)s is an element of Cent. C[G], we have 

"'i(U) = ! Trw.(p(u» =! ~ u(s)x.;(s). 
ni' ni sEO 

This is just a reformulation of prop. 6 of 2.5. 

Proposition 13. The family ("'i)l<i<h defines an isomorphism of Cent. qG] 
onto the algebra C h = C X •.• X C. 

If we identify qG] with the product of the End(~), the center of qG] 
becomes the product of the centers of the End (W;). But the center of 
End(W;) consists of homotheties. We thus get an isomorphism of Cent. 
qG] onto C X ••• X C, and it is immediate that it is the one of prop. 13. 

o 
EXERCISES 

6.4. Set 

p. = '2 ~ X.(s-I)s. 
I g sEO I 

Show that the Pi(I -< i -< h) form a basis of Cent. C[G] and that pl = Pi> 
PiPj = 0 for i ¥= j, and PI + ... + Ph = 1. Hence obtain another proof of 
tho 8 of 2.6. Show that "'i(Pj) = Bij' 

6.5. Show that each homomorphism of Cent. C[G] into C is equal to one of 

the "'i' 

6.4 Basic properties of integers 

Let R be a commutative ring and let x E R. We say that x is integral over 
Z if there exists an integer n > 1 and elements al' ••. , an of Z such that 
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xn + al X n- I + ... + an = O. 

A complex number which is integral over Z is called an algebraic integer. 
Each root of unity is an algebraic integer. If x E Q is an algebraic integer, 
we have x E Z; otherwise we could write x in the formp/q, withp, q E Z, 
q > 2 and p, q relatively prime. The equation (.) would then give 

]I' + al qpn-l + ... + anqn = 0, 

hence pn == 0 (mod. q) contradicting the fact that p and q are relatively 
prime. 

Proposition 14. Let x be an element of a commutative ring R. The following 
properties are equivalent: 

(i) x is integral over Z. 
(ii) The subring Z[x] of R generated by x is finitely generated as a Z­

module. 
(iii) There exists a finitely generated sub-Z-module of R which contains 

Z[x]. 

The equivalence of (ii) and (iii) follows from the fact that a submodule 
of a finitely generated Z-module is finitely generated, since Z is noetherian. 
On the other hand, if x satisfies an equation 

xn + alxn- I + ... + a = 0 with a· E Z 
n' " 

the sub-Z-module of R generated by 1, x, ... , xn- I is stable under multi­
plication by x, and thus coincides withZ[x], which proves (i) "* (ii). 
Conversely, suppose (ii) is satisfied, and denote by Rn the sub-Z-module of 
R generated by 1, x, ... , xn-I. The Rn form an increasing sequence, and 
their union is Z[x]; since Z[x] is finitely generated we must have Rn = Z[x] 
for n sufficiently large. This shows that xn is a linear combination with 
integer coefficients of 1, x, ... , xn- 1, whence (i). 0 

Corollary 1. If R is a finitely generated Z-module, each element of R is integral 
over Z. 

This follows from the implication (iii) "* (i). o 
Corollary 2. The elements of R which are integral over Z form a subring of R. 

Let x, y E R; if x, yare integral over Z, the rings Z[x] and Z[y] are 
finitely generated over Z. The same is then true of their tensor product 
Z[x] ® Z[y] and of its image Z[x,y] in R. Thus all the elements of Z[x,y] 
are integral over Z. 0 

Remark. In the preceding definitions and results it is possible to replace Z 
by an arbitrary commutative noetherian ring; for (i) ~ (ii) it is not even 
necessary to assume the ring is noetherian. 
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6.5 Integrality properties of characters. Applications 

Proposition 15. Let X be the character of a representation p of a finite group 
G. Then X(s) is an algebraic integer for each s E G. 

Indeed x(s) is the trace of p(s), hence is the sum of eigenvalues of p(s), 
which are roots of unity. 

Proposition 16. Let u = ~ u(s)s be an element of Cent. C[G] such that the 
u(s) are algebraic integers. Then u is integral over Z. 

(This statement makes sense because Cent. C[G] is a commutative ring.) 

Let c;(I ~ i ~ h) be the conjugacy classes of G and put e; = ~SEC' s, 
cf. 6.3. For s; E c; we can write u in the form u = ~::~ u(s;)e;. In view/of 
cor. 2 to prop. 14, it suffices to show that the e; are integral over Z. But this 
is clear since each product e; ej is a linear combination with integer 
coefficients of the eke The subgroup R = Zel Ea ••• Ea Zeh of Cent. C[G] is 
thus a subring; as it is finitely generated over Z, each of its elements is 
integral over Z (cor. 1 to prop. 14). The result follows. 0 

Corollary 1. Let p be an irreducible representation of G of degree nand 
character X. If u is as above, then the number (l/n) ~ u(s)X(s) is an 
algebraic integer. sEG 

Indeed, this number is the image of u under the homomorphism 

w: Cent. C[G] ~ C 

associated with p (cf. prop. 12). As u is integral over Z, the same is true of 
its image under W. 

Corollary 2. The degrees of the irreducible representations of G divide the order 
ofG. 

Let g be the order of G. We apply cor. 1 to the element u 
= ~sEG X(s-I)s, which is legitimate since X is a class function and since 
the X(s) are algebraic integers (prop. 15); we obtain that the number 

is an algebraic integer. Since this number is rational, it follows that it 
belongs to Z, i.e., that n divides g. 0 

Corollary 2 can be strengthened somewhat (cf. 8.1, cor. to prop. 24). Here 
is a first result in this direction: 
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6.5: Integrality properties of characters. Applications 

Proposition 17. Let e be the center of G. The degrees of the irreducible 
representations ofG divide (G: e). 

Let g be the order of G and e that of e, and let p: G ~ GL(W) be an 
irreducible representation of G of degree n. If sEe, pes) commutes with 
all the pet), t E G; so by Schur's lemma, pes) is a homothety. If we denote 
it by ;\(s), the map;\: s B ;\(s) is a homomorphism of e into C*. Let m be 
an integer > 0, and form the tensor product 

pm: G m ~ GL(W ® ... ® W) 

of m copies of the representation p; this is an irreducible representation of 
the group G m = G X ... X G, cf. 3.2 tho 10. The image under pm of an 
element (Sl' ... ' sm) of em is the homothety of ratio ;\(sl ... sm). The 
subgroup H of em consisting of the (Sl' ... ,sm) such that sl ... sm = 1 acts 
trivially on W ® ... ® W, so that by passing to the quotient we obtain an 
irreducible representation of Gm/H. In view of cor. 2 to prop. 16, it follows 
that the degree nm of this representation divides the order gm/cm-I of 
Gm/H. We have then (g/en)m E e- I Z for all m, which implies that (g/en) 
is an integer (cf. prop. 14, for example). 

(This proof is due to J. Tate.) D 

EXERCISES 

6.6. Show that the ring Zel (B ••• (B Zeh is the center of Z[G]. 

6.7. 

6.S. 

6.9. 

6.10. 

Let p be an irreducible representation of G of degree n and with character 
x. If s E G, show that Ix(s)1 ,.;;; n, and that equality holds if and only if pes) 
is a homothety [observe that pes) is a sum of n roots of unity]. Conclude that 
pes) = I ~ xes) = n. 

Let AI' ... , An be roots of unity, and let a = ! ~ Ai. Show that, if a is an 
algebraic integer, we have either a = 0, or Al ~ ... = An = a. [Let A be 
the product of the conjugates of a over Q; show that I AI ,.;;; 1.] 

Let p be an irreducible representtation of G of degree n and with character 
x. Let s E G and c(s) be the number of elements in the conjugacy class of 
s. Show that (c(s)/n)x(s) is an algebraic integer [apply cor. I to prop. 16, 
taking for u the sum of the conjugates of s]. Show that if c(s) and n are 
relatively prime and if xes) =1= 0, then p(s) is a homothety [Observe that 
(l/n)x(s) is an algebraic integer, and apply ex. 6.8]. 

Let s E G, s =1= l. Suppose that the number of elements c(s) of the 
conjugacy class containing s is a power of a prime number p. Show that there 
exists an irreducible character X, not equal to the unit character, such that 
Xes) =1= ° and x(I) 1jI5 ° (mod.p). [Use the formula I + ~x""l x(I)x(s) = 0, 
cf. cor. 2 to prop. 5 to show that the number l/p would be an algebraic 
integer if no such character X existed.] Let p be a representation with 
character X, and show that pes) is a homothety [use ex. 6.9]. Conclude that, 
if N is the kernel of p, we have N =1= G, and the image of s in G/N belongs 
to the center of G/N. 
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CHAPTER 7 

Induced representations; 
Mackey's criterion 

7.1 Induction 
Let H be a subgroup of a group G and R a system of left coset 

representatives for H. Let V be a C[G]-module and let W be a sub-C[H]­
module of V. Recall (cf. 3.3) that the module V (or the representation V) is 
said to be induced by W if we have V = EBsERsW, i.e., if V is a direct sum 
of the images sW, s E R (a condition which is independent of the choice 
of R). This property can be reformulated in the following way: 

Let 

W' = C[G] ®c[H] W 

be the C[G]-module obtained from W by scalar extension from C[H] to 
C[G]. The injection W ~ V extends by linearity to a C[G]-homomorphism 
i:W/~V. 

Proposition 18. In order that V be induced by W, it is necessary and sufficient 
that the homomorphism 

i: C[G] ®C[H] W ~ V 

be an isomorphism. 

This is a consequence of the fact that the elements of R form a basis of 
C[G] considered as a right C[H]-module. 

Remarks 

(1) This characterization of the representation induced by W makes it 
obvious that the induced representation exists and is unique (cf. 3.3, tho 11). 
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7.2: The character of an induced representation 

In what follows, the representation of G induced by W will be denoted 
by Ind*(W), or simply Ind(W) if there is no danger of confusion. 

(2) If V is induced by Wand if E is a C[G]-module, we have a canonical 
isomorphism 

HomH(W,E) - HomG(V, E), 

where HomG(V, E) denotes the vector space of C[G]-homomorphisms of V 
into E, and HomH(W, E) is defined similarly. This follows from an 
elementary property of tensor products (see also 3.3, lemma 1). 

(3) Induction is transitive: if G is a subgroup of a group K, we have 

In~(Ind*(W» :::::: Ind~(W). 

This can be seen directly, or by using the associativity of the tensor product. 

Proposition 19. Let V be a C[G]-module which is a direct sum V = ffiiEI W; 
of vector subs paces permuted transitively by G. Let io E I, W = W;o and 
let H be the stabilizer of W in G (i.e., the set of all s E G such that 
sW = W). Then W is stable under the subgroup H and the C[G]-module V 
is induced by the C[H]-module W. 

This is clear. 

Remark. In order to apply proposition 19 to an irreducible representation 
V = EB W; of G, it is enough to check that the W; are permuted among 
themselves by G; the transitivity condition is automatic, because each orbit 
of G in the set of W;'s defines a subrepresentation of V. 

EXAMPLE. When the W; are of dimension 1, the representation V is said to 
be monomial. 

7.2 The character of an induced representation; 
the reciprocity formula 

We keep the preceding notation. If f is a class function on H, consider 
the function l' on G defined by the formula 

1'(s) =! ~ f(t- I st) 
h tEG 

t-lstEH 

where h = Card (H). 

We say that l' is induced by f and denote it by either Ind~ (f) or Ind (j). 
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Chapter 7: Induced representations; Mackey's criterion 

Proposition 20. 

(i) The function Ind(j) is a class function on G. 
(li) Iff is the character of a representation W of H, Ind(j) is the 

character of the induced representation Ind(W) ofG. 

Assertion (ii) has already been proved (3.3, tho 12). Assertion (i) is proved 
by a direct calculation or can be obtained from (ii) and the observation that 
each class function is a linear combination of characters. 0 

Recall that, for 'PI and CJl2 two class functions on G, we set 

<CJlI,CJl2> =1. ~ CJlI(s-I)CP2(S), whereg = Card(G), 
gsEO 

cf. 2.2; when we wish to be more explicit about the group G, we write 
<CJlI' CJl2 >0 instead of <'PI, CJl2)· 

Also, if Vj and ~ are two C[G]-modules, we set 

<Vj, ~>o = dim. HomO(Vj, ~). 

Lemma 2. If CJlI and CJl2 are the characters of Vj and~, we have 

Decomposing Vj and V2 into direct sums, we can assume that they are 
irreducible, in which case the lemma follows from the orthogonality 
formulas for characters (2.3, tho 3). 0 

If CJl (resp. V) is a function on G (resp. a representation of G), we denote 
by Res CJl (resp. Res V) its restriction to the subgroup H. 

Theorem 13 (Frobenius reciprocity). If tP is a class function on Hand CJl a 
class function on G, we have 

Since each class function is a linear combination of characters, we can 
assume that tP is the character of a C[H]-module Wand CJl is the character 
of a C[G]-module E. In view of lemma 2, it is enough to show that 

<W, Res E>H = <Ind W, E)o, 

that is, 

dim.HomH (W,Res E) = dim. Homo (Ind W,E), 
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7.2: The character of an induced representation 

which follows from remark 2 in 7.1 (or from lemma 1 of 3.3, which amounts 
to the same thing). Of course it is also possible to prove theorem 13 by 
direct calculation. 0 

Remarks 
(1) Theorem 13 expresses the fact that the maps Res and Ind are adjoints 

of each other. 
(2) Instead of the bilinear form <a,13), we can use the scalar product 

(alP) defined in 2.3. We have the same formula: 

(1/IlRes CP)H = (Ind 1/Ilcp)o. 

(3) We mention also the following useful formula 

Ind(1/I . Res cp) = (Ind 1/1) • cpo 

It can be checked by a simple calculation, or deduced from the formula 
Ind(W) ® E ::: Ind(W ® Res E), cf. 3.3, example 5. 

Proposidon 21. Let W be an irreducible representation of Hand E an 
irreducible representation of G. Then the number of times that W occurs in 
Res E is equal to the number of times that E occurs in Ind W 

This follows from tho 13, applied to the character 1/1 o( Wand to the 
character cp of E (one may also apply formula (*». 0 

EXERCISES 

7.1. (Generalization of the concept of induced representation.) Let IX: H ~ G be 
a homomorphism of groups (not necessarily injective), and let Ii: qH] 
-+ C[G] be the corresponding algebra homomorphism. If E is a C[G]-module 
we denote by Resa E the C[H]-module obtained from E by means of Ii; if cp 
is the character of E, that of Resa E is Resa cP = cP 0 IX. If W is a qH]­
module, we denote by Inda W the C[G]-module C[G] ®C(HI W, and if 1/1 is 
the character of W, we denote by Ind", 1/1 the character of InQa W. 
(a) Show that we still have the reciprocity formula 

<I/I,Resacp)H = <Indal/l,cp)o· 

(b) Assume that IX is surjective and identify G with the quotient of H by the 
kernel N of IX. Show that Inda W is isomorphic to the module obtained 
by having G = H/N act on the subspace of W consisting of the 
elements invariant under N. Deduce the formula 

I 
(Indal/l)(s) = - ~ 1/1(/) where n = Card(N). 

n a(t)=s 

7.2. Let H be a subgroup of G and let X be the character of the permutation 
representation associated with G/H (cf. 1.2). Show that X = Ind*(I), and 
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Chapter 7: Induced representations; Mackey's criterion 

that 1/1 = X - I is the character of a representation of G; determines under 
what condition the latter representation is irreducible [use ex. 2.6, or apply 
the reciprocity formula]. 

7.3. Let H be a subgroup of G. Assume that for each t ft H we have 
H n tHt-1 = {I}, in which case H is said to be a Frobenius subgroup of G. 
Denote by N the set of elements of G which are not conjugate to any 
element of H. 
(a) Let g = Card(G) and let h = Card(H). Show that the number of 

elements of N is (g/h) - 1. 
(b) Let f be a class function on H. Show that there exists a unique class 

function} on G which extendsfand takes the valuef(l) on N. 
(c) Show that} = Ind~U - f(I)1/I, where 1/1 is the character Indg(l) - I of 

G, d. ex. 7.2. 
(d) Show that <h,h>H = <}lJ2>O' 
(e) Takefto be an irreducible character of H. Show, using (c) and (d), that 

<].}>o = I, }(I) ~ 0, and that} is a linear combination with integer 
coefficients of irreducible characters of G. Conclude that } is an 
irreducible character of G. If p is a corresponding representation of G, 
show that p(s) = I for each sEN [use ex. 6.7]. 

(f) Show that each linear representation of H extends to a linear represen­
tation of G whose kernel contains N. Conclude that N U {I} is a normal 
subgroup of G and that G is the semidirect product of H and N U {I} 
(Frobenius's theorem). 

(g) Conversely, suppose G is the semidirect product of H and a normal 
subgroup A. Show that H is a Frobenius subgroup of G if and only if 
for each s E H - {I} and each tEA - {l}, we have sts-1 +- t (Le., H 
acts freely on A - {I}). (If H +- {I}, this property implies that A is 
nilpotent, by a theorem of Thompson.) 

7.3 Restriction to subgroups 

Let Hand K be two subgroups of G, and let p: H ~ GL(W) be a linear 
representation of H, and let V = Ind~(V) be the corresponding induced 
representation of G. We shall determine the restriction ResK V of V to K. 

First choose a set of representatives S for the (H, K) double cosets of G; 
this means that G is the disjoint union of the KsH for s E S (we could also 
write s E K\G/H). For s E S, let Hs = sHs-1 n K, which is a subgroup 
of K. If we set 

we obtain a homomorphism Ps: Hs ~ GL(W), and hence a linear represen­
tation of Hs' denoted ~. Since Hs is a subgroup of K, the induced 
representation Indlls (~) is defined. 

Proposition 22. The representation ResK Ind~ (W) is isomorphic to the direct 
sum of the representations Indll$(~),for s E S ~ K\G/H. 
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7.4: Mackey's irreducibility criterion 

We know that V is the direct sum of the images xW, for x E G/H. Let 
s E S and let V(s) be the subspace of V generated by the images xW, for 
x E KsH; the space V is a direct sum of the V(s), and it is clear that V(s) 
is stable under K. It remains to prove that V(s) is K-isomorphic to 
Ind~,<~). But the subgroup of K consisting of the elements x such that 
x(sW) = sW is evidently equal to Hs' and V(s) is a direct sum of the images 
x(sW), x E K/Hs. Therefore V(s) = Ind~s(sW). Now it remains to check 
that sW is Hs-isomorphic to ~, and this is immediate: the isomorphism is 
given by s: ~ ~ sW. 0 

Remark. Since V(s) depends only on the image of s in K \G/H, we also 
see that the representation Ind~,<~) depends (up to isomorphism) only on 
the double coset of s. 

7.4 Mackey's irreducibility criterion 

We apply the preceding results to the case K = H. For s E G, we still 
denote by Hs the subgroup sHs-1 n H of H; the representation p of H 
defines a representation Ress(p) by restriction to Hs' which should not be 
confused with the representation pS defined in 7.3. 

Proposition 23. In order that the induced representation V = Ind~W be 
irreducible, it is necessary and sufficient that the following two conditions be 
satisfied: 

(a) W is irreducible. 
(b) For each s E G - H the two representations pS and Ress(p) of Hs 

are disjoint. 

(Two representations '1 and Vz of a group K are said to be disjoint if they 
have no irreducible component in common, i.e., if <'1, Vz>K = 0.) 

In order that V be irreducible, it is necessary and sufficient that 
<V, V>G = 1. But, according to Frobenius reciprocity, we have: 

However, from 7.3 we have: 

Res V = EB Ind}f (pS). 
H sEH\G/H s 

Once more applying the Frobenius formula, we obtain: 
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Chapter 7: Induced representations; Mackey's criterion 

For s = 1 we have ds = (p,p> > 1. In order that (V, V>o = 1, it is thus 
necessary and sufficient that dl = 1 and ds = 0 for s =fo 1; these are exactly 
the conditions (a) and (b). 0 

Corollary. Suppose H is normal in G. In order that Ind~(p) be irreducible, it 
is necessary and sufficient that p be irreducible and not isomorphic to any of 
its conjugates pS for s fl H. 

Indeed, we have then Hs = Hand Ress(p) = p. 

EXERCISE 

7.4. Let k be a finite field, let G = S~(k) and let H be the subgroup of G 
consisting of matrices (~~) such that c = O. Let w be a homomorphism of 
k* into C* and let x.., be the character of degree I of H defined by 

x..,(: ! ) = w(a). 

Show that the representation of G induced by x.., is irreducible if w2 01= 1. 
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CHAPTER 8 

Examples of induced representations 

8.1 Normal subgroups; applications to the degrees of the 
irreducible representations 

Proposition 24. Let A be a normal subgroup of a group G, and let 
p: G -+ GL(V) be an irreducible representation of G. Then: 

(a) either there exists a subgroup H of G, unequal to G and containing 
A, and an irreducible representation (1 of H such that p is induced by 
(1; 

(b) or else the restriction of p to A is isotypic. 

(A representation is said to be isotypic if it is a direct sum of isomorphic 
irreducible representations.) 

Let V = ED V; be the canonical decomposition of the representation p 
(restricted to A) into a direct sum of isotypic representations (cf. 2.6). For 
s E G we see by "transport de structure" that pes) permutes the V;; since V 
is irreducible, it permutes them transitively. Let Y;o be one of these; if V;o is 
equal to V, we have case (b). Otherwise, let H be the subgroup of G 
consisting of those s E G such that p(s)V;o = Y;o. We have A C H, 
H ¥= G, and p is induced by the natural representation (1 of H in V;o' which 
is case (a). 0 

Remark. If A is abelian, (b) is equivalent to saying that peA) is a 
homothety for each a E A. 

Corollary. If A is an abelian normal subgroup of G, the degree of each 
irreducible representation p of G divides the index (G: A) of A in G. 

The proof is by induction on the order of G. In case (a) of the preceding 
proposition the induction hypothesis shows that the degree of (1 divides 
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Chapter 8: Examples of induced representations 

(H: A), and by multiplying this relation by (G: H) we see that the degree 
of p divides (G: A). In case (b) let G' = p(G) and A' = p(A); since the 
canonical map G/A -+ G'/A' is surjective, (G': A') divides (G: A). Our 
previous remark shows now that the elements of A' are homotheties, thus 
are contained in the center of G'. By prop. 17 of 6.5, it follows that the 
degree of p divides (G': A') and a fortiori (G: A). 0 

Remark. If A is an abelian subgroup of G (not necessarily normal) it is no 
longer true in general that deg(p) divides (G: A), but nevertheless we have 
deg(p) E;;; (G: A), cf. 3.1, cor. to tho 9. 

8.2 Semidirect products by an abelian group 
Let A and H be two subgroups of the group G, with A normal. Make the 

following hypotheses: 

(i) A is abelian. 
(ii) G is the semidirect product of H by A. 

[Recall that (ii) means that G = A· H and that A n H = {I}, or in 
other words, that each element of G can be written uniquely as a product 
ah, with a E A and h E H.] 

We are going to show that the irreducible representations of G can be 
constructed from those of certain subgroups of H (this is the method of 
"little groups" of Wigner and Mackey). 

Since A is abelian, its irreducible characters are of degree I and form a 
group X = Hom(A,C*). The group G acts on X by 

(sx)(a) = x(s-las) for s E G; X E X, a E A. 

Let (x;);EX/H be a system of representatives for the orbits of H in X. For 
each i E X/H, let H; be the subgroup of H consisting of those elements h 
such that hX; = Xi, and let G; = A . H; be the corresponding subgroup of 
G. Extend the function X; to G; by setting 

x;(ah) = x;(a) for a E A, h E H;. 

Using the fact that hX; = Xi for all h E H;, we see that X; is a character of 
degree I of G;. Now let p be an irreducible representation of H;; by 
composing p with the canonical projection G; -+ H; we obtain an irreduci­
ble representation p of 0;. Finally, by taking the tensor product of X; and p 
we obtain an irreducible representation X; ® P of 0;; let 0; p be the 
corresponding induced representation of G. ' 

Proposition 25 

(a) O;,p is irreducible. 
(b) If O;,p and O;',p' are isomorphic, then i = i' and p is isomorphic to p'. 
(c) Every irreducible representation ofG is isomorphic to one of the O;,p' 

(Thus we have all the irreducible representations of G.) 
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8.3: A review of some classes of finite groups 

We prove (a) using Mackey's criterion (7.4, prop. 23) as follows: Let 
s f£ G; = A· H;, and let Ks = 0; n 8O;s-l. We have to show that, if we 
compose the representation x; ® P of 0; with the two injections Ks ~ 0; 
defined by x ~ x and x ~ s-I xs, we obtain two disjoint representations of 
Ks. To do this, it is enough to check that the restriction of these 
representations to the subgroup A of Ks are disjoint. But the first restricts 
to a multiple of Xi and the second to a multiple of sX;; since s f£ A . H; we 
have sXi *" X; and so the two representations in question are indeed 
disjoint. 

Now we prove (b). First of all, the restriction of (Jj,p to A only involves 
characters X belonging to the orbit HX; of Xi. This shows that O;,p determines 
i. Next, let W be the representation space for (Jj,p' and let Vi; be the subspace 
of W corresponding to Xi [i.e., the set of x E W such that O;,p(a)x = Xi (a) x 
for all a E A]. The subspace Vi; is stable under H j , and one checks 
immediately that the representation of H; in Vi; is isomorphic to p; whence 
OJ,p determines p. 

Finally, let (7: G ~ GL(W) be an irreducible representation of G. Let 
W = EaXEX W be the canonical decomposition of ResA W. At least one of 
the Wx is nonzero; if s E G, u(s) transforms Wx into Ws(x). The group H; 
maps Wx; into itself; let Vi; be an irreducible sub - C[H;]-module of Wx; and 
let p be the corresponding representation of H j • It is clear that the 
representation of G; = A . H j is isomorphic to X; ® p. Thus the restriction 
of (7 to 0; contains Xi ® P at least once. By prop. 21, it follows that (7 occurs 
at least once in the induced representation (Jj,p; since (J;,p is irreducible, this 
implies that (7 and OJ,p are isomorphic, which proves (c). 0 

EXERCISES 

8.1. Let a, h, hi be the orders of A, H, Hi respectively. Show that a = l: (h/hj ). 

Show that, for fixed i, the sum of the squares of the degrees of the 
representations O;,p is h2/h i • Deduce from this another proof of (c). 

8.2. Use prop. 25 to recompute the irreducible representations of the groups Dn, 

2£4' and ®4 (cf. Ch. 5). 

8.3 A review of some classes of finite groups 

For more details on the results of this section and the following, see 
Bourbaki, Alg. I, §7. 

Solvable groups. One says that G is solvable if there exists a sequence 

{I} = Go C G1 C ... C Gn = G 

of subgroups of G, with 0;-1 normal in 0; and G/G;-I abelian for 
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I < i < n. (Equivalent definition: G is obtained from the group {l} by a 
finite number of extensions with abelian kernels.) 

Supersolvable groups. Same as above, except that one requires that all the 
G; be normal in G and that G/Gi- 1 be cyclic. 

Nilpotent groups. As above, except that G/Gi - 1 is required to be in the 
center of G/G;-l for 1 < i < n. (Equivalent definition: G is obtained from 
the group {I} by a finite number of central extensions.) 

It is clear that supersolvable ~ solvable. On the other hand, one checks 
immediately that each central extension of a supersolvable group is 
supersolvable; thus nilpotent ~ supersolvable. 

p-groups. If p is a prime, a group whose order is a power of p is called a 
p-group. 

Theorem 14. Every p-group is nilpotent (thUS supersolvable). 

In view of the preceding it suffices to show that the center of every 
nontrivial p-group G is nontrivial. This is a consequence of the following 
lemma: 

Lemma 3. Let G be a p-group acting on a finite set X, and let XG be the set 
of elements of X fixed by G. We have 

Card(X) == Card(XG ) (mod.p). 

Indeed X - XG is a union of nontrivial orbits of G, and the cardinality 
of each of these orbits is a power pa of p, with LX ;;;. 1; hence Card(X - XG ) 

is divisible by p. 0 

Let us now apply this lemma to the case X = G with G acting by inner 
automorphisms. The set XG is just the center C of G. Thus 

Card(C) == Card(G) == 0 (mod.p), 

whence C =1= {I}, which proves the theorem. 

We record another application of lemma 3 which will be used in Part III: 

Proposition 26. Let V be a vector space =1= 0 over a field k of characteristic p 
and let p: G ~ GL(V) be a linear representation of a p-group G in V. Then 
there exists a nonzero element of V which is fixed by all p(s), s E G. 

Let x be a nonzero element of V, and let X be the subgroup of V 
generated by the p(s)x, s E G. We apply lemma 3 to X, observing that X 
is finite and of order a power of p. Therefore XG =1= {O}, which proves the 
proposition. 0 
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8.4: Sylow's theorem 

Corollary. The only irreducible representation of a p-group in characteristic p 
is the trival representation. 

EXERCISES 

8.3. Show that the dihedral group Dn is supersolvable, and that it is nilpotent if 
and only if n is a power of 2. 

8.4. Show that the alternating group ~4 is solvable, but not supersolvable. Same 
question for the group @54• 

8.5. Show that each subgroup and each quotient of a solvable group (resp. 
supersolvable, nilpotent) is solvable (resp. supersolvable, nilpotent). 

8.6. Let p and q be distinct prime numbers and let G be a group of order pQ qb 
where a and b are integers > O. 

(i) Assume that the center of G is {I}. For s E G denote by c(s) the number 
of elements in the conjugacy class of s. Show that there exists s 01= I such 
that c(s) !jE 0 (mod.q). (Otherwise the number of elements of G - {I} 
would be divisible by q.) For such an s, c(s) is a power of p; derive from 
this the existence of a normal subgroup of G unequal to {I} or G [apply 
ex. 6.10]. 

(ii) Show that G is solvable (Burnside's theorem). [Use induction on the order 
of G and distinguish two cases, depending on whether the center of G is 
equal or unequal to {I}.] 

(iii) Show by example that G is not necessarily supersolvable (cf. ex. 8.4). 
(iv) Give an example of a nonsolvable group whose order is divisible by just 

three prime numbers [@5s, @56, G~(F7) will do]. 

8.4 Sylow's theorem 

Let p be a prime number, and let G be a group of order g = pn m, where 
m is prime to p. A subgroup of G of order pn is called a Sylow p-subgroup 
ofG. 

Theorem 15 

(a) There exist Sylow p-subgroups. 
(b) They are conjugate by inner automorphisms. 
( c) Each p-subgroup of G is contained in a Sylow p-subgroup. 

To prove (a) we use induction on the order of G. We may assume n ;:3: I, 
i.e. Card (G) = 0 (mod. p). Let C be the center of G. If Card (C) is divisi­
ble of order p, an elementary argument shows that C contains a subgroup 
D cyclic of order p. By the induction hypothesis, G/D has a Sylow p­
subgroup, and the inverse image of this subgroup in G is a Sylow p­
subgroup of G. If Card (C) ~ 0 (mod. p) let G act on G - C by inner 
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Chapter 8: Examples of induced representations 

automorphisInS; this gives a partition of 0 - C into orbits (conjugacy 
classes). As Card(G - C) ¢ 0 (mod .p), one of these orbits has a cardinal­
ity prime to p. It follows that there is a subgroup H unequal to 0 such that 
(0: H) ¢ 0 (mod.p). The order of H is thus divisible by ]1', and the 
induction hypothesis shows that H contains a subgroup of order]l'. 

Now let P be a Sylow p-subgroup of 0 and Q a p-subgroup of G. The p­
group Q acts on X = G/P by left translations. By lemma 3 of 8.3 we have 

Card(XQ) == Card(X) ¢ 0 (mod.p), 

whence XQ =F 0. Thus there exists an element x E 0 such that QxP 
= xP, hence Q C xPx- I , which proves (c). If in addition Card(Q) = ]1', 
the groups Q and xPx- I have the same order, and Q = xPx- I , which 
proves (b). 0 

EXERCISES 

8.7. Let H be a normal subgroup of a group G and let III be a.Sylow p-subgroup 
ofO/H. 
(a) Show that there exists a Sylow p-subgroup P of 0 whose image in OjH 

is III [use the conjugacy of Sylow subgroups]. 
(b) Show that P is unique if H is a p-group or if H is in the center of 0 

[reduce to the case where H has order prime to p, and use the fact that 
each homomorphism from III into H is trivial]. 

8.8. Let 0 be a nilpotent group. Show that, for each prime number p, 0 contains 
a unique Sylow p-subgroup, which is normal [use induction on the order of 
0, and apply the induction hypothesis to the quotient of 0 by its center, cf. 
ex. 8.7(b)]. Conclude that 0 is a direct product of p-groups. 

8.9. Let 0 = GLn(k), where k is a finite field of characteristic p. Show that the 
subgroup of 0 which consists of all upper triangular matrices having only 
l's on the diagonal is a Sylow p-subgroup of O. 

8.5 Linear representations of supersolvable groups 

Lemma 4. Let G be a nonabelian supersolvable group. Then there exists a 
normal abelian subgroup of G which is not contained in the center of G. 

Let C be the center of G. The quotient H = G/C is supersolvable, thus 
has a composition series in which the first nontrivial term HI is a cyclic 
normal subgroup of H. The inverse image of HI in G has the required 
properties. 0 

Theorem 16. Let G be a supersolvable group. Then each irreducible represen-
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tation of G is induced by a representation of degree 1 of a subgroup of G 
(i.e., is monomial). 



8.5: Linear representations of supersolvable groups 

We prove the theorem by induction on the order of G. Consequently we 
may consider only those irreducible representations p which are faithful, i.e., 
such that Ker(p) = {I}. If G is abelian, such a p is of degree 1 and there is 
nothing to prove. Suppose G is not abelian, and let A be a normal abelian 
subgroup of G which is not contained in the center of G (cf. lemma 4). 
Since p is faithful, this implies that P(A) is not contained in the center of 
p(G); thus there exists a E A such that p(a) is not a homothety. The 
restriction of p to A is thus not isotypic. By prop. 24, this implies that p is 
induced by an irreducible representation of a subgroup H of G which is 
unequal to G. The theorem now follows by applying induction to H. 0 

EXERCISES 

8.10. Extend Theorem 16 to groups which are semidirect products of a supersoI­
vable group by an abelian normal subgroup [use prop. 25 to reduce to the 
supersolvable case]. 

8.11. Let H be the field of quatemions over R, with basis {I, i,j, k} satisfying 

i 2 = j2 = k 2 = -1, 

ki = -ik =j. 

ij = - ji = k, jk = -kj = i, 

Let E be the subgroup of H* consisting of the eight elements ±I, ±i, ±j, ±k 
(quaternion group), and let G be the union of E and the sixteen elements 
(±I ± i ±j ± k)/2. Show that G is a solvable subgroup of H* which is a 
semidirect product of a cyclic group of order 3 by the normal subgroup E. 
Use the isomorphism H ®R C = M2(C) to define an irreducible representa­
tion of degree 2 of G. Show that this representation is not monomial (observe 
that G has no subgroup of index 2). [The group G is the group of invertible 
elements of the ring of Hurwitz "integral quatemions"; it is also the group 
of automorphisms of the elliptic curve y2 - Y = x3 in characteristic 2. It is 
isomorphic to S~(F3).] 

8.12. Let G be a !tgroup. Show that, for each irreducible character X of G, we 
have ~ X/{l) == 0 (mod.x(Ih, the sum being over all irreducible characters 
X' such that X'(I) < x(I). [Use the fact that x(I) is a power of p, and apply 
cor. 2(a) to prop. 5.] 
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CHAPTER 9 

Artin's theorem 

9.1 The ring R(G) 

Let G be a finite group and let Xl' ... , Xh be its distinct irreducible 
characters. A class function on G is a character if and only if it is a linear 
combination of the Xi's with non-negative integer coefficients. We will 
denote by R+(G) the set of these functions, and by R(G) the group 
generated by R+(G), i.e., the set of differences of two characters. We have 

R(G) = ZXI E9 ... E9 ZXh' 

An element of R(G) is called a virtual character. Since the product of two 
characters is a character, R(G) is a subring of the ring FdG) of class 
functions on G with complex values. Since the Xi form a basis of FdG) over 
C, we see that C ® R(G) can be identified with FdG). 

We can also view R(G) as the Grothendieck group of the category of finitely 
generated C[G]-modules; this will be used in Part III. 

If H is a subgroup of G, the operation of restriction defines a ring 
homomorphism R(G) ~ R(H), denoted by Res~ or Res. 

Similarly, the operation of induction (7.2) defines a homomorphism of 
abelian groups R(H) ~ R(G), denoted by Ind~ or Ind. The homomor­
phisms Ind and Res are adjoints of each other with respect to the bilinear 
forms <CP,I/I)H and <cp,l/I)o, cf. tho 13. Moreover, the formula 

Ind(cp . Res(l/I» = Ind(cp) . 1/1 

shows that the image of Ind: R(H) ~ R(G) is an ideal of the ring R(G). 
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9.1: The ring R(G) 

If A is a commutative ring, the homomorphisms Res and Ind extend by 
linearity to A-linear maps: 

EXERCISES 

A ® Res: A ® R(G) ~ A ® R(H) 

A ® Ind: A ® R(H) ~ A ® R(G) 

9.1. Let fP be a real-valued class function on G. Assume that <fP, I) = 0 and that 
fP(s) < 0 for each s .p 1. Show that for each character X the real part of 
< fP, X) is ;> 0 [use the fact that the real part of fP(s -I )x(s) is greater than or 
equal to that of fP(s-I)X(I) for aU sJ. Conclude that, if fP belongs to R(G), fP 
is a character. 

9.2. Let X E R(G). Show that X is an irreducible character if and only if 
<X,X) = I and x(I) ;> O. 

9.3. If f is a function on G, and k an integer, denote by ;yk(f) the function 
s ~ f(sk). 

(a) Let p be a rTresentation of G with character X. For each integer k ;> 0, 
denote by xa (resp. X~) the character of the kth symmetric power (resp. 
kth exterior power) of p (cf. 2.1 for the case k = 2). Set 

and 

where T is an indeterminate. Show that, for s E G, we have 

C7T(x)(S) = l/det(I - p(s)T) and AT(x)(s) = det(I + p(s)T). 

Deduce the formulas 

C7T(x) = exp{k~1 ;Yk(x)Tk/k}. 

AT(x) = exp{k~1 (-I)k-l;yk(x)Tk/k). 

and 

n 
n _ ~ ( l)k-I.T.kf •. ) n-k nx).- ~ - T \,\X). , 

k=1 

which generalize those of 2.1. 

(b) Conclude from a) that R(G) is stable under the operators ;yk, k E Z. 

9.4. Let n be an integer prime to the order of G. 

(a) Let X be an irreducible character of G. Show that ;yn(x) is an irreducible 
character of G [use the two preceding exercises J. 
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(b) Extend by linearity x ~ xn to an endomorphism 1fin of the vector space 
C[G]. Show that the restriction of 1fin to Cent. C[G] is an automorphism of 
the algebra Cent. C[G]. 

9.2 Statement of Artin's theorem 

It is as follows: 

1beorem 17. Let X be a family of subgroups of a finite group G. Let 
Ind: EBHexR(H) -+ R(G) be the homomorphism defined by the family of 
Ind~, HEX. Then the following properties are equivalent: 

(i) G is the union of the conjugates of the subgroups belonging to X. 
(ii) The cokernel of Ind: EB R(H) -+ R(G) isfinite. 

HeX 

Since R(G) is finitely generated as a group, we can rephrase (ii) in the 
following way: 

(ii') For each character X of G, there exist virtual characters 
XH E R(H), HEX, and an integer d > 1 such that 

dX = ~ Ind~ (XH). 
HeX 

Note that the family of cyclic subgroups of G satisfies (i). Hence: 

Corollary. Each character of G is a linear combination with rational coeffi­
cients of characters induced by characters of cyclic subgroups of G. 

We will see in the next section that the above statement remains true 
when "rational" is replaced by "integer" and "cyclic" by "elementary." 

EXERCISE 

9.5. Take for G the alternating group m:4 and for X the family of cyclic subgroups 
of G. Let {XO,Xl,X2,1fi} be the distinct irreducible characters of G (cf. 5.7). 
Show that the image of Ea R+(H} under Ind is generated by the five 
characters: HeX 

Xo + Xl + X2 + 1fi, Xo + 1fi, Xl + 1fi, X2 + 1fi. 

Conclude that an element X of R(G} belongs to the image of Ind if and only 
if X(l} == 0 (mod.2). Show that none of the characters Xo, Xl' X2 is a linear 
combination with positive rational coefficients of characters induced from 
cyclic subgroups. 

9.3 First proof 

First, we show that (ii) =? (i). Let S be the union of the conjugates of the 
subgroups H belonging to X. Each function of the form ~ Ind~(jH)' with 
fH E R(H), vanishes off S. If (ii) is satisfied, it follows that each class 
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9.3: First proof 

function on G vanishes off S, which shows that S = G. Hence (i) holds. 
Conversely, suppose (i) is satisfied. To prove (ii), it suffices to show that 

the Q-linear map 

Q ® Ind: $ Q ® R(H) ~ Q ® R(G). 
HEX 

is surjective, which is also equivalent to the surjectivity of the C-linear map 

C ® Ind: $ C ® R(H) ~ C ® R(G) 
HEX 

By duality this is equivalent to the injectivity of the adjoint map 

C ® Res: C ® R(G) ~ $ C ® R(H). 
HEX 

But this injectivity is obvious: it amounts to saying that if a class function 
on G restricts to 0 on each cyclic subgroup, then it is zero. The theorem 
follows. 0 

EXERCISES 

We assume that the family X is stable under conjugation and passage to 
subgroups, and that G is the union of the subgroups belonging to X. (Example: the 
family of cyclic subgroups of G.) 

9.6. Denote by N the kernel of the homomorphism 

Q ® Ind: Ell Q ® R(H) ~ Q ® R(G) . 
HEX 

(a) Let H, H' E X, with H' c H, let X' E R(H/) and X = IndM,(x) 
E R(H). Show that X - X' belongs to N. 

(b) Let HEX and s E G. Set sH = sHs- l . Let X E R(H) and let Sx be 
the element of ReH) defined by SX(shs- l ) = x{h) for h E H. Show that 
X - Sx belongs to N. 

tc) Show that N is generated over Q by the elements of type (a) and (b) 
above. [Extend scalars to C and use duality. One is led to prove that, if 
for each HEX a class function iH on H is given and if the iH satisfy 
conditions of restriction and conjugation analogous to~) and (b) above, 
then there exists a class function i on G such that ResHi = iH for each 
H.r 

9.7. Show that Q ® R(G) has a presentation by generators and relations of the 
following form: 

Generators: symbols (H,X), with HEX and X E Q ® R(H) . 

• This exercise gives a "presentation" of Q ® R(G) in terms of induced characters (H,X). 
It would be very desirable, for application to the theory of L-series, to give such a presentation 
for R(G) itself (without tensoring by Q). When G is solvable, this has been done by Langlands­
Deligne (Lecture Notes in Math. 349, p. 517, tho 4). 
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Relations: 

(i) (H,AX + A'X') = A(H,X) + A'(H,X') for A, A' E Q, and x. X' E Q 
® R(H). 

(ii) For H' C H, x' E R(H'), and X = Ind",(x'), we have (H,X) = (H',X')· 

(iii) For HEX, s E G, X E R(H), we have (H, X) = (SH,sX), with the 
notation of ex. 9.6(b). 

[Use ex. 9.6]. 

9.4 Second proof of (i) ~ (ii) 

First let A be a cyclic group, and let a be its order. Define a function fJA 
on A by the formula: 

if x generates A 
otherwise 

Proposition 27. If G is a finite group of order g, then 

where A runs through all the cyclic subgroups of G. 

(In this formula, the letter g denotes the constant function equal to g.) 

Put fJA = IndX(fJA ). For x E G we have 

fJA(x)=! L fJA(yxy-l) 
a yEG 

yxy-l EA 

a L 
yEG 

yxy-lgen.A 

a= L 
yEG 

yxy-lgen.A 

1. 

However, for each y E G, yxy-l generates a unique cyclic subgroup of G. 
So we have: 

~ fJA (x) = ~ 1 = g. 0 
AcG yEG 

Proposition 28. If A is a cyclic group, then fJA E R(A). 

The proof is by induction on the order a of A, the case a = 1 being 
trivial. By prop. 27 we have 
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The induction hypothesis gives fJB E R(B) for B =1= A, hence Ind~(fJB) 
belongs to R(A); on the other hand, it is clear that a E R(A) and so it 
follows that fJA belongs to R(A). 0 

Application to the proof of (i) ~ (ii) 
First observe that, if A' is contained in a conjugate of A, the image of 

IndX, is contained in that of IndX. Hence we can assume that X is the 
family of all cyclic subgroups of G. Propositions 27 and 28 then show that 

g = ~ IndX(fJA ), 
AEX 

with fJA E R(A). 

Thus the element g belongs to the image of Ind. Since this image is an ideal 
of R(G), cf. 9.1, it contains every element of the form gx, with X E R(G), 
which proves (ii') (and even more, since we have an explicit denominator 
viz. the order of G). 

EXERCISE 

9.8. If A is cyclic of order a, put AA = rp(a)'A - (JA' where cp(a) is the number of 
generators of A, and 1Q is the character of the regular representation. Show 
that AA is a character of A orthogonal to the unit character [apply ex. 9.1]. 
Show that, if A runs over the set of cyclic subgroups of a group G of order 
g, we have 

where 'a is the character of the regular representation of G [use prop. 27]. 

[Application (Aramata-Brauer): Let F be a finite extension of the number 
field E, and let cl>(s) = !"F(s)/!"E(S) be the quotient of their zeta functions. It 
is known that cl> is meromorphic in the entire complex plane. Now suppose 
that L/K is a Galois extension with Galois group G. Then the formula (.) 
above implies the identity 

where FA denotes the subfield of F corresponding to the cyclic subgroup A. 
The functions 4/R (s, AA) are "abelian" L-functions, and hence holomor­
phic. So we see tha1 cl> itself is holomorphic, i.e., that !"E divides !"F; it is not 
known if this result still holds for non-Galois extensions (this would follow 
from conjectures of Artin).] 
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CHAPTER 10 

A theorem of Brauer 

In sections 10.1 through 10.4 the letter p denotes a prime number. 

10.1 p-regular elements; p-elementary subgroups 

Let x be an element of a finite group G. We say that x is a p-element (or 
is p-unipotent) if x has order a power of p; we say that x is a p' -element (or 
is p-regular) if its order is prime to p. 

Each x E G can be written in a unique way x = Xu x, where Xu is p­
unipotent, x, is p-regular, and Xu and x, commute; moreover, Xu and x, are 
powers of x. This can be seen by decomposing the cyclic subgroup 
generated by x as a direct product of its p-component and its p' -component. 
The element Xu (resp. x,) is called the p-component (resp. the p' -component) 
of x. 

A group H is said to be p-elementary if it is the direct product of a cyclic 
group C of order prime to p with a p-group P. Such a group is nilpotent and 
its decomposition C x P is unique: C is the set of p' -elements of H, and P 
is the set of p-elements. 

Let x be a p' -element of a finite group G, let C be the cyclic subgroup 
generated by x, and let Z(x) be the centralizer of x (the set of all s E G 
such that sx = xs). If P is a Sylow p-subgroup of Z(x), the group 
H = C . P is a p-elementary subgroup of G, which is said to be associated 
with x; it is unique up to conjugation in Z(x). 

EXERCISES 

10.1. Let H = C . P be a p-elementary subgroup of a finite group G, and let x be 
a generator of C. Show that H is contained in a p-elementary subgroup H' 
associated with x. 
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10.2: Induced characters arising from p-elementary subgroups 

10.2. Let G = GLn(k), where k is a finite field of characteristic p. Show that an 
element x EGis a p-element if and only if its eigenvalues are all equal to 
I, i.e., if I - x is nilpotent; it is a p' -element if and only if it is semisimple, 
i.e., diagonalizable in a finite extension of k. 

10.2 Induced characters arising from p-elementary subgroups 

The purpose of this and the next two sections is to prove the following 
result: 

Theorem 18. Let G be a finite group and let ~ be the subgroup of R(G) 
generated by characters induced from those of p-elementary subgroups of G. 
Then the index of~ in R(G) is finite and prime to p. 

Let X(p) be the family of p-elementary subgroups of G. The group ~ is 
the image of the homomorphism 

Ind: E9 R(H) ~ R(G) 
HEX(p) 

defined by the induction homomorphisms Ind~, H E X(p). Then ~ is an 
ideal of R(G), and to prove the theorem it is enough to show that there 
exists an integer m, prime to p, such that m E ~. In fact, we prove the 
following more precise result: 

Theorem 18'. Let g = pn I be the order of G, with (p, l) = 1. Then I E ~. 

The proof (due to Roquette and Brauer-Tate (i2l) uses the subring A of 
C generated by the gth roots of unity. This ring is free and finitely generated 
as a Z-module; its elements are algebraic integers. We have Q n A = Z, 
since the elements of this intersection are simultaneously rational numbers 
and algebraic integers (d. 6.4). The quotient group A/Z is finitely generated 
and torsion-free, hence free; it follows (by lifting to A a basis of A/Z) that 
A has a basis {I, aI' ... ,aJ containing the element 1. 

The homomorphism Ind defines, by tensoring with A, an A-linear map 

A ® Ind: E9 A ® R(H) ~ A ® R(G). 
HEX(p) 

The existence of the basis {l, al> ••• ,aJ then implies the following: 

Lemma 5. The image of A ® Ind is A ® ~; moreover we have 

(A ® ~) n R(G) = ~. 

Thus, to prove that the constant function I belongs to ~, it is enough to 
prove that I belongs to the image of A ® Ind, or in other words, that I is of 
the form ~ aHInd~(fH)' with aH E A andfH E R(H). 

H 
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Remarks 

(I) The advantage of the ring A over the ring Z is that all the characters 
of G have values in A, since these values are sums of gth roots of unity. It 
follows that A ® R(G) is a subring of the ring of class functions on G with 
values in A. 

(2) It can be shown that A is the set of algebraic integers of the 
cyclotomic field Q . A, but we will not need this. 

10.3 Construction of characters 

Lemma 6. Each class function on G with integer values divisible by g is an 
A-linear combination of characters induced from characters of cyclic sub­
groups ofG. 

(Here, and in all that follows, the expression "integer values" means 
"values in Z.") 

Let f be such a function, and write it in the form gX, where X is a class 
function with integer values. If e is a cyclic subgroup of G, let Oe be the 
element of R(e) defined in 9.4. We have 

g = ~ In<tg(Od, cf. prop. 27, 
e 

whence 

f = gX = ~ Indg(9dx = ~ Indg(ge · Resgx)· 
e e 

It remains to show that 0e.ReS(; belongs to A ® R(e) for each e. But the 
the values of Xc = ge · Reselare divisible by the order of e, so if tf; is a 
character of e, we have <Xe,tf;) E A, which shows that Xc is an A-linear 
combination of characters of e, whence Xc E A ® R(e). 0 

Lemma 7. Let X be an element of A ® R(G) with integer values, let x E G, 
and let x, be the p'-component of x (cf. 10.1). Then 

X(x) == X(x,) (mod.p). 

By restriction, we are led to the case where G is cyclic and generated by 
x. Now X = ~ aiXi, with ai E A and the Xi running over the distinct 
characters of degree 1 of G. If q is a sufficiently large power of p, we have 
xq = x7 and thus Xi(X)q = Xi(X,)q for all i. Hence 

X(x)q = (~ aiXi(x»q == ~ arXi(X)q 

== ~ ar Xi(X,)q) == X(x,)q (mod. p A). 
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10.3: Construction of characters 

Since pA n z = Z, this implies 

x(x)q == x(x,)q (mod. p), 

hence x(x) == X(x,) (mod. p), since Xq = X (mod. p) for all X E Z. 0 

Lemma 8. Let x be a p'-element of G, and let H be a p-elementary subgroup 
ofG associated with x (10.1). Then there exists afunction t/I E A ® R(H), 
with integer values, such that the induced function t/I' = Ind* t/I has the 
following properties: 

(a) t/I/(X) ~ 0 (mod. p). 
(b) t/I/(s) = 0 for each p'-element of G which is not conjugate to x. 

Let C be the cyclic subgroup of G generated by x, and let Z(x) be the 
centralizer of x in G. We have H = C x P, where P is a Sylow p-subgroup 
of Z(x). Let c be the order of C, and let po be the order of P. Let t/lc be the 
function defined on C by 

t/ldx) = c and t/ldy) = 0 if y ,p x. 

We have t/lc = ~x X(x- 1 )X, where X runs through the set of irreducible 
characters of C; it follows that t/lc belongs to A ® R(C) (which follows also 
from lemma 6). 

Let t/I be the function on H = C x P defined by tf!{xy) = t/ldx) for 
x E C and yEP. This is the inverse image of t/lc under the projection 
H --+ C. So we have t/I E A ® R(H). We show now that t/I satisfies the 
conditions of the lemma: 

If s is a p'-element of G and if y E G, ysy-l is a p'-element; if ysy-l 
belongs to H then it belongs to C, and we have tf!{ysy-l) = 0 whenever 
ysy-l ,p x. It follows that t/I/(s) = 0 if s is not conjugate to x, which proves 
(b). Moreover: 

t/I/(x) = ~ ~ tf!{x) = 1o ~ I = Cardp~(x» 
c • p yxy-I =x P yxy-I =x 

whence t/I/(x) ~ 0 (mod. p) since po = Card(P) is the largest power of p 
dividing Card(Z(x». '0 

Lemma 9. There exists an element t/I of A ® ~, with integer values, such that 
tf!{x) ~ O(mod.p)for each x E G. 

Let (Xi)iEI be a system of representatives of the p-regular classes (i.e. 
those consisting of p' -elements). Lemma 8 gives us an element t/li of A ® ~, 
with integer values, such that 

t/li(Xi) ~ 0 (mod. p) and t/I;(Xj) == 0 (mod. p) for j ,p i. 
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Put 'I{I = l: 'I{Ij. It is clear that 'I{I belongs to A ® ~ and has integer values. 
For x E G, thep'-component of x is conjugate to a unique Xj. From lemma 
7 we obtain 

'l{l{X} ;& 'l{l{xJ ;& 'I{Ij(Xj} ;ijI!! O(mod.p}. o 

EXERCISES 

10.3. Extend lemma 6 to class functions with values in the ideal gA of A. 

10.4. Let P be a prime ideal of A such that p n Z = pZ (which is equivalent to 
saying that Alp is a finite field of characteristic p). Let X E A ® R(G), let 
x E G, and let xr be the p'-component of x. Show that x{x) == x{xr) 
(mod .. p) (same proof as for lemma 7) but that we no longer always have 
x{x) == x{xr) (mod. pA). 

10.4 Proof of theorems 18 and 18' 

Let g = pn / be the order of G, with (p, I) = 1. It suffices to show that / 
belongs to A ® ~, cf. 10.2. 

Let 'I{I be an element of A ® ~ satisfying the conditions of lemma 9. The 
values of 'I{I are ;ijI!! 0 (mod. p). Let N = (J)(pn) be the order of the group 
(Zjpnz)*, so that AN ;& I (mod.pn)for each integer A ~rime to p. Hence 
'l{l{x)N ;& 1 (mod. pn) for all x E G, and the function I('I{I - 1) has integer 
values divisible by lpn = g. By lemma 6, this function is an A-linear 
combination of characters induced from cyclic subgroups of G. Since each 
cyclic group is p-elementary, we have /('I{IN - 1) E A ®~. But A ® ~ is 
an ideal of A ® R(G), whence l'I{IN E A ® ~. Subtracting, we get that I 
belongs to A ® ~, which finishes the proof. 

10.5 Brauer's theorem 

We will say that a subgroup of G is elementary if it is p-elementary for at 
least one prime number p. 

Theorem 19. Each character of G is a linear combination with integer 
coefficients of characters induced from characters of elementary subgroups. 

Let ~ be the subgroup of R(G) defined in tho 18. It suffices to show that 
the sum V of the v., for p prime, is equal to R(G). Now V contains ~, so 
the index of V in ReG) divides that of~, hence is prime to p by tho 18. Since 
this is true for all p, this index is equal to 1, which proves the theorem. 0 

Theorem 20. Each character of G is a linear combination with integer 
coefficients of monomial characters. 
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(Recall that a character is said to be monomial if it is induced from a 
character of degree 1 of some subgroup.) 

This follows from tho 19 and the fact that each character of an elementary 
group is monomial, since such a group is nilpotent (d. 8.5, tho 16). 0 

Remarks 

(1) The linear combinations occuring in tho 19 and 20 may have positive 
or negative coefficients. It is in general impossible to write a given character 
as a linear combination with positive coefficients (integral or even real) of 
monomial characters, d. ex. 10.5, below. 

(2) Theorem 20 plays an essential role in many applications of represen­
tation theory: to a large extent, it gives a reduction of questions pertaining 
to an arbitrary character X to the case where X has degree 1 (hence comes 
from a character of a cyclic group). It is by this method, for example, that 
Brauer proved the Artin L-functions are meromorphic in the entire complex 
plane. We will see other applications later. 

EXERCISES 

10.5. Let X be an irreducible character of a group G. 

(a) Suppose that X is a linear combination with positive real coefficients of 
monomial characters. Show that there exists an integer m > I such that 
mx is monomial. 

(b) Take for G the alternating group ~5. The corresponding permutation 
representation is the direct sum of the unit representation and an 
irreducible representation of degree 4; take for X the character of this 
latter representation. If mx were induced by a character of degree I of 
a subgroup H, the order of H would be equal to 151m, and m could only 
take the values 1,3,5, IS. Moreover, the restriction of X to H would have 
to contain a character of degree I of multiplicity m (observe that G has 
no subgroup of order 15). Conclude that X cannot be a linear combina­
tion with positive real coefficients of monomial characters. 

10.6. (Suggested by A. Weil.) We want to prove that each f E R(G) such that 
j(1) = 0 is a Z-linear combination of elements of the form Ind~(a - I), 
where E is an elementary subgroup of G and a is a character of degree I. 

(a) Let Rij(G) be the subgroup of R(G) generated by the Ind~(a - I), and 
let R'(G) = Z + Rij(G). Show that, if H is a subgroup of G, Ind* maps 
Rij(H) into Rij(G). 

(b) Suppose that H is normal in G and that G/H is abelian. Show that Ind* 
maps R'(H) into R'(G). [It is enough to show that Ind*(1) belongs to 
R'(G), and this follows from the fact that Ind*(1) is the sum of (G: H) 
characters of degree I of G whose kernel contains H.] 

(c) Suppose G is elementary. Let Y be the set of maximal subgroups of G. 
Show that if HEY, then H is normal in G, and G/H has prime order 
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[use the fact that G is nilpotent]. Deduce that R~G) is generated by the 
characters of degree 1 of G together with the IndH(R(H», where H runs 
over Y [apply tho 16]. Show that R'(G) = R&G) [use induction on the 
order of G, and use (b) to prove that the IndH(R(H» are contained in 
R'(G)]. 

(d) Return to the general case and denote by X the set of elementary 
subgroups of G. By tho 19 we have 1 = ~ Ind~(jE)' withfE E R(E). 
If qJ E R(G) this gives EeX 

qJ = ~ Ind~(fPE) where fPE = IE . Res~(qJ). 
EeX 

If qJ(l) = 0, we have fPE E RQ(E) by (c). Conclude that qJ belongs to 
RQ(G), whence R'(G) = R(G). 



CHAPTER 11 

Applications of Brauer's theorem 

11.1 Characterization of characters 

Let B be a subring of C and let G be a finite group. 

Theorem 21. Let cp be a class function on G such that, for each elementary 
subgroup H ofG, we have Resacp E B ® R(H). Then cp E B ® R(G). 

Let X be the set of all elementary subgroups of G. By tho 11, we can 
write the constant function 1 in the form 

1 = ~ IndafH' withfH E R(H). 
HEX 

Multiplying by cp, this gives 

cp = ~ cp. IndafH = ~ IndaUH' Resacp)· 
HEX HEX 

Since fH belongs to R(H) and ResHCP belongs to B ® R(H), their product 
belongs to B ® R(H). It follows that cP belongs to B ® R(G). 0 

A similar argument, using Artin's theorem (ch. 9) gives: 

Theorem 21'. Suppose that B contains Q. If Resa cP E B ® R(H) for each 
cyclic subgroup H of G, then cP E B ® R(G). 

Remark. Theorem 21 can be interpreted as a coherence property. Suppose 
that we are given, for each HEX, an element CPH of B ® R(H), and 
suppose the following properties are satisfied: 

(i) If H' c H, then CPH' = ResU'(CPH)' 
(ii) If H' = sHs-l, with s E G, then CPH' is obtained from CPH by means 

of the isomorphism x ~ sxs- l • 
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Then there exists a unique element <P of B ® R(G) such that Res~ <P 
= <PH for all HEX. 

Theorem 22. Let <P be a class function on G such that, for each elementary 
subgroup H of G, and each character X of degree 1 of H, the number 

<X, ResH <P)H = Car~(H) S~H X(s-I )<p(s) 

belongs to B. Then <P belongs to B ® R(G). 

Let H be an elementary subgroup of G. Let 

Res~<p = L cww, where Cw = <w, ResH<P)H' 
w 

be the decomposition of Res~ <P into irreducible characters w of H. By 
tho 16, each character w is induced by a character Xw of degree 1 of a 
subgroup Hw of H. By Frobenius reciprocity, we have 

Since Hw is an elementary group, the hypothesis on <P insures that Cw 
belongs to B. Consequently, ResH<P = L cww belongs to B ® R(H), and 
the result follows by tho 21. 0 

Corollary. In order that <P be a virtual character (i.e., <p E R(G», it is 
necessary and sufficient that, whenever H is an elementary subgroup and 
X: H ~ C* is a homomorphism, then <X, ResH <P)H E Z. 

This is the special case B = Z. 

Let Res denote the homomorphism from R(G) into ED R(H) defined 
by the restriction homomorphisms Res~. HEX 

Proposition 29. The homomorphism Res: R(G) ~ ED R(H) is a split 
.. . HEX Injectzon. 

(A module homomorphismf: L ~ M is said to be a split i,yection if there 
exists r: M ~ L such that r 0 f = I; this is equivalent to saying that f is 
injective andf(L) is a direct factor of M.) 

It is immediate that Res is an injection. To show that it is split, it suffices 
to prove that its cokernel is torsion free, since the groups under considera­
tion are finitely generated free Z-modules. So we must show that, if 
f = UH)HEX is an element of ffi R(H), and there exists a non-zero n such 
that nf = Res <p, with <P E R(G), then] E Im(Res). But this follows from 
Th. 21, applied to the function <pIn and the ring Z. 0 
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[The argument could also be given in terms of duality: since the groups 
involved are finitely generated free Z-modules, showing that Res is split,is 
equivalent to showing that its transpose is surjective. But its transpose is 

Ind: E9 R(H) ~ R(G), 

which is indeed sUljective by Brauer's Theorem.] 

11.2 A theorem of Frobenius 

As in Ch. 10, we denote by A the subring of C generated by the gth roots 
of unity, where g = Card (G). 

Let n be an integer> 1, and let (g, n) be the g.c.d. of g and n. If f is a 
function on G, denote by 'l'nf the function x ~ f(xn). It is easily checked 
(cf. ex. 9.3) that the operator 'l'n maps R(G) into itself. Moreover: 

Theorem 23. If f is a class function on G with values in A, the function 
(g/(g,n»'l'nf belongs to A ® R(G). 

If c is a conjugacy class of G, denote by fe the characteristic function of c, 
which takes the value 1 on c and 0 on G - c. The function 'l'nfe is given by: 

if xn E c 

otherwise. 

Each class function with values in A is a linear combination of the fe. 
Theorem 23 is thus equivalent to: 

Theorem 23'. For each conjugacy class c of G, the function (g/(g,n»'l'nfe 
belongs to A ® R(G). 

This can be formulated in still another way: 

Theorem 23". For each conjugacy class c ofG, and each character X ofG, we 
have I/(g,n) ~ X(x) E A. 

x"Ec 

Taking for X the unit character, this gives: 

Corollary 1. The number of elements x E G such that xn E c is a multiple of 
(g,n). 

In particular: 

Corollary 2. If n divides the order of G, the number of x E G such that 
xn = 1 is a multiple of n. 

(We mention at this point a conjecture of Frobenius: If the set Gn of those 
s E G such that sn = 1 has n elements, then Gn is a subgroup of G.) 
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PROOF OF THEOREM 23. (R. Brauer.) In view of tho 21, it suffices to show 
that the restriction of the function (g / (g, n »'Jrn f to each elementary 
subgroup H of G belongs to A ® R(H). Now, if h is the order of H, then 
g/(g,n) is divisible by h/(h,n). So it suffices to show that 

(h~n) 'Jrn(ResHf) 

belongs to A ® R(H), that is, the proof is reduced to the case of elementary 
groups. Since an elementary group is a product of p-groups, it is enough to 
treat the case of ap-group. Now, using the fact that an irreducible character 
of such a group is induced by a character of degree 1, we are led finally to 
proving the following: 

Lemma 10. Let c be a conjugacy class of a p-group G, let X be a character of 
degree 1 of G, and let ac = ~ X(x). Then ac == 0 (mod. (g, n)A). 

x"Ec 

First, observe that the sum of the ac (for X fixed and c variable) is equal 
to ~xEG X(x), i.e., to g if X = I and to 0 otherwise. So 

~c ac == 0 (mod. (g, n». 
Therefore it is enough to prove lemma 10 for those classes c which are 
different from the unit class. 

Write n in the form pa m, with (p, m) = 1. Let pb be the order of the 
elements of c, and let C be the set of x E G such that xn E c. Since 
xn = xpOm has order pb > I, and since G is a p-group, the order of x is 
pa+b. It follows that, if z an integer == I (mod. pb), then (xz)n = xn, 
whence x E C; moreover, we have equality X Z = x if and only if 
z == I {mod. pa+b).In other words, the subgroup r of (Z/pa+bzt consisting 
of elements congruent to I mod. pb acts freely on C. Now the set C is 
partitioned into orbits under the action of r, and it suffices to show that the 
sum of the X{x) over each orbit is divisible by (g, n) in the ring A. Such an 
orbit consists of elements x 1+pbt, with t E Z/paz. The sum of the values of 
X on this orbit is therefore equal to 

ac{x) = x{x) ~ zt, where z = x{x Pb ). 
tmod.p· 

But x{x) is a pa+b_th root of unity, and z is a pa_th root of unity. Therefore 

if z = I, 

if z * 1. 

Consequently ac{x) is divisible by pa, and a fortiori by (g, n). 

EXERCISE 

o 

11.1. Let f be a class function on G with values in Q such that f(xm ) = f(x) for 
all m prime to g. Show thatfbelongs to Q ® R(G) [use tho 21' to reduce to 
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the cyclic case]. Conclude from tho 23 that, if in addition f has values in Z, 
then the function (g/(g,n»'It"fbelongs to R(G). Apply this to the charac­
teristic function of the unit class. 

11.3 A converse to Brauer's theorem 

The letters A and g have the same meaning as in the preceding section. 

Lemma 11. Let p be a prime number. Let x be a p'-element of G, C the 
subgroup generated by x, and P a Sylow p-subgroup of the centralizer Z(x) 
of x in G. Let H be a subgroup ofG containing no conjugate ofC X P, let 
'" be a class function on H with values in A, and let "" = Ind~ "'. Then 
""(x) == 0 (mod. p A). 

Let Sex) be the set of conjugates of x. Then 

""(x) = Card Z(x) ~ 1/I(y). 
Card H yES(x)nH 

Let (Yi);EI be the distinct H-conjugacy classes contained in Sex) n H, and 
choose an element y; in each Yi. The number of conjugates of y; in H is 
equal to Card Yj, and also equal to (H: H n Z(y;». Therefore 

""(x) = c~rddZ~) ~ Card Yi. ",(y;), 
ar ;EI 

. Card Z(y;) 
= .~ n;1/I(y;), wlth n; = C d(H Z( ». 

lEI ar n y; 

Suppose we have n; ~ 0 (mod. p) for some i E I. Then Card Z(y;) and 
Card(H n Z(y;» are divisible by the same power of p; thus a Sylow p­
subgroup P; of H n Z(y;) is also a Sylow p-subgroup of Z(y;). If C; is the 
cyclic group generated by y;, then C; X P; is contained in H, and is a p­
elementary subgroup associated with y; in the group G. Since y; and x are 
conjugate in G, the group C; X P; is conjugate to C x P. This contradicts 
the hypothesis on H. Thus n; == 0 (mod.p) for all i, whence 

""(x) == 0 (mod. p A). o 

1beorem 23'" (J. Green.) Let (H;);EI be a family of subgroups ofG such that 
R(G) = ~;EI Ind R(H;). Then each elementary subgroup of G is con­
tained in a conjugate of some H;. 

Let C x P be a p-elementary subgroup of G. We can assume that this 
subgroup is maximal, and thus associated with ap'-element x of G. If C x P 
were not contained in a conjugate of any Hi> the preceding lemma would 
show X(x) == 0 (mod. p A) for all X E ~ Ind R(H;), in particular for X 
equal to the unit character of G, which is absurd. 0 
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In other words, the family of elementary subgroups is .. the smallest" for 
which Brauer's theorem is true. 

11.4 The spectrum of A ® R(G) 

Recall that if C is a commutative ring, then the spectrum of C, denoted 
Spec(C), is the set of prime ideals of C, cf. Bourbaki, Alg. Comm., Ch. II. 

We want to determine the spectrum of the ring A ® R(G). (We could 
also describe that of R(G), but it would be more complicated.) 

Let CI(G) be the set of conjugacy classes of G. The ring AC1(G) can be 
identified with the ring of class functions on G with values in A; if fbelongs 
to this ring, and if c is a conjugacy class, let f(c) denote the value of f on 
an arbitrary element of c. The injections A ~ A ® R(G) ~ AC1(G) define 
maps 

Spec(AC1(G» ~ Spec(A ® R(G» ~ Spec(A). 

These maps are surjective; this follows, for example, from the fact that 
AC1(G) is integral over A (and even over Z), cf. Bourbaki, Alg. Comm., Ch. 
IV, §2. 

On the other hand, we know that Spec(A) consists of the ideal 0 and the 
maximal ideals of A. Moreover, if M is maximal in A, the field AIM is 
finite; its characteristic is called the residue characteristic of M. 

The spectrum of AC1(G) can be identified with CI(G) x Spec(A): with 
each c E CI(G) and each M E Spec(A) we associate the prime ideal Mc 
consisting of those f E AC1(G) such that f(c) E M. The image of Mc in 
Spec(A ® R(G» is the prime ideal PM,c = Mc n (A ® R(G». 
Proposition 30. If 

(i) with each class c E CI(G) we associate Po,c, 
(ii) with each p-regular class c and each maximal ideal M of A with 

residual characteristic p we associate PM,c' 
then we obtain once and only once each prime ideal of A ® R(G). 

(A conjugacy class is said to be p-regular if it consists of p'-elements, cf. 
10.1.) 

Since Spec(AC1(G» ~ Spec(A ® R(G» is surjective (cf. above), each 
prime ideal .p of A ® R(G) is of the form PM c; since.p n A is M, we see 
that .p determines M, and it remains only to determine which pairs of 
classes Cl and C2 are such that PM,Cl = PM ,C2. Thus the proposition follows 
from: 

Proposition 30'. 
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(i) If M = 0, PO,Cl = PO,C2 is equivalent to cl = c2. 
(ii) Suppose that M =1= 0 with residue characteristic p. Let ci (resp. C2) 

be the class consisting of the p prime-components of the elements of 
Cl (resp. C2)· Then PM ,C2 = PM ,C2 is equivalent to ci = c2. 
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Spec (A ® R(G)) 

C2 

__ +.:......_...It:-.. ____ Spec (A) 

__ .... __ ...l+:-.. ____ Spec (Z) 

To prove (i) we must show that, if CI =1= c2' then there exists an element 
f E A ® R(G) such that f(cI) =1= 0 and f(c2) = 0, and this is clear (take 
for f the function equal to g on ci and 0 elsewhere). 

If M has characteristic p, an easy argument, analogous to the proof of 
lemma 7, shows that PMc = PMc' (cf. ex. 10.4). On the other hand, lemma 

,1 ,I 

8 shows that PM,c; =1= PM,C2 if ci =1= cz. Whence (ii). 0 

Remarks 

(1) Let I be an ideal of A ® R(G). To show that I is equal to A ® R(G), 
it suffices to show that I is not contained in any of the prime ideals PM,c; 
this is the approach taken in the proof of Brauer's theorem (see also ex. 11.7 
below). 

(2) We can represent Spec(A ® R(G)) graphically as a union of "lines" 
Dc corresponding to the various classes c, each of these lines representing 
Spec(A). These lines "intersect" in the following way: DCI and DC2 have a 
common point above a maximal ideal M of A with residue characteristic p 
if and only if the p'-components of ci and c2 are equal. 

Proposition 31. Spec(A ® R(G)) is connected in the Zariski topology. 

(If C is a commutative ring, a subset F of Spec(e) is closed in the Zariski 
topology if and only if there exists H C C such that.p E F ~.p ::J H.) 

Let x be an element of G of order p~1 . pi2 ••• p'//; x decomposes into a 
product x = XPJ. • XPl ••• xPk' where xPi is of order p7i• The classes associated 
with x and XPl ••• xPk have the same PI-regular component. Thus, the 

corresponding "lines" of Spec(A ® R(G)) intersect; moreover, each of 
these lines is connected, being isomorphic to Spec (A). Proceding step by 
step until we get to the identity, we see that Spec(A ® R(G)) is connected. 

o 
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Coronary. Spec R(G) is connected. 

Indeed, this is the image of Spec(A ® R(G» under a continuous map. 

ExAMPLE. Take for G the symmetric group 6 3, There are three classes: I, c2 
(consisting of the elements of order 2), and c3 (the elements of order 3). 
There is a unique prime ideal P2 in A of residual characteristic 2, and the 
same holds for 3. The spectrum of A ® R(G) consists of three "lines" 
which intersect as indicated below: 

Spec (A ® R(G)) 

/1 /1 
I I ~ I I 
I I 
I I 
I I 
I I 
I I 
, ! 

Spec (A) 

Remark. The resub of this section have been extended to compact Lie 
groups by G. Segal (Publ. Math. I.H.E.S., 34, 1968). 

EXERCISES 

11.2. Show that the residue field of PM,c is A/M. 

11.3. If B is an A-algebra, determine Spec(B ® R(G» in terms of Spec(B) (use 
the proof of prop. 30 and 30'). 

11.4. Let K be the quotient field of A and let r be the Galois group of K/Q. We 
know that r is isomorphic to (Z/gZ)*. Let r act on A ® R(G) via its action 
on A, and determine its corresponding action on Spec(A ® R(G». Obtain 
Spec(R(G» by observing that R(G) is the subring of A ® R(G) consisting 
of those elements fixed by r. 

11.5. Determine Spec (A[G]) when G is abelian (observe that A[G] can be 
identified with A ® R(G), where G is the dual of G, cf. ex. 3.3). 

11.6. Let B be the subring of AC1(G) consisting of those functions j such that, for 
every maximal ideal M of A with residue characteristic p, and every class c 
with p-regular component c', we have j(c) == j(c')(mod .M). Show that 
A ® R(G) C B, and that these two rings have the same spectrum; give an 
example where they are distinct. 
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11.7. Let H be a subgroup of G, and let In be the ideal of A ® R(G) which is the 
image of A ® Ind~. 

(a) Let c be a class of G. Show that In is contained in Po,c if and only if 
H n c = 0. 

(b) Let c be a p-regular class, and let M be a p-regular ideal of A containing 
p. Show that In is contained in PM,c if and only if H contains no p­
elementary subgroup associated with an element of c. 

(c) Obtain from (b) another proof of tho 18 and 23. 
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CHAPTER 12 

Rationality questions 

So far we have only studied representations defined over the field C of 
complex numbers. In fact, all the proofs of the preceding sections still hold 
over an algebraically closed field of characteristic zero, for example, an 
algebraic closure of Q. Now we are going to see what happens for fields 
which are not algebraically closed. 

12.1 The rings RK(G) and RK(G) 
In this section, K denotes a field of characteristic zero and C an algebraic 

closure of K. If V is a K-vector space, we let Vc denote the C-vector space 
C ®K V obtained from V by extending scalars from K to C. If G is a finite 
group, each linear representation p: G ~ GL(V) over the field K defines a 
representation 

Pc: G ~ GL(V) ~ GL(Vd 

over the field C. In terms of "modules" (cf. 6.1), we have 

Vc = C[G] ®K[G] V. 

The character Xp = Tr(p) of p is the same as for Pc; it is a class function 
on G with values in K. 

We denote by RK(G) the group generated by the characters of the 
representations of Gover K; it is a subring of the ring R(G) = RdG) 
studied in Ch. 9, 10, 11. 
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We could also define RK (G) as the Grothendieck group for the category of 
K[GJ-modules of finite type, cf. Part III, Ch. 14. 



Proposition 32. Let (V;, Pi) be the distinct (up to isomorphism) irreducible 
linear representations oj Gover K, and let Xi be the corresponding 
characters. Then 

(a) The xdorm a basis oJRK(G). 
(b) The Xi are mutually orthogonal. 

[As usual, this concerns orthogonality with respect to the bilinear form 
<cp,X> = (l/g) ~sEG cp(s-l)X(s).] 

It is clear that the Xi generate R K (G). On the other hand, if i =1= j we have 
HomG(V;, \j) = O. But in general, if V and W have characters Xv and Xw, 
we have 

dimKHomG(V,W) = dilllcHomG(Ve,Wc) = <Xv,Xw>, 

cf. 7.2, lemma 2. It follows that <Xi'X» = 0 if i =1= j, and that <Xi,Xi> 
= dim EndG(V;) is an integer ~ I ~equal to 1 if and only if Ve is 
irreducible, i.e., if V is absolutely irreducible, cf. Bourbaki [8], § 13, no. 4). In 
particular, the Xi are linearly independent. 0 

A linear representation of Gover C is said to be realizable over K (or 
rational over K) if it is isomorphic to a representation of the form Pc> where 
P is a linear representation of Gover K; this amounts to saying that it can 
be realized by matrices having coefficients in K. 

Proposition 33. In order that a linear representation oj Gover C be realizable 
over K, it is necessary and sufficient that its character belong to RK(G). 

The condition is obviously necessary. Suppose conversely that it is 
satisfied, and let X be the character of the given representation. In view of 
prop. 32, we have X = ~ ni Xi, with ni E Z, and we obtain: 

Since X is the character of a representation of Gover C, the scalar product 
<X, Xi> is ~ O. It follows that ni is positive, and that the given representa­
tion can be realized as the direct sum of the V;, each repeated ni times. 0 

The same argument shows that the realization in question is unique, up to 
K-isomorphism. 

In addition to the ring RK(G), we shall consider the subring RK(G) 
consisting of those elements of R(G) which have values in K. Obviously, 
RK(G) C RK(G). Moreover: 
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Proposition 34. The group RK(G) has finite index in RK(G). 

First, observe that each irreducible representation of Gover C can be 
realized over a finite extension of K (that generated by the coefficients of a 
corresponding matrix representation). Hence there exists a finite extension 
L of K, such that RdG) = R(G). Let d = [L: K] be the degree of this 
extension; the proposition then follows from the following lemma: 

Lemma 12. We have d· RdG) C RK(G). 

First, let V be a linear representation of Gover L with character x; by 
restricting scalars we can consider V as a K-vector space (of dimension d 
times as large) and even as a linear representation of Gover K. We see 
immediately that the character of this representation is equal to TrL/K (x), 
where TrL/ K denotes the trace associated with the extension L/K. It follows 
by linearity that TrL/K(x) ~ RK(G), for each element X of RdG). 

In particular, take X E RK(G), i.e. suppose that the values of X belong 
to K. Then TrL/K(x) = d· X; hence d· X E RdG), and the proof is 
complete. D 

12.2 Schur indices 
The results of the preceding section can also be obtained, and even 

refined, by using the theory of semisimple algebras. We sketch this briefly: 

The algebra K [G] is a product of simple algebras Aj , corresponding to 
the distinct irreducible representations '1 of Gover K. If D j = HomG('1, 
'1) is the commuting algebra of Gin End('1), then D j is a field (noncom­
mutative, in general), and Aj can be identified with the algebra EndoJ'1) 
of endomorphisms of the Dj-vector space '1. If ['1: D;1 = n;. then 
Aj - Mn(Dj), where Di is the opposite ring of Dj. Moreover, the degree 
of D j ove~ its center K j is a square, say mr; the integer mj is called the Schur 
index of the representation '1 (or of the component AJ 

Let S E G, and let Pj(s) be the corresponding endomorphism of '1. We 
have to consider three kinds of "traces" of Pj(s): 

(a) Its trace as a K-endomorphism; this is the element of K denoted 
above by Xj(s); 

(b) Its trace as a Kj-endomorphism; this is an element of Kj which we will 
denote by !pj(s); 

(c) Its reduced trace as an element of the simple algebra Aj (cf. for 
example [8], no.12.3); this is an element of Kj which we will denote 
by 1/Ij(s). 

The various traces are related by the formulas 

and 
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Now let ~; be the set of K-homomorphisms of the field K; into the 
algebraically closed field C. If a E ~;, scalar extension from K to C by 
means of a makes D; into a matrix algebra Mm.(C), and Aj becomes 
Mn;m'(C). Composing G -+ Aj -+ Mn.m.(C), we obtain an irreducible rep­
resentation of Gover C, of degree n~';"j, and with character tfij,a = a(tfij). 
For fixed i, the characters tfij,a are conjugate: the Galois group of Cover K 
permutes them transitively. Moreover, each irreducible character of Gover 
C is equal to one of the tfij,a. We have 

Xi = TrK;/K(cpj) = ~~ a(cp;) = mj ~ tfij,a' 
aE"""i aEl:; 

which gives the decomposition of Xi as a sum of irreducible characters over 
C. 

Now let X = ~j,a dj,atfi;,a be an element of R(G), where the d;,a are 
integers. In order that X have values in K, it is necessary and sufficient that 
it be invariant under the Galois group of Cover K, i.e., that the dj,a depend 
only on i. If this is indeed the case, and we let dj denote their common 
value, we have 

Hence we have the following proposition, which refines prop. 34: 

Proposition 35. The characters tfij = Xi/mJorm a basis of RK (G). 

Let us say that K[G] is quasisplit if the D j are commutative, or, what 
amounts to the same thing, if the Schur indices mj are all equal to 1. Then 
prop. 35 implies: 

Corollary. In order that RK(G) = RK(G), it is necessary and sufficient that 
K[G] be quasisplit. 

In particular, we have RK(G) = RK(G) in each of the following cases: 

(i) G is abelian (because then K[G] and the Dj are commutative). 
(ii) The Brauer groups of the finite extensions of K are trivial. 

EXERCISES 

12.1. Show that all the Schur indices for the finite groups considered in Ch. 5 are 
equal to l. 

12.2. Take for G the alternating group 214, cf. 5.7. Show that the decomposition of 
Q[G] into simple factors has the form 

Q[G] = Q X Q(w) X M3(Q), 

where Q(w) is the quadratic extension of Q obtained by adjoining to Q a 
cube root of unity w. 
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12.3. Take for G the quatemion group {±I,±i,±j,±k}. The group G has 4 
characters of degree 1, with values in {±l}. On the other hand, the natural 
embedding of G in the division ring ~ of quatemions over Q defines a 
surjective homomorphism Q[G] ~ H Q• Show that the decomposition of 
Q[G] into simple components is 

Q[G] = Q x Q x Q x Q x~. 

The Schur index of the last component is equal to 2. The corresponding 
character I/; is given by 

1/;(1) = 2, 1/;(-1) = -2, I/;{s) = 0 for s =1= ± 1. 

Hence K[G] is quasisplit if and only if K ® HQ is isomorphic to M 2 (K); 
show that this is equivalent to saying that -1 is a sum of two squares in K. 

12.4. Show that the Schur indices mj divide the index a of the center of G. 
[Observe that the degree of the irreducible representation with character I/;j (J 

is njmj and apply prop. 17.] Deduce that a . RK(G) is contained in RdG). 

12.5. Let L be a finite extension of K. Show that, if L[G] is quasisplit, then [L: K] 
is divisible by each of the Schur indices mj' 

12.3 Realizability over cyclotomic fields 

We keep the notation of the preceding sections, and denote by m the least 
common multiple of the orders of the elements of G; it is a divisor of g. 

Theorem 24 (Brauer). If K contains the mth roots of unity, then RK(G) 
= R(G). 

In view of prop. 33, this implies: 

Corollary. Each linear representation of G can be realized over K. 

(This result had been conjectured by Schur.) 

Let X E R(G). By tho 20 of 10.5, we can write X in the form 

where the CfJj are characters of degree I of subgroups Hj of G. The values of 
the CfJj are mth roots of unity; they belong to K. Thus CfJj E R K (H;). But, if 
H is a subgroup of G, it is clear that Ind~ maps RdH) into RK (G). 
Therefore Ind~i(CfJ;) E RK(G) for all i, which proves the theorem. D 

EXERCISE 

12.6. Show that the Schur indices of G (over an arbitrary field) divide the Euler 
function <p(m) [use ex. 12.5]. 
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12.4 The rank of RK(G) 

We return now to the case of an arbitrary field K of characteristic zero. 
We shall determine the rank of R K (G), or equivalently, the number of 
irreducible representations of Gover K. 

Choose an integer m which is a multiple of the orders of the elements of 
G (for example, their least common multiple or the order g of G), and let 
L be the field obtained by adjoining to K the mth roots of unity. We know 
(cf. for example Bourbaki, Alg. V, § 11) that the extension L/K is Galois and 
that its Galois group Gal(L/K) is a subgroup of the multiplicative group 
(Z/mZ)* of invertible elements of Z/mZ. More precisely, if (J E Gal(L/K), 
there exists a unique element t E (Z/mZ)* such that 

(J(W) = Wi if wm = 1. 

We denote by fK the image of Gal(L/K) in (Z/mZ)*, and if t E fK' we let 
(JI denote the corresponding element of Gal(L/K). The case considered in 
the preceding section was that where fK = {I}. 

Let s E G, and let n be an integer. Then the element sn of G depends 
only on the class of n modulo the order of s, and so a fortiori modulo m; in 
particular i is defined for each t E fK. The group fK acts as a permutation 
group on the underlying set of G. We will say that two elements s, s' of G 
are fK-co,yugate if there exists t E fK such that s' and i are conjugate by 
an element of G. The relation thus defined is an equivalence relation and 
does not depend upon the choice of m; its classes are called the fK-classes 
(or the K-classes) of G. 

Theorem 25. In order that a class function f on G, with values in L, belong to 
K ®z R(G), it is necessary and sufficient that 

(In other words, we must have (J/j) = \{tl(j) for all t E fK' d. 11.2.) 

Let p be a representation of G with character x. For s E G, the 
eigenvalues Wi of p(s) are mth roots of unity, and the eigenvalues of p(i) are 
the wf. Thus we have 

which shows that X satisfies the condition (*). By linearity, the same is true 
for all the elements of K ® R(G). 

Conversely, suppose f is a class function on G satisfying condition (*). 
Then 

95 



Chapter 12: Rationality questions 

where X runs over the set of irreducible characters of G. We have to show 
that the Cx belong to K, which, according to Galois theory, is equivalent to 
showing that they are invariant under the t1" t E fK. But, if qJ and X are two 
class functions on G, then we have 

(q,Iq>, q"X> = (qJ,X>, 

as can be easily verified. Whence 

cx = (J,X> = (q,IJ, q,tX> = (t1t(f),t1t(x» = t1t«J,X» = t1,(cx )' 

which finishes the proof. o 
CoroUary 1. In order that a class function f on G with values in K belong to 

K ® RK(G), it is necessary and sufficient that it be constant on the fK-
classes of G. 

Iff E K ® RK(G), thenf(s) E K for all s E G, and formula (.) shows 
thatj(s) = f(st) for all t E fK. HenceJis constant on the fK-classes of G. 

Conversely, suppose that f has values in K, and is constant on the fK-
classes of G. Then condition (.) is satisfied, and we can write 

f = ~ (J, X>X, with (J, X> E K 

as above. Moreover, the fact that f is invariant under the t1" t E fK' shows 
that <J, X> = (f, t1,(x», so the coefficients of the two conjugate characters 
X and t1,(x) are the same. Collecting characters in the same conjugacy class, 
we can write fas a linear combination of characters of the form TrL/ K (x). 
Since the latter belong to RK(G), cf. 12.1, this proves the corollary. 

[Alternatery: Let fK act on K ® R(G) by ff-'; t1,(f) = q,'(f), and 
observe that the set of fixed points is K ® RdG).] 0 

Corollary 2. Let Xi be the characters of the distinct irreducible representations 
of Gover K. Then the Xi form a basis for the space of functions on G which 
are constant on fK-classes, and their number is equal to the number of f K -

classes. 

This follows from cor. 1. o 

Remark. In cor. 1, we can replace RK(G) by RK(G). Indeed prop. 34 
shows that 

12.5 Generalization of Artin's theorem 

If H is a subgroup of G, it is clear that 

ResH: R(G) ~ R(H) and IndH: R(H) ~ R(G) 
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map RK(G) into RdH) and RK(H) into RK(G). So we can ask if the 
theorems of Artin and Brauer remain valid when R is replaced by R K' In 
the case of Artin's theorem, the answer is affirmative: 

Theorem 26. Let T be the set of cyclic subgroups of G. Then the map 

Q ® Ind: EB Q ® RdH) ~ Q ® RK(G) 
HET 

defined by the maps Q ® Ind~, H E T, is surjective. 

The two proofs given in Ch. 9 apply without change. The first is a duality 
argument; one must show that the mapping 

Q ® Res: EB Q ® RdG) ~ EB Q ® RK(H) 
HET HET 

is injective, which is clear. 
The second proof consists of using the formula 

cf. prop. 27 (9.4) , 

and proving that 0H belongs to RK(H). The latter can be verified either by 
induction on the order of H, or by observing that 0H has integer values and 
thus belongs to RK(H); since H is abelian we have RK(H) = RK(H). 
Now the identity above shows that the constant function I belongs to the 
image of Q ® Ind. Since this image is an ideal, it must be the whole ring 
Q ® RK(G). 0 

12.6 Generalization of Brauer's theorem 

We keep the notation of the preceding sections. It is easy to see that, if 
X is the family of elementary subgroups of G, the map 

is not, in general, surjective (example: G = @53 , K = R). It is necessary to 
replace X by a slightly larger family XK, that of "rK - elementary" 
subgroups: 

Let p be a prime number. A subgroup H of G is said to be rK-p­
elementary if it is the semidirect product of a p-group P and a cyclic group 
C of order prime to p such that*: 

(*K) For each yEP, there exists t E rK such that yxy-I = Xl for each 
x E C. 

• The subgroup C should not be confused with the algebraic closure of K chosen in 12.1; 
the latter will not appear in this section. 
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(When fK = {I}, this condition just means that C and P commute, so that 
H = ex P is a p-elementary group.) A subgroup of G is said to be 
fK-elementary if it is fK-p-elementary for at least one prime number p. 

Denote by XK (resp. XK(p» the family of fK-elementary (resp. frP­
elementary) subgroups of G. Then we have the following analogue of 
th.19: 

Theorem 27. The map Ind: EB RK(H) ~ RK(G) is surjective. 
HEXK 

As in lO.5, we obtain theorem 27 from a more precise result, relative to 
a fixed prime number p: 

Theorem 28. Let g = pn I be the order of G, where (p, l) = 1. The constant 
function I belongs to the image YK,p of the map 

Ind: EB RK(H) ~ RK(G). 
HEXdp) 

In particular, the index of YK,p in RK (G) is finite and prime to p. 

The proof of this theorem is completely analogous to that of tho 18' (to 
which it reduces when K is algebraically closed). We will give the proof in 
the next section and, for the time being, just indicate two consequences: 

Proposition 36. Let qJ be a class function on G. In order that qJ belong to 
RK (G), it is necessary and sufficient that, for each fK-elementary subgroup 
H ofG, we have Res~qJ E RdH). 

Using tho 27, we have an identity 

Multiplying by qJ, this gives 

So, if ResHqJ E RK(H) for all H E XK, we have qJ E RK(G); the 
converse is clear. 0 

Proposition 37. If each of the algebras K[H], H E XK, is quasisplit (cf. 12.2), 
the same is true of K[G]. 

Let qJ E RK(G). For H E XK, we have Res~qJ E RK(H), and RdH) 
is equal to RdH) since K[H] is quasisplit (cf. cor. to prop. 35). The 
preceding proposition then shows that qJ belongs to R K (G). Whence 
RK(G) = RdG), and K[G] is quasisplit. 0 
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EXERCISE 

12.7. Show that the map Ind: EB RK(H) ~ RK(G) is surjective. [Use the 
proof of prop. 36.] HEXK 

12.7 Proof of theorem 28 

We denote by A the subring of L generated by the mth roots of unity. 

Lemma 13. If I belongs to A ® VK,p, then I E VK,p' 

This is proved by the same argument as the one used in 10.2 for lemma 5. 
o 

Lemma 14. There are finitely many prime ideals PI' ... , Ph of A containing p. 
The quotients A/Pi are finite fields of characteristic p, and there exists an 
integer N such that pA ::> {PI n ... n Ph)N. 

The Pi correspond to prime ideals of A/pA, which is a finite ring of 
characteristic p. The first two assertions follow from this. The third follows 
from the fact that (PI n ... n Ph)/pA is the radical of the artinian ring 
A/pA, thus is nilpotent. 0 

Lemma 15. Let f be a function on G, constant on f K - classes, and with values 
in gAo Then f can be written in the form 

where C runs over the set of cyclic subgroups of G. 

Let <P = fig. In the notation of lemma 6, we have 

f = ~ Ind8{Oc' Resg'P), 

and it remains only to show that 'Pc = Oc . Resg'P belongs to A ® R K (C) 
for all C. But the values of 'Pc are divisible by the order of C; it follows that, 
if X is a character of degree I of C, we have <'Pc, X> E A. Moreover, the 
fact that f is constant on fK-classes implies that 

The coefficients in 'Pc of characters conjugate over K are thus equal, and 
we can express 'Pc as an A-linear combination of traces over K of 
characters X; thus <Pc E A ® RK{C). 0 

Lemma 16. Let x, y E G be elements whose p' -components are fK-conjugate. 
Iff E A ® RK{G), then 

f{x) == f{y) (mod. Pi) for i = I, ... , h. 
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We know that f is constant on fK-classes (cor. I of tho 25). So we can 
assume that x is the p'-component of y, in which case the same argument 
applies as in the proof of lemma 7. 0 

Lemma 17. Let x be a p'-element ofG, let C be the cyclic subgroup generated 
by x, let N(x) be the set of y E G such that there exists t E fK with 
yxy-l = x', and let P be a Sylow subgroup ofN(x). Then: 

(a) H = C . P is a fK-p-elementary subgroup of G. 
(b) Each linear representation of Cover K extends to H. 
(c) The map Res: RK(H) ~ RdG) is surjective. 

Assertion (a) is clear. To prove (b), it suffices to consider the case of an 
irreducible representation over K. Such a representation can be obtained by 
choosing a homomorphism x: C ~ L*, taking as vector space the subfield 
Kx generated by X(C), and defining p: C ~ GL(Kx) by the formula 

p(s)w = X(s)w if s E G and w E K. 

The group fK = Gal(L/K) acts K-linearly on Kx' If yEP, let t E fK be 
such that yxy-l = x', and define p(y) as the restriction of at to Kx' One 
checks that p(y) does not depend upon the choice of t, and that 

p(y)p(X)p(y)-1 = p(xt ). 

It follows that the homomorphisms of C and of Pinto GL(Kx) thus defined 
extend to a homomorphism of H into GL(Kx)' which proves (b). Assertion 
(c) follows from (b). 0 

In 10.3 we had fK = {l}, whence H = ex P, so that the lemma above 
was trivial. 

Lemma 18. Keep the notation of lemma 17. Then there exists 

l/; E A ® RK(H) 

such that the induced function l/;' = Ind* l/; has the following properties: 

(i) l/;/(X) ~ O(mod. p;) for i = I, ... , h. 
(ii) l/;/(S) = 0 for each p' -element s of G which is not fK-conjugate to X. 

Let c be the order of C, and let l/;c be the function defined on C by 
l/;dy) = c wheny has the form Xl, with t E fK' and l/;dY) = 0 otherwise. 
Then l/;c E A ® RK(C): this follows, say, from lemma 15 applied to C. By 
lemma 17, there exists l/; E A ® R K (H) such that Res:! l/; = l/;c. We show 
that l/; works: 

If s is a p'-element of G, and if y E G, ysy-I is a p'-element. If 
ysy-I E H, then ysy-I E C and l/;(ysy-I) is zero whenever ysy-I is not of 
the form Xl, for t E fKo It follows that l/;'(s) = 0 if s is not fK-conjugate to 
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x, which proves (ii). For the rest, let Z be the set of Xl, t E fK. Then 

I/;'(x) = 1 L c = Card(N(x» 
Card(H) yxy-I EZ Card(P)' 

and since P is a Sylow p-subgroup of N(x) (cf. lemma 17), we see that I/;'(x) 
is an integer prime to p, whence (i). 0 

Lemma 19. There exists cP E A ® VK,p such that cp(x) == 0 (mod. pJ for each 
x E G and each i = 1, ... , h. 

Let (XAhEA be a system of representatives for the p'-regular fK-classes 
i.e., those consisting of p'-elements. For each A. E A, the preceding lemma 
allows us to construct CPA E A ® VK,p such that 

and 

Put cP = LA CPA' Then cP belongs to A ® VK,p and we have cp(x) ¥= 0 
(mod. p;) for eachp'-element x in G. Lemma 16 shows that the same holds 
for each x in G. 0 

Completion oj the prooJ oj theorem 28 

Let cp E A ® VK,p satisfy the conditions of lemma 19. For each x E G 
and each i, the class of cp(x) mod. Pi belongs to the multiplicative group of 
the field A/Pi' Since the field A/Pi is finite (lemma 14), there is an M ;;. I 
such that cpM(x) == I(mod. pJ for all i and all x E G. Then by lemma 14 
we have cpMN (x) == I (mod. pA), and raising cpMN to the power n, we obtain 
I/; E A ® VK,p such that 

I/;(x) == I (mod. pn A) for all x E G. 

The function 1(1/; - I) thus has values in pn I A = g A. In view of lemma 15, 
we have 1(1/; - I) E A ® VK,p" By subtraction, we obtain that I belongs to 
A ® VK,p' and now the theorem follows from lemma 13. 0 

EXERCISE 

12.7. Determine the spectrum of the ring A (6) R(G). (The result is the same as in 
11.4, except that conjugacy classes are replaced by rK-classes.) 
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CHAPTER 13 

Rationality questions: examples 

We keep the notation of Ch. 12. 

13.1 The field Q 

Let G be a finite group of order g, and let m be a multiple of the orders 
of all the elements of G. Take as ground field K the field Q of rational 
numbers, and let Q(m) be the field obtained by adjoining the mth roots of 
unity to Q. The Galois group of Q(m) over Q is the group denoted rQ in 
12.4; it is a subgroup of the group (Z/mZ)*. In fact: 

Theorem (Gauss). We have rQ = (Z/mZ)*. 

(This amounts to saying that the mth cyclotomic polynomial cl>m is 
irreducible over Q.) 

We assume this classical result; for a proof, see, for example, Lang [10], 
p.204. 

Corollary. Two elements oj G are rQ-conjugate ij and only ij the cyclic 
subgroups they generate are corljugate. 

Applying the results of 12.4, we have: 

Theorem 29. Let j be a class junction on G with values in Q(m). 
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(a) In order that j belong to Q ® R(G), it is necessary and sufficient 
that (1t(f) = 'JIt(f) jor each t prime to m. 

(b) In order that j belong to Q ® RQ(G), it is necessary and sufficient 
that j have values in Q, and that 'JI t (f) = j jor each t prime to m 
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(i.e., we must have f{x) = f{y) if x and y generate the same 
subgroup of G). 

(Recall that 0t is the automorphism of Q(m) which takes an mth root of 
unity to its tth power, and that itt (f) is the function x 1--+ f(x t ).) 

Corollary 1. The number of isomorphism classes of irreducible representations 
of Gover Q is equal to the number of conjugacy classes of cyclic subgroups 
ofG. 

This follows from cor. 2 to tho 25. 

Corollary 2. The following properties are equivalent: 

(i) Each character of G has values in Q. 
(i') Each character of G has values in Z. 
(ii) Two elements of G which generate the same subgroup are conjugate. 

The equivalence of (i) and (i') comes from the fact that character values 
are algebraic integers, thus are elements of Z whenever they belong to Q. 
The equivalence of (i) and (ii) follows from tho 29. 0 

Examples 

(1) The symmetric group 6 n satisfies (ii), hence (i). Moreover, one can 
show that each representation of 6 n is realizable over Q, i.e., that R(6n ) 

= RQ(6n)· 

(2) The quaternion group G = {± 1, ±i, ±j, ±k} satisfies the conditions of 
the corollary. Hence RQ(G) = R(G); the group RQ(G) is a subgroup of 
index 2 of R(G), cf. ex. 12.3. 

If H is a subgroup of G, denote by IH the unit character of H and by l~ 
the character of G induced by IH (in other words the character of the 
permutation representation on G/H, cf. 3.3, example 2). 

Theorem 30. Each element ofRQ(G) is a linear combination, with coefficients 
in Q, of characters Ig, where C runs over the set of cyclic subgroups of G. 

This amounts to saying that Q ® RQ(G) is generated by the 19. Since 
Q ® RQ(G) is endowed with the nondegenerate bilinear form 

(<p,o/) 1--+ (<p,o/), 

we can just as well show that each element () of RQ(G) orthogonal to all 
the Ig is zero. However, we have 

1 
«(), Ig) = (Resg (), Ie) = - ~ ()(s), where c = Card C. 

CsEC 

So theorem 30 is equivalent to the following: 

Theorem 30'. If () E RQ(G) is such that ~ ()(s) = 0 for each cyclic 
subgroup C of G, then () = o. sEC 
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We prove this result by induction on Card(G). Let s E G, and let C(s) 
be the cyclic subgroup of G generated by s. Let x E C(s); if x generates 
C(s), we have 8(x) = 8{s) since x and s are rQ-conjugate; if x generates a 
proper subgroup of C(s), the induction hypothesis (applied to the restriction 
of 8 to this subgroup) shows that 8{x) = O. So we get that 

~ 8{x) = a . 8{s), 
x EC(S) 

where a is the number of generators of C (s). But by hypothesis we have 

~ 8{x) = 0, 
x Eqs) 

and therefore 8{s) = O. o 
CoroUary. Let V "and V' be two linear representations of Gover Q. In order 

that V be isomorphic to V' it is necessary and sufficient that, for each cyclic 
subgroup C of G, we have 

dim VC = dim V,c, 

where VC (resp. V,c) denotes the subspace of V (resp. V') consisting of the 
elements invariant under C. 

The necessity is obvious. To see that the condition is sufficient, let X and 
X' be the characters of V and V'. We have: 

dim VC = (Resg X, Ie >c 

and hence (Resg(x - X'), Ie> = 0 for each C, whence X - X' = 0 by tho 
30. Thus V and V' are isomorphic. 0 

Remarks 
(1) It is not true in general that each element of RQ(G) is a linear 

combination with integer coefficients of characters l~, even if H runs over 
the set of all subgroups of G (cf. ex. 13.4). 

(2) Theorem 30 implies the following result: let FIE be a finite Galois 
extension of number fields, and let X be the character of a linear 
representation of Gal(F IE) realizable over Q. Then we can write the Artin 
L-function relative to X as a product of fractional powers of zeta functions 
of sub fields Fc of F corresponding to cyclic subgroups C of Gal(F IE). 

EXERCISES 

13.1. Let G be a cyclic group of order n. For each divisor d of n, denote by Gd the 
subgroup of G of index d. 
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(a) Show that G has an irreducible representation over Q, unique up to 
isomorphism, whose kernel is equal to Gd. Let Xd denote its character; 
then Xd(I) = cp(d). The Xd form an orthogonal basis of RQ(G). 
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(b) Define an isomorphism from Q[G] onto II Q(d). 
din 

(C) Put "'d = I~t· Show that "'d = ~d'id Ni' and that Ni = ~d'id p,(d/d')"'d', 
where p. denotes the Mobius function. Deduce that the "'d form a basis for 
RQ(G). 

13.2. Prove tho 30 by reducing to the cyclic case using tho 26, and then applying 
ex. 13.1. 

13.3. Let p be an irreducible representation of Gover Q, let A = Mn(D) be the 
corresponding simple component of Q[G] (D being a field, not necessarily 
commutative), and let X be the character of p. Assume that p is faithful (i.e., 
ker p = 1) and that every subgroup of G is normal. Let H be a subgroup of 
G. Show that the permutation reresentation on G/H contains the represen­
tation p n times if H = {I} and 0 times if H ~ {l}. Conclude that, if n > 2, 
X is not contained in the subgroup of RQ(G) generated by the characters l~. 

13.4. Let E be the quaternion group, C the cyclic group of order 3, and let 
G = E x C. If HQ denotes the usual field of quaternions (over Q), show that 
E and C can be embedded in the multiplicative group HQ. This gives an 
action of E (resp. C) on the vector space HQ by right multiplication (resp. by 
left mUltiplication). Obtain from this an irreducible representation p of G 
over Q of degree 4. Show that the corresponding simple algebra is isomor­
phic to M2 (K), where K is the field of cube roots of unity. Verify the 
conditions of ex. 13.3 and deduce that the character of p is not a linear 
combination of characters I~, H c G. 

13.5. Let X and Y be two finite sets on which the group r acts. If H is a subgroup 
of r, denote byXH (resp. yH) the set of elements of X (resp. Y) fixed by H. 
Show that the r-sets X and Y are isomorphic if and only if Card(XH) 
= Card(yH) for each subgroup H of r. Next, show that the properties listed 
below are equivalent to each other: 

(i) The (linear) permutation representations Px and py associated with X 
and Y are isomorphic. 

(ii) For each cyclic subgroup H of r, we have Card(XH) = Card(yH). 
(iii) For each subgroup H of r, we have Card(X/H) = Card(Y/H). 
(iv) For each cyclic subgroup H of r, we have Card(X/H) = Card (Y/H). 

When these properties hold, we shall say that X and Yare weakly 
isomorphic. 

[The equivalence of (i) and (ii) is obtained by calculating the characters 
of Px and py. The equivalence of (i) with (iii) and (iv) comes from the 
fact that Card(X/H) is the inner product of the character of Px with the 
character 1&.] 
Show that, if r is cyclic, the r -sets X and Y are isomorphic if and only 
if they are weakly isomorphic. Give an example in the general case of 
weakly isomorphic sets which are not isomorphic (take for r the direct 
product of two groups of order 2). 
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13.6. Let X be the set of irreducible characters of Gover Q(m), and let Y be the 
set of conjugacy classes of G. Let the group fQ = (Z/mZ)* act on X by 
X ~ 0l(x) and on Y by x ~ Xl. 

(a) Show that the fK-sets X and Yare weakly isomorphic (cf. ex. 13.5). 

(b) Show that X (resp. Y) can be identified with the set of homomorphisms 
from the Q-algebra Cent. Q[G] (resp. Q ® R(G)) into Q(m). Deduce that 
the fK-sets X and Yare isomorphic if and only if the center of Q[G] is 
isomorphic to Q ® R(G). 

(c) Show that the center of Q[G] is isomorphic to Q ® R(G) in each of the 
following cases: 

(cI) G is abelian (use an isomorphism from G onto its dual G, and observe 
that Q[G] = R(G)). 

(c:z) G is a p-group and p 1= 2 (use the fact that rQ is cyclic). 
(For an example of a group G such that X and Yare not rQ­
isomorphic, see J. Thompson, J. of Algebra, 14, 1970, pp. 1-4.) 

13.7. Letp be a prime number 1= 2. Let G be a Sylow p-subgroup of GL3(Fp) and 
let G' be a nonabelian semidirect product of Z/pZ with Z/p2Z. Thus 
Card(G) = Card(G') = p3. 

(a) Show that G and G' are not isomorphic. 

(b) Construct the irreducible representations of G and G'. Show that Q[G] 
and Q[G'] are products of the field Q, p + 1 copies of the field Q(P), and 
the matrix algebra ~(Q(p)). In particular, Q[G] and Q[G'] are isomor­
phic. 

(c) Show that I},[G] and I},[G'] are not isomorphic. 

B.S. Let {CI , ... ,Cd} be a system of representatives for the c0'8ugacy classes of 
cyclic subgroups of G. Show that the characters 19 , ... , Ie form a basis of 
Q ® RQ(G). 

I d 

13.2 The field R 
We keep the preceding notation, and take as ground field K the field R 

of real numbers. The corresponding group fR is the subgroup {±l} of 
(Z/mZ)*; two elements x,y of G are fR-conjugate if and only if y is 
conjugate to x or to x-I. The automorphism a_I corresponding to the 
element - 1 of fR is just complex conjugation z ~ z*. If X is a character of 
Gover C, the general formula at(x) = 'l'1 (X) reduces here to the standard 
formula 

X(s)* = X(s- I), cf. 2.1, prop. 1 . 

Theorem 31 (Frobenius-Schur). Let p: G ~ GL(V) be a linear representa­
tion of Gover C with character X. In order that X have values in R (resp. 
that p be realizable over R), it is necessary and sufficient that V have a 
nondegenerate bilinear form (resp. symmetric bilinear form) invariant under 
G. 
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The group G acts naturally on the dual V' of V, and it is easy to see that 
the corresponding character X' is given by 

For X to have real values, it is necessary and sufficient that X = X', i.e., that 
the representations of G in V and V' are isomorphic. But an isomorphism 
of V onto V' corresponds to a nondegenerate bilinear form on V invariant 
under G. So the existence of such a form is necessary and sufficient for X 
to have real values. 

Suppose now that p is realizable over R. This is equivalent to saying that 
we can write V in the form 

V = Vo EEl iVo = C ®R Yo, 

where Vo is an R subspace of V stable under all Ps' One knows that there 
exists a positive definite quadratic form Qo on Vo invariant under G (take 
the sum of the transforms of an arbitrary positive definite form). By scalar 
extension, Qo defines a quadratic form on V, and the associated bilinear 
form is nondegenerate, symmetric, and invariant under G. 

Conversely, suppose V is endowed with such a form B(x,y). Choose a 
positive definite hermitian scalar product (xly) on V, invariant under G; the 
argument given above shows that such a product exists (cf. 1.3). For each 
x E V, there exists a unique element <p(x) in V such that 

B(x,y) = (<p(x)ly)* for all y E V. 

The map <p: V ~ V so defined is antilinear and bijective. Its square <p2 is an 
automorphism of V. For x, y E V, we have 

(<p2(x)ly) = B(<p(x)ly)* = B(y,<p(x))* = (<p(y) I <p(x)). 

Since (<p(y) I <p(x)) = (<p(x)I<p(y))*, we get 

(<p2(x)ly) = (<p2(y)lx)* = (xl<p2(y)), 

which means that <p2 is hermitian. Moreover, the formula 

shows that <p2 is positive definite. But we know that, whenever u is hermitian 
positive definite, there is a unique hermitian positive definite v such that 
u = v2, and v can be written in the form P(u), where P is a polynomial with 
real coefficients (if the eigenvalues of u are A), ... , An' choose P so that 
P(AJ = V\ for all i). Apply this to u = <p2, and put (1 = <pv -I. Since 
v = p(<p2), <p and v commute, and we have (12 = <p2v-2 = 1. Let V 
= Vo EEl Vi be the decomposition of V with respect to the eigenvalues + I 
and - I of (1. Since (1 is antilinear, multiplication by i maps Vo onto Vi, Thus 
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v = Vo ED i"o. On the other hand, the fact that B(x,y) and (xly) are 
invariant under G implies that <p, v, and (1 commute with all Ps. It follows 
that Vo and \'t are stable under the PS' and we have a realization of V over 
R, which proves tho 31. 0 

Remarks 

(1) Theorem 31 carries over to representations of compact groups, cf. Ch. 
4. The same is true of the other results in this section. 

(2) Denote by On(C) (resp. On(R» the complex (resp. real) orthogonal 
group in n variables. The last part of the above proof shows, in fact, that 
each finite (or even compact) subgroup of On(C) is conjugate to one 
contained in On(R); this is a special case of a general theorem on maximal 
compact subgroups of Lie groups. 

The three types of irreducible representations of G 
Let p: G ~ GL(V) be an irreducible representation of Gover C of 

degree n, and let X be its character. There are three possible cases (mutually 
exclusive): 

(1) One of the values of X is not real. By restriction of scalars, P defines 
an irreducible representation over R of degree 2n with character X + x. The 
commuting algebra for this representation is C. The corresponding simple 
component of R[G] is isomorphic to Mn(C); its Schur index is 1. 

(2) All values of X are real, and P is realizable by a representation Po over 
R. The representation Po is irreducible (and even absolutely irreducible) 
with character x. Its commuting algebra is R. The corresponding simple 
component of R[G] is isomorphic to Mn(R); its Schur index is 1. 

(3) All values Q:f X are real, but P is not realizable over R. By restriction 
of scalars, p defines an irreducible representation over R of degree 2n and 
with character 2X. Its commuting algebra has degree 4 over R; it is 
isomorphic to the field H of quatemions. The corresponding simple 
component of R[G] is isomorphic to Mn(H); its Schur index is 2. 

Moreover, every irreducible representation of Gover R can be obtained 
by one of the three procedures above: this can be proved by decomposing 
R[G] as a product of simple components, and observing that such a 
component is of the form Mn(R), Mn(C), or Mn(H). (The fact that R[G] is 
a group algebra is not important here: the same result holds for any 
semisimple algebra over R.) 

The types 1,2, and 3 can be characterized in various ways: 

Proposition 38. 
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(a) If G does not have a nonzero invariant bilinear form on V, then p is 
of type 1. 

(b) If such a form does exist, it is unique up to homothety, is nondege­
nerate, and is either symmetric or alternating. If it is symmetric, pis 
of type 2, and if it is alternating, p is of type 3. 
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An invariant bilinear form B =1= 0 on V corresponds to a G-homomor­
phism b =1= 0 of V into its dual V'. Since V and V' are irreducible, b is an 
isomorphism, and this shows that B is nondegenerate. By tho 31, the 
existence of B means that p is of type 2 or 3. Moreover, Schur's lemma 
shows that B is unique up to homothety. If we write B in the form 
B = B+ + B_, with B+ symmetric and B_ alternating, then B+ and B_ are 
also invariant under G. Since B is unique, we have either B_ = 0 (and B is 
symmetric) or B+ = 0 (and B is alternating). By tho 31, the first case 
corresponds to type 2; thus the second corresponds to type 3. 0 

Proposition 39. In order that p be of type 1,2, or 3, it is necessary and sufficient 
that the number 

(I, q,2(x» =! ~ X(s2), 
gsEG 

where g = Card(G), 

be equal to 0, + 1, or -1, respectively. 

Let X;(resp. xD be the character of the symmetric square (resp. the 
alternating square) of V. Then 

cf. 2.1, Prop. 3. Let a+ and a_ denote the number of times that the 
symmetric and alternating squares of p contain the unit representation. 
Then 

and 

On the other hand, the dual of the symmetric (resp. alternating) square of 
V can be identified with the space of symmetric (resp. alternating) bilinear 
forms on V. Since dual representations contain the unit representation the 
same number of times, we obtain from Prop. 38 that: 

a+ = a_ = 0 

a+ = 1, a_ = 0 

a+ = 0, a_ = 1 

in case 1, 

in case 2, 

in case 3. 

Since (I, q,2(x» = a+ - a_, we indeed get 0, + 1, and -1 in the three 
respective cases. The proposition follows. 0 

EXERCISES 

13.9. If c is a conjugacy class of G, let c-I denote the class consisting of all x-I 
for x E c. We say that c is even if c = c- I . 
(a) Show that the number of real-valued irreducible characters of Gover C 

is equal to the number of even classes of G. 
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(b) Show that, if G has odd order, the only even class is that of the identity. 
Deduce that the only real-valued irreducible character of G is the unit 
character (Burnside). 

13.10. Show that the R-algebras (Cent. R[G)) and R ® R(G) are isomorphic. 

13.11. Let X2 and X3 denote the sets of irreducible characters which are of type 2 
and 3, respectively. Show that the integer 

~ x(I) - ~ x(I) 
XEX2 XEX3 

is equal to the number of elements s E G such that s2 = 1. (Observe that 
this integer is equal to ~ x(I)(I, .y2(X» = (I, .y2(rG»' where rG is the 
character of the regular representation of G.) 

Deduce that, if G has even order, at least two irreducible characters are of 
type 2. 

13.12. (Burnside). Suppose G has odd order. Let h be the number of conjugacy 
classes of G. Show that g == h (mod. 16). 

[Use the formula g = ~i~l X(I)2, and observe that the Xi =1= 1 are 
conjugate in pairs (cf. ex. 12.9), and that the Xi(I) are odd.] 
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If each prime factor of g is congruent to 1 (mod. 4), show that g == h 
(mod. 32) by the same method. 
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III 

INTRODUCTION TO BRAUER THEORY 

We are concerned here with comparing the representations of a finite 
group in characteristic p with those in characteristic zero. The results, due 
essentially to Brauer, can be described most conveniently in terms of 
"Grothendieck groups"; this approach was introduced by Swan (cf. [21], 
[22]), who also obtained a number of results not discussed here. 

Ch. 14 and 15 are preliminary. Ch. 16 contains the statements of the main 
theorems; they are proved in Ch. 17. In Ch. 18 we express these results in 
terms of "modular characters." Ch. 19 contains applications to the Artin 
representations. Some standard definitions are collected in an appendix: 
Grothendieck groups, projective modules, etc. 

The exposition which follows is just an introduction; in particular, the 
theory of blocks is not touched upon. The interested reader is referred to 
Curtis-Reiner [9] and Feit's notes [20], as well as to the original papers by 
Brauer, Feit, Green, Osima, Suzuki, and Thompson. 
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CHAPTER 14 

Notation 
In Part III, G denotes a finite group, and m is the I.c.m. of the orders of 

the elements of G. A field is said to be sufficiently large (relative to G) if it 
contains the mth roots of unity (cf. 12.3, tho 24). 

All modules considered are assumed to be finitely generated. 
We denote by K a field complete with respect to a discrete valuation u 

(cf. Appendix) with valuation ring A, maximal ideal m and residue field 
k = Aim. We assume that K has characteristic zero and that k has 
characteristic p > 0 (so that "reduction modulo m" goes from characteris­
tic zero to characteristic p). 

14.1 The rings RK(G) and Rk(G) 
If L is a field we denote by RL(G) the Grothendieck group of the 

category of finitely generated L[G]-modules (cf. Appendix). It is a commu­
tative ring with unit with respect to the external tensor product (relative to 
L). If E is an L[G]-module, we let [E] denote its image in RL(G); the set of 
all [E] is denoted by Rt(G). 
Let SL denote the set of isomorphism classes of simple L[G]-modules (i.e., 
irreducible representations of Gover L). 

Proposition 40. The family of all elements [E], with E E SL' is a basis for the 
group RdG). 

Let R be the free Z-module with basis SL. The family of the various [E], 
E E Sv defines a homomorphism ex: R ~ RdG). On the other hand, if F 
is an L[G]-module, and if E E SL' let IE(F) denote the number of times 
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which E appears in a composition series of F; it is clear that IE is an additive 
function of F. Thus there exists a homomorphism PE: RdG) -+ Z such 
that PE([F)) = IE(F) for all F. The PE'S define a homomorphism 

p: RdG) -+ R, 

and it is immediate that IX and P are inverses of one another. The 
proposition follows. 0 

More generally, the same argument applies to the category of modules of 
finite length over an arbitrary ring. 

Note also that the elements of Rt(G) are just the linear combinations 
with non-negative integer coefficients of elements of the basis ([E))EESL' 
The preceding discussion applies in particular to the fields K and k. Since 
K has characteristic zero, the character XE of a K[G]-module E is already 
defined; it is an additive function of E. By linearity, we obtain a linear map 
x ~ Xx from RK(G) into the ring of class functions of G. This map is in 
fact an isomorphism of RK(G) onto the group of virtual characters of Gover 
K, and we often identify the two groups (this explains the notation used in 
12.l). We also say that Xx is the character (or the virtual character) of an 
element x E RK(G). 

We will see in Ch. 18 that there is an analogous result for k, in terms of 
Brauer's modular characters. 

Remark. If E and E' are two K[G]-modules such that [E] = [E'] in 
RK(G), then E and E' are isomorphic: this follows from the fact that E and 
E' are semisimple. The analogous result is not true for k[G]-modules if p 
divides the order of G, because of the existence of modules which are not 
semisimple. 

14.2 The groups Pk(G) and PA (G) 
These are defined as the Grothendieck groups of the category of k[G]­

modules (resp. of A[G]-modules) which are projective (cf. Appendix). 
Similar definitions are made for pt(G) and P;(G). 

If E (resp. F) is a k[G]-module (resp. a projective k[G]-module), then 
E ®k F is a projective k[G]-module (it suffices to check this when F is free, 
in which case it is obvious). We obtain thereby an Rk(G)-module structure 
on Pk(G). 

14.3 Structure of Pk(G) 
Since k[G] is artinian, we can speak of the projective envelope of a k[G]­

module M (cf. Gabriel [23] or Giorgiutti [24]). We recall briefly what this 
means: 

A module homomorphism j: M' -+ M is called essential if f(M') = M 
and if f(M") =1= M for all proper submodules M" of M'. A projective 
envelope of M is a projective module P endowed with an essential homomor­
phismf: P -+ M. 
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Proposition 41. 

(a) Every module M has a projective envelope which is unique up to 
isomorphism. 

(b) If Pj is the projective envelope of M j (i = 1, ... , n), the direct sum 
of the P;'s is a projective envelope for the direct sum of the M;'s. 

(c) If P is a projective module, and if E is its largest semisimple quotient 
module, then P is a projective envelope for E. 

We prove (a). Write M in the form L/R, where L is projective and R is 
a submodule of L (we can take L free, for example). For NCR, letfN be 
the canonical homomorphism of LIN onto M = L/R. Now let N be 
minimal in R such that iN is essential; such a submodule exists, since iR is 
essential, and k[G] is artinian. Put P = LIN, and let Q be a submodule of 
L minimal among those whose projection Q ~ P is surjective. Since L is 
projective, the projection p: L ~ P = LI N lifts to q: L ~ Q, and the 
minimality of Q shows that q{L) = Q. Let N' be the kernel of q. The 
projectionfN': LIN' ~ L/R factors into LIN' = Q ~ LIN ~ L/R and 
the two factors are essential. Since N' is contained in N, the minimality of 
N implies that N' = N, i.e., that Q ~ P is an isomorphism. The module L 
is thus a direct sum L = N EEl Q, which shows that P = LI N is projective. 
It is then clear that P ~ M is a projective envelope of M. 

Let P' ~ M be another projective envelope of M. Using the fact that P 
is projective, we see that there exists g: P ~ P' such that the triangle 

P -14 P' 

is commutative. The image of g{P) in M is M; since P' ~ M is essential, 
this implies g{P) = P', and so g is surjective. Since P' is projective, the 
kernel S of P ~ P' is a direct factor in P, which shows that P decomposes 
into S EEl P'. Using the fact that P ~ M is essential, we conclude that 
S = 0, i.e., that P ~ P' is an isomorphism. This completes the proof of (a). 
Assertions (b) and (c) are easy, and left to the reader (see [23], [24] for more 
details). 0 

Note that, in case (c), E is the quotient of P by rP, where r is the radical 
of k[G] (maximum nilpotent ideal); this follows from the fact that the 
semisimple k[G]-modules are those which are annihilated by 1. Moreover, 
by (b), each decomposition of E as a direct sum of simple modules gives a 
corresponding decomposition of P. Hence we have: 
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Corollary 1. Each projective k[G]-module is a direct sum of projective 
indecomposable k[G]-modules; this decomposition is unique up to isomor­
phism. The projective indecomposable k[G]-modules are the projective 
envelopes of the simple k[G]-modules. 

Corollary 2. For each E E Sk' let PE be a projective envelope of E. Then the 
[PE], E E Sk' form a basis of Pk(G). 

Corollary 3. Two projective k[G]-modules P and P' are isomorphic if and only 
if their classes [P] and [P'] in Pk(G) are equal. 

More precisely, if [P] = ~ nE[PE], the module P is isomorphic to 
II (PEtE. EESk 

EXERCISE 

14.1. Show that k[G] is an injective k[G]-module. Conclude that a k[G]-module is 
projective if and only if it is injective, and that the projective indecomposable 
k[G]-modules are the injective envelopes of the simple k[G]-modules (cf. ex. 
14.6). 

14.4 Structure of PA (G) 

The following result is well known: 

Lemma 20. Let A be a commutative ring, and P a A[G]-module. In order that 
P be projective over A[G], it is necessary and sufficient that it be projective 
over A, and that there exists a A-endomorphism u of P such that 

~ s· u(s-l x) = x for all x E P. 
sEG 

If P is projective over A[G] it is projective over A: this follows from the 
fact that A[G] is A-free. Conversely, suppose that the underlying A-module 
Po of P is projective, and set Q = A[G] ®A Po. The A[G]-module Q is 
projective. Moreover, the identity map Po ~ P extends to a surjective A[G]­
homomorphism q: Q ~ P. It follows that P is projective if and only if there 
exists a A[G]-homomorphism v: P ~ Q such that q 0 v = 1. It is easily 
seen that every A[G]-homomorphism v: P ~ Q has the form 

x ~ ~ s ® u(s-l x) 
sEG 

with u E EndA (Po). To have q 0 v = 1 it is necessary and sufficient to 
have ~ s· u(s-l x) = x for all x E P. This proves the lemma. D 

sEG 
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14.4: Structure of P A (0) 

Lemma 21. Suppose that A is a local ring, with residue field kA = A/mA-

(a) Let P be a A-free A[G] module. In order that P be A[G]-projective, 
it is necessary and sufficient that the kA[G]-module P = P ® kA be 
projective. 

(b) Two projective A[G]-modules P and P'are isomorphic if and only if 
the corresponding kA[G]-modules P and P' are isomorphic. 

If P is A[G]-projective, then P is kA[G]-projective. Conversely, if this 
condition is satisfied, the preceding lemma shows that there exists a k A-

endomorphism u of P such that LSEG s . u . s-I = 1. By lifting u, we 
obtain a A-endomorphism u of P such that u' := I (mod. mA P), where 
u' = LSEG s . u . s-l. Consequently u' is an automorphism of P, which 
moreover commutes with G. Thus LSEG s· (uu,-I). s-I = I, which shows 
that P is projective over A[G] and proves (a). 

If P and P' are projective, and if W: P ~ P' is a kA[G]-homomorphism, 
the fact that P is projective shows that there exists a A[G]-homomorphism 
w: P ~ P' which lifts w. If in addition W is an isomorphism, then Nakaya­
ma's lemma (or an elementary determinant argument) shows that w is an 
isomorphism. This proves (b). 0 

We now return to the ring A: 

Proposition 42. 

(a) Let E be an A[G]-module. In order that E be a projective A[G]­
module it is necessary and sufficient that E be free over A and that 
the reduction E = E/mE of E be a projective k[G]-module. 

(b) If F is a projective k[G]-module, there exists a unique (up to 
isomorphism) projective A[G]-module whose reduction mod. m is 
isomorphic to F. 

Part (a) and the uniqueness in (b) follow from lemmas 20 and 21. It 
remains to prove existence in (b): 

Let F be a projective k[G]-module. If n > 1 is an integer, let An denote 
the ring A/mn; thus Al = k and A is the projective limit of the An' The 
rings An and An[G] are artinian. The arguments in the preceding section 
show that the An [G]-module F has a projective envelope Pn, and that ~ is free 
over An- The projection Pn ~ F factors through Pn/mPn ~ F, which is 
surjective. Since F is k[G]-projective, there exists a k[G]-submodule F' of 
Pn/mPn which maps isomorphically onto F. The inverse image P' of F' in Pn 
has image F. Since Pn ~ F is essential, it follows that P' = Pn, i.e., that 
PnlmPn ~ F is an isomorphism. Moreover, the Pn's form a projective 
system. Their projective limit P is an A-free A[G]-module, such that 
P = PimP is isomorphic to F. In view of (a), this completes the proof 
of (b). 
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Corollary 1. Every projective A(G]-module is a direct sum of projective 
indecomposable A(G]-modules; this decomposition is unique up to isomor­
phism. A projective indecomposable A[G]-module is characterized up to 
isomorphism by its reduction mod.m which is a projective indecomposable 
k[G]-module (i.e., the projective envelope of a simple k[G]-module). 

This follows from the preceding proposition and known results for 
projective k[G]-modules. As a consequence we get: 

CoroUary 2. Two projective A[ G ]-modules are isomorphic if and only if 
[P] = [Q] in PA (G). 

CoroUary 3. Reduction mod. m defines an isomorphism from PA(G) onto 
Pk(G); this isomorphism maps P.t(G) onto pt(G). 
identify PA (G) and Pk(G). 
As a result we may identify PA (G) and Pk(G). 

For a general exposition of projective envelopes in "proartinian" catego­
ries, see Demazure-Gabriel [23j. 

EXERCISES 

14.2. Let A be a commutative ring, and let P be a A[Gj-module which is projective 
over A. Prove the equivalence of the following properties: 

(i) P is a projective A[Gj-module. 

(ii) For each maximal ideal p of A, the (Alp )[Gj-module P/lJP is projective. 

14.3. (a) Let B be an A-algebra which is free of finite rank over A, and let u be an 
idempotent of B = B/mB. Show the existence of an idempotent of B 
whose reduction mod. mB is equal to u. 

(b) Let P be a projective A[Gj-module, and let B = EndG(p). Show that B is 
A-free, and that B can be identified with the algebra of G-endomorphisms 
of P = PimP. Deduce from this, and (a), that each decomposition of P 
into a direct sum of k[Gj-modules lifts to a corresponding decomposition 
of P. 

(c) Use (b) to give another proof of existence in Prop. 42(b). [Write F as a 
direct factor of a free module P, lift P to a free module, and apply (b).j 

14.5 Dualities 

Duality between RK(G) and RK(G) 
Let E and F be K[G]-modules, and put 

<E, F) = dim HomG(E, F), 
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14.5: Dualities 

The map (E, F) ~ <E, F) is "bilinear" (with respect to exact sequences), 
and so defines a bilinear form 

RdG) X RK(G) ~ Z, 

which we denote by <e,j) or <e,j)K. The classes [E] of simple modules 
E E SK are mutually orthogonal, and <E,E) is equal to the dimension dE 
of the field EndG(E) of endomorphisms of E; hence dE ;;;. I, and equality 
holds if and only if E is absolutely simple (i.e., if the corresponding 
representation is absolutely irreducible), cf. 12.1. 

When K is sufficiently large, it follows from tho 24 that every simple 
K[G]-module is absolutely simple. Consequently the above bilinear form is 
nondegenerate over Z, in the sense that it defines an isomorphism of RK (G) 
onto its dual. 

Duality between Rk(G) and Pk(G) 
If E is a projective k[G]-module and F an arbitrary k[G]-module, put 

<E, F) = dim HomG (E, F). 

We thus obtain a bilinear function of E and F (thanks to the assumption 
that E is projective), hence a bilinear form 

Pk(G) X Rk(G) ~ Z, 

denoted <e,j) or <e,j\. If E, E' E Sk' we have 

HomG(pE , E') = HomG(E, E'), 

where PE denotes the projective envelope of E. If E -=1= E' we see that [PE ] 

and [E'] are orthogonal; for E = E' we have 

As before, dE = I if and only if E is absolutely simple. 

Suppose that K is sufficiently large, so that k contains the mth roots of 
unity. We then have dE = I for each E E Sk (see below). Consequently the 
bilinear form < , \ is nondegenerate over Z and the bases [E] and [PEl 
(E E Sk) are dual to each other with respect to this form. 

Remark 

The fact that dE = I if K is sufficiently large can be proved in various 
ways: 

(I) We can obtain this from tho 24 by "reduction mod. m" once we know 
that the homomorphism d: RK(G) ~ Rk(G) is surjective (cf. Ch. 16, 
tho 33). 
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(2) We could also use the fact that Schur indices over k are equal to I (cf. 
14.6). This reduces the proof to showing that characters of represen­
tations of G (over an extension of k) always have values in k, and this 
follows from the fact that they are sums of mth roots of unity. 

EXERCISES 

14.4. If E is a k[G]-module, we let E' denote its dual. We define HO(G, E) as the 
subspace of E consisting of the elements fixed by G, and Ho(G, E) as the 
quotient of E by the subspace generated by the sx - x, with x E E and 
s E G. 

(a) Show that, if E is projective, the map x 1-+ ~sEG sx defines, by passing 
to quotients, an isomorphism of Ho(G, E) onto HO(G, E). 

(b) Show that HO(G,E) is the dual of Ho(G,E'). Conclude that HO(G,E) 
and HO(G, E') have the same dimension if E is projective. 

14.5. Let E and F be two k[G]-modules, with E projective. Show that 

dim HomG(E,F) = dim HomG(F,E). 

[Apply part (b) of exercise 14.4 to the projective k[G]-module Hom(E, F), 
and observe that its dual is isomorphic to Hom(F, E).] 

14.6. Let S be a simple k[G]-module and let Ps be its projective envelope. Show 
that Ps contains a submodule isomorphic to S. [Apply exercise 14.5 with 
E = Ps, F = S.] Conclude that Ps is isomorphic to the injective envelope of 
S, cf. exercise 14.1. In particular, if S is not projective, then S appears at least 
twice in a composition series of Ps. 

14.7. Let E be a semisimple k[G]-module, and let ~ be its projective envelope. 
Show that the projective envelope of the dual of E is isomorphic to the dual 
of ~ [reduce to the case of a simple module and use exercise 14.6]. 

14.6 Scalar extensions 

If K' is an extension of K, each K[G]-module E defines by scalar 
extension a K'[G]-module K' ®K E. We thus obtain a homomorphism 

This homomorphism is an injection. This can be seen by determining the 
image of the canonical basis {[ED (E E SK) of RK(G): if DE is the (skew) 
field of endomorphisms of E, the tensor product K' ® DE decomposes as a 
product of matrix algebras Ms.(D;), where the D; are fields. Each of the D; 
corresponds to a simple K'[Gj-module Ej, and the image of [E] in RK,(G) 
is equal to ~ s;[Ej]. Moreover each simple K'[G]-module is isomorphic to 
a unique Ej. This description of RK(G) ~ RK,(G), which generalizes that 
of 12.2, shows in particular that: 
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14.6: Scalar extensions 

If all the DE'S are commutative, the Si are equal to I, and the homo­
morphism RdG) ~ RK,(G) identifies the first group with a direct 
factor of the second, i.e., is a split injection. If all the E E SK are absolutely 
simple, the RK(G) ~ RK,(G) is an isomorphism. 

Analogous results hold for the homomorphisms 

defined by scalar extension from k to k'. The situation is even simpler: the 
endomorphism field of a simple k[G]-module is always commutative and 
separable over k. (This is clear when k is finite, and the general case follows 
by scalar extension.) Consequently Rk(G) ~ Rk,(G) is a split injection. The 
same applies for Pk(G) ~ Pk'(G): since the "scalar extension" functor 
takes a projective envelope to a projective envelope. 

Suppose now that K' is a finite extension of K. Let A' be the ring of 
integers of K' (i.e., the integral closure of A in K'), and k' its residue field. 
If E is a projective A[G]-module, then E' = A' ®A E is a projective A'[G]­
module; moreover, the reduction k' ®A' E' of E' is isomorphic to 

The diagram 

is thus commutative. Since the two vertical arrows are isomorphisms, it 
follows from the above that the homomorphism PA (G) ~ PA'(G) is a split 
injection. 

Remark. The injections RK(G) ~ RK,(G), Rk(G) ~ Rk,(G), etc., are 
compatible with the bilinear forms of the preceding section. Moreover, they 
commute with the homomorphisms c,d,e defined in the next chapter. 
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CHAPTER 15 

The cde triangle 

We shall define homomorphisms c, d, and e which form a commutative 
triangle: 

15.1 Definition of c: Pk(G) ~ Rk(G) 

Associate with each projective k[G]-module P the class of P in the group 
Rk(G). This class is an additive function of P, and so we get a homomor­
phism 

called the Cartan homomorphism. If we express c in terms of the canonical 
bases [Ps ] and [S] (S E Sk) of Pk(G) and Rk(G), we obtain a square matrix 
C, of type Sk X Sk called the Cartan matrix of G (with respect to k). The 
(S,T) -coefficient CST of C is the number of times that the simple module 
S appears in a composition series for the projective envelope PT of T: we 
have 
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15.1: Definition of c: Pk(G) --+ Rk(G) 

EXERCISE 

IS.I. Prove that C(X • y) = x . c(y) if x E Rk(G), y E Pk(G). 

15.2 Definition of d: RK(G) ~ Rk(G) 

Let E be a K[G]-module. Choose a lattice EI in E (i.e., a finitely generated 
A-submodule of E which generates E as a K-module); replacing EI by the 
sum of its images under the elements of G, we can assume that EI is stable 
under G. The reduction EI = EtimEI of EI is then a k[G]-module. 

Theorem 32. The image of EI in R k (G) is independent of the choice of the 
stable lattice EI . 

(Two k[G]-modules EI and ~ obtained by reduction of stable lattices EI 
and E2 need not be isomorphic, cf. ex. 15.1. What the above theorem says 
is that they have the same composition factors.) 

Let Ez be a lattice of E stable under G. We must show that [Ed = [E2 ] 

in Rk(G). We begin with a special case: 

We have mEl C E2 eEl. Let T be the k[G]-module EtlE2. Then we have 
an exact sequence 

o ~ T ~ ~ ~ EI ~ T ~ 0, 

where the homomorphism T ~ E2 is obtained from multiplication by a 
generator 'TT of the ideal m. Passing to Rk(G), we have 

[T] - [E2 ] + [EI ] - [T] = o. 
Thus [EI ] = [E2 ] which proves the theorem in this case. 

The general case. Replacing E2 by a scalar multiple (which does not effect 
~), we can assume that E2 is contained in EI. Thus there exists an integer 
n ~ 0 such that 

mnEI C E2 eEl' 

and we proceed by induction on n. Let E3 = mn- l EI + Ez. Then 

mn-IEI C E3 c EI and mE3 C E2 C E3 . 

By (a) and induction we get 

which proves the theorem. o 
It is now clear that the map E 1-+ [Ed extends to a ring homomorphism 
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Chapter 15: The cde triangle 

called the decomposition homomorphism. It takes Rit(G) into Rt(G). The 
corresponding matrix D (relative to the canonical bases of RK(G) and 
Rk(G» is called the decomposition matrix. It is a matrix of type Sk X SK 
with nonnegative integer coefficients. For F E Sk and E E SK the corre­
sponding coefficient DFE of D is the number of times that F appears in the 
reduction mod. m of a stable lattice EI of E: thus 

['Ed = ~DFE[F] 
F 

Remarks 
(1) The hypothesis that K be complete plays no role in the proof of tho 

32 nor in the definition of the homomorphism d. 
(2) There are analogous results for algebraic groups, cr. Publ. Sci. I.H.E.S. 

no. 34, 1968,pp. 37-52. 

EXERCISES 

15.2. Take p = 2 and G of order 2. Let E = K[G]. Show that E has stable lattices 
whose reductions are semisimple (isomorphic to k e k) and others whose 
reductions are not semisimple (isomorphic to k[G]). 

15.3. Let E be a nonzero K[G]-module and EJ a lattice in E stable under G. Prove 
the equivalence of the following: 
(i) The reduction 'EJ of EJ is a simple k[G]-module. 
(ii) Every lattice in E stable under G has the form aE with a E K*. 

Show that these imply that E is a simple K[G]-module. 

15.4. (After J. Thompson.) Let E be a Z-free Z[G]-module, with rank n > 2. 
Assume that, for each prime number p, the reduction E/pE of E is a simple 
(Z/pZ)[G ]-module. 
(a) Show that there is a bilinear form B(x,y) on E with values in Z such that 

B(x, x) > 0 for all x =1= O. 
(b) Let B be chosen as in (a) and extend it by linearity to the Q-vector space 

Q ® E. Show that the set E' of x E Q ® E such that B(x,y) E Z for all 
y E E has the form E' = aE with a E Q* (same argument as for ex. 
15.3). Conclude that B can be chosen nondegenerate over Z, i.e., such 
that E' = E. If (ej' ... ,en) is a basis of E, the determinant of the matrix 
of the B(ej' e) is then equal to 1. 

(c) Assume that B has been chosen as in (b). Show that there exists x E E 
such that B(y,y) = B(x,y) (mod. 2) for ally E E, and that such an x is 
invariant under G mod. 2E. Conclude that x = 0 (mod. 2E), i.e., that 
the quadratic form B(x,x) takes only even values. 

(d) Obtain from (c) the congruence n = 0 (mod. 8). [Use the fact· that every 
positive definite integer quadratic form which is even and has discrimi­
nant 1 has rank divisible by 8.] 

(e) Show that the reflection representation of a Coxeter group of type Eg has 
the above properties (cf. Bourbaki, Gr. et Alg. de Lie, Ch. VI, §4, no. 10) . 

• See, for example, A Course in Arithmetic, GTM 7, Springer-Verlag (1973), p. 53 and 109. 
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15.3: Definition of e: Pk(G) - RK(G) 

15.3 Definition of e: Pk(G) ~ RK(G) 

The functor "tensor product with K" defines a homomorphism from 
PA(G) into RdG). Combining it with the inverse of the canonical 
isomorphism PA (G) - Pk(G), cf. 14.4, we obtain a homomorphism 

Its matrix will be denoted by E; it is of type SK X Sk' 

EXERCISE 

15.5. We have e(d(x) . y) = x . e(y) if x E RK (G), y E Pk(G). 

15.4 Basic properties of the cde triangle 

(a) It is commutative, i.e., c = doe, or equivalently C = D . E. This is 
clear. 

(b) The homomorphisms d and e are atijoints of one another with respect 
to the bilinear forms of 14.5: 

<x,d(y)\ = <e(x),y)K 

Indeed, we can assume that x = [Xl, where X is a projective A[G]-module, 
and that y = [K ®A Y], where Y is an A[G]-module which is A-free. The 
A-module HomG(X, Y) is then free; let r be its rank. Then we have 
canonical isomorphisms: 

and 

k ® HomG(X, Y) = HomG(k ® X,k ® Y). 

This shows that <e(x),y) = r = <x,d(y». 
(c) Assume that K is sufficiently large. In view of 14.5, the canonical bases 

of Pk(G) (resp. of RK(G» and of Rk(G) (resp. of RK(G» are dual to each 
other with respect to the bilinear form <a, b \ (resp. the form <a, b )K)' This 
implies that e can be identified with the transpose of d; in particular we have 
E = tD. Since C = D· E = D . tD, we see that C is a symmetric matrix. 

EXERCISES 

15.6. Let S, T E Sk and let Ps, Pr be their projective envelopes. We put 

ds = dim EndG(S), dT = dim EndG(T), 
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Chapter 15: The cde triangle 

and let CST (resp. ~) be the multiplicity of S (resp. T) in a composition 
series of Pr (resp. Ps), cf. 15.1. 
(a) Show that CsTds = dim HomG (Ps,Pr). 
(b) Show that CsTds = ~SdT [apply ex. 14.5]. When K is sufficiently large, 

the ds are equal to 1, and we obtain again the fact that the matrix 
C = (CsT) is symmetric. 

15.7. Keep the notation of Ex. 15.6. Show that either S is projective, Ps :::: Sand 
Css = 1, or Css > 2 [use ex. 14.6]. 

15.8. If x E Pk(G), we have <x, c(x»k = <e(x), e(x»K' Conclude that, if K is 
sufficiently large, the quadratic form defined by the Cartan matrix C is 
positive definite. 

15.5 Example: p'-groups 

Proposition 43. Assume that the order of G is prime to p. Then: 

(i) Each k[G]-module (resp. each A-free A[G]-module) is projective. 
(ii) The operation of reduction mod. m defines a bijection from SK onto 

Sk' 
(iii) If we identify SK with Sk as in (ii), the matrices C, D, E are all 

identity matrices. 

(More briefly: the representation theory of the group G is "the same" 
over k as over K.) 

Let E be an A[G]-module which is free over A. We can write E as a 
quotient L/R of a free A[G]-module L. Since E is A-free, there exists an A­
linear projection 'Tl of L onto R; since the order g of G is invertible in A, 
we can replace 'Tl by the average (I/g) ~sEG S'TlS-) of its conjugates, and the 
projection thus obtained is A[G]-linear. This shows that E is A[G]­
projective. The same argument applies for k[G]-modules. This proves (i), as 
well as the fact that the Cartan matrix is the identity. 

If E E Sk' the projective envelope E) of E relative to A[G] is a projective 
A[G]-module, whose reduction £) = EdmE) is E. If we put F = K ® E). 
then d([F]) = [E]. Since E is simple, this implies that F is simple, thus 
isomorphic to one of the elements of SK' We thus obtain a map E ~ F of 
Sk into SK' and it is clear that this map is the inverse of d. This proves (ii) 
and (iii). D 

Remark. The fact that D is an identity matrix shows that d maps R~ (G) 
onto Rt (G); in other words, every linear representation of Gover K can 
be lifted to a representation over A, a result which can easily be verified 
directly (cf. ex. 15.9, below). 
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15.7: Example: products ofp'-groups andp-groups 

EXERCISE 

15.9. Suppose that g is prime to p. Let E be a free A-module. 

(a) Let n ;;> I be an integer, and let 

Pn : G ~ GL(E/mnE) 

be a homomorphism of G into the group of automorphisms of E/mnE. 
Show that Pn can be lifted to 

Pn+l: G ~ GL(E/mn+1 E) 

and that this lifting is unique, up to conjugation by an automorphism of 
E/mn+IE congruent to I mod .mn. [Use the fact that the cohomology 
groups of dimension I and 2 of G with values in End(E/mE) are zero.] 

(b) Obtain from (a) the fact that every linear representation 

PI: G ~ GL(E/mE) 

of Gover k can be lifted, in an essentially unique way, to a representa­
tion of Gover A. 

15.6 Example: p-groups 

Suppose that G is ap-group, of order pn. We have seen (8.3, cor. to prop. 
26) that the only irreducible representation of G in characteristic p is the 
unit representation. It follows that the artinian ring k[G] is a local ring with 
residue class field k. The projective envelope of the simple k[G]-module k 
is k[G], i.e., the regular representation of G. The groups Rk(G) and PdG) 
can be both identified with Z, and the Cartan homomorphism c: Z ~ Z is 
multiplication by pn. The homomorphism d: RK(G) ~ Z corresponds to the 
K-rank; the homomorphism e: Z ~ RK(G) maps an integer n onto n times 
the class of the regular representation of G. 

15.7 Example: products of p' -groups and p-groups 

Suppose that G = S X P, where S has order prime to p, and P is a p­
group. We have k[G] = k[S] ® k[P]. Moreover: 

(a) A k[G]-module E is semisimple if and only if P acts trivially on E. 
The sufficiency follows from the fact that every k[S]-module is semisim­

pIe, cf. 15.5. To prove the necessity, we can assume that E is simple. By 15.6 
the subspace E' of E consisting of elements fixed by P is not zero. Since P 
is normal in G, the subspace E' is stable under G, and thus equal to E, 
which means that P acts trivially. 

(b) A k[F]-module E is projective if and only if it is isomorphic to F ® k[P], 
where F is a k[S]-module. 

Since F is a projective k[S]-module (cf. 15.5), F ® k[P] is a projective 
k[G]-module. Moreover, it is clear that F is the largest quotient of F ® k[P] 
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Chapter 15: The cde triangle 

on which P acts trivially. Because of (a) this means that F ® k[P] is the 
projective envelope of F. However, every projective module is the projective 
envelope of its largest semisimple quotient. We thus see that every 
projective module has the form F ® k[P]. 

(c) An A[G]-module E is projective if and only if it is isomorphic to 
F ® A[P], where F is an A-free A[S]-module. 

Clearly a module of the form F ® A[P] is projective. The converse is 
proved by applying (b) to E = E/mE: if E is projective, we have E 
=:::: F ® k[P], and we know that F can be lifted to an A[S]-module F which 
is free over A (and even A[S]-projective, cf. above). The module F ® A[P] 
is the projective envelope of F ® k[P], and thus is isomorphic to E. 

Properties (a) and (b) show in particular that the Cartan matrix of G is 
the scalar matrix pn, where pn = Card(P). 
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16. 1 Properties of the cde triangle 
The main result is the following*: 

CHAPTER 16 

Theorems 

Theorem 33. The homomorphism d: RK (G) ~ Rk(G) is surjective. 

The proof will be given in 17.3. 

Remarks 
(1) This applies in particular to k = Z/pZ, taking for K the p-adic field 

Qp ; the ring A is then the ring Zp of p-adic integers. 
(2) Roughly speaking, the theorem asserts that every linear representation 

of Gover k can be lifted to characteristic 0 if we are willing to accept 
"virtual representations", i.e., elements of the Grothendieck group R K (G). 
This is an extremely useful result for many applications. 

Theorem 34. The homomorphism e: Pk(G) ~ RK(G) is a split injection. 

When K is sufficiently large, e is the transpose of d (cf. 15.4), and the fact 
that d is surjective implies that e is a split injection. In the general case, let 
K' be a finite sufficiently large extension of K, and let k' be its residue field. 
Consider the diagram: 

e' --
• In the first French edition of this book, theorem 33 was stated only for a sufficiently large 

field K. Claude Chevalley and Andreas Dress have independently observed that it is valid in 
general. 
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Chapter 16: Theorems 

As we have just seen, e' is a split injection. In view of 14.6, the same is true 
for Pk(G) --+ Pk,(G). Their composition is a split injection as well, hence the 
same holds for e. 0 

At the same time we have proved: 

Corollary 1. For each finite extension K' of K, the homomorphism 

is a split injection. 

The injectivity of e is equivalent to: 

Corollary 2. Let P and P' be projective A[G]-modules. If the K[G]-modules 
K ® P and K ® P' are isomorphic, then P and P' are A[G]-isomorphic. 

(Indeed we know that the equality [P] = [P'] in RA (G) ~ Rk(G) is 
equivalent to P ~ P'.) 

Theorem 35. Let pn be the largest power of p dividing the order of G. Then 
every element of Rk(G) divisible by pn belongs to the image of the Cartan 
map c: Pk(G) --+ Rk(G). 

The proof will be given in 17.4. 

Corollary 1. The map c: Pk(G) --+ Rk(G) is ilyective, and its cokernel is a 
finite p-group. 

The second assertion is immediate from tho 35; the first then follows, 
since Pk(G) and Rk(G) are free Z-modules with the same rank, namely 
Card (Sk)' 

Corollary 2. If two projective k( G)-modules have the same composition factors 
(with multiplication), they are isomorphic. 

This is a restatement of the injectivity of C. 

Corollary 3. Assume K is sufficiently large. The Cartan matrix C is then 
symmetric, and the corresponding quadratic form is positive definite. The 
determinant of C is a power of p. 

The quadratic form in question is 

x ~ <x,c(x)\ = <x,d(e(x»\ = <e(x),e(x»K' 

Since the form <a, b >K is clearly positive definite, and e is injective (th. 34), 
we see that the above form is also positive definite. The determinant of C 
is thus> o. This implies that det(C) is a power of p, since the cokernel of 
c is a p-group. 0 
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16.2: Characterizations of the image of e 

Remarks 

(1) The above argument shows that the injectivity of c follows from that 
of e. 

(2) Theorem 35 is equivalent to the assertion that there exists a 
homomorphism c': Rk(G) ~ Pk(G) such that c 0 c' = pn (which implies 
c' 0 c = pn). 

(3) The exponent n in tho 35 is best possible, cf. ex. 16.3. 

EXERCISES 

16.1. Show that, when K is not complete, theorem 33 remains valid provided K is 
sufficiently large. (If K denotes the completion of K, observe that the 
~omomorphism RdG) ~ Rt<.(G) is an isomorphism, and apply tho 33 to 
K.) 

16.2. Show that d: RQ(G) ~ R Z/ 5Z(G) is not surjective if G is cyclic of order 4. 

16.3. Let H be a Sylow p-subgroup of G. Show that, if E is a projective k[G]­
module, then E is a free k[H]-module (cf. 15.6), and so dim E is divisible by 
pn. Conclude that the map [E] ~ dim E defines, by passing to quotients, a 
surjective homomorphism Coker (c) ~ zlpnz. In particular, the element 
pn-l of Rk(G) does not belong to the image of C. 

16.2 Characterization of the image of e 

An element of G is said to be p-singular if it is not p-regular (cf. 10.1), i.e., 
if its order is divisible by p. Recall also that every element of R K (G) can 
be identified with a class function on G, namely its character (cf. 12.1 and 
14.1). 

Theorem 36. The image of e: Pk(G) ~ RdG) consists of those elements of 
RK(G) whose character is zero on the p-singular elements ofG. 

We even have the more precise result: 

Theorem 37. Let K' be a finite extension of K. In order that an element of 
RK,(G) belong to the image of PA (G) = Pk(G) under e, it is necessary and 
sufficient that its character take values in K, and be zero on the p-singular 
elements of G. 

For the proof, see 17.5. 

EXERCISE 

16.4. (Swan.) Let A be a Dedekind domain with quotient field F. Assume that, for 
each prime number p dividing the order of G, there exists a prime ideal p of 
A such that Alp has characteristic p. Let P be a projective A[G]-module. 
Show that F ® P is a free F[G]-module. [Apply tho 36 to the modules 
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obtained from P by completion at such primes p. Deduce that the character 
of F ® P is zero off the identity element of G.] 

This exercise applies in particular to the case where A is the ring of 
integers of an algebraic number field. 

16.3 Characterization of projective A[G]-modules 
by their characters 

Such a characterization amounts to determining those representations of 
Gover K which contain a lattice stable under G which is projective as an 
A[G]-module. In other words, it amounts to characterizing the image of 
pit(G) = pt(G) under e. Only partial results are known. First: 

Lemma 22. Let x E PA(G), and let n > 1 be an integer. If nx E P.t(G), we 
have x E Pt(G). 

This is clear: if r = Card(Sk)' then PA (G) can be identified with zr and 
Pt(G) with N r, cf. 14.3 and 14.4. 0 

Proposition 44. Let K' be a finite extension of K, and let N be the ring of 
integers of K'. Assume the following two conditions on an element 
x ofRK,(G): 

(a) The character of x has values in K. 
(b) There exists an integer n > I, such that nx arises, by scalar 

extension, from a projective N[G)-module. 

Then x arises from a projective A[G]-module, uniquely determined up to 
isomorphism. 

Let N = [K': K] = [N: A). Let E' be a projective N[G)-module with 
image nx in RK,(G), and let E be the A[G)-module obtained from E' by 
restriction to A[G]. One checks easily that the character of K ® E is equal 
to nN times that of x. 

Thus 

e([E]) = nN . x in RK,(G). 

By tho 36, the character of e([E)) is zero on the p-singular elements of G; 
hence the same is true for X. SO, by tho 37, we have x = e(y), with 
y E PA (G). Since e is injective (th. 34), this implies [E] = nN . y, and 
lemma 22 shows that y belongs to P.t(G). Consequently, there exists a 
projective A[G)-module Y such that [K ® Y) = x in RdG); the unique­
ness of Y (up to isomorphism) follows from cor. 2 to tho 34. 0 

One can ask whether e(P.t(G» = e(PA(G» n Rit(G). This is not true 
in general (cf. ex. 16.5 and 16.7). However, we have the following criterion: 
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Proposition 45. Suppose the following condition is satisfied: 
(R) There exists a finite extension K' of K, with residue field k', such that 
d(Rj(,(G» = Rt,(G). 
Then we have e(P;(G» = e(PA(G» n Rj(G). 

By prop. 44 it is enough to prove that 

e(P;(G» = e(PA(G» n Rj(G) 

when K is sufficiently large, in which case condition (R).just means that d 
maps Rj(G) onto Rt(G). Now let 

x E e(PA(G» n Rj(G). 

Since x E e(PA (G», we can write x as 

x = ~ nEe([PE)), 
Eesk 

where f>E denotes a projective A[G]-module whose reduction mod. m is the 
projective envelope PE of E (cf. 14.4). We must show that the integers nE 
are nonnegative. By (R), for each E E Sk there exists zE E Rj(G) such 
that d(zE) = [E]. Since x E Rt(G), we have <x,zE>K > O. On the other 
hand, the fact that d and e are adjoint shows that <x, zE>K = nE' In 
particular nE is non-negative, and the proof is complete. 0 

Combining prop. 45 and tho 36, we get: 

Corollary. Suppose that G satisfies condition (R) of prop. 45. A linear 
representation ofG over K comes from aprojective A[G]-module, if and only 
if its character vanishes on the p-singular elements of G. 

Remark. Condition (R) is equivalent to the following: 
(R') If K is sufficiently large, every simple k[G]-module is the reduction mod. 
m of a K[G]-module (necessarily simple). 

(In other words, each irreducible linear representation of Gover k lifts 
to K.) 

Theorem 38. (Fong-Swan). Suppose that G is p-solvable, i.e., has a composi­
tion series whose factors are either p-groups or groups of order prime to p. 
Then G satisfies conditions (R) and (R') above. 

For the proof, see 17.6. 

EXERCISES 

16.5. With notation as in prop. 44, show that 
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16.6. Show that, for K sufficiently large, condition (R) is equivalent to the 
condition e(pt(G» = e(PA(G» n RiHG). (Observe that an element x 
of Pk(G) belongs to pt(G) if and only if (X,Y)k :> 0 for ally E Rt(G).) 

16.7. Take for G the group SL(V) where V is a vector space of dimension 2 over 
the field ~ = Z/pZ. Show that the natural representations of G in the ith 
symmetric powers Vi of V are absolutely irreducible for i < p. (Since the 
number of p-regular classes of G is p, it follows that these are, up to 
isomorphism, all the irreducible representations of G, cf. 18.2, cor. 2 to tho 
42.) Give examples where these representations cannot be lifted to charac­
teristic zero even over a sufficiently large field K. (For p = 7, i = 4, we have 
dim Vi = 5, and 5 does not divide the order of G; hence Vi cannot be lifted.) 

16.4 Examples of projective A[G]-modules: irreducible 
representations of defect zero 

In this section we assume that K is sufficiently large. 

Proposition 46. Let E be a simple K[G]-module, and let P be a lattice in E 
stable under G. Assume that the dimension N of E is divisible by the largest 
power pn of p dividing the order g of G. Then: 

(a) P is a projective A[G]-module. 
(b) The canonical map A[G] ~ EndA(P) is suTjective, and its kernel is 

a direct factor in A[G] (as a two-sided ideal). 
(c) The reduction P = P/mP of P is a simple and projective A[G]­

module. 

Observe that (a) implies (cf. tho 37): 

Corollary. The character XE of E is zero on p-singular elements of G. 

First of all, since N is divisible by pn, the quotient N/g belongs to the ring 
A. This enables us to apply Fourier inversion (6.2., prop. 11) without 
introducing any "denominators," i.e., within the ring A. More precisely, let 
Sp be the endomorphism of P defined by s E G; if cp E EndA (P), the trace 
Tr(sp 1 cp) of sp 1 cp belongs to A, so we can define the element 

urJ>=N ~ Tr(splcp)s oftheringA[G]. 
g sEG 

It follows from prop. 11 that urJ> has image 1 ® cp in EndK(E), and 0 in 
EndK(E') for each simple K[G]-module E' not isomorphic to E. In 
particular, urJ> has image cp in EndA (P), which proves (b). Assertion (a) then 
follows from the elementary fact that P is projective over the ring EndA (P); 
the same argument works for (c). 0 

Remark. In the language of block theory (cf. [9], [20]), prop. 46 is the case 
of a block with a unique irreducible character (or of defect zero). 
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16.4: Examples of projective A{GJ-modules 

EXAMPLE. If G is a semisimple linear group over a finite field of character­
istic p, there exists a linear irreducible representation of G (over Q) whose 
degree is equal to pn; it is the special representation of G discovered by R. 
Steinberg (cf. Canad. J. of Math., 8, 1956, p. 580-591 and 9, 1957, p. 
347-351). By a result of Solomon-Tits it may be realized as the homology 
representation of top dimension for the Tits building associated with G*. 

EXERCISES 

16.8. Take G = 2(4' cf. 5.7. Show that, for p = 2, the group G has no irreducible 
representation of the type described by prop. 46, but that there is such a 
representation for p = 3. Same question for @54• 

16.9. Let S E Sk' Prove the equivalence of the following properties: 
(i) S is a projective k[G]-module. 

(ii) S is isomorphic to the reduction mod. m of a module P satisfying the 
conditions of prop. 46. 

(iii) The diagonal coefficient Css of the Cartan matrix of G is equal to l. 
(For the equivalence of (i) and (iii), see ex. 15.7.) 

• Cf. L. Solomon, The Steinberg character of a finite group with a BN-pair. Theory of Finite 
Groups, edited by R. Brauer and C.-H Sah. W. A. Benjamin, New York, 1969, p. 213-221. 

137 



CHAPTER 17 

Proofs 

17.1 Change of groups 

Let H be a subgroup of G. We have already defined restriction and 
induc.tion homomorphisms relative to R K : 

and 

The same definitions apply to Rk and Pk: by restriction, every k[G]-module 
defines a k[H] module, which is projective if the given module is projective. 
Passing to Grothendieck groups, we get homomorphisms 

and 

On the other hand, if E is a k[H]-module, then Ind E = k[G]l8ik [H] E is a 
k[G]-module (said to be induced by E), which is projective if E is projective. 
Hence we have homomorphisms 

and 

Using the associativity of the tensor product, we easily obtain the formula 

in each of the following situations: 

(a) 

(b) 

(c) 

138 

x E RdH), y E RdG) 

x E Rk(H), y E Rk(G) 

x E Rk(H), y E Pk(G) 

and 

and 

and 

Ind~(x)'y E RK(G), 

Ind~(x) . y E Rk(G), 

Ind~(x) . y E Pk(G). 



17.2: Brauer's theorem in the modular case 

[Case (c) makes sense because Pk(G) is a module over Rk(G).] 

Moreover, the homomorphisms c, d, e of Ch. 15 commute with the 
homomorphisms Res~ and Ind~. 

EXERCISE 

17.1. Extend the definitions of Res~ and Ind~ to the case of a homomorphism 
H -+ G whose kernel has order prime to p (cf. ex. 7.1). 

17.2 Brauer's theorem in the modular case 

Theorem 39. Let X be the set of all rK-elementary subgroups of G (cf 12.6). 
The homomorphisms 

and 

Ind: $ Pk(H) ~ Pk(G) 
HEX 

defined by the Ind~, for HEX, are surjective. 

(In other words, tho 27 holds for Rk and Pk .) 

Let IK(resp. lk) denote the identity element of the ring RK(G) 
(resp. Rk(G». We have d(IK) = lk' By tho 27 we can write IK in the form 

IK = ~ IndH(xH) with xH E RK(H). 
HEX 

Applying d, and using the fact that d commutes with Ind~, we obtain an 
analogous formula for Ik : 

For y E Rk(G) (resp. Pk(G», we get by multiplication: 

y = lk' Y = ~ IndH(xH)' y = ~ Ind~(xH' Res~y), 
HEX HEX 

which proves the theorem. o 

Corollary. If K is sufficiently large, each element of Rk(G) (resp. of Pk (G» 
is a sum of elements of the form IndH(YH), where H is an elementary 
subgroup of G, and YH belongs to Rk(H)(resp. to Pk(H». 

Indeed, when K is sufficiently large, then X is just the set of all 
elementary subgroups of G. 
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Remark. The argument used in the proof of tho 39 applies to many other 
situations (cf. Swan [21], §§. 3,4.) For example it gives the following 
analogue of Artin's theorem (cf. tho 26): 

Theorem 40. Let T be the set of all cyclic subgroups ofG. The homomorphisms 

and 

are surjective. 

17.3 Proof of theorem 33 

We have to show that d: RK(G) ~ Rk(G) is surjective. By tho 39, Rk(G) 
is generated by the various Ind*(Rk(H», where H is fK-elementary. Since 
d commutes with Ind*, it is enough to show that Rk(H) = d(RK(H». 
Hence we are reduced to the case where G is fK-elementary. In this case we 
have the following more precise result: 

Theorem 41. Let I be a prime number. Assume that G is the semidirect product 
of an I-group P by a cyclic normal subgroup C of order prime to I. Then every 
simple k[G]-module E can be lifted (i.e., is the reduction mod m of an A­
free A [G]-module). 

(In other words, d maps Rj(G) onto Rt(G).) 

Suppose I =1= p. Let Cp be the p-Sylow subgroup of C, and let E' be the 
vector subspace of E consisting of those elements fixed by Cpo Since Cp is a 
p-group, we have E' =1= 0, cf. 8.3., prop. 26. Since Cp is normal in G, the 
space E' is stable under G. Thus E' = E, which means that Cp acts trivially 
on E, and that the representation of G in E comes from a representation of 
G/Cp • Since the order of G/Cp is prime to p, it is immediate that such a 
representation can be lifted (cf. 15.5). 

Suppose now that I = p. We proceed by induction on the order of G. 
Since C has order prime to p, the representation of C in E is semisimple. 
Decompose it into a direct sum of isotypic k[C]-modules (cf. 8.1 prop. 24): 

The group G permutes the E a's; since E is simple, G permutes transitively 
the nonzero E a's. Let Ep be one of these, and let Gp be the subgroup of 
G consisting of those elements s such that sEp = Ep. It is clear that Ep is a 
k[Gp]-module and that E is isomorphic to the corresponding induced 
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module Ind8/l(E,8). Moreover, G,8 is the semidirect product of a subgroup 
of P and the group C. If E,8 =F E, we have G,8 =F G, and the induction 
hypothesis applied to G,8 shows that E,8 can be lifted; the same is then true 
for E. 

Thus we may assume that E is an isotypic k[C]-module. Let p denote the 
homomorphism from k[G] into Endk(E) which defines the k[G]-module 
structure on E. The fact that E is k[C]-isotypic is equivalent to saying that 
the image of k[C] under p is afield k', which is a finite extension of k. The 
restriction of p to C is a homomorphism 4>: C ~ k'·, and k' is generated 
over k by 4> (C). The module E is thus endowed with the structure of a k'­
vector space. Now choose an element v*"O of E invariant under P; again 
this is possible since P is ap-group, cf. 8.3, prop. 26. For x E C, s E P, put 
sx = sxs- 1• We have 

p(s)(4>(x) . v) = p(sxs-l)p(s) . v = 4>(Sx) . v. 

Hence the subspace k'v of E generated by the 4>(x)· v, x E C, is stable under 
C and P, thus is equal to E. Hence dimk' E = 1. This allows us to identify 
E with k' in such a way that v becomes the unit element of k'. For all t E G 
p(t) is an endomorphism at of the k-vector space k'. For s E P we have 
as(I) = I by construction. Moreover, the above formula shows that 

hence 

as(q,(x)q,(x'» = as(q,(x»as(4>(x'» for all x, x' E C. 

Since k' is generated by the 4>(x), we get 

in other words, as is an automorphism of the field k' and the map s ~ as is 
a homomorphism a: P ~ Gal(k'/k), where the latter denotes the Galois 
group of k'/k. The lifting of E is now easy to define: let K' be the unramified 
extension of K corresponding to the residue extension k'/k, and let A' be 
the ring of integers of K'. The canonical isomorphism 

Gal(K'/K) ~ Gal(k'/k) 

gives an action of P on K' and on A' (using a). On the other hand, the 
homomorphism 4>: C ~ k'· lifts uniquely (using, say, multiplicative repre­
sentatives) to a homomorphism «;>: C ~ A'·, which gives an action of C on 
A' by multiplication. It is then immediate (from uniqueness) that we still 
have 

as(<<;>(x» = «;>(Sx) for x E C, s E P. 
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This means that the actions of C and P on A' combine to give an action of 
G. Endowed with such an A[G]-module structure, A' is the desired lifting. 

D 

Remark. When K is sufficiently large, we only need tho 41 in the case 
where G is elementary, thus a direct product of C with P. The above proof 
becomes much simpler: the group P acts trivially on the simple module E, 
which can thus be viewed as a simple k[C]-module and lifted without 
difficulty. 

17.4 Proof of theorem 35 

Let pn be the largest power of p dividing the order of G. We have to show 
that the cokernel of e: PdG) ~ Rk(G) is killed by pn. We distinguish two 
cases: 

(a) K is sufficiently large 

By the cor. to tho 39, R k (G) is generated by the Ind~ (R k (H» with H 
elementary. We are thus reduced to the case where G is elementary, hence 
decomposes as a product S x P, where S has order prime to p and P is a p­
group. We have seen in 15.7 that the Cartan matrix of such a group is the 
scalar matrix pn. The theorem follows in this case. 

(b) General case 

Let K' be a finite sufficiently large extension of K, with residue field k'. 
Scalar extension from k to k' gives us a commutative diagram: 

o~ Pk(G) ~ Pk,(G) ~ P ~O 

te t e' t y 
o~ Pk(G) ~ RdG) ~ R ~O, 

where P = Pk'(G)/Pk(G) and R = Rk,(G)/Rk(G). Whence the exact 
sequence: 

o ~ Ker(e) ~ Ker(e') ~ Ker(y) ~ Coker(e) ~ Coker(e'). 

By (a), Coker(e') is killed by pn. Since Pk,(G) and Rk,(G) have the same 
rank, it follows that e' is injective, whence the same is true for e, and so 
Coker(e) is finite. But we know (d. 14.6) that Pk(G) ~ Pk,(G) is a split 
injection. The group P is thus Z-free, and so is Ker(y). Since Ker(e') = 0, 
and Coker(e) is finite, the exact sequence above shows that Ker(y) = 0; 
hence Coker(e) embeds in Coker(e'). Since the latter is killed by pn, the 
same is true of Coker(e), which proves the theorem. D 
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17.5 Proof of theorem 37 
By extending K' if necessary, we can assume that K' is sufficiently large. 

(i) Necessity 
Let E be a projective A[G)-module, and let X be the character of the 

K'[G]-module K' ®A' E. If s EGis p-singular, we must show that X(s) = O. 
Replacing G by the cyclic subgroup generated by s, we can assume G is 
cyclic, hence of the form S X P, where S has order prime to p, and P is a p­
group. By 15.7, E is isomorphic to F ® A'[P), where F is an A'-free A'[S)­
module. The character X of K' ® E is thus equal to 0/ ® rp, where 0/ is a 
character of Sand rp is the character of the regular representation of P. 
Such a character is evidently zero off S, so in particular x(s) = O. 

(ii) Sufficiency (first part) 
Let y E Rk,(G), let X be the corresponding virtual character, and 

suppose X(s) = 0 for every p-singular element s of G. 
We will show thaty belongs to PA'(G) (where this group is identified with 

a subgroup of RdG) by means of e). 
By the cor. to tho 39, we have 

1 = L Ind(xH), with XH E RK,(G), 

where H runs over the set of all elementary subgroups of G. Multiplying by 
y, we get: 

The character of YH is zero on the p-singular elements of H. If we knew that 
YH belonged to PA,(H), it would follow that y belongs to PA'(G). Hence, 
we are reduced to the case where G is elementary. 

Now decompose G = S X P as above. We have 

Since X is zero off S, we can write X in the form 1 ® rp, where 1 is a class 
function on S, and rp is the character of the regular representation of P. If 
p is a character of S, then 

<1® rp,p ® I) = <1,p)' <rp, I) = <j,p). 

Since the left-hand side is equal to <X, p ® 1), it is an integer; thus 
<1, p) E Z for all p, which proves that 1 is a virtual character of S. Thus we 
can write y in the form 

y = Ys ® YP' 

withys E RK,(S), andyp the class of the regular representation of P. Since 
Ys E PA,(S)andyp E PA'(P),weindeedhavey E PA,(G). 
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(iii) Sufficiency (second part) 
Keep the notation (ii), and suppose in addition that the character X of y 

has values in K. We must show thaty belongs to PA(G). By (ii), we at least 
know that y E PA,(G). 

Let r be the degree of the extension K'/K. Every A'[G]-module defines 
an A[G]-module by restriction, and this module is projective whenever the 
original module is. Thus we have a homomorphism 

'IT: PN(G) ~ PA (G). 

Put z = '1T(y). Then z = r . y. Indeed, it suffices to verify this equality in 
RK,(G), and for this it is enough to show that the character XZ associated 
with z is equal to r . X. But we have 

Xz = TrK'/K (X), 

and since X has values in K, we get XZ = r . X. 
Thus y E PN(G) and r' y E PA(G). But the inclusion PA(G) ~ PN(G) 

is a split injection, cf. 14.6. Since r . y is divisible by r in PN(G), the same is 
true in PA(G), which means thaty E PA(G), and completes the proof. 0 

17.6 Proof of theorem 38 

We say that a group G is p-solvable of height h if it is a successive 
extension of h groups which are either of order prime to p or of order a 
power of p. We want to show that, if K is sufficiently large, then every 
simple k[G]-module lifts to an A-free A[G]-module. 
We proceed by induction on h (the case h = 0 being trivial) and, for groups 
of height h, by induction on the group order. 

Let I be a normal subgroup of G, of order either prime to p or a power of 
p, such that G/I has height h - 1. Let E be a simple (and thus absolutely 
simple) k[G]-module. If I is ap-group, the subspace EI of all elements of E 
left invariant by I is "* 0 and therefore equal to E; thus E is a simple 
k[G/I]-module. By induction it can be lifted to an A-free A[G/I] module, 
and the result follows in this case. 

Suppose now that I has order prime to p. Decompose E as a direct sum of 
isotypic k[I]-modules (i.e., sums of isomorphic simple modules): 

E = EB Ea , 

where Ea is an isotypic k[I]-module of type Sa' 
The group G permutes the Ea; since E is simple it permutes transitively 

those which are nonzero. Let Ea be one of these, and let Ga be the subgroup 
of G formed by all s E G such that s(Ea) = Ea' Then Ea is a k[Ga1-
module, and it is clear that E is the corresponding induced module. If 
Ea "* E, we have Ga "* G, and the induction hypothesis, applied to Ga , 

shows that Ea can be lifted; consequently the same is true for E. 
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We can now assume that E is an isotypic k[I]-module of type S where S 
is a simple k(I]-module. Since I has order prime to p, we can lift S in an 
essentially unique way to an A-free A[I] module, say S, and it is clear that 
K ® S is absolutely simple. By cor. 2 to prop. 16 of 6.5, it follows that 
dim S divides the order of I; in particuiar, dim S is prime to p. 

Now let s E G, and denote by is the automorphism x ~ sxs-' of I. Since 
E is isotypic of type S, it follows that S (and hence S) is isomorphic to its 
transform by is' This can be expressed as follows: 

Let p: 1-+ Aut(S) be the homomorphism defining the I-module struc­
ture of S, and let Us be the set of t E Aut(S) such that 

tp(x)t-' = p(sxs-') for all x E I. 

Then Us is not empty. 
Let G, be the group of all pairs (s, t) with s E G, t E Us' The map 

(s, t) ~ s is a surjective homomorphism G, -+ G; its kernel is equal to q, 
which is the multiplicative group A * of A. The group G, is thus a central 
extension of G by A *; it acts on S via the homomorphism (s, t) ~ t. 

We shall now replace G, by afinite group. Let d = dim S. If s E G, the 
elements det(t), t E Us' form a coset of A * modulo pt. By enlarging K 
(which is all right, since it does not change RK(G», we may assume that 
these cosets are all trivial, in other words that each Us contains an element 
of determinant 1. This being done, let C be the subgroup of A * formed by 
all det(p(x», x E I, and let G2 be the subgroup of G, formed by all (s, t) 
with t E Us and det(t) E C. The group G2 maps onto G; the kernel N of 
G2 -+ G is isomorphic to the subgroup of A * formed by all a with ad E C. 
Since d and Card (C) are prime to p, we conclude that N is a cyclic group 
of order prime to p. 

Denote by P2: G2 -+ Aut(S) the representation (s, t) ~ t of G2• If I is 
identified with a subgroup of G2 by means of x ~ (x,p(x», we see that the 
restriction of P2 to I is equal to p. Thus we have extended p, not to G itself, 
but at least to a central extension of G (we have a "projective" representa­
tion of G in the sense of Schur). Observe that I is normal in G2, and that 
InN = {I}. 

Return now to the original k[G]-module E. Let F = Homl(s,E) and let 
u: S ® F -+ E be the homomorphism which associates with a ® l (a E S, 
b E F the element b(a) of E.) From the fact that E is isotypic of type S we 
deduce easily that u is an isomorphism of S ® F onto E. 

The group G2 acts on S through the reduction of P2; it also acts on E via 
G2 -+ G; hence it acts on F. The isomorphism 

u: S ® F -+ E 

is compatible with this action of G2• Thus E, viewed alia k[G2 ]-module, can 
be identified with the tensor product of the k[G2]-modules Sand F. In 
order to lift E, it thus suffices to lift Sand F and take the tensor product of 
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Chapter 17: Proofs 

these liftings. We will then get an A-free A[G]-module E. Since N has order 
prime to p and acts trivially on the reduction E of E, it will follow that N 
acts trivially onE (cf. 15.5) and that E can be viewed as an A[G]-module­
indeed, we will have lifted E. 

Hence it remains to show that F can be lifted (the case of S being already 
settled). But F is a simple k[G2]-module (since E is) upon which I acts 
trivially by construction. So we may consider it as a simple k[H]-module, 
where H = GJI. 

The group H is a central extension of Gil (which is p-solvable of height 
< h - 1) by the group N, which is cyclic of order prime to p. If h = 1, we 
have H = N, and the lifting of F is immediate (15.5). If h ~ 2, the group 
H/N contains a normal subgroup M/N satisfying the following two 
conditions: 

(a) HIM = (H/N)/(M/N) has height < h - 2. 
(b) M/N is either a p-group or a group of order prime to p. 

If M/N is a p-group, then since N has order prime to p, M can be written 
as a product N X P where P is a p-group. The argument given at the 
beginning of the proof shows that P acts trivially on F, so F can be viewed 
as a k[H/P]-module. But it is clear that the height of HIP is < h - 1, so F 
can be lifted by induction. There remains the case where M/N has order 
prime to p. The order of M is then prime to p, and since HIM has height 
< h - 2, the height of H is < h - 1, and again induction applies. This 
completes the proof. 0 
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CHAPTER 18 

Modular characters 

The results we have been discussing are due, for the most part, to R. Brauer. 
He stated them in a slightly different language, that of modular characters, 
which we shall now describe. 

For simplicity, we assume that K is sufficiently large. 

18.1 The modular character of a representation 

Let Greg be the set of p-regular elements of G, and let m' be the l.c.m. of 
the orders of elements of Greg. By hypothesis, K contains the group ILK of 
m'th roots of unity; moreover, since m' is prime to p, reduction mod. m is 
an isomorphism of ILK onto the group ILk of m'th roots of unity of the residue 
field k. For A E ILk we let ~ denote the element of ILK whose reduction 
mod. m is A. 

Let E be a k[G]-module of dimension n, let s E Greg' and let sE be the 
endomorphism of E defined by s. Since the order of s is prime to p, sE is 
diagonalizable, and its eigenvalues (AI' ... ,An) belong to ILk. Put 

i=n 

tJ>E(s) = ~ ~i· 
i=1 

The function tJ>E: Greg ~ A thus defined is called the modular character (or 
Brauer character) of E. The following properties are immediate: 

(i) We have tJ>E(I) = n = dim E. 
(ii) tJ>E is a class junction on Greg' that is, 

tJ>E(tst- l ) = tJ>E(s) if s E Greg and t E G. 
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(iii) If 0 ~ E ~ E' ~ E" ~ 0 is an exact sequence of k[G]-modules, we 
have 

<PE' = <PE + <PEN. 

(iv) We have 

<PEl ®~ = <PEl • <P~' 

(v) If t E G has p' -component s E Greg' the trace of the endomorphism 
tE of E is the reduction mod. m of <PE{S): we have 

Tr{tE) = <PE{S), 

where the bar denotes reduction modulo m.{This can be seen by observing 
that the eigenvalues of (t- I sk are pnth roots of unity, hence equal to 1 since 
k has characteristic p. It follows that the eigenvalues of tE are the same as 
those of sE' whence the desired formula.) 

(vi) Let F be a K[G]-module with character X, let EI be a lattice of F 
stable under G, and let E = Et/mE1 be its reduction mod. m. Then <PE is 
the restriction of X to Greg. (It is enough to see this when G is cyclic of order 
prime to p. Moreover, tho 32 shows that <PE does not depend on the choice 
of a stable lattice E1• This allows a reduction to the case where EI is 
generated by eigenvectors of G, in which case the result is clear.) 

(vii) If F is a projective k[G]-module, and if F is a projective A[G]-module 
whose reduction is F, we shall denote the character of F (i.e., of the K[G]­
module K ® F) by IPF. If E is any k[G]-module, we know that E ® F is a 
projective k[G]-module, and so IPE®F makes sense. We have 

if s E Greg 

otherwise, 

a formula which can be more concisely written as IPE®F = <PE . IPF' even 
though <PE is not defined off Greg. (We know that IPE®F(s) = 0 if s f/. Greg' 
cf. tho 36. And by (vi) the restriction of IPE®F to Greg is equal to the modular 
character of E ® F, which is <PE . IPF by (iv).) 

(viii) With the same hypothesis as in (vii), we have 

where g = Card(G). (By definition, <E, F\ is the dimension of the largest 
subspace HG of H = Hom{F, E) which is fixed by G. However, H is a 
projective k[G]-module, so if fI is the corresponding projective A[G]­
module, we see easily that dimk HG = rankA fiG. If IPH is the character of 
K ® fI, we have 
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But H is isomorphic to the tensor product of E and the dual of P. By (vii) 
we have q,H(s) = q,p(s-I)4»E(S) for s E <1reg' and q,H(S) = 0 otherwise. 
The result follows.) 

We note the special case where E is the unit representation: 
(ix) The subspace pO formed by the elements invariant under G has 

dimension 

(l,q,p>=! ~ q,p(s). 
gsEGres 

Remark. Property (iii) allows us to define the virtual modular character </>x 
of an arbitrary element x of Rk(G). By (vi), if x = d(y) with y E Ro(G), 
then </>x is just the restriction to <1reg of the virtual character Xy of y. 

It is possible to give analogous definitions for any linear algebraic group G 
over k (assuming here k algebraically closed, for simplicity). The set Greg 
is then defined as the set of semisimple elements of G. If E is a linear 
representation of G, and if s E Greg. then cf>E(S) is defined to be the sum 
of the multiplicative representatives of the eigenvalues of sE; the modular 
character cf>E thus defined is a class function on Greg with values in A. 

18.2 Independence of modular characters 

Recall that Sk denotes the collection of isomorphism classes of simple 
k[G]-modules. The various </>E corresponding to elements E of Sk are called 
the irreducible modular characters of the group G. 

'Theorem 42 . (R. Brauer). The irreducible modular characters </>E (E E Sk) 
form a basis of the K-vector space of class functions on <1reg with values in 
K. 

This can be stated in the following equivalent form: 

'Theorem 42'. The map x ~ </>x extends to an isomorphism ofK ® Rk(G) onto 
the algebra of class functions on <1reg with values in K. 

These theorems immediately give: 

Corollary 1. Let P and p' be two k[G]-modules with the same modular 
character. Then [P] = [PI] in Rk(G); if P and F' are semisimple, they are 
isomorphic. 

Corollary 2. The kernel of the homomorphism d: RK(G) --+ Rk(G) consists of 
those elements x whose virtual character Xx is zero on <1reg. 

(Since d is surjective, this gives an explicit description of Rk(G) as a 
quotient of RK(G).) 
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Corollary 3. The number of classes of simple k[G]-modules is equal to the 
number of p-regular conjugacy classes of G. 

PROOF OF THEOREM 42. 
(a) We prove first that <I>E(E E Sk) are linearly independent over K. 

Indeed, suppose that we had a relation l: aE <I>E = 0, with aE E K, not all 
zero. Multiplying the aE by some element of K, we can assume that they all 
belong to the ring A, and that at least one does not belong to m. By 
reduction mod. m, we then have 

l: aE4»E(s) = 0 for all s E qeg' 
EeSt 

where the bar denotes reduction mod. m, and one of the aE is not zero. 
From formula (v) of the preceding section, we get 

l: lfE Tr{tE) = 0 for all t E G, 

thus also for all t E k[G]. However, since K is sufficiently large, the 
modules E are absolutely simple, so by the density theorem ([8], §4, no. 2), 
the homomorphism k[G] ~ EDEeStEndk{E) is surjective. Now let E E Sk 
such that aE ¥= 0, let u E Endk{E) have trace I (a projection on a line, for 
example), and let t be an element of k[G] having image u in Endk{E) and 
o in Endk{E') for E' =F E. Then we find that aE . I = 0, a contradiction. 

This part of the proof applies just as well to linear algebraic groups. 

(b) We have to show that the 4»E generate the vector space of class 
functions on qeg' Letfbe such a function, and extend it to a class function 
f' on G. We know thatf' can be written in the form l: A; X; with A; E K 
and x; E RK{G). Consequently f = l: A;d(x;) where d{X;) is the restric­
tion of X; to Greg. Since each d{X;) is a linear combination of the 4»E' we 
obtain the desired result. 0 

PROBLEM (Brauer). Let E E Sk and let pe be the largest power of p which 
divides dim E. Is it true that pe divides the order of G? 

EXERCISES 

18.1. (In this exercise we do not assume that G is finite or that k has characteristic 
¥= 0.) Let E and E' be semisimple k[G]-modules. Assume that, for each 
S E G, the polynomials det{l + sE T) and det{l + SE' T) are equal. Show 
that E and E' are isomorphic. [Reduce to the case where k is algebraically 
closed and argue as in part (a) of the proof of tho 42.] As a consequence, 
show that, if E is semisimple and if all the sE are unipotent, then G acts 
trivially on E (Kolchin's theorem). 

18.2. Let H be a subgroup of G, let F be a k[H]-module, and let E = Ind~ F. 
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18.3: Reformulations 

18.3. What is the spectrum of the ring Rk(G)? 

18.4. Show that the irreducible modular characters form a basis of the A-module 
of class functions on Greg with values in A. [Use lemma 8 of 10.3 to show 
that each class function on Greg with values in A extends to a class function 
on G which belongs to A ® RK(G).] 

18.3 Reformulations 

We have just seen that x ~ cf>x defines an isomorphism of K ® RK(G) 
onto the space of class functions on Greg. On the other hand, the map 
K ® e: K ® PdG) ~ K ® RK(G) identifies K ® Pk(G) with the vector 
space of class functions on G zero off Greg (this can be checked, for 
example, by comparing the dimensions of the two spaces). Tensoring with 
K, the cde triangle becomes: 

el:::::~ on G ~ elMS f7 on G~ 

Class functions on G, 

the maps K ® c, K ® d, K ® e being the obvious ones: restriction, restric­
tion, inclusion. Observe that K ® c is an isomorphism, in accordance with 
cor. I to tho 35. 

The matrices C and D can be interpreted in the following way: if 
F E SK' let XF denote the character of F; if E E Sk' let cf>E denote the 
modular character of E, and <PE the character of the projective envelope of 
E. Then 

onG 

on Greg' 

and we have the orthogonality relations 

We also mention the following version of tho 35: 
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Theorem 35'. Let p" be the largest power of p dividing the order of G. If cp is 
a modular character of G, and if ell is defined by the formula 

eIl(s) = pncp(s) 

eIl(s) = 0 

then ell is a virtual character of G. 

ifs E qeg 

if S ft. Greg 

We leave to the reader the task of making further reformulations of this 
type. 

EXERCISES 

18.5. If s E Greg' denote by pZ(s) the order of a p-Sylow subgroup of the centralizer 
of s in G. 

(a) Let cI> be a class function on G which has values in K. Show that 
cI> E A ® Pk(G) if and only if cI> is 0 off Greg and cI>(s) E pZ(s) A for 
every s E Greg (use ex. 18.4, together with the orthogonality relations 
< cI>E, q,E' > = 6EE-). 

(b) Use (a) to prove that 

Coker(c) ~ II Z/pz(s)Z and det(C) = p".£z(s), 

where s runs through a system of representatives of the p-regular classes 
ofG. 

18.6. Assume that G is p-solvable (cf. 16.3). If F E SK' let q,F denote the restriction 
of XF to Greg. Show that a function q, on Greg is the modular character ofa 
simple k[G]-module if and only if it satisfies the following two conditions: 

(a) There exists F E SK such that q, = q,F' 
(b) If (nF)FESK is a family of integers> 0 such that q, = ~ nFcf»p, then one 

of the nF is equal to I and the others are O. [Use the Fong-Swan 
theorem.] 

18.4 A section for d 

The homomorphism d: RdG) ~ Rk(G) is surjective (th. 33). We shall 
now describe a section for d, i.e., a homomorphism 

such that d 0 (J = l. 
For s E G let s' denote the p' -component of s. If f is a class function on 

Greg' define a class function l' on G by the formula 

1'(s) = f(s'). 
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Theorem 43. 

(i) Iff is a modular character of G, l' is a virtual character of G. 
(ii) The map f ~ l' defines a homomorphism of Rk(G) into RK (G) 

which is a section for d. 

To prove that l' is a virtual character of G (i.e., belongs to RdG», it is 
enough to prove that, for each elementary subgroup H of G, the restriction 
of l' to H belongs to RdH) (cf. 11.1, tho 21). We are thus reduced to the 
case where G is elementary, and so decomposes as G = S X P where S has 
order prime to p and P is a p-group. Moreover, we can assume that f is the 
modular character of a simple k[G]-module E. By the discussion in 15.7, E 
is even a simple k[S]-module, and we can lift it to a simple K[S]-module on 
which P acts trivially. The character of this module is ~vidently 1', which 
proves (i). 

Assertion (ii) follows from (i) by observing that the restriction of l' to 
qeg is equal to f. 0 

EXERCISES 

18.7. Let m be the I.c.m. of orders of the elements of G. Write m in the forropn m, 
with (p, m') = 1 (cf. 18.1.) and choose an integer q such that q == 0 
(mod. pn) and q == 1 (mod. m'). 
(a) Show that, if s E G, the p'-component s' of s is equal to sq. 
(b) Letfbe a modular character of G, and let '/> De an element of RK(G) 

whose restriction to Greg is f (such an element exists by tho 33). In the 
notation of tho 43, show that!, = 'Irq,/>, where 'Irq is the operator defined 
in ex. 9.3. Deduce from this another proof of the fact thatf' belongs to 
RK(G) [observe that RK(G) is stable under 'lriJ]. 

18.8. Prove tho 43 without assuming K sufficiently large [use the method of the 
preceding exercise]. 

18.5 Example: Modular characters of the symmetric group @34 

The group 6 4 is the group of permutations of {a, b, c, d}. Recall its 
character table (cf. 5.8): 

(ab) (ab)(cd) (abc) (abed) 

XI 1 1 1 1 1 

Xl 1 - 1 1 1 - I 

X3 2 0 2 - 1 0 
X4 3 1 - 1 0 - 1 
XS 3 - 1 - 1 0 I 
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We shall determine its irreducible modular characters in characteristic p. 
We may assume that p divides the order of G, i.e., p = 2 or p = 3. 

(a) The case p = 2 
There are two p-regular classes: that of I and that of (abc). By cor. 3 to 

tho 42, there are two irreducible representations in characteristic 2 (up to 
isomorphism.) The only representation of degree I is the unit representa­
tion, with modular character $t = 1. On the other hand, the irreducible 
representation of degree 2 of 6 4 upon reduction mod. 2 gives a representa­
tion P2 whose modular character <P2 takes the value -I for the element 
(abc). Consequently, P2 is not an extension of two representations of degree 
I (otherwise we would have <P2 = 2<pI = 2), hence is irreducible. The 
irreducible modular characters of 6 4 are thus <PI and <P2: 

1 
2 

(abc) 

1 
- 1 

The decomposition matrix D is obtained by expressing the restrictions to 
Greg of the characters XI' ••. , Xs as a function of <PI and <P2' We find 

XI = <PI on Greg 

X2 = <PI on Greg 

X3 = <P2 on Greg 

X4 = <PI +<P2 on Greg 

Xs = <PI +<P2 on Greg 

hence 

D = (~ I 0 : ). 0 

The characters IPI and 1P2 of the projective indecomposable modules 
corresponding to <PI and <P2 are obtained by means of the transposed matrix 
of D: 

IPI = XI + X2 + X4 + Xs 

1P2 = X3 + X4 + Xs' 

The corresponding representations have degree 8. The Cartan matrix 
C = D . tD is the matrix (~n with determinant 8. It expresses the 
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following decomposition of 4>1 and 4>2 on ~eg: 

4>1 = 4<1>1 + 2CP2 

4>2 = 2cpI + 3CP2 

(b) The case p = 3 

on Greg 

on Greg. 

18.4: A section for d 

There are four p-regular classes: I, (ab), (ab)(ed), (abed), hence four 
irreducible representations in characteristic p = 3. On the other hand, the 
reductions of the characters XI' X2' X4 and X5 are irreducible: this is clear 
for the first two, which have degree I, and for the two others it follows from 
the fact that their degree is the largest power of p dividing the group order 
(cf. 16.4, prop. 46). Since their modular characters are distinct, they are all 
the irreducible modular characters of the 6 4• If we denote them by CPI' CP2' 
q,3' q,4, we have the table: 

(ab) (ab)(cd) (abed) 

4»\ I 1 I 1 

4»2 I - 1 1 - 1 

4»3 3 1 - I - 1 

4»4 3 - 1 - 1 1 

Since X3 = CPI + CP2 on Greg we obtain the following decomposition matrix 
o and Cartan matrix C: 

I 0 
2 0 
o I 
o 0 

V. det(C) ~ 3. 

The characters 4>1' .•. , 4>4 of the projective indecomposable modules are: 

4>1 = XI + X3 

4>2 = X2 + X3 

4>3 = X4 

4>4 = X5 

(Note the simple expression of 4>3 and 4>4' cf. prop. 46.) 
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ExERCISES 

18.9. Verify the Fong-Swan theorem for @54[check that each 4>; is the restriction of 
some Xj to Greg]. 

18.10. Show that the irreducible representations of @54 are realizable over the prime 
field (in any characteristic). 

18.11. The group @54 has a normal subgroup N of order 4 such that @5JN is 
isomorphic to @53• Show that N acts trivially in each irreducible representa­
tion of @54 in characteristic 2. Use this to classify such representations. 

18.6 Example: Modular characters of the alternating group m5 
The group 21s is the group of even permutations of {a, b, c, d, e}. It has 60 

elements, divided into 5 conjugacy classes: 

the identity element 1, 
the 15 conjugates of (ab)(cd), which have order 2, 
the 20 conjugates of (abc), which have order 3, 
the 12 conjugates of s = (abcde), which have order 5, 
the 12 conjugates of s2, which have order 5. 

There are 5 irreducible characters, given by the following table: 

(ab)(cd) (abc) 8 82 

XI 

Xl 3 - I 0 z = I + v'5 
2 

z' 

X3 3 - I 0 z' _ 1- v'5 
- 2 z 

X4 4 0 I - I - 1 

XS 5 I - I 0 0 

The corresponding representations are: 

Xl: the unit representation 

X2 and X3: two representations of degree 3, realizable over the field 
Q(y'S), and conjugate over Q. They can be obtained by observing that 
{±l} X 21s is a "Coxeter group" with graph o~_s_o, and then consider­
ing the reflection representation for this group (cf. Bourbaki, Gr. et Alg. de 
Lie, Ch. VI, p. 231, ex. 11). 

X4: a representation of degree 4, realizable over Q, obtained by removing 
the unit representation from the permutation representation of 215 on 
{a, b, c, d, e}, cf. ex. 2.6. 

156 



18.6: Example: modular characters of the alternating group ~s 

Xs: a representation of degree 5, realizable over Q, obtained by removing 
the unit representation from the permutation representation of 215 on the 
set of its 6 subgroups of order 5. 

We determine the modular irreducible characters of 2ls for p = 2, 3, 5: 

(a) The case p = 2 
There are four p-regular classes, hence 4 modular irreducible characters. 

Two of these are obvious: the unit character, and the restriction of X4 (cf. 
prop. 46). On the other hand, we have 

X2 + X3 = 1 + Xs on Greg' 

which shows that the reductions of both the irreducible representations of 
degree 3 are not irreducible (their characters are conjugate over the field Q2 
of 2-adic numbers since y'5 f£ Q2). Each must decompose in Rk(G) as a 
sum of the unit representation and a representation of degree 2, necessarily 
irreducible. Therefore, the irreducible modular characters </>\' </>2' </>3' </>4 are 
given by the table: 

We have 

</>1 1 

</>2 2 

</>3 2 

</>4 4 

X\ = </>\ 

X2=</>\+</>2 

X3 = </>\ + </>3 

{abc} 

1 
- 1 
- 1 

1 

X4 = </>4 

XS=</>\+</>2+</>3 

Whence the matrices 0 and C: 

s 

z - 1 
z' - 1 

- 1 

on Greg 

on Greg 

on Greg 

on Greg 

on Greg. 

S2 

z' - 1 
z - 1 

- 1 

det(C} = 4. 
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(b) The case p = 3 

One finds 4 irreducible representations in characteristic 3, namely the 
reductions of the irreducible representations of degree I, 3, and 4 (two of 
degree 3). Moreover, we have X5 = 1 + X4 on qeg' Hence: 

D ~(~ ~ : ~ V' c ~ (~ ~ ! ~) det(C) = 3. 

(c) The case p = 5 

There are 3 irreducible representations in characteristic 5, the reductions 
of the irreducible representations of degree I, 3, and 5 (note that the two 
representations of degree 3 have isomorphic reductions). Moreover, we 
have X4 = Xl + X3 on Greg. Hence 

o = (~ ~ 0 ~ ~\, 0000;; (2 1 0) 
C = 1 3 0, 

001 

det(C) = 5. 

EXERCISES 

18.12. Check assertions (b) and (c). 

18.13. Prove that the irreducible representations of degree 2 of 2£5 in characteristic 
2 are realizable over the field F4 of 4 elements; obtain from this an 
isomorphism of 2£5 with the group SL2 (F4). 

18.14. Show that 2£5 is isomorphic to SL2(F5)/{±I}, and use this isomorphism to 
obtain the list of irreducible representations of 2£5 in characteristic 5. 

18.15. Show that X5 is monomial, and that X2, X3, X4 are not. 
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CHAPTER 19 

Applications to Artin representations 

19.1 Artin and Swan representations 

Let E be a field complete with respect to a discrete valuation, let FIE be 
a finite Galois extension of E, with Galois group G, and assume for 
simplicity that E and F have the same residue field. If s ,p I is an element 
of G and if 'IT is a prime element of F, put 

iO(s) = vp(s('IT) - 'IT), 

where Vp denotes the valuation of F, normalized so that vp('IT) = 1. 
Put 

ao(s) = -io(s) if s ,p I 

ao(I) = ~ io(S). 
3#) 

Clearly vp is a class function on G with integer values. Moreover: 

Theorem. The function ao is the character of a representation of G (over a 
sufficiently large field). 

In other words, if X is any character of G, then the number 

is a non-negative integer. 

Using the formal properties of ao (cf. [25], ch. VI), we see thatf(x) ~ 0, 
and easily reduce the integrality question to the case where G is cyclic (and 
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even, if we like, to the case where G is cyclic oj order a power oj the residue 
characteristic oJ E). We can then proceed in several ways: 

(i) If X is a character of degree I of G, one shows thatJ(x) coincides with 
the valuation of the conductor of X in the sense of local class field theory, 
and this valuation is evidently an integer. This method works, either in the 
case of a finite residue field (treated initially by Artin) or in the case of an 
algebraically closed residue field (using a "geometric" analogue of local 
class field theory); furthermore, the general case follows easily from the 
case of an algebraically closed residue field. 

(ii) The assertion that J(x) is an integer is equivalent to certain congru­
ence properties of the "ramification numbers" of the extension FIE. These 
properties can be proved directly, cf. [25], chap. V, §7, and S. Sen, Ann. oj 
Math., 90, 1969, p. 33-46. 0 

Now let 'G be the character of the regular representation of G, and put 
UG = rG - I. Let sWG = aG - uG. Then 

SWG(S) = I - iG(s) if S =1= 1 

sWG(I) = ~ (iG(s) - 1). 
s~1 

It is easily checked that, if X is a character of G, the scalar product 
<swG'X> is ~ O. Using the above theorem, one sees that <SWG, X> is a non­
negative integer for all X, that is, sWG is a character of G. 

The character aG(resp.swG) is called the Artin (resp. Swan) character of 
the Galois group G; the corresponding representation is called the Artin 
(resp. Swan) representation of G. An explicit construction of these repre­
sentations is not known. Nevertheless we can give a simple description of 
the characters g . aG and g . sWG, where g = Card (G): 

Let G; (i = 0,1, ... ) denote the ramification groups of G; thus S E G; if 
and only if iG(s) ~ i + 1 or S = 1. Put Card(G;) = gi. Then one checks 
that 

00 

g. aG = ~ gi . Ind~UuG.) 
i=O " 

and 

00 

g. sWG = ~ gi· Ind8.(uG.) 
i=1 " 

with uG; = rG; - 1. 
In particular we have sWG = 0 if and only if G 1 = {l}, i.e. the order of 

G is prime to the residue characteristic of E. (In other words, sWG = 0 if 
and only if FIE is tamely ramified.) 
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19.2: Rationality of the Artin and Swan representations 

19.2 Rationality of the Artin and Swan representations 

Even though ao and SWo have values in Z, one can give examples where 
the corresponding representations are not realizable over Q, nor even over 
R (cf. [26], §4 and §5). Nevertheless: 

Theorem 44. Let I be a prime number unequal to the residue characteristic 
ofE. 

(i) The representations of Artin and Swan are realizable over the field 
Q/ of I-adic numbers. 

(ii) There exists a projective Z/[G]-module Swo, unique up to isomor­
phism, such that Q/ ® SWo has character sWo. 

It is enough to prove (ii); assertion (i) then follows, since ao is obtained 
from sWo by adding to it uo, which is realizable over any field. 

For this, we apply prop. 44, taking p = I, K = Q/, n = g = Card(G), 
and choosing for K' a sufficiently large finite extension of Q/. Condition (a) 
of that proposition is satisfied, cf. 19.1. 

To check (b), we use the formula 

given above. By ramification theory, these G; (i > 1) have orders prime to 
I; it follows that every A'[G;]-module is projective (cf. 15.5), where A' 
denotes the ring of integers of K'. Hence uo; is afforded by a projective 
A'[G;]-module (even by a projective Z/[G;]-module if we wish), and the 
corresponding induced A'[G]-module is projective as well. Taking the direct 
sum of these modules (each repeated g; times), we obtain a projective A'[G]­
module with character g . swo. All the conditions of prop. 44 are thus 
satisfied, and the theorem follows. 0 

Remarks 

(1) Part (i) of tho 44 is proved in [26] by a somewhat more complicated 
method, which, however, gives a stronger result: the algebra Q/[G] is 
quasisplit (cf. 12.2). 

(2) One could get (ii) from (i) combined with the Fong-Swan theorem (th. 
38). 

(3) There are examples where the Artin and Swan representations are not 
realizable over Qp' where p is the residue characteristic of E. However, J.­
M. Fontaine has shown (cf. [27]) that these representations are realizable 
over the field of Witt vectors of eo, where eo denotes the largest subfield of 
the residue field of E which is algebraic over the prime field. 
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Chapter 19: Applications to Artin representations 

19.3 An invariant 

Let I be a prime number unequal to the residual characteristic of E. Put 
k = Z/IZ and let M be a k[G]-module. We define an invariant b(M) of M 
by the formula 

b(M) = <SwO,M>k = dim HomoSwo, M) = dim Homzr[o](Swo, M), 

where SWo = Swo/l· SWo denotes the reduction mod. I of the Z/[G]­
module SWo defined by tho 44. The scalar product <Swo' M>k makes sense, 
since SWo is projective, cf. 14.5. 

The invariant b(M) has the following properties: 

(i) If 0 ~ M' ~ M ~ Mil ~ 0 is an exact sequence of k[G]-modules, 
then b(M) = b(M') + b(M"). 

(ii) If <PM denotes the modular character of M, then 

(iii) 
cf. lS.I, formula (viii). 

b(M) = ~ ~ dimk(M/MO;) 
i=\ g 

where MO; denotes the largest subspace of M fixed by the ith 
ramification group G;. 

(This follows from the formula g . sWo = ~i;;'/ gi Ind~Uuo) by observ-

ing that <Ind8;(uG),<PM> is equal to dimk(M/Mo;) if i > 1.) 

(iv) We have b(M) = 0 if and only if G\ acts trivially on M, i.e., the 
action of G on M is "tame." [This follows from (iii).] 

Thus b(M) measures the "wild ramification" of the module M. This 
invariant enters into many questions: cohomology of algebraic curves, local 
factors of zeta functions, conductors of elliptic curves (d. [2S], [29], [30]). 
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Appendix 

Artinian rings 

A ring A is said to be artinian if it satisfies the following equivalent 
conditions (cf. Bourbaki, Alg. Ch. VIII, §2): 

(a) Every decreasing sequence of left ideals of A is stationary. 
(b) The left A-module A has finite length. 
(c) Every finitely generated left A-module has finite length. 

If A is artinian, its radical r is nilpotent, and the ring S = Air is 
semisimple. The ring S can be decomposed as a product II Sj of simple 
rings; each Sj is isomorphic to a matrix algebra Mn.(Dj) over a (skew) field 
Db and possesses a unique simple module Ej , which is a Drvector space of 
dimension nj. Every semisimple A-module is annihilated by r and thus may 
be viewed as an S-module; if the module is simple, it is isomorphic to one 
of the Ej • 

EXAMPLE. An algebra of finite dimension over a field k is an artinian ring; 
this applies in particular to the algebra k[G] of a finite group G. 

Grothendieck groups 

Let A be a ring, and let 6J be a category of left A-modules. The 
Grothendieck group of ~ denoted K(6J), is the abelian group defined by 
generators and relations as follows: 
Generators. A generator [E] is associated with each E E '?f. 
Relations. The relation [E] = [E'] + [E"] is associated with each exact 
sequence 

o -+ E -+ E' -+ E" -+ 0 where E, E', E" E '?f. 
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Appendix 

If H is an abelian group, the homomorphisms f: K(Ij) -+ H correspond 
bijectively with maps «1>: Ij -+ H which are "additive," i.e., such that 
cf>(E) = cf>(E') + cf>(E") for each exact sequence of the above type. 

The two most common examples are those where Ij is the category of all 
finitely generated A-modules, or all finitely genetated projective A-modules. 

Projective modules 

Let A be a ring, and P be a left A-module. We say that P is projective if 
it satisfies the following equivalent conditions (cf. Bourbaki, Alg., Ch. II, 
§2): 

(a) There exists a free A-module of which P is a direct factor. 
(b) For every surjective homomorphism f: E -+ E' of left A-modules, 

and for every homomorphism g': P -+ E', there exists a homomor­
phism g: P -+ E such that g' = fog. 

(c) The functor E ~ HomA(P,E) is exact. 

In order that a left ideal a of A be a direct factor of A as a module, it is 
necessary and sufficient that there exist e E A with e2 = e and a = Ae; 
such an ideal is a projective A-module. 

Discrete valuations 

Let K be a field, and let K * be the multiplicative group of nonzero 
elements of K. A discrete valuation of K (cf. [24]) is a surjective homomor­
phism v: K* -+ Z such that 

v(x + y) ~ Inf(v(x), v(y» for x, y E K*. 

Here v is extended to K by setting v(O) = + 00. 

The set A of elements x E K such that v(x) ~ 0 is a subring of K, called 
the valuation ring of v (or the ring of integers of K). It has a unique maximal 
ideal, namely the set m of all x E K such that v(x) ~ 1. The field 
k = A/m is called the residue field of A (or of v). 

In order that K be complete with respect to the topology defined by the 
powers of m, it is necessary and sufficient that the canonical map of A into 
the projective limit of the A/mn be an isomorphism. 
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Index of notation 

N umbers refer to sections, i.e., "1.1" is Section 1.1. 

V, GL(V): 1.1 
P, Ps = pes): 1.1 
c* = c - {O}: 1.2 

V = W EB W': 1.3 
g = order of G: 1.3,2.2 

Vj ® V2, PI ® P2' Sym2 (V), 
Alt2 (V): 1.5 

Tr(a) = ~ ajj' Xp(s) = Tr(ps): 2.1 
z* = z = x - iy: 2.1 

X~, X;: 2.1 
8i) = I if i = j, = 0 otherwise): 

2.2 

<ep,t/;> = (I/g) ~tEG ep(t-I)t/;(t): 
2.2 

ip(t) = ep(r I )* : 2.3 

(eplt/;) = <ep,~> 
= (I/g) ~tEG ep(t)t/;(t)*: 2.3 

XI' ... , Xh; nl' ... , nh; ~, ... , 
Wh : 2.4 

CI , ... , Ck ; cs : 2.5 

V = Vj EB ... EB \h (canonical 
decomposition) : 2.6 

Pi (canonical projection onto V) : 
2.6 

Pa/1: 2.7 
G = q x~: 3.2 

P, 0, Xp' Xu: 3.3 
G/H, sH, R: 3.3 
fGf(t)dt: 4.2 
(eplt/;) = fG ep(t)t/;(t)* dt: 4.2 
Cn: 5.1 
Coo: 5.2 
On' Cnv : 5.3 
I = {I,t}; 0nh = On X I: 5.4 

Xg, Xu: 5.4 
0 00 : 5.5 
000h = 0 00 X I: 5.6 
2:(4 = H . K: 5.7 
®4 = H· L: 5.8 

G = ®3' M = ®4 X I: 5.9 
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Index of notation 

K[G): 6.1 
Cent. C[G), wi: 6.3 
Ind~(W), Ind W: 7.1 
l' = Indf = Ind~f: 7.2 
Res fP, Res V: 7.2 
K \G/H, ~, pS: 7.3 

Oi,p: S.2 
R+(G), R(G), FC(O):9.1 

Res*, Res, Ind*, Ind: 9.1 
i'k(j), X!' X~, 0T(X), AT(x): 9.1, 

ex. 3 

0A: 9.4 
x = xr . xu' H = C . P: 10.1 
g = pn[: 10.2 

~, Ind, A : 10.2 
A, g, i'n: 11.2 

Spec, Cl(G), Me' PM,e: 11.4 
K, C, RdG), RK(G): 12.1 

Ai' Y;, Pi' Xi' CfJi' I/Ii' mi : 12.2 
reo °1, i'/: 12.4 
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XK, XK(p), g = pn[, VK,p: 12.6, 
12.7 

A, Pi' N(x): 12.7 
Q(m), 1*: 13.1 
K, A, m, p, G, m: 14, Notation 

SK' Sk' RK(G), R~(G), Rk(G), 
Rt(G): 14.1 

Pk(G), Pk+(G), PA(G), pt(G): 14.2 

PE : 14.3 
P = PimP: 14.4 
(e,j)K' (e,j)k: 14.5 
c, C, CST: 15.1 
d, D, DpE : 15.2 
e, E: 15.3 

Res*, Ind~: 17.1 

Greg' P.K' P.k' X, fPE' f#Jx' sE' <l>p: IS.1 
Xp(F E sK)' CfJE' <l>E(E E Sk):IS.3 

ao' io• sWo, ro, uo : 19.1 
Swo: 19.2 
b(M): 19.3 



Index of terminology 

N umbers refer to sections, i.e., "1.1" is Section 1.1. 

Absolutely irreducible (representation): 
12.1 

Algebra (of a finite group): 6.1 
Artin (representation of): 19.1 
Artin's theorem: 9.2, 12.5, 17.2 
Artinian (ring): Appendix 
Associated (the p-elementary 

subgroup ... with a pi-element): 10.1 

Brauer's theorem (on the field affording 
a representation): 12.3 

Brauer's theorem (on induced 
characters): 10.1, 12.6, 17.2 

Brauer's theorem (on modular 
characters): 18.2 

Center (of a group algebra): 6.3 
Character (of a representation): 2.1 
Character (modular): 18.1 
Class function: 2.1, 2.5 
fK-class: 12.6 
Compact (group): 4.1 
Complement (of a vector space): 1.3 
Conjugacy class: 2.5 
Conjugate (elements): 2.5 
fK-conjugate (elements): 12.4 

Decomposition (canonical ... of a 
representation): 2.6 

Decomposition (homomorphism, 
matrix): 15.3 

Degree (of a representation): 1.1 
Dihedral (group): 5.3 
Direct sum (of two representations): 1.3 
Double cosets: 7.3 

Elementary (subgroup): 10.5 
frelementary (subgroup): 12.6 
Envelope (projective ... of a module): 

14.3 

Fong-Swan (theorem of): 16.3, 17.6 
Fourier (inversion formula of): 6.2 
Frobenius (reciprocity formula of): 7.2 
Frobenius (subgroup): ex. 7.3 
Frobenius (theorem of): 11.2 

Grothendieck (group): Appendix 

Haar (measure): 4.2 
Higman (theorem of): ex. 6.3 

Index (of a subgroup): 3.1, 3.3 
Induced (function): 7.2 
Induced (representation): 3.3, 7.1, 17.1 
Integral (element over Z): 6.4 
Irreducible (character): 2.3 
Irreducible (modular character): 18.2 
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Index of terminology 

Irreducible (representations): 1.4 
Isotypic (module, representation): 8.1 

fK-class: 12.6 
fK-conjugate (elements): 12.4 
fK-elementary, fK-p-elementary 

(subgroup): 12.6 

Kronecker (product): 1.5 

Lattice (of a K-vector space): 15.2 
Left coset (of a subgroup): 3.3 

Mackey (irreducibility criterion of): 7.4 
Matrix form (of a representation): 2.1 
Monomial (representation): 7.1 

Nilpotent (group): 8.3 
Nondegenerate over Z (bilinear form): 

14.5 

Orthogonality relations (for 
characters): 2.3 

Orthogonality relations (for 
coefficients): 2.2 

p-component and p' -component of an 
element: 10.1 

p-element, p'-element: 10.1 
p-elementary (subgroup): 10.1 
fK-p-elementary (subgroup): 12.6 
p-group: 8.3 
Plancherel (formula of): ex. 6.2 
p-regular (element): 10.1 
p-regular (conjugacy class): 11.4 
p-solvable (group): 16.3 
Product (direct ... of two groups): 3.2 
Product (scalar): 1.3 
Product (scalar ... of two functions): 

2.3 
Product (semidirect ... of two groups): 

8.2 
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Product (tensor ... of two 
representations): 1.5, 3.2 

Projection: 1.3 
Projective (module): Appendix 
p-singular (element): 16.2 
p-unipotent (element): 10.1 

Quasisplit algebra: 12.2 
Quaternion (group): 8.5, ex. 8.11 

Rational (representation over K): 12.1 
Reduction (modulo m): 14.4, 15.2 
Representation: 1.l,6.1 
Representation (permutation): 1.2 
Representation (regular): 1.2 
Representation (space): Il.l 
Representation (unit): 1.2 
Restriction (of a representation): 7.2, 

9.1,17.1 

Schur (index): 12.2 
Schur's lemma: 2.2 
Simple (representation): 1.3 
Solvable (group): 8.3 
Spectrum (of a commutative ring): 11.4 
Split (injection): Il.l 
Subrepresentation: 1.3 
Sufficiently large (field): 14, notation 
Supersolvable (group): 8.3 
Swan (representation of): 19.1 
Sylow (theorems of): 8.4 
Sylow subgroup: 8.4 
Symmetric square and alternating 

square (of a representation): 1.5 

Trace (of an endomorphism): 2.1 

Valuation (discrete ... of a field): 
Appendix 

Virtual (character): 9.1 
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