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Preface 

This is the sequel to my book Functions of One Complex Variable I, and 
probably a good opportunity to express my appreciation to the mathemat­
ical community for its reception of that work. In retrospect, writing that 
book was a crazy venture. 

As a graduate student I had had one of the worst learning experiences 
of my career when I took complex analysis; a truly bad teacher. As a 
non-tenured assistant professor, the department allowed me to teach the 
graduate course in complex analysis. They thought I knew the material; I 
wanted to learn it. I adopted a standard text and shortly after beginning 
to prepare my lectures I became dissatisfied. All the books in print had 
virtues; but I was educated as a modern analyst, not a classical one, and 
they failed to satisfy me. 

This set a pattern for me in learning new mathematics after I had become 
a mathematician. Some topics I found satisfactorily treated in some sources; 
some I read in many books and then recast in my own style. There is also the 
matter of philosophy and point of view. Going from a certain mathematical 
vantage point to another is thought by many as being independent of the 
path; certainly true if your only objective is getting there. But getting there 
is often half the fun and often there is twice the value in the journey if the 
path is properly chosen. 

One thing led to another and I started to put notes together that formed 
chapters and these evolved into a book. This now impresses me as crazy 
partly because I would never advise any non-tenured faculty member to 
begin such a project; I have, in fact, discouraged some from doing it. On 
the other hand writing that book gave me immense satisfaction and its re­
ception, which has exceeded my grandest expectations, makes that decision 
to write a book seem like the wisest I ever made. Perhaps I lucked out by 
being born when I was and finding myself without tenure in a time (and 
possibly a place) when junior faculty were given a lot of leeway and allowed 
to develop at a slower pace-something that someone with my background 
and temperament needed. It saddens me that such opportunities to develop 
are not so abundant today. 

The topics in this volume are some of the parts of analytic function 
theory that I have found either useful for my work in operator theory or 
enjoyable in themselves; usually both. Many also fall into the category of 
topics that I have found difficult to dig out of the literature. 

I have some difficulties with the presentation of certain topics in the 
literature. This last statement may reveal more about me than about the 
state of the literature, but certain notions have always disturbed me even 
though experts in classical function theory take them in stride. The best 
example of this is the concept of a multiple-valued function. I know there 
are ways to make the idea rigorous, but I usually find that with a little 
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work it isn't necessary to even bring it up. Also the term multiple-valued 
function violates primordial instincts acquired in childhood where I was 
sternly taught that functions, by definition, cannot be multiple-valued. 

The first volume was not written with the prospect of a second volume 
to follow. The reader will discover some topics that are redone here with 
more generality and originally could have been done at the same level of 
sophistication if the second volume had been envisioned at that time. But 
I have always thought that introductions should be kept unsophisticated. 
The first white wine would best be a Vouvray rather than a Chassagne­
Montrachet. 

This volume is divided into two parts. The first part, consisting of Chap­
ters 13 through 17, requires only what was learned in the first twelve chap­
ters that make up Volume I. The reader of this material will notice, how­
ever, that this is not strictly true. Some basic parts of analysis, such as 
the Cauchy-Schwarz Inequality, are used without apology. Sometimes re­
sults whose proofs require more sophisticated analysis are stated and their 
proofs are postponed to the second half. Occasionally a proof is given that 
requires a bit more than Volume I and its advanced calculus prerequisite. 
The rest of the book assumes a complete understanding of measure and 
integration theory and a rather strong background in functional analysis. 

Chapter 13 gathers together a few ideas that are needed later. Chapter 
14, "Conformal Equivalence for Simply Connected Regions," begins with a 
study of prime ends and uses this to discuss boundary values of Riemann 
maps from the disk to a simply connected region. There are more direct 
ways to get to boundary values, but I find the theory of prime ends rich in 
mathematics. The chapter concludes with the Area Theorem and a study 
of the set S of schlicht functions. 

Chapter 15 studies conformal equivalence for finitely connected regions. 
I have avoided the usual extremal arguments and relied instead on the 
method of finding the mapping functions by solving systems of linear equa­
tions. Chapter 16 treats analytic covering maps. This is an elegant topic 
that deserves wider understanding. It is also important for a study of Hardy 
spaces of arbitrary regions, a topic I originally intended to include in this 
volume but one that will have to await the advent of an additional volume. 

Chapter 17, the last in the first part, gives a relatively self contained 
treatment of de Branges's proof of the Bieberbach conjecture. I follow the 
approach given by Fitzgerald and Pommerenke [1985]. It is self contained 
except for some facts about Legendre polynomials, which are stated and 
explained but not proved. Special thanks are owed to Steve Wright and 
Dov Aharonov for sharing their unpublished notes on de Branges's proof 
of the Bieberbach conjecture. 

Chapter 18 begins the material that assumes a knowledge of measure 
theory and functional analysis. More information about Banach spaces is 
used here than the reader usually sees in a course that supplements the 
standard measure and integration course given in the first year of graduate 
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study in an American university. When necessary, a reference will be given 
to Conway [1990]. This chapter covers a variety of topics that are used in 
the remainder of the book. It starts with the basics of Bergman spaces, some 
material about distributions, and a discourse on the Cauchy transform and 
an application of this to get another proof of Runge's Theorem. It concludes 
with an introduction to Fourier series. 

Chapter 19 contains a rather complete exposition of harmonic functions 
on the plane. It covers about all you can do without discussing capacity, 
which is taken up in Chapter 21. The material on harmonic functions from 
Chapter 10 in Volume I is assumed, though there is a built-in review. 

Chapter 20 is a rather standard treatment of Hardy spaces on the disk, 
though there are a few surprising nuggets here even for some experts. 

Chapter 21 discusses some topics from potential theory in the plane. It 
explores logarithmic capacity and its relationship with harmonic measure 
and removable singularities for various spaces of harmonic and analytic 
functions. The fine topology and thinness are discussed and Wiener's cri­
terion for regularity of boundary points in the solution of the Dirichlet 
problem is proved. 

This book has taken a long time to write. I've received a lot of assistance 
along the way. Parts of this book were first presented in a pubescent stage 
to a seminar I presented at Indiana University in 1981-82. In the sem­
inar were Greg Adams, Kevin Clancey, Sandy Grabiner, Paul McGuire, 
Marc Raphael, and Bhushan Wadhwa, who made many suggestions as the 
year progressed. With such an audience, how could the material help but 
improve. Parts were also used in a course and a summer seminar at the 
University of Tennessee in 1992, where Jim Dudziak, Michael Gilbert, Beth 
Long, Jeff Nichols, and Jeff vanEeuwen pointed out several corrections and 
improvements. Nathan Feldman was also part of that seminar and besides 
corrections gave me several good exercises. Toward the end of the writing 
process I mailed the penultimate draft to some friends who read several 
chapters. Here Paul McGuire, Bill Ross, and Liming Yang were of great 
help. Finally, special thanks go to David Minda for a very careful read­
ing of several chapters with many suggestions for additional references and 
exercises. 

On the technical side, Stephanie Stacy and Shona Wolfenbarger worked 
diligently to convert the manuscript to 'lEX. Jinshui Qin drew the figures in 
the book. My son, Bligh, gave me help with the index and the bibliography. 

In the final analysis the responsibility for the book is mine. 
A list of corrections is also available from my WWW page (http: / / 

www.math.utk.edu/~conway/). 
Thanks to R. B. Burckel. 
I would appreciate any further corrections or comments you 

wish to make. 
John B Conway 
University of Tennessee 
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Chapter 13 

Return to Basics 

In this chapter a few results of a somewhat elementary nature are collected. 
These will be used quite often in the remainder of this volume. 

§ 1 Regions and Curves 

In this first section a few definitions and facts about regions and curves in 
the plane are given. Some of these may be familiar to the reader. Indeed, 
some will be recollections from the first volume. 

Begin by recalling that a region is an open connected set and a simply 
connected region is one for which every closed curve is contractible to a 
point (see 4.6.14). In Theorem 8.2.2 numerous statements equivalent to 
simple connectedness were given. We begin by recalling one of these equiv­
alent statements and giving another. Do not forget that Coo denotes the 
extended complex numbers and 800G denotes the boundary of the set G in 
Coo. That is, 800G = 8G when G is bounded and 800G = 8G U {oo} ,when 
G is unbounded. 

It is often convenient to give results about subsets of the extended plane 
rather than about C. If something was proved in the first volume for a 
subset of C, but it holds for subsets of Coo with little change in the proof, 
we will not hesitate to quote the appropriate reference from the first twelve 
chapters as though the result for Coo was proved there. 

1.1 Proposition. If G is a region in Coo, the following statements are 
equivalent. 

(a) G is simply connected. 

(b) Coo \ G is connected 

(c) 800 G is connected. 

Proof The equivalence of (a) and (b) has already been established in 
(8.2.2). In fact, the equivalence of (a) and (b) was established without 
assuming that G is connected. That is, it was only assumed that G was 
a simply connected open set; an open set with every component simply 
connected. The reader must also pay attention to the fact that the con­
nectedness of G will not be used when it is shown that (c) implies (b). This 
will be used when it is shown that (b) implies (c). 
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So assume (c) and let us prove (b). Let F be a component of Coo \ G; so 
F is closed. It follows that F n cl G =I- 0 (cl denotes the closure operation in 
C while cloo denotes the closure in the extended plane.) Indeed, if it were 
the case that F n cl G = 0, then for every z in F there is an t: > 0 such that 
B(z;t:)nG = 0. Thus FUB(z;t:) ~ Coo \G. But FUB(z;t:) is connected. 
Since F is a component of Coo \ G, B(z; t:) ~ F. Since z was an arbitrary 
point, this implies that F is an open set, giving a contradiction. Therefore 
F n cl G =I- 0. 

Let Zo E F n cl G; so Zo E BooG. By (c) BooG is connected, so F U BooG 
is a connected set that is disjoint from G. Therefore BooG ~ F since F is a 
component of Coo \ G. What we have just shown is that every component 
of Coo \ G must contain BooG. Hence there can be only one component and 
so Coo \ G is connected. 

Now assume that condition (b) holds. So far we have not used the fact 
that G is connected; now we will. Let U = Coo \ clooG. Now Coo \ U = 
clooG and clooG is connected. Since we already have that (a) and (b) are 
equivalent (even for non-connected open sets), U is simply connected. Thus 
Coo \ BooG = G U U is the union of two disjoint simply connected sets and 
hence must be simply connected. Since (a) implies (b), BooG = Coo \(GUU) 
is connected. 0 

1.2 Corollary. If G is a region in C, then the map F ---> F n BooG defines 
a bijection between the components of Coo \ G and the components of BooG. 

Proof. If F is a component of Coo \ G, then an argument that appeared in 
the preceding proof shows that F n BooG =I- 0. Also, since BooG ~ Coo \ G, 
any component C of BooG that meets F must be contained in F. It must 
be shown that two distinct components of BooG cannot be contained in F. 

To this end, let G I = Coo \ F. Since G I is the union of G and the 
components of Coo \ G that are distinct from F, G I is connected. Since 
Coo \ G I = F, a connected set, G I is simply connected. By the preceding 
proposition, BooG I is connected. Now BooG I ~ BooG. In fact for any point z 
in BooG I , 0 =I- B(z; t:) n (Coo \ G I ) ~ B(z; t:)n(Coo \ G). Also if B(z; t:)nG = 
0, then B(z;t:) ~ Coo \G and B(z;t:)nF =I- 0; thus z E int F, contradicting 
the fact that z E BooG I . Thus BooG I ~ BooG. Therefore any component of 
BooG that meets F must contain BooGI . Hence there can be only one such 
component of BooG. That is, F n BooG is a component of BooG. 

This establishes that the map F ---> F n BooG defines a map from the 
components of Coo \ G to the components of BooG. The proof that this 
correspondence is a bijection is left to the reader. 0 

Recall that a simple closed curve in C is a path '"'( : [a, b] ---> C such that 
'"'(t) = '"'(s) if and only if t = s or Is - tl = b - a. Equivalently, a simple 
closed curve is the homeomorphic image of BJI)). Another term for a simple 
closed curve is a Jordan curve. The Jordan Curve Theorem is given here, 
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but a proof is beyond the purpose of this book. See Whyburn [1964]. 

1.3 Jordan Curve Theorem. If'Y is a simple closed curve in C, then 
C \ 'Y has two components, each of which has 'Y as its boundary. 

Clearly one of the two components of C \ 'Y is bounded and the other is 
unbounded. Call the bounded component of C \ 'Y the inside of 'Y and call 
the unbounded component of C \ 'Y the outside of 'Y. Denote these two sets 
by ins 'Y and out 'Y, respectively. 

Note that if'Y is a rectifiable Jordan curve, so that the winding number 
n( 'Y; a) is defined for all a in C \ 'Y, then n( 'Y; a) == ±1 for a in ins 'Y while 
n( 'Y; a) == 0 for a in out 'Y. Say 'Y is positively oriented if n( 'Y; a) = 1 for all 
a in ins 'Y. A curve 'Y is smooth if 'Y is a continuously differentiable function 
and 'Y'(t) f:. 0 for all t. Say that 'Y is a loop if 'Y is a positively oriented 
smooth Jordan curve. 

Here is a corollary of the Jordan Curve Theorem 

1.4 Corollary. If'Y is a Jordan curve, ins 'Y and (out 'Y) U { oo} are simply 
connected regions. 

Proof. In fact, Coo \ ins 'Y = cloo (out 'Y) and this is connected by the 
Jordan Curve Theorem. Thus ins 'Y is simply connected by Proposition 1.1. 
Similarly, out 'Y U { oo} is simply connected. 0 

A positive Jordan system is a collection r = {'Yl,"" 'Ym} of pairwise 
disjoint rectifiable Jordan curves such that for all points a not on any 'Yj, 
n(r;a) == 2:;:1 nC'Yj;a) = 0 or 1. Let out r == {a E C: n(r;a) = O} = the 
outside of r and let ins r == {a E C : nCr; a) = I} = the inside of r. Thus 
C \ r = out rUins r. Say that r is smooth if each curve 'Yj in r is smooth. 

Note that it is not assumed that ins r is connected and if r has more 
than one curve, out r is never connected. The boundary of an annulus is 
an example of a positive Jordan system if the curves on the boundary are 
given appropriate orientation. The boundary of the union of two disjoint 
closed annuli is also a positive Jordan system, as is the boundary of the 
union of two disjoint closed disks. 

If X is any set in the plane and A and B are two non-empty sets, say that 
X separates A from B if A and B are contained in distinct components of 
the complement of X. The proof of the next result can be found on page 
34 of Whyburn [1964]. 

1.5 Separation Theorem. If K is a compact subset of the open set U, 
a E K, and b E Coo \ U, then there is a Jordan curve'Y in U such that'Y is 
disjoint from K and 'Y separates a from b. 

In the preceding theorem it is not possible to get that the point a lies 
in ins 'Y. Consider the situation where U is the open annulus ann(O; 1,3), 
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K = {z; Izl = 3/2}, a = 3/2, and b = O. 

1.6 Corollary. The curve, in the Separation Theorem can be chosen to 
be smooth. 

Proof. Let 0 = ins , and for the moment assume that a E O. The other 
case is left to the reader. Let Ko = K n O. Since, n K = 0, it follows that 
Ko is a compact subset of n that contains a. Since 0 is simply connected, 
there is a Riemann map T : lJ) ---+ O. By a compactness argument there is 
a radius r, 0 < r < 1, such that T(rlJ)) :2 Ko. Since U is open and , ~ U, 
r can be chosen so that T(rolJ)) ~ U. Let a be a parameterization of the 
circle rolJ) and consider the curve TO a. Clearly TO a separates a from b, is 
disjoint from K, and lies inside U. 0 

Note that the proof of the preceding corollary actually shows that, can 
be chosen to be an analytic curve. That is, , can be chosen such that 
it is the image of theynit circle under a mapping that is analytic in a 
neighborhood of the circle. (See §4 below.) 

1. 7 Proposition. If K is a compact connected subset of the open set U 
and b is a point in the complement of U, then there is a loop 'Y in U that 
separates K and b. 

Proof. Let a E K and use (1.6) to get a loop, that separates a and b. 
Let 0 be the component of the complement of , that contains a. Since 
K n n i= 0, K n'Y = 0, and K is connected, it must be that K ~ n. 0 

The next result is used often. A proof of this proposition can be given 
starting from Proposition 8.1.1. Actually Proposition 8.1.1 was not com­
pletely proved there since the statement that the line segments obtained in 
the proof form a finite number of closed polygons was never proved in de­
tail. The details of this argument are combinatorially complicated. Basing 
the argument on the Separation Theorem obviates these complications. 

1.8 Proposition. If E is a compact subset of an open set e, then there 
is a smooth positively oriented Jordan system r contained in e such that 
E~insr~e. 

Proof. Now e can be written as the increasing union on open sets en 
such that each en is bounded and C \ en has only a finite number of 
components (7.1.2). Thus it suffices to assume that e is bounded and C\e 
has only a finite number of components, say K o, Kl, ... , Kn where Ko is 
the unbounded component. 

It is also sufficient to assume that e is connected. In fact if U1 , U2 , ... 

are the components of e, then {Urn} is an open cover of E. Hence there 
is a finite subcover. Thus for some integer m there are compact subsets 
Ek of Uk, 1 :::; k :::; m, such that E = u;n E k. If the proposition is proved 
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under the additional assumption that G is connected, this implies there 
is a smooth positively oriented Jordan system r k in Uk such that Ek ~ 
ins r ~ Uk; let r = u;n r k. Note that since cl (ins rk) = r k U ins r k ~ Uk, 
cl (ins rk) n cl (ins r i ) = 0 for k =F i. Thus r is also a positively oriented 
smooth Jordan system in G and E ~ ins r = u;n ins rk ~ G. 

Let c > 0 such that for 0 ::; j ::; n, (Kj)e == {z : dist(z, K j ) ::; c} 
is disjoint from E as well as the remainder of these inflated sets. Also 
pick a point ao in intKo. By Proposition 1.7 for 1 ::; j ::; n there is a 
smooth Jordan curve 'Yj in {z: dist(z,Kj) < c} that separates ao from K j . 

Note that ao belongs to the unbounded component of the complement of 
{z : dist(z, K j ) < c}. Thus K j ~ ins 'Y; and ao E out 'Yj. Give 'Yj a negative 
orientation so that n( 'Yj : z) = -1 for all z in K j . 

Note that U = C \ Ko is a simply connected region since its complement 
in the extended plane, K o, is connected. Let T : JI)) ---. U be a Riemann map. 
For some r, 0 < r < 1, V = T(rJI))) contains EUU~ K j and av ~ int(Ko)e. 
Let 'Yo = av with positive orientation. Clearly E U U~ K j ~ ins 'Yo and 
ao E out 'Yo. 

It is not difficult to see that r = {'Yo, 'Y1, ... ,'Yn} is a smooth Jordan 
system contained in G. If z E K j for 1 ::; j ::; n, then n(r, z) = n("(j, z) + 
n("(o, z) = -1 + 1 = O. Now ao E out r; but the fact that r ~ G and Ko is 
connected implies that Ko ~ out r. It follows that ins r ~ G. 

On the other hand, if z E E, then z E out 'Yj for 1 ::; j ::; nand z E ins 'Yo. 
Thus E ~ ins r. D 

1.9 Corollary. Suppose G is a bounded region and K o, ... , Kn are the 
components of Coo \ G with 00 in Ko. If c > 0, then there is a smooth 
Jordan system r = {'Yo, ... ,'Yn} in G such that: 

(a) for 1::; j ::; n, K j ~ ins'Yj; 

(b) Ko ~ out 'Yo; 

(c) for 0::; j ::; n, 'Yj ~ {z : dist(z, K j ) < c}. 

Proof. Exercise. D 

1.10 Proposition. An open set G in C is simply connected if and only if 
for every Jordan curve'Y contained in G, ins'Y ~ G. 

Proof. Assume that G is simply connected and 'Y is a Jordan curve in G. 
So Coo \ G is connected, contains 00, and is contained in Coo \ 'Y. Therefore 
the Jordan Curve Theorem implies that C \ G ~ out 'Y. Hence, cl (ins 'Y) = 
C \ out 'Y ~ G. 

Now assume that G contains the inside of any Jordan curve that lies in 
G. Let a be any closed curve in G; it must be shown that a is homotopic 
to 0 in G. Let c > 0 be chosen so that (a)e ~ G and pick a point b in the 
unbounded component of the complement of (a)e. By Proposition 1.7 there 
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is a Jordan curve 'Y in {z : dist(z, O") < c} that separates the compact set 
0" and the point b. The unbounded component of the complement of (O")€ 
must be contained in the outside of'Y so that b E out 'Y; thus 0" <;;; ins 'Y. 
But ins 'Y is simply connected (1.4) so that 0" is homotopic to 0 in ins 'Y. 
But by assumption G contains ins 'Y so that 0" is homotopic to 0 in G and 
G is simply connected. 0 

1.11 Corollary. If'Y and 0" are Jordan curves with 0" <;;; cl(ins'Y), then 
ins 0" <;;; ins 'Y. 

A good reference for the particular properties of planar sets is Newman 
[1964]. 

Exercises 

1. Give a direct proof of Corollary 1.11 that does not depend on Propo­
sition 1.10. 

2. For any compact set E, show that E€ has a finite number of compo­
nents. If E is connected, show that E€ is connected. 

3. Show that a region G is simply connected if and only if every Jordan 
curve in G is homotopic to O. 

4. Prove Corollary 1.9. 

5. This exercise seems appropriate at this point, even though it does 
not use the results from this section. The proof of this is similar to 
the proof of the Laurent expansion of a function with an isolated 
singularity. Using the notation of Corollary 1.9, show that if f is 
analytic in G, then I = 10 + II + ... + In, where /j is analytic on 
Coo \ K j (0 :::; j :::; n) and /j(oo) = 0 for 1 :::; j :::; n. Show that the 
functions are unique. Also show that if I is a bounded function, then 
each /j is bounded. 

§2 Derivatives and Other Recollections 

In this section some notation is introduced that will be used in this book 
and some facts about derivatives and other matters will be recalled. 

For any metric space X, let C(X) denote the algebra of continuous 
functions from X into C. If n is a natural number and G is an open 
subset of C, let cn(G) denote the functions f : G ----+ C such that I 
has continuous partial derivatives up to and including the n-th order. 
CO(G) = C(G) and Coo(G) = the infinitely differentiable functions on 
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G. If 0 ~ n ~ 00, C:;(G) denotes those functions f in cn(G) with suppf == 
support of f == cl {z E G: f(z) =I- O} compact. 

It is convenient to think of functions f defined on C as functions of the 
complex variables z and z rather than the real variables x and y. These 
two sets of variables are related by the formulas 

z = x+iy z =x -iy 
z+z z+z 

x Y --
2 2i 

Thus for a differentiable function f on an open set G, it is possible to 
discuss the derivatives of f with respect to z and z. Namely, define 

of = of _ ~ (Of _ iaf ) 
az - 2 ax ay' 

of _ ~ (Of .af) 
Oz - 2 ax + t ay . 

These formulas can be justified by an application of the chain rule. A 
derivation of the formulas can be obtained by considering dz = dx + idy 
and az = dx - idy as a module basis for the complex differentials on G, 
expanding the differential of f, df, in terms of the basis, and observing that 
the formulas for of and 8f given above are the coefficients of dz and az, 
respectively. 

The origin of this notation is the theory of functions of several complex 
variables, but it is very convenient even here. In particular, as an easy 
consequence of the Cauchy-Riemann equations, or rather a reformulation 
of the result that a function is analytic if and only if its real and imaginary 
parts satisfy the Cauchy-Riemann equations, we have the following. 

2.1 Proposition. A function f : G ---- C is analytic if and only if8f = O. 

So the preceding proposition says that a function is analytic precisely 
when it is a function of z alone and not of z. 

With some effort (not to be done here) it can be shown that all the 
laws for calculating derivatives apply to a and 8 as well. In particular, the 
rules for differentiating sums, products, and quotients as well as the chain 
rule are valid. The last is explicitly stated here and the proof is left to the 
reader. 

2.2 Chain Rule. Let G be an open subset ofC and let f E Cl(G). Ifn is 
an open subset ofC such that f(G) ~ nand g E C1(n), then gof E C1(G) 
and 

8(g 0 f) 

8(g 0 f) 

[(ag) 0 fl of + [(8g) 0 f] 81 

[(8g) 0 fl 8f + [(8g) 0 f] of· 
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So if a formula for a function f can be written in terms of elementary 
functions of z and z, then the rules of calculus can be applied to calculate 
the derivatives of f to any order. The next result contains such a calcula­
tion. 

2.3 Proposition. 

(a) a (log /zl) = 1 {2z} and a (log /zJ) = 1 {2z}. 

(b) af = at. 

132 132 (13)2 (13)2 (c) If D. is the Laplacian, ax2 + ay2 == ax + ay ,then D. 

41913 = 41319. 

Proof. For part (a), write log /z/ = ~ log /Z/2 = ~ log(zz) and apply the 
chain rule. The remaining parts are left to the reader. 0 

Hence a function u : G -+ C is harmonic if and only if aau = 0 on G. 
Therefore, u is harmonic if and only if au is analytic. (Note that we are 
considering complex valued functions to be harmonic; in the first volume 
only real-valued functions were harmonic.) 

For any function u defined on an open set, the n-th order derivatives of 
u are all the derivatives of the form a j aku, where j + k = n. 

A polynomial in z and z is a function p(z, z) of the form L ajkzjzk, 
where ajk is a complex number and the summation is over some finite set 
of non-negative integers. The n-th degree term of p(z, z) is the sum of all 
the terms ajkzjzk with j + k = n. The polynomial p(z, z) has degree n if 
it has no terms of degree larger that n. 

It is advantageous to rewrite several results from advanced calculus with 
this new notation. 

2.4 Taylor's Formula. If f E cn(G), n 2: 1, and B(a; R) ~ G, then there 
is a unique polynomial p(z, z) in z and z of degree ~ n - 1 and there is a 
function 9 in Cn(G) such that the following hold: 

(a) f = p + g; 

(b) each derivative of 9 of order ~ n - 1 vanishes at a; 

(c) for each z in B(a; R) there is an s, 0 < s < 1, (s depends on z) such 
that 

g(z) = ~! L [akaj f] (a + s(z - a)) (z - a)k (z - a)j . 
k+j=n 
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Thus for each z in B(a; R) 

Ig(z)l::; Iz~tln L max {lakajf(w)1 : Iw-al::; Iz-al}. 
k+j=n 

2.5 Green's Theorem. If r is a smooth positive Jordan system with 
G = ins r, u E C(cl G), u E C 1(G), and au is integrable over G, then 

While here, let us note that integrals with respect to area measure on C 
will be denoted in a variety of ways. I Ie is one way (if the variable of inte­
gration can be suppressed) and Ie fdA = Ie f(z)dA(z) is another. Which 
form of expression is used will depend on the context and our purpose at 
the time. The notation I f dA will mean that integration is to be taken 
over all of C. Finally, XK denotes the characteristic function of the set K; 
the function whose value at points in K is 1 and whose value is 0 at points 
of the complement of K. 

Using Green's Theorem, a version of Cauchy's Theorem that is valid for 
non-analytic functions can be obtained. But first a lemma is needed. This 
lemma will also be used later in this book. As stated, the proof of this lemma 
requires knowledge of the Lebesgue integral in the plane, a violation of the 
ground rules established in the Preface. This can be overcome by replacing 
the compact set K below by a bounded rectangle. This modified version 
only uses the Riemann integral, can be proved with the same techniques 
as the proof given, and will suffice in the proof of the succeeding theorem. 

2.6 Lemma. If K is a compact subset of C, then for every z 

Proof. If h(() = 1(1-1 , then using a change of variables shows that 

J XK()h(z - ()dA() 

J XK(Z - ()h()dA() 

l-K h()dA(). 
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If R is sufficiently large that z - K ~ B(O; R), then 

o 

2.7 The Cauchy-Green Formula. If r is a smooth positive Jordan sys­
tem, G = ins r, u E C(cl G), u E CI(G), and au is integrable on G, then 
for every z in G 

u(z) = -21 . [ u«()«( - z)-ld( - ~ [«( - z)-lau dA«(). 
1fZ lr 1f la 

Proof. Fix w in C and choose e > 0 such that B(w; e) ~ C. Put Be = 
B(w;e) and Ge = G \ cl Be. Now apply Green's Theorem to the function 
(z - W)-lu(Z) and the open set C e . (Note that aGe = r u aBe and, with 
proper orientation, aGe becomes a positive Jordan system.) On Ge , 

since (z - W)-l is an analytic function on Ge . Hence 

2.8 [ u(z) dz _ [ u(z) dz = 2i [ _I_au dA(z). 
lr z-w laB. z-w la. z-w 

But 

1· 1 u(z) d 1m -- Z 
e-->O aB. z - w 

lim i [271" u( W + eeio)d() 
e-->O lo 
21fiu(w). 

Because (z - W)-l is locally integrable (Lemma 2.6) and bounded away 
from wand au is bounded near wand integrable away from w, the limit 
of the right hand side of (2.8) exists. So letting e --> 0 in (2.8) gives 

[ u(z) dz _ 21fiu(w) = 2i [ _I_au dA(z). 
k Z - w la z- w 

o 

Note that if, in the preceding theorem, u is an analytic function, then 
au = 0 and this become Cauchy's Integral Formula. 



13.2. Derivatives and Other Recollections 11 

2.9 Corollary. Ifu E C:(C) and wEe, then 

u(w) = -- --au dA(z). 1 J 1 -
7r z - W 

There are results analogous to the preceding ones where the Laplacian 
replaces 8. 

2.10 Lemma. If K is a compact subset of the plane, then 

L Ilog Izll dA(z) < 00. 

Proof. If polar coordinates are used, then it is left to the reader to show 
that for any R > 1 

1 Ilog Izll dA(z) = 7rR2 (log R - ~) + 7r. 
Izl:5R 

This proves the lemma. 0 

2.11 Theorem. If u E C; on the plane and wEe, then 

u(W) = ~Jloglz-wIAU dA(z). 
27r 

Proof. Let R be positive such that supp( u) ~ B( W; R) and for c > 0 
let Ge = {z: c < Iz - wi < R} and 'Ye = {z: Iz - wi = c} with suitable 
orientation. Green's Theorem implies 

1 au log Iz - wldz = 
"Ie 

2i 1 8 [log Iz - wlou] dA(z) 
C e 

2i 1 (o8u) log Iz - wldA(z) 
Ce 

'1 1 +2z Ce 2(z _ w) au dA(z) 

i 1 (Au) log Iz - wldA(z) 
2 C e 

'1 au +z ~dA(z). 
C e z-w 

Now II"IJ8u) log Iz - wldzl ::; Mclogc for some constant M independent 

of c. Hence the integral converges to 0 as c -+ O. Since (z - W)-l is locally 
integrable and au has compact support, I ICe [au / (z - w)] converges as 
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c ~ O. By Corollary 2.9 and Proposition 2.3(b) this limit must be -1l'u(w). 
Since flu is continuous and has compact support, combining this latest 
information with the above equations, the theorem follows. 0 

We end this section with some results that connect areas with analytic 
functions. The first result is a consequence of the change of variables for­
mula for double integrals and the fact that if f is an analytic function, then 
the Jacobian of f considered as a mapping from ~2 into ~2 is 1fT (see 
Exercise 2). 

2.12 Theorem. If f is a conformal equivalence between the open sets G 
and n, then 

Area(n) = J fa 11'12. 

2.13 Corollary. Ifn is a simply connected region, r : II) ~ n is a Riemann 
map, and r(z) = L:n anzn in II), then 

Proof. The first equality is a restatement of the preceding theorem for 
this special case. For the second equality, note that r'(z) = L:n nanzn- 1. 
So for r < 1, 

( ~ nanrn-1ei(n-l)(I) (~mamrm-lei(m-l)(I) 
L mnamanrm+n-2ei(n-m)(I 

m,n 

and this series converges uniformly in B. Using polar coordinates to calcu­
late ffll) Ir'I2 and the fact that fg'" ei(n-m)(ldB = 0 for n =I- m, we get 

n 

o 

If f fails to be a conformal equivalence, a version of this result remains 
valid. Namely, ffe 11'12 is the area of f(G) "counting multiplicities." This 
is made specific in the next theorem. The proof of this result uses some 
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measure theory; in particular, the reader must know the Vitali Covering 
Theorem. 

2.14 Theorem. II f : G -+ 0 is a surjective analytic function and lor each 
( in 0, n( () is the number 01 points in 1-1 «(), then 

fa 1f'12dA = L n«()dA«(). 

Proof. Since I is analytic, {z : f'(z) = O} is countable and its complement 
in G is an open set with the same measure. Thus without loss of generality 
we may assume that I' never vanishes; that is, f is locally one-to-one. 
Thus for each z in G there are arbitraily small disks centered at z on 
which I is one-to-one. The collection of all such disks forms a Vitali cover 
of G. By the Vitali Covering Theorem there are a countable number of 
pairwise disjoint open disks {Dn} such that f is one-to-one on each Dn 
and Area( G \ UnDn) = O. 

Put A = Unf(Dn) = I(UnDn). The set G \ Un Dn can be written as 
the countable union of compact sets UjKj (Why?). Since I is analytic, it 
is locally Lipschitz. Thus Area f(Kj ) = 0 for each j ~ 1. Thus Area(O) 
= Area(A). For 1 :::; k :::; 00, let Ak = {( E A : n«() = k}; so Area(A) = 
LkArea(Ak)' If Gk = 1-1(Ak ), then Theorem 2.12 implies 

{ 1f'12dA = f ( 1f'12dA 
JGk n=IJDnnGk 

00 

= LArea(f(Dn) nAk ) 

n=1 
kArea(Ak) 

since f is one-to-one on each Dn. Thus 

= 
l~k~oo 

= L n«() dA«(). 

o 

Exercises 

1. Show that if K and L are compact subsets of C, then there is a 
constant M > 0 such that JK Iz - (1-1dA«() :::; M for all z in L. 
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2. Show that if f : G --+ C is an analytic function and we consider f as 
a function from the region G in ]R2 into ]R2, then the Jacobian of f 
is 11'12. 

3. Let f be defined on][)l by f(z) = exp [(z + 1) /(z - 1))] and show that 

II II'(z)1 2 = 00. Discuss. 

4. If G is a region and u is a real-valued harmonic function on G such 
that {z : u(z) = O} has positive area, then u is identically O. 

§3 Harmonic Conjugates and Primitives 

In Theorem 8.2.2 it was shown that a region G in the plane has the property 
that every harmonic function on G has a harmonic conjugate if and only 
if G is simply connected. It was also shown that the simple connectivity 
of G is equivalent to the property that every analytic function on G has a 
primitive. 

The above mentioned results neglect the question of when an individual 
harmonic function has a conjugate or an individual analytic function has 
a primitive. In this section these questions will be answered and it will be 
seen that even on an individual basis these properties are related. 

We begin with an elementary result that has been used in the first volume 
without being made explicit. The proof is left to the reader. 

3.1 Proposition. If f : G --+ C is an analytic function, then f has a 
primitive if and only if I-y f = 0 for every closed rectifiable curve 'Y in G. 

Another result, an easy exercise in the use of the Cauchy-Riemann equa­
tions, is the following. 

3.2 Proposition. If u : G --+ C is a C 2 function, then u is a harmonic 
function on G if and only if f = (ux - iuy) / 2 = au is an analytic function 
on G. 

It turns out that there is a close relation between the harmonic function u 
and the analytic function f= au. Indeed, one function often can be studied 
with the help of the other. A key to this is the following computation. If 'Y 
is any closed rectifiable curve in G, then 

3.3 ! au --= ~ ! (uxdy - uydx). 

In fact, I-y f = ~ I-y(ux - iUy)(dx + idy) = ~ I-y(uxdx + uydy) + ~ I-y( uxdy­
uydx) and I-y (uxdx + uydy) = 0 since this is the integral of an exact differ­
ential. 
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We are now ready to present a direct relation between the existence of a 
harmonic conjugate and the existence of a primitive. 

3.4 Theorem. If G is a region in C and u : G -t R is a harmonic function, 
then the following statements are equivalent. 

(a) The function u has a harmonic conjugate. 

(b) The analytic function f = au has a primitive in G. 

(c) For every closed rectifiable curve'Y in G, J./uxdy - uydx) = O. 

Proof. By Proposition 3.1, (3.3) shows that (b) and (c) are equivalent. 
(a) implies (b). If 9 is an analytic function on G such that 9 = u + iv, 

then the fact that the Cauchy-Riemann equations hold implies that g' = 

U x + ivx = U x - iuy = 2f· 
(b) implies (a). Suppose 9 is an analytic function on G such that g' = 2f 

and let U and V be the real and imaginary parts of g. Thus g' = Ux +iVx = 
2f = U x - iuy. It is now an easy computation to show that u and V satisfy 
the Cauchy-Riemann equations, and so V is a harmonic conjugate of u. 0 

For a function u the differential uxdy-uydx is called the conjugate differ­
ential of u and is denoted * duo Why? Suppose u is a harmonic function with 
a harmonic conjugate v. Using the Cauchy-Riemann equations the differ­
ential of v is dv = vxdx + vydy = -uydx + uxdy = * duo So Theorem 3.4( c) 
says that a harmonic function u has a harmonic conjugate if and only if its 
conjugate differential *du is exact. (See any book on differential forms for 
the definition of an exact form.) 

The reader might question whether Theorem 3.4 actually characterizes 
the harmonic functions that have a conjugate, since it merely states that 
this problem is equivalent to another problem of equal difficulty: whether 
a given analytic function has a primitive. There is some validity in this 
criticism, though this does not diminish the value of (3.4); it is a criticism 
of the result as it relates to the originally stated objective rather than any 
internal defect. 

Condition (c) of the theorem says that to check whether a function has 
a conjugate you must still check an infinite number of conditions. In §15.1 
below the reader will see that in the case of a finitely connected region this 
can be reduced to checking a finite number of conditions. 

Here is a fact concerning the conjugate differential that will be used in 
the sequel. Recall that au / an denotes the normal derivative of u with 
respect to the outwardly pointed normal to a given curve 'Y. 

3.5 Proposition. If u is a continuously differentiable function on the re­
gion G and 'Y is a closed rectifiable curve in G, then 

11 11* l1 au -; au = -2 du = -; -a Idzl· 
7rl 'Y 7r 'Y 7rZ 'Y n 
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Proof. The first equality is a rephrasing of (3.3) using the latest edition 
of the notation. The proof of the second equality is a matter of using the 
definitions of the relevant terms. This will not be used here and so the 
details are left to the reader. 0 

Exercises 

1. If G is a region and u : G --; lR. is a continuous function, then u is 
harmonic if and only if for every a in G there is an 8 > 0 such that 
u(a) = (27r)-1 I u(a + rei6 )d() for r < 8. (A slight weakening of the 
fact that functions with the Mean Value Property are harmonic.) 

2. If u is a real-valued function on G, show that au dz = au dZ = 
!(du + i*du). Hence au dz + au dZ = du + i*du. 

3. Prove that a region G is simply connected if and only if every complex 
valued harmonic function u : G --; IC can be written as u = 9 + Ii for 
analytic functions 9 and h on G. 

4. Let G be a region and J : G --; IC an analytic function that never 
vanishes. Show that the following statements are equivalent. (a) There 
is an analytic branch of log J(z) on G (that is, an analytic function 
9 : G --; IC such that exp [g(z)] = J(z) for all z in G). (b) The 
function f' / J has a primitive. (c) For every closed rectifiable path 'Y 
in G, I, f' / J = o. 

5. Let r = p/q be a rational function, where p and q are polynomials 
without a common divisor. Let al, ... , an be the distinct zeros of p 
with multiplicities aI, ... ,an and let bl , ... ,bm be the distinct zeros 
of q with multiplicities f31, ... , f3m. If G is an open set in IC that 
contains none of the points al, ... , an, bl , ... , bm, show that there is 
an analytic branch of log r( z) if and only if for every closed rectifiable 
path'Y in G, 

n m 

j=l i=l 

§4 Analytic Arcs and the Reflection Principle 

If n is a region and J : ][)) --; n is an analytic function, under what circum­
stances can J be analytically continued to a neighborhood of cl ][))? This 
question is addressed in this section. But first, recall the Schwarz Reflection 
Principle (9.1.1) where an analytic function is extended across the real line 
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provided it is real-valued on the line. It is probably no surprise that this 
can be generalized by extending functions across a circlej the details are 
given below. In this section more extensive formulations of the Reflection 
Principle are formulated. The relevant concept is that of an analytic arc. 
Before addressing this issue, we will concentrate on circles. 

Suppose G is any region that does not include O. If G# = {I /z: Z E G}, 
then G# is the reflection of G across the unit circle alD>. If f is an analytic 

function on G, then f#(() = f ((-1) defines an analytic function on G#. 

Similarly if G is any region and a is a point not in G, then for some radius 
r>O 

4.1 G# = {a + _ r2 _ : Z E G} = {( : a + _ r2 _ E G} 
z-a (-a 

is the reflection of G across the circle aB(aj r). Note that a (j. G# and 
G## = G. If f is an analytic function on G and G# is as above, then 

4.2 f#(() = f (a + _r2 _) 
(-a 

is analytic on G#. Here is one extension of the Reflection Principle. 

4.3 Proposition. If G is a region in C, a (j. G, and G = G#, let G+ = 
G n B(aj r), Go = G n aB(aj r), and G_ = G n [C \ B(aj r)]. If f : G+ u 
Go --> C is a continuous function that is analytic on G+, f(Go) ~ JR, and 
f# : G --> C is defined by letting f# (z) = f (z) for z in G + u Go and letting 
f# (z) be defined as in (4.2) for z in G _, then f# is an analytic function on 
G. If f is one-to-one and 1m f has constant sign, then f# is a conformal 
equivalence. 

Proof. Exercise 0 

The restraint in the preceding proposition that f is real-valued on Go 
can also be relaxed. 

4.4 Proposition. IfG is a region in C, a (j. G, and G = G#, let G+, G_, 
Go be as in the preceding proposition. If f : G + u Go --> C is a continuous 
function that is analytic on G+ and there is a point a not in f(G+) and 
a p > 0 such that f(Go) ~ aB(ajp) less one point and if f# : G --> C is 
defined by letting f#(z) = f(z) on G+ U Go and 

p2 
f# (z) = a + =;=======~=c=--

f (a + _ r2 _) - a 
z-a 

for z in G_, then f# is analytic. If f is one-to-one and f(G+) is contained 
entirely in either the inside or the outside of B(aj p), then f# is a conformal 
equivalence. 
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Proof. Let T be a Mobius transformation that maps 8B(a; p) onto lR U 
{oo} and takes the missing point to 00; so To f satisfies the hypothesis of 
the preceding proposition. The rest of the proof is an exercise. 0 

Let ll))+ == {z Ell)): Imz > O}. 

4.5 Definition. If 0 is a region and L is a connected subset of 80, then L is 
a free analytic boundary arc of 0 if for every w in L there is a neighborhood 
~ of w and a conformal equivalence h : ll)) ---+ ~ such that: 

(a) h(O) = W; 

(b) h(-1,1)=Ln~; 

(c) h(ll))+) = 0 n~. 

Note that the above definition implies that 0 n ~ is a simply connected 
region. The first result about free analytic boundary arcs is that every arc 
in 8ll)) is a free analytic boundary arc of ll)), a welcome relief. Most of the 
proof is left to the reader. The symbollHI+ is used to denote the upper half 
plane, {z : Imz > O}. 

4.6 Lemma. If W E 8ll)) and c > 0, then there is a neighborhood V of w 
such that V ~ B (w; c) and there is conformal equivalence h : ll)) ---+ V such 
that h(O) = w, h( -1,1) = V n 8ll)), and h(ll))+) = V n ll)). 
Proof. It may be assumed that w = 1. Choose a on 8ll)) such that 1m a > 0 
and the circle orthogonal to 8ll)) that passes through a and a lies inside 
B(1; c). Let h be the Mobius transformation that takes 0 to 1, 1 to a, 
and 00 to -1. It is not hard to see that h(lRoo ) = 8ll)) and h(lHI+) = ll)). If 
h(8ll))) = C and V is the inside circle C, then these fulfill the properties 
stated in the conclusion of the lemma. The details are left to the reader. 
o 

The next lemma is useful, though its proof is elementary. It says that 
about each point in a free analytic boundary arc there is a neighborhood 
basis consisting of sets such as appear in the definition. 

4.7 Lemma. If L is a free boundary arc of 0, w E L, and U is any 
neighborhood of w, then there is a neighborhood ~ of w with ~ ~ U and a 
conformal equivalence h : ll)) ---+ ~ such that: 

(a) h(O) = W; 

(b) h(-1,1)=Ln~; 

(c) h(ll))+) = 0 n~, 

Proof. According to the definition there is a neighborhood A of wand a 
conformal equivalence k : ll)) ---+ A with k(O) = w, k( -1,1) = An./;-, and 
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k(JI))+) = n n A. The continuity of k implies the existence of r, 0 < r < 1, 
such that k(rJl))) c;;:; U. Let A = k(rJl))) and define h : JI)) ---+ A by h(z) = k(rz). 
It is left to the reader to check that h and A have the desired properties. 
o 

4.8 Theorem. Let G and n be regions and let J and L be free analytic 
boundary arcs in aG and an, respectively. If f is a continuous function 
on G U J that is analytic on G, f(G) c;;:; n, and f(J) c;;:; L, then for any 
compact set K contained in J, f has an analytic continuation to an open 
set containing G uK. 

Proof. Let z E J and put w = f(z); so w E L. By definition there is a 
neighborhood Aw of wand a conformal equivalence hw : JI)) ---+ Aw such that 
hw(O) = w, hw( -1,1) = AwnL, and hw(JI))+) = nnAw. By continuity, there 
is a neighborhood Uz about z such that f (UZ n cl G) = f (UZ n (G U J)) c;;:; 

Aw n cl n = Aw n (n U L). Since J is a free analytic boundary arc, the 
preceding lemma implies this neighborhood can be chosen so that there is 
a conformal equivalence kz : JI)) ---+ Uz with kz(O) = Z, kz(-l, 1) = Uz n J, 
and kz(JI))+) = Uz n G. 

Thus gz == h;;;t ° f 0 kz is a continuous function on JI))+ U (-1,1) that is 
analytic on JI))+ and real valued on (-1,1). In fact, gz( -1,1) c;;:; (-1,1) and 
gz (JI))+) c;;:; JI))+. According to Proposition 4.3, gz has an analytic continuation 
giJ to JI)). From the formula for giJ we have that giJ(JI))) c;;:; JI)). Thus ff == hw o 
giJ ° k;l is a well defined analytic function on Uz that extends f I(Uz n G). 
Extend f to a function i on G U Uz by letting i = f on G and i = ff on 
Uz . It is easy to see that these two definitions of i agree on the overlap so 
that i is an analytic function on G U Uz . 

Now consider the compact subset K of J and from the open cover {Uz : 

Z E K} extract a finite sub cover {Uj : 1 5 j 5 n} with corresponding 
analytic functions fJ : G U Uj ---+ C such that fJ extends f. Write K as the 
union Kl U··· UKn , where each K j is a compact subset of Uj . (The easiest 
way to do this is to consider a partition of unity {<pj} on K subordinate to 
{Uj } (see Proposition 18.2.4 below) and put K j = {z E K : <pj(z) ~ lin}.) 
Note that if it occurs that uinuj -=1= 0 but UinUjnG = 0, then KinKj = 0. 
Indeed, if there is a point z in KinKj , then z belongs to the open set uinuj 
and so Ui n Uj n G -=1= 0. Thus replacing Ui and Uj by smaller open sets that 
still contain the corresponding compact sets Ki and K j , we may assume 
that whenever Ui n Uj -=1= 0 we have that Ui n Uj n G -=1= 0. 

So if Ui n Uj -=1= 0, fi and fJ agree on Ui n Uj n G with f; thus the two 
extensions must agree on Ui n Uj . Thus we can obtain an extension f# of 
f to G U U7=1 Uj ' which is an open set containing G u K. 0 

We close this section with a reflection principle for harmonic functions. 
First we attack the disk. 

4.9 Lemma. Let u be a continuous real-valued function on cl JI)) that is 
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harmonic on JD). If there is an open arc J in 8JD) such that u is constant on 
J, then there is a region W containing JD) U J and a harmonic function U1 

on W such that U1 = U on JD) U J. 

Proof. It suffices to assume that u == 0 on J. Suppose J = {eit : a < t < 
,B}, where -7r ~ a < ,B ~ 7r. By using the Poisson kernel we know that 

u(z) = 1 j1l" -2 Pr (() - t)u(eit)dt 
7r -11" 

2~ {I: + ~11"} Pr (() - t)u(eit)dt 

for z = rei(J in JD) (10.2.9). Moreover on JD), u = Re f where f is the analytic 
function on W == C \ [8 JD) \ J] defined by 

f(z) = 21 {ja + r} e~: + z u(eit)dt. 
7r -11" J {3 e1 - z 

Thus U1 = Re f is the sought for harmonic extension. 0 

4.10 Theorem. Suppose G is a region and J is a free analytic boundary 
arc of G. If u : G U J ---+ lR is a continuous function that is harmonic in G 
and constant on J, then for any compact subset K of J, u has a harmonic 
extension U1 on a region W that contains G uK. 

Proof. The proof is similar to that of Theorem 4.8j the details are left to 
the reader. 0 

Here is a special type of finitely connected region. 

4.11 Definition. A region G is a Jordan region or Jordan domain if it 
is bounded and the boundary of G consists of a finite number of pairwise 
disjoint closed Jordan curves. If there are n + 1 curves 1'0,1'1, ... ,I'n that 
make up the boundary of G, then G is called an n-Jordan region. 

Since G is assumed connected, it follows that one of these curves forms 
the boundary of the polynomial convex hull of cl Gj denote this curve by 1'0 
and refer to it as the outer boundary of G. It then follows that the insides of 
the remaining curves are pairwise disjoint. Thus the curves can be suitably 
oriented so that r = ho, ... ,I'n} is a positive Jordan system. 

4.12 Definition. Say that a Jordan curve I' is an analytic curve if there 
is a function f analytic in a neighborhood of 8JD) such that I' = f(8][}). 
Say that a Jordan region is an analytic Jordan region if each of the curves 
forming the boundary of G is an analytic curve. 

It is easy to see that for an analytic Jordan region every arc in its bound­
ary is a free analytic boundary arc. An application of Theorem 4.10 (and 
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Proposition 1.8) proves the following two results. The details are left to the 
reader. 

4.13 Corollary. Let G be an analytic Jordan region with boundary curves 
'Yo, 'Y1, ... ,'Yn· If u is a continuous real-valued function on G U 'Yj that is 
harmonic on G and u is a constant on 'Yj, then there is an analytic Jordan 
region G1 containing G U 'Yj and a harmonic function U1 on G1 such that 
U1 = U on G. 

4.14 Corollary. If G is an analytic Jordan region and u : cl G -- IR is a 
continuous function that is harmonic on G and constant on each component 
of the boundary of G, then u has a harmonic extension to an analytic 
Jordan region containing cl G. 

As was pointed out above, if G is an analytic Jordan region and Z E 8G, 
then there is a neighborhood U of z such that U n 8G is a free analytic 
boundary arc. The converse is also true. If G is a Jordan region and every 
point of the boundary has a neighborhood that intersects 8G in an analytic 
Jordan boundary arc, then G is an analytic Jordan region. This is another 
of those results about subsets of the plane that seem obvious but require a 
surprising amount of work to properly prove. See Minda [1977] and Jenkins 
[1991]. 

Exercises 

1. Let G, A, and 0 be simply connected regions and let f : G -- A be a 
conformal equivalence satisfying the following: (a) G :2 11) and G =f. 1I)j 

(b) A :2 0 and A =f. OJ (c) f(1I)) = O. If J is any open arc of G n 811), 
then f(J) is a free analytic boundary arc of O. 

2. Prove Theorem 4.10. 

3. Give the details of the proof of Corollaries 4.13 and 4.14. 

§5 Boundary Values for Bounded Analytic Functions 

In this section we will state three theorems about bounded analytic func­
tions on 11) whose proofs will be postponed. Both the statements and the 
proofs of these results involve measure theory, though the statements only 
require a knowledge of a set of measure 0, which will be explained here. 

Let U be a (relatively) open subset of the unit circle, 811). Hence U is 
the union of a countable number of pairwise disjoint open arcs {Jk}. Let 
Jk = {ei8 : ak < () < bd, 0 < bk - ak < 21r. Define the length of Jk by 
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5.1 Definition. A subset E of a][)) has measure zero if for every c > 0 there 
is an open set U containing E with £(U) < c. 

There are some exercises at the end of this section designed to help the 
neophyte feel more comfortable with the concept of a set of measure o. In 
particular you are asked to show that countable sets have measure o. There 
are, however, some uncountable sets with measure O. For example, if e is 
the usual Cantor ternary set in [0,1] and E = {e211"it : tEe}, then E is an 
uncountable closed perfect set having measure o. 

A statement will be said to hold almost everywhere on a][)) if it holds 
for all a in a subset X of a][)) and a][)) \ X has measure 0; alternately, it 
is said that the statement holds for almost every a in a][)). For example, if 
I : a][)) -+ C is some function, then the statement that I is differentiable 
almost everywhere means that there is a subset X of a][)) such that a][)) \ X 
has measure 0 and I' ( a) exists for all a in X; alternately, f' (a) exists for 
almost every a in a][)). The words "almost everywhere" are abbreviated by 
a.e .. 

If I : ][)) -+ C is any function and ei8 E a][)), then I has a mdial limit at 
ei8 if, as r -+ 1-, the limit of l(rei8 ) exists and is finite. The next three 
theorems will be proved later in this book. Immediately after the statement 
of each result the location of the proof will be given. 

5.2 Theorem. If I : ][)) -+ C is a bounded analytic junction, then f has 
mdial limits almost everywhere on a][)). 

This is a special case of Theorem 19.2.12 below. 
If I is a bounded analytic function defined on ][)), then the values of the 

radial limits of f, when they exist, will also be denoted by l(ei8 ) unless it is 
felt that it is necessary to make a distinction between the analytic function 
defined on ][)) and its radial limits. Notice that I becomes a function defined 
a.e.on a][)). 

5.3 Theorem. If I : ][)) -+ C is a bounded analytic junction and the mdial 
limits of I exist and are zero on a set of positive measure, then I == O. 

This result is true for a class of analytic functions that is larger than the 
bounded ones. This more general result is stated and proved in Corollary 
20.2.12. 

So, in particular, the preceding theorem says that it is impossible for 
an non-constant analytic function I defined on ][)) to have a continuous 
extension I : cl ][)) -+ C such that I vanishes on some arc of a][)). This 
special case will be used in some of the proofs preceding §20.2, so it is 
worth noting that this is a direct consequence of the Schwarz Reflection 
Principle. It turns out that such a function that is continuous on cl ][)) and 
analytic inside can have more than a countable set of zeros without being 
constantly O. That, however, is another story. 
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Figure 13.1. 

We now consider a more general type of convergence for a function as the 
variable approaches a boundary point. Fix (), 0 ~ () ~ 211", and consider the 
portion of the open unit disk lIJ) contained in an angle with vertex ei8 = a, 
symmetric about the radius z = ra, 0 ~ r ~ 1, and having opening 2a, 
where 0 < a < ~. See Figure 13.1. 

Call such a region a Stolz angle with vertex a and opening a. The variable 
z is said to approach a non-tangentially if z -+ a through some Stolz angle. 

This will be abbreviated z -+ a (n.t.). Say that f has a non-tangential 
limit at a if there is a complex number ( such that f{z) -+ ( as z -+ a 
through any Stolz angle with vertex a. 

5.4 Theorem. Let 7: [0,1] -+ C be an arc with 7{[O, 1)) ~ lIJ) and suppose 
7 ends at the point 7(1) = a in l)llJ). If f : lIJ) -+ C is a bounded analytic 
function such that f(-y{t)) -+ a as t -+ 1-, then f has non-tangential limit 
a at a. 

5.5 Corollary. If a bounded analytic function f has radial limit ( at a in 
allJ), then f has non-tangential limit ( at a. 

Theorem 5.4 will be proved here, but two results (Exercises 6 and 7) are 
needed that have not yet been proved. These will be proved later in more 
generality, but the special cases needed are within the grasp of the reader 
using the methods of the first volume. For the proof a lemma is needed. In 
this lemma and the proof of (5.4), the Stolz angle at z = 1 of opening 28 
is denoted by S6. 

5.6 Lemma. Suppose 0 < r < 1, B = B{ljr), n = BnllJ), and 1= {z E 
an : Imz ~ 0 and Izl = 1}. If w is the solution of the Dirichlet problem 
with boundary values XI, then for every c > 0, there is a p, 0 < p < r, such 
that if Iz - 11 < p, 0 < 8 < 11"/2, and z E S6, then w{z) ~ (1/2) - 8/11" - c. 
Proof. For w in n, let ¢>(w) E (O, 1) such that 1I"¢>{w) is the angle from the 
vertical line Re z = 1 counterclockwise to the line passing through 1 and 
w. It can be verified that ¢>(w) = 11"-1 arg{ -i{w - 1)). Thus ¢> is harmonic 
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for Re w < 1 and continuous on cl II)) \ {I}. Let ( be the end point of the 
arc I different from 1. 

Claim. If we define (¢ - w) (1) = 0, then (¢ - w) : cl 0 ~ IR is continuous 
except at (. 

Since (¢-w) is harmonic on 0 and is the solution of the Dirichlet problem 
for its boundary values, we need only verify that (¢ - w) : 811)) ~ IR is 
continuous except for the point (; by Exercise 6 the only point in doubt 
here is w = 1. Suppose w ~ 1 with Imw < O. Here ¢(w) ~ 1 and w(w) 
is constantly 1. Now suppose w ~ 1 with Imw > o. Here ¢(w) ~ 0 and 
w{ w) is constantly O. Thus the claim. 

To finish the proof of the lemma, let p> 0 such that Iw(z) - ¢(z)1 < e 
for z in cl 0 and Iz - 11 < p. If z E 86 , then ¢(z) ~ (1/2) - 6/,rr. Thus 
w(z) = w(z) - ¢(z) + ¢(z) ~ (1/2) - 6/n - e. 0 

Proof of Theorem 5.4. Without loss of generality we may assume that 
a = 1, 0: = 0, and If(z)1 ::; 1 for Izl < 1. If 0 < r < 1 there is a number 
tr < 1 such that h(t) - 11 < r for tr < t < 1 and 1'Y(tr ) - 11 = r. Let 'Yr 
denote the curve 'Y restricted to [tr, 1]. If e > 0, then r can be chosen so 
that 1f('Y(t)) I < e for tr ::; t < 1. Fix this value of r and let 0 = II))nB(I; r). 
As in the preceding lemma, let h = {z E 80 : Imz ::; 0 and Izl = I} and 
12 = {z E 80 : Imz ~ 0 and Izl = I}. For k = 1,2 let Wk be the solution 
of the Dirichlet problem with boundary values X1k; so by Exercise 6, Wk is 
continuous on cl 0 except at the end points of the arc I k. 

Claim. For z in 0, -loglf(z)1 ~ -(loge)min{wl(z),W2(Z)}. 

Once this claim is proved, the theorem follows. Indeed, the preceding 
lemma implies that there is a p, 0 < p < r, such that if Iz - 11 < p, 0 < 
6 < n/2, and z E 86, then for k = 1, 2, Wk(Z) ~ (1/2) - 6/n - e. (Observe 
that W2(W) = Wl(W).) Hence -log If(z)1 ~ -(loge)[(1/2) - 6/n - e] for 
Iz-ll < p and z E 86. Therefore for such z, If(z)1 < e exp[(1/2) -6/n-e]' 
which can be made arbitrarily small. 

To prove the claim, let v(z) = (log If(z)l)/loge; so v is a superharmonic 
function on 0, v(z) ;:::: 0 for all z in 0, and v('Y(t)) > 1 for tr < t < 1. So 
if z E 'Y n 0, then v(z) ~ 1 ~ Wk(Z). Suppose that z E 0 \ 'Y and let U 
be the component of 0 \ 'Y that contains z. Let (k be the end point of the 
arc lk different from 1. Let 0"1 be the path that starts at 1, goes along 811)) 
in the positive direction to the point (2, then continues along 8B until it 
meets 'Y(tr). Similarly let 0"2 be the path that starts at 'Y(tr), goes along 
8B in the positive direction to the point (1, then continues along 811)) in 
the positive direction to the point 1. Note that 0"1 and 0"2 together form 
the entirety of the boundary of O. Let f1 = 0"1 + 'Yr and f2 = 0"2 - 'Yr. So 
n(f1; z) + n(f2; z) = n(80; z) = 1. Thus n(-Yk; z) i= 0 for at least one value 
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of k = 1,2. 
Suppose n(r 1; z) =i O. We now show that aU ~ r 1. In fact, general 

topology says that aU ~ a( n \ ,r) = ,r U a1 U a2 = r 1 U a2. But if W is the 
unbounded component of C \ r 1, the assumption that n(r 1; z) =i 0 implies 
that un W = 0. Also a2 \ {l,,(tr )} ~ W. Thus aU ~ r 1 . 

This enables us to show that v ;::: W1 on U, and so, in particular, v(z) ;::: 
W1(Z). Indeed to show this we need only show that limsuPw-+a[w1(w) -
v( w)] ~ 0 for all but a finite number of points on aU (Exercise 7). Suppose 
a E aU and a =i 1 or ,(tr)' By the preceding paragraph this implies 
that a E ,r or a E a1. If a E ,r and a =i 1 or ,(tr ), then a E ][) and 
v(a) ;::: 1 ;::: w1(a). If a E a1 and a =i 1 or ,(tr ), then W1 is continuous at a 
and so W1(W) -+ 0 as w -+ a. Since v(w) ;::: 0, limsuPw-+a[w1(w)-v(w)] ;::: O. 

In a similar way, if n(r1; z) =i 0, then v(z) ;::: W2(Z). This covers all the 
cases and so the claim is verified and the theorem is proved. 0 

Theorem 5.4 is called by some the Sectorial Limit Theorem. 
Be careful not to think that this last theorem says more than it does. In 

particular, it does not say that the converse is true. The existence of a radial 
limit does not imply the existence of the limit along any arc approaching 
the same point of a][). For example, if f(z) = exp [(z + 1) /(z - 1)], then 
f is analytic, If(z)1 ~ 1 for all z in ][), and f(t) -+ 0 as t -+ 1-. So the 
radial limit of f at z = 1 is O. There are several ways of approaching 1 by 
a sequence of points (not along an arc) such that the values of f on this 
sequence approach any point in cl ][). 

We wish now to extend this notation of a non-tangential limit to regions 
other than the disk. To avoid being tedious, in the discussion below most of 
the details are missing and can be easily provided by the interested reader. 
For example if 9 : ][)+ -+ C is a bounded analytic function, it is clear what 
is meant by non-tangential limits at points in (-1,1); and that the results 
about the disk given earlier can be generalized to conclude that 9 has non­
tangential limit a.e. on (-1, 1) and that if these limits are zero a.e. on a 
proper interval in (-1,1), then 9 == 0 on ][)+. 

If J is a free analytic boundary arc of G and f : G -+ C is a bounded 
analytic function, it is possible to discuss the non-tangential limits of f(z) 
as z approaches a point of J. Indeed, it is possible to do this under less 
stringent requirements than analyticity for J, but this is all we require 
and the discussion becomes somewhat simplified with this restriction. Re­
call (4.5) that if a E J, there is a neighborhood U of a and a confor­
mal equivalence h:][) -+ U such that h(O) = a, h(-l,l) = UnJ, and 
h(][)+) = GnU. For 0 < a < rr /2 and t in (-1,1), let C be the partial 
cone {z E ][)+ : rr/2 - a < arg(z - t) < rr/2 + a} with vertex t. Since ana­
lytic functions preserve angles, h( C) is a subset of U bounded by two arcs 
that approach h(t) on the arc J at an angle with the tangent to J at h(t). 
Say that z -+ h(t) non-tangentially if z converges to h(t) while remaining 
in h(C) for some angle a. 
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Since the Mobius transformation (z - a)(1 - az) maps IDl to 1Dl, 1Dl+ to 
1Dl+ and a to 0, it is not hard to see that the definition of non-tangential 
convergence to a point on J is independent of the choice of neighborhood 
U and conformal equivalence h. The details are left to the reader. 

When we talk about subsets of the arc J having measure zero and the 
corresponding notion of almost everywhere occurrence, this refers to the 
arc length measure on J. 

5.7 Theorem. Let G be a region with J a free analytic boundary arc of G 
and let f : G ---t C be a bounded analytic function. 

(a) The function f has a non-tangential limit at a.e. point of J. 

(b) If the non-tangential limit of f is 0 a.e. on a subarc of J, then f == 0 
on G. 

Proof. Let U and h be as in the discussion of the definition of non­
tangential convergence above. Thus f 0 h is a bounded analytic function 
on 1Dl+ and thus has non-tangential limits a.e. on (-1,1). Clearly this im­
plies that f has non-tangential limits a.e. on J n U. By covering U with a 
countable number of such neighborhoods, we have a proof of part (a). The 
proof of (b) is similar. 0 

5.8 Corollary. If G is a analytic Jordan region and f : G ---t C is a 
bounded analytic function, then f has non-tangential limits a.e. on aGo 

Exercises 

1. If E is a closed subset of alDl having measure 0, then alDl \ E is an 
open set having length 271'. 

2. If {Ed is a countable number of subsets of alDl having measure 0, 
then Uk Ek has measure O. 

3. Every countable subset of alDl has measure O. 

4. Let f : j[)) ---t C be defined by J(z) = exp [(z + 1) /(z - 1)]. Show that 
f is analytic, If(z)1 ~ 1 for all z in j[)), and f(t) ---t 0 as t ---t 1-. If 
I (I ~ 1, find a sequence {zn} in j[)) such that Zn ---t 1 and f (zn) ---t (. 

5. Let II and h be bounded analytic functions on j[)) and suppose fj 
has a radial limit at each point of Ej , where oj[)) \ E j has measure O. 
Show (by example) that II + hand IIh may have radial limits at a 
set of points that properly contains El n E 2 . 

6. (See Proposition 19.10.4) Let r be a rectifiable Jordan curve and let 
n be its inside. If u : r ---t IR is a bounded function that is continuous 
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except for a finite number of points, then there is a function it, : cl n --+ 

~ that is harmonic on n and continuous at every point of r at which 
the boundary function u is continuous. 

7. (See Theorem 2l.5.l.b) Let r be a rectifiable Jordan curve and let 
n be its inside. (Maximum Principle) If u : n --+ ~ is a subhar­
monic function that is bounded above and M is a constant such that 
lim SUPz-+a u( z) :s:; M for all but a finite number of points a in r, then 
u:S:; M on o. 



Chapter 14 

Conformal Equivalence for 
Simply Connected Regions 

In this chapter a number of results on conformal equivalence for simply 
connected regions are presented. The first section discusses elementary in­
formation and examples. The next three sections present the basics of the 
theory of prime ends for the study of the boundary behavior of Riemann 
maps. This will be used in §5 to show that the Riemann map from the unit 
disk onto the inside of a Jordan curve can be extended to a homeomorphism 
on the closure of the disk. The chapter then closes with a discussion of the 
family of all functions that are one-to-one on a simply connected region. 

§1 Elementary Properties and Examples 

Recall that a conformal equivalence between two regions G and n in the 
complex plane is a one-to-one analytic function f defined on G with f(G) = 
n. From the first volume we know that this implies that f'(z) =I- 0 for 
all z in G. If f : G -+ C is an analytic function whose derivative never 
vanishes, then we know that f is not necessarily a conformal equivalence 
(the exponential function being the prime example). If f'(z) =I- 0 on G, it 
does follow, however, that f is locally one-to-one and f is conformal. 

In this section the conformal equivalences of some of the standard regions 
will be characterized and some particular examples will be examined. A 
slightly weaker version of the first result appeared as Exercise 12.4.2. 

1.1 Proposition. If f is a conformal equivalence from C onto a subset 
of C, then fez) = az + b with a =I- O. In particular, the only conformal 
equivalences of C onto itself are the Mobius tmnsformations of the form 
fez) = az + b with a =I- O. 

Proof. Clearly every such Mobius transformation is a conformal equiva­
lence of C onto itself. So assume that f : C -+ C is a conformal equivalence 
onto fCC). Since fCC) is simply connected, fCC) = C. First it will be shown 
that fCz) -+ 00 as z -+ 00. Note that this says that f has a pole at infinity 
and hence f must be a polynomial CExercise 5.1.13). Since f is a conformal 
equivalence, it follows that f has degree 1 and thus has the desired form. 

If either limz -+oo fCz) does not exist or if the limit exists and is finite, 



30 14. Simply Connected Regions 

then there is a sequence {zn} in C such that Zn ~ 00 and f(zn) ~ a, an 
element of C. But f- l : C ~ C is continuous and so Zn = f- l (f (zn)) ~ 
f-l(a) =/:- 00, a contradiction. 0 

To say that a function is analytic in a neighborhood of infinity means 
that there is an R > 0 such that f is analytic in {z : Izi > R}. For such 
a function f, f(z-l) has an isolated singularity at O. Thus the nature of 
the singularity of f at 00 can be discussed in terms of the nature of the 
singularity of f(z-l) at O. In particular, f has a removable singularity at 
00 if f is bounded near 00 and f(oo) = limz--+oo fez). If f has a removable 
singularity at infinity, we will say that f is analytic at 00. Similarly f has 
a pole at 00 if limz --+oo fez) = 00. In the case of a pole we might say that 
f(oo) = 00 and think of f as a mapping of a neighborhood of 00 in the 
extended plane to a neighborhood of 00. The order of a pole at 00 is the 
same as the order of the pole of f(Z-l) at O. 

1.2 Corollary. If f : Coo ~ Coo is a homeomorphism that is analytic on 
Coo \ U-l(oo)}, then f is a Mobius transformation. 

Proof. If f(oo) = 00, then this result is immediate from the preceding 
proposition. If f(oo) = a =/:- 00, then g(z) = (f(z) - a)-l is a homeo­
morphism of Coo onto itself and g( 00) = 00. Thus the corollary follows. 
o 

1.3 Example. If 0 = C \ (-00, -r] for some r > 0, then 

4rz 
fez) = (1 _ z)2 

is a conformal equivalence of JI]) onto 0, f(O) = 0, and 1'(0) = 4r. Thus f 
is the unique conformal equivalence having these properties. 

The uniqueness is, of course, a consequence of the uniqueness statement 
in the Riemann Mapping Theorem. To show that f has the stated mapping 
properties, let's go through the process of finding the Riemann map. 

Note that the Mobius transformation h(z) = (1 + z)(1 - Z)-l maps JI]) 

onto 0 1 == {z: Re z > O}, h(O) = 1, h(l) = 00, and h(-I) = O. Now 
h(z) = z2 maps 0 1 onto O2 == C \ (-00,0]; !J(z) = r(z -1) maps O2 onto 
O. The map f above is the composition of these three maps. 

Note that the function f in Example 1.3 has a pole of order 2 at z = 1 
and f has a removable singularity at infinity. In fact f(oo) = O. Moreover, 
1'(00) = limz --+oo zf(z) = 4r > O. Since I'(z) = 0 if and only if z = -1, we 
see that f is conformal on C \ {± 1 }. 

The next example is more than that. 
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1.4 Example. For lad = 1 define 

z 
I{z) = (1 _ az)2 

for z in ID>. To facilitate the discussion, denote this map by 101. to emphasize 
its dependence on the parameter a. The function 11 is a special case of the 
preceding example and thus maps ID> onto C\ (-oo, -1/4]. For an arbitrary 
a, 101. is the composition of the rotation of the disk by a, followed by 
11, followed by a rotation of C bya. Explicitly, Io.{z) = al1(az). Thus 
la{ID» = C \ {-ta/4: 0::; t < oo}. 

The power series representation of this function is given by 

00 

z = z + 2az2 + 3a2z3 + ... = ~ nan-1zn. 
(1- az)2 ~ 

n=l 

This will be of significance when we discuss the Bieberbach Conjecture in 
Chapter 17. Also see (7.5) in this chapter. 

The function in Example 1.4 for a = 1 is called the Koebe function and 
the other functions for arbitrary a are cailed the rotations of the Koebe 
function. 

The next example was first seen as Exercise 3.3.13. The details are left 
to the reader. 

1.5 Example. If n = Coo \ [-2,2], 

1 
I{z) = z +-

z 

is a conformal equivalence of ID> onto n with I{O) = 00. If 9 is any other 
such mapping, then g{z) = l{ei9 z) for some real constant O. 

Also note that I{z) = I{z-l) so that I maps the exterior (in Coo) of the 
closed disk onto n. 

The next collection of concepts and results applies to arbitrary regions, 
not just those that are simply connected. They are gathered here because 
they will be used in this chapter, but they will resurface in later chapters 
as well. 

1.6 Definition. If G is an open subset of C and I : G -+ C is any function, 
then for every point a in 800G the cluster set of I at a is defined by 

Clu(fja) == n{cl 00 [I (B(ajc) n G)] : c > O}. 

1. 7 Proposition. For every lunction I, Clu(f j a) is a non-empty compact 
subset 01 Coo. II I is a bounded function, Clu(f j a) is a compact subset 01 
C. 
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Proof. In fact, the sets cl 00 [f (B(aj c) n G)] form a decreasing collection 
of compact subsets of Coo and must have non-empty intersection. The 
statement about bounded functions is clear. 0 

1.8 Proposition. If a E oooG such that there is a p > 0 for which G n 
B(aj r) is connected for all r < p and f is continuous, then Clu(fj a) is a 
compact connected subset of Coo. 

Proof. In this situation the sets cloo [f (B(aj c) n G)] form a decreasing 
collection of compact connected subsets of C when c < p. The result is now 
immediate from an elementary result of point set topology. 0 

The proof of the next proposition is left to the reader (Exercise 5). 

1.9 Proposition. If a E oooG, then ( E Clu(fj a) if and only if there is a 
sequence {an} in G such that an -+ a and f(an) -+ (. 

1.10 Corollary. If a E oooG, then the limit of f(z) exists as z -+ a with z 
in G if and only if Clu(f j a) is a single point. 

1.11 Proposition. If f : G -+ n is a homeomorphism and a E oooG, then 
Clu(fj a) ~ ooon. 

Proof. If ( E Clu(fj a), let {an} be a sequence in G such that an -+ a 
and f(an ) -+ (. Clearly ( E cl oon and if ( E n, then the fact that 1-1 is 
continuous at (implies that a = limn an = limn f- 1 (f(an )) = f-l() E G, 
a contradiction. 0 

We end this section with some widely used terminology. 

1.12 Definition. A function on an open set is univalent if it is analytic 
and one-to-one. 

Exercises 

1. In Example 1.3, what is f(C \ llJ))? f(Coo \ {±I})? 

2. Discuss the image of 0llJ) under the map f(z) = z + z-l. 

3. Find a conformal equivalence of Coo \ [-2,2] onto llJ). 

4. Give the details of the proof of Proposition 1.8. 

5. Prove Proposition 1.9. 

6. What is the cluster set of f(z) = exp{(z + I)/(z - I)} at I? 
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7. Characterize the conformal equivalences of the upper half plane lHl = 
{z : 1m z > O} onto itself. 

8. Characterize the conformal equivalences of the punctured disk onto 
itself. 

9. Characterize the conformal equivalences of the punctured plane onto 
itself. 

§2 Crosscuts 

With this section we begin the study of the boundary behavior of a con­
formal equivalence T : ][)) --+ O. Much of the discussion here is based on the 
book of Pommerenke [1975], which has additional material. 

We will limit ourselves to the case of a bounded region (or bounded 
Riemann map) as this facilitates the proofs. The reader can consult the 
literature for the general case. 

2.1 Definition. If G is a bounded simply connected region in C, and C1 

is a closed Jordan arc whose end points lie on aG and such that C = C 1 

with its end points deleted lies in G, then C is called a crosscut of G. 

Usually no distinction will be made between a crosscut C as a curve or 
its trace. In other words, C may be considered as a set of points or as 
a parameterized curve C : (0,1) --+ G. Recall that C is a Jordan arc if 
C(s) -I- C(t) for 0 < s < t < 1. It is possible, however, that C1(0) = C 1(1) 
so that C1 is a Jordan curve. At the risk of confusing the reader, we will 
not make a distinction between a crosscut C and the corresponding closed 
Jordan arc C1 . This will have some notational advantages that the reader 
may notice in the exposition. 

Note that if C is a crosscut of G and f : G --+ C is a continuous function, 
then cloo [f(C)] \ f(C) ~ Clu(J; ad U Clu(J; a2), where a1 and a2 are the 
end points of C. 

2.2 Lemma. If G is a bounded simply connected region in C and C is 
a crosscut of G, then G \ C has two components and the portion of the 
boundary of each of these components that lies in G is C. 

Proof. If ¢ : G --+ ][)) is a Riemann map, then f(z) = ¢(z)j(l - 1¢(z)l) 
is a homeomorphism of G onto C. Hence f(C) is a Jordan arc in C. By 
Proposition 1.11, Clu(J; a) ~ aooc = {oo} for every point a in aGo Hence, 
by the remark preceding this proposition, cloof(C) is a Jordan curve in Coo 
passing through 00. If 0 1 and O2 are the components of C \ cloo f(C) = 
C \ f(C), then f- 1(01) and f- 1 (02) are the components of G \ C. 0 
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It is now necessary to choose a distinguished point in G. In the following 
definitions and results, this distinguished point is lurking in the background 
as part of the scenery and we must forever be aware of its existence. Indeed, 
the definitions depend on the choice of some distinguished point. It seems 
wise, however, not to make this point part of the foreground by including it 
in the notation. We do this by always assuming that 0 E G. The assumption 
that G is bounded will also cease to be made explicit. 

The preceding lemma justifies the next definition. 

2.3 Definition. If G is a simply connected region containing 0, then for 
any crosscut C of G that does not pass through 0, let out C denote the com­
ponent of G \ C that contains 0 and let ins C denote the other component. 
Callout C the outside of C and ins C the inside of C. 

This definition and notation is, of course, in conflict with previous con­
cepts concerning Jordan curves (§13.1). We'll try to maintain peace here by 
reserving small Greek letters, like u and 'Y, for Jordan curves, and capital 
Roman letters, like X and C, for crosscuts. 

From now on we will only consider crosscuts of G that do not pass 
through the distinguished point O. 

2.4 Definition. A zero-chain (or O-chain) of G is a sequence of crosscuts 
of G, {Cn}, having the following properties: 

(a) ins Cn+l S;;; ins Cn; 

(b) cl Cn n cl Cm = 0 for n #- m; 

(c) diam Cn --+ 0 as n --+ 00. 

Note that the condition in the definition of a O-chain {Cn } that cl Cn n 
cl Cn+1 = 0 and ins Cn+1 S;;; ins Cn precludes the possibility that cl Cnn8G 
is a single point. It is not hard to construct a zero-chain {Cn} such that 
infn[diam(ins Cn)) > o. See the examples below. 

Why make this definition? Let 0 be a bounded simply connected re­
gion and let T : ll)) --+ 0 be a conformal equivalence with T(O) = O. 
We are interested in studying the behavior of T(Z) as Z approaches a 
point of 8ll)). Let a E 8ll)) and construct a O-chain {Xn} in ll)) such that 
nncl (ins Xn) = {a}. Clearly T(Xn) is an open Jordan arc in O. By Propo­
sition 1.11 [cl T(Xn)) \ T(Xn) S;;; 80. Unfortunately it is not necessarily true 
that Cn = T(Xn) is a crosscut in 0 since cl Cn \ Cn may be an infinite set. 
We can and will, however, choose the O-chain {Xn} in ll)) so that not only 
is each Cn a crosscut in 0, but {Cn} is actually a O-chain in O. 

In this way we associate with each point a of 8ll)) a O-chain {Cn} in O. In 
fact, we will see in the next section that after we introduce an equivalence 
relation on the set of O-chains, there is a way of topologizing n, the set 0 
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Figure 14.1 

together with these equivalence classes, so that T extends to a homeomor­
phism f of cl ]]J) onto n. This will pave the way for us to study the boundary 
behavior of T in future sections when more stringent restrictions are placed 
on aD. 

The following are some examples of O-chains. Figure 14.1 has D = ]]J) and 
shows an example of a O-chain. Some special O-chains of this type will be 
constructed below (see Proposition 2.9). 

In Figure 14.2, D is a slit disk and the sequence of crosscuts is not a 
O-chain since it fails to satisfy property (a) of the definition. Again for D a 
slit disk, Figure 14.3 illustrates a O-chain. 

In Figures 14.4, 14.5, and 14.6, D is an open rectangle less an infinite 
sequence of vertical slits of the same height that converge to the segment 
[2,2 + i]. The sequence of crosscuts {en} in Figure 14.4 is not a O-chain 
since it violates part (a) of the definition; the crosscuts in Figure 14.5 do 
not form a O-chain since their diameters do not converge to O. The crosscuts 
in Figure 14.6 do form a O-chain. 

Figures 14.7, 14.8, and 14.9 illustrate examples of O-chains. 
We begin with a result on O-chains of ]]J) that may seem intuitively obvi­

ous, but which requires proof. It might be pointed out that the sequence of 
crosscuts in Figure 14.6 does not satisfy the conclusion of the next propo­
sition. 

Figure 14.2 Figure 14.3 
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2.5 Proposition. If {Xn} is a sequence of crosscuts oflD with insXn+1 ~ 
ins Xn and diam Xn -> 0, then diam (ins Xn) -> O. 

Proof. Since cl [ins Xn+lJ ~ cl [ins XnJ for every n, K == nn cl [ins XnJ 
is a non-empty compact connected subset of cl lD. Since Xn is a crosscut, 
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8[ins Xnl = Xn U 'Yn for the closed arc in 8lI)), 'Yn = cl [ins Xnl n 8lI)). In 
fact, 'Yn+1 = cl [ins X n+1l n 8lI)) ~ 'Yn and so 'Y == nn 'Yn is a closed arc in 
8lI)). It is easy to see that 'Y = K n 8lI)). Also, since Xn and 'Yn have the same 
end points, diam 'Yn --. o. Therefore, 'Y, and hence K, is a single point Zo 
in 8lI)). A straightforward argument now finishes the proof. 0 

The remainder of this section is devoted to the construction of O-chains 
{Xn} in lI)) such that {r(XnH is a O-chain in n. The process involves the 
proof of a sequence of lemmas. The first of these necessitates a return to 
the notion of a set of measure o. The proof will not be given of the complete 
statement, but only of the statement that can be obtained by the deletion 
of any reference to a set of measure o. The proof of the general statement 
can be easily obtained from this proof and is left to the reader. 

2.6 Lemma. Let r be a bounded univalent function defined on lI)) with 
Irl ::; M on lI)). If E is a subset of 8lI)) having measure 0, 1/2 < p < 1, and 
o ::; a < f3 ::; 211", then there is a () with a < () < f3 such that ei9 ~ E and 

l1Ir'(rei9)1 dr::; M~J ~ =:. 
Proof. In fact an application of the Cauchy-Schwarz Inequality shows that 

< J: [11 
dr] [11Ir'(rei9)12 dr] d() 

< 127r (1 - p) [11 Ir'(rei9 )12 dr] d() 

< 2(1- p) 127r /,1 Ir'(rei9 ) 12 rdrd() 
o 1/2 

since, with p > 1/2, we have 1 < 2r for p ::; r. But by Theorem 13.2.12 
this last integral equals Area( r( {z ElI)): 1/2 < Izl < I})) ::; 11" M2. But 

Hence there is at least one value of () with 

whence the lemma. 0 

Note that the preceding lemma gives a value () such that r --. r(rei9 ), 

p ::; r < 1, is a half open rectifiable Jordan arc (and also gives an estimate 
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on the length of this curve). But a rectifiable open arc cannot wiggle too 
much, and so the next result is quite intuitive. 

2.7 Proposition. If'Y : [0,1) -+ G is a half open rectifiable arc and f : 
G -+ C is an analytic function such that f 0 'Y is also a rectifiable arc, then 
limhl- fb(t)) exists and is finite. 

Proof. Let L = the length of f 0 'Y. Since the shortest distance between 
two points is a straight line, it follows that {f 0 'Y} <;;; B (f b(1/2)); L). In 
particular, there is a constant M such that If b(t))1 ::; M for 0 < t < 1. 
If limt->l- f b(t)) does not exist, then there are sequences {rn} and {Sn} 
in (0,1) such that rn < Sn < rn+1, rn -+ 1 and Sn -+ 1, f b(rn)) -+ p and 
f b(sn)) -+ 0', and p =1= 0'. If 0 < 38 < Ip - 0'1, then there is an no such 
that If b(rn)) - f b(sn))1 > 8 for all n :::: no. But the length of the path 
{f b(t)) : rn ::; t ::; sn} is greater than or equal to If b(rn)) - f b(sn))1 :::: 
8. This contradicts the rectifiability of f 0 'Y. 0 

A combination of the last two results can be used to give a proof that the 
set of points in 8][)l at which a bounded conformal equivalence r has radial 
limits is dense in 8][)l. Unfortunately this will not suffice for our purposes 
and we need more. 

2.8 Lemma. If r : ][)l -+ C is a bounded univalent function, then (1 -
r) max {lr'(z)1 : Izl = r} -+ 0 as r -+ 1. Hence (1 - Izl) Ir'(z)1 -+ 0 as 
Izl -+ 1. 

Proof. Let r(z) = 2:n anzn ; hence, using the fact that Ix + Yl2 ::; 2 (lxl2 + 

Iyn, we get that 

(1 - Izl)' IT'(z)I' ~ (1 - Izl)' I~ nanan-' + f, nanzn-'I' 

" 2 (1 - Izl)' I};; nanzn-' I' + 2 (1 - 1'1)' In~ na"zn-' I' 

Applying the Cauchy-Schwartz Inequality to the second sum gives 

If, nanr'I' If, (0'an) (0'zn-') I' 
< [f, n lanl2] [f, n IZ I2n- 2]. 

But 
00 00 

L nlzl 2n- 2 < L n!z!2n-2 

n=m n=l 
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Combining these inequalities gives 

(1 - Izl)' IT' (z)I' ,; 2 (1 -Izl)' IX;' n 1""llzl"-' I' 
+2(1-lzI)2 [f: n lanl2] 1 2 

n=m (1 - Iz12) 

~ 2 (1-lzl)' IX;' n l""IIZI"-'I' 

+ 2 L nlan l2 • 2 [ 00 ] 

(1 + Izl) n=m 

But if Izl 2': 1/2, then 

(1 - Izl)' IT' (z)I' < 2 (1 - Izl)' IX;' n 10" Ilzl"-' I' 

+2 [~ n lanI2]. 

By Corollary 13.2.13, m can be chosen such that the last summand is 
smaller than e2/2. Thus for 1 -Izl sufficiently small, (1 - IZl)21r' (z)12 can 
be made arbitrarily small. 0 

2.9 Proposition. Let 0 be a bounded simply connected region and let 
r : Jl)l--+ 0 be the Riemann map with r(O) = 0 and r'(O) > o. If 0 ::; () ::; 271" 
and {rn} is a sequence of positive numbers that converges monotonically to 
1, then for every n there are an and f3n with an < () < f3n, an --+ (), and 
f3n --+ () such that if Yn = the crosscut of Jl)l defined by 

Y. = (eian r eiOn ] U {r eit . a < t < f3 } u [r eif3n eif3n ) n ,n n· n _ _ n n , , 

then {r (Yn)} is a O-chain in o. 

Proof. Let M be an upper bound for Irl. By Lemma 2.8, positive numbers 
{en} can be chosen such that en --+ 0 and 

2.10 (1 - rn) max Ir' (rneit ) I < e~. 
t 

Now apply Lemma 2.6 with a = ()-2 (1 - rn) /e; and f3 = () (1- rn) /e; 
to obtain an an with () - 2 (1 - r~) /e; < an < () - (1 - rn) /e; and 
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Similarly, there is a f3n with () < f3n and 

Actually we want to modify the choice of the points an and f3n so that the 
values of T (e iQn ) and T (e ii3 ) , the radial limits of T at the designated points, 
are all different. This is done as follows. Suppose al,"" an-I, 131,"" f3n-l 
have been chosen and let E = {a: () - 2 (1 - rn) /c~ < a < () - (1 - rn) /c~ 
and T (eiQ ) exists and equals one of T (eiQ1 ), ••• , T (e i alp han _ 1 ), T (e ii31 ) , 

... , T (e ii3n - 1 )}. By Theorem 13.5.3, E has measure O. By Lemma 2.6, an 
can be chosen in the prescribed interval with an 'f. E. By Proposition 
2.7, T (e iQn ) exists and differs from T (eiQ1 ) , ... ,T (e iQn - 1 ), T (e ii31 ) , ... , 

T (e ii3n -1). Similarly choose f3n. 
Define Yn as in the statement of the proposition. Clearly {Yn } is a 0-

chain in JI)). Let en = T (Yn). Since en is rectifiable, each en is a crosscut 
of n. Since ins Yn+! ~ ins Yn for every n, ins en+! ~ ins en for every n. 
Since the values T (eiQ1 ), T (eiQ2 ), ••• ; T (e ii31 ), T (eii32 ), ... are all distinct 
and cl Yn n cl Yn+l = 0, cl en n cl en+! = 0. It remains to prove that 
diam en --+ O. 

Now (2.10) implies that J:: IT' (rneit ) I dt ::; (f3n - an) l~L and f3n -

an ::; 4 (1 - rn) /c~. Hence J:: IT' (rneit ) I dt ::; 4cn. This, combined with 
1 

the preceding estimates, implies that the length of T (Yn ) ::; 4cn+2cnM (27r)" 
and thus converges to O. It is left as an exercise to show that an and f3n --+ () 

as n --+ 00. 0 

Exercise 

1. If {Xn} is a O-chain in JI)), show that nn cl (ins Xn) is a single point 
in aJI)). 

§3 Prime Ends 

Maintain the notion of the preceding section. Let n be a bounded simply 
connected region and let T : JI)) --+ n be the conformal equivalence with 
T(O) = 0 and T'(O) > O. 

3.1 Definition. If {Cn } and {C~} are two zero-chains in n, say that they 
are equivalent if for every n there is an m such that ins Cm ~ ins C~ and, 
conversely, for every i there is a j with ins Cj <;;; ins Ci . 

It is easy to see that this concept of equivalence for zero-chains in n 
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is indeed an equivalence relation. A prime end is an equivalence class of 
zero-chains. 

An examination of the O-chain in Figure 14.1 will easily produce other 
O-chains that are equivalent to the one given. In Figure 14.2 if the crosscuts 
that are above the slit constitute one O-chain and the crosscuts below the 
slit constitute another, then these two O-chains belong to different prime 
ends. It can also be seen that the O-chains appearing in Figures 14.7 and 
14.8 are equivalent. The reader is invited to examine the O-chains appearing 
in the figures in §2 and to find equivalent ones. 

Let n denote n together with the collection of prime ends. We now 
want to put a topology on n. (Apologies to the reader for this notation, 
which is rather standard but opens up the possibility of confusion with the 
polynomially convex hull.) 

3.2 Definition. Say that a subset U of n is open if U n n is open in n 
and for every p in U \ n there exists a zero-chain {en} in p such that there 
is an integer n with ins en ~ U n n. 

Note that from the definition of equivalence and the definition of a 0-
chain, if U is an open subset of nand p E U, then for every {en} in p, 
ins en ~ U n n for all sufficiently large n. 

The proof of the next proposition is an exercise. 

3.3 Proposition. The collection of open subsets of n is a topology. 

The main result of the section is the following. 

3.4 Theorem. If n is a bounded simply connected region in C and T : 11) ---> 

n is a conformal equivalence, then T extends to a homeomorphism of cl 11) 

onto n. 
Actually, we will want to make specific the definition of fez) for every 

z in a 11) as well as spell out the meaning of the statement that f is a 
homeomorphism. If z E a 11), then Proposition 2.9 implies there is a O-chain 
{Yn } in 11) such that nn cl (ins Yn) = {z} and {T (Yn)} is a O-chain in n. We 
will define fez) to be the equivalence class of {T (Yn)}. We must show that f 
is well defined. Thus if {Xn} is a second O-chain in 11) with nn cl (ins Xn) = 
{z} and {T (Xn)} a O-chain in n, we must show that {T (Xn)} and {T (Yn)} 
are equivalent. This is not difficult. Fix n; we want to show that ins T (Ym ) ~ 

ins T (Xn) for some m. But just examine ins Xn: a (ins Xn) = Xn U In, 
where In is an arc a 11) with z as an interior point. Thus there is a {j > 0 
such that 11) n B(z; 8) ~ ins X n . Since diam (ins Ym ) ---> 0 (why?), there is 
an m with ins Ym ~ 11) n B (z; 8) ~ ins Xn; thus ins T (Ym) = T (ins Ym ) ~ 
T (ins Xn) = ins T (Xn). Similarly, for every j there is an i with ins T (Xi) ~ 
ins T (Yj). 

The proof that f is well defined also reveals a little something about 
the disk. Namely, the prime ends of 11) are in one-to-one correspondence 
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with the points of 8l!)l (something that better be true if the theorem is 
true). In fact, if {Xn} is a O-chain in l!)l, then Proposition 2.5 implies that 
diam (cl (ins Xn)) -+ O. By Cantor's Theorem, nn cl (ins Xn) = {zo} for 
some point Zo in cl l!)l. It follows that Zo E 8l!)l (why?). The preceding 
paragraph shows that whenever {Xn} and {Yn} are equivalent O-chains in 
l!)l, nn cl (ins Xn) = nn cl (ins Yn). 

We now proceed to the proof that f is a homeomorphism. Some prepara­
tory work is required. 

3.5 Lemma. If'Y : [0,1) -+ l!)l is an arc such that b(t)1 -+ 1 as t -+ 1, 
then the set Z = {z : there exists tk -+ 1 with 'Y(tk) -+ z} is a closed arc in 
8l!)l. If f : l!)l -+ C is a bounded analytic function and limt-+1 f ('Y(t)) exists, 
then either Z is a single point or f is constant. 

Proof. Observe that the set Z = Club; 1) (1.6). Thus Z is a closed con­
nected subset of 8l!)l (1.7 and 1.8); that is, Z is a closed arc. 

Now assume that f : l!)l -+ C is a bounded analytic function such that 
limt-+1 f b(t)) = w exists and Z is not a single point. It will be shown 
that f must be constant. In fact, let z be an interior point of Z such that 
the radial limit of f exists at z. It is easy to see (draw a picture) that the 
radial segment [0, z) must meet the curve 'Y infinitely often. Hence there is a 
sequence {tk} in [0,1) such that tk -+ 1, 'Y(tk) -+ z, and arg b(tk)) = arg z 
for all k. Thus limr-+1 f(rz) = limk-+oo f b(tk)) = w. By Theorem 13.5.3, 
f===w. 0 

3.6 Lemma. Let 7 : l!)l -+ 0 be a conformal equivalence with 7(0) = o. If 
C is a crosscut of 0, then X = 7- 1 (C) is a crosscut ofl!)l. 

Proof. Let C : (0,1) -+ 0 be a parameterization of C and, for q = 0 or 
1, let aq = limt->q C(t). So aq E 80. Clearly X(t) = 7-1 (C(t)) is an open 
Jordan arc and IX(t)1 -+ 1 as t -+ 0 or 1. For q = 0, 1, let Zq = {z: there 
exists tk -+ q with X(tk) -+ z}. But limt->q 7 (X(t)) = aq and 7 is not 
constant. By Lemma 3.5, Zq is a single point and so X is a crosscut. 0 

Now suppose {Cn} is a O-chain in 0 and let Xn = 7- 1(Cn). So each Xn 
is a crosscut of l!)l by the preceding proposition. We will see that it is almost 
true that {Xn} is a O-chain in ][)l. The part of the definition of a O-chain 
that will not be fulfilled is that clXn n clXn+l need not be empty. 

Begin by noting that 7(ins Xn) = ins Cn; hence ins Xn+l ~ ins X n. 

3.7 Proposition. If 7 : l!)l -+ 0 is a conformal equivalence with 7(0) = 0 
and {Xn} is a sequence of crosscuts of][)l such that Cn === 7(Xn) defines a 
O-chain of crosscuts in 0, then diam Xn -+ o. 
Proof. First assume that there is an r, 0 < r < 1, such that Xn n {z : 
Izl = r} i- '" for an infinite number of values of n. Let Zk E X nk with 
IZkl = r such that 7(Zk) -+ (0; so (0 E 7({Z: Izl = r}) ~ O. But if {j > 0 
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such that B ((0; 8) ~ n, there is a ko such that \r(zk) - (0\ < 8 for k 2:: ko. 
But r(zk) E Cnk n B ((0; 8) and diam Cn ---- O. Hence there is a kl 2:: ko 
such that Cnk ~ B((o; 8) for k 2:: k1 • This implies that cl Cnk nan = 0. 
Since Cnk is a crosscut, this is a contradiction. Thus for every r < 1, 
Xn n {z : \z\ = r} = 0 for all but a finite number of indices n. 

Let rn = inf{\z\ : z E X n }; by the preceding paragraph, rn ---- 1. Since 
Xn is a crosscut, a[ins Xnl = Xn U Tn for some closed arc Tn of a lI)). It 
follows that K == nn cl [ins Xnl is a non-empty closed connected subset 
of alI)) and hence is a closed arc in alI)). Moreover, K = nn Tn (why?). It 
suffices to show that K is a single point. 

Suppose K is a proper closed arc in a lI)). Then by Theorem 13.5.2 there 
are distinct interior points z and w of the arc K such that the radial limits 
of r exist at both z and w; denote these radial limits by fez) and few). 
Since 0 belongs to the outside of each X n , for each n there are points Zn 

and Wn on Xn that lie on the rays through z and w, respectively. Thus 
r(zn) ---- fez) and r(wn ) ---- few). But r(zn) and r(wn) E r(Xn) = Cn and 
diam Cn ---- O. Hence fez) = f( w). Since z and w were arbitrary interior 
points of K, Theorem 13.5.3 implies that r is constant, a contradiction. 
Therefore it must be that K is a single point and so diam Xn ---- o. 0 

3.8 Lemma. lfr: lI)) ---- n is a conformal equivalence with r(O) = 0, {Cn} 
is a O-chain in n, and Xn = the crosscut r-1(Cn ), then there is a point 
Zo on alI)) and there are positive numbers 6n and en with 0 < 6n < en and 
en ---- 0 such that 

3.9 
n 

and 

3.10 

Proof. By Propositions 3.7 and 2.5, diam[cl (ins Xn)l ---- O. Therefore 
there is a Zo in cl lI)) such that (3.9) holds. By Proposition 1.11, Zo E alI)). 

It is clear that since diam Xn ---- 0, the number en can be found. Suppose 
the number 6n cannot be found. That is, suppose there is an n (which will 
remain fixed) such that for every 6 > 0, lI)) n B(zo; 6) is not contained 
in ins X n . Thus for every 6 > 0 there are points in lI)) n B(zo; 6) that 
belong to both ins Xn and out Xn; by connectedness, this implies that 
Xn nB(zo; 6) i= 0 for every 6 > o. Hence Zo E cl X n. Since ins Xm ~ ins Xn 
for m 2: n, the same argument implies that Zo E cl Xm for m 2: n. 

Now construct crosscuts {Yj} as in Proposition 2.9 so that nn cl (ins Yj) = 
{zo}, diam Yj ---- 0, and {r(Yj)} is a O-chain of n. It is claimed that 
Xn n Yj i= 0 for all sufficiently large values of j. In fact, if this were not 
the case, then, by connectedness and the fact that Zo E cl X n , Xn ~ ins Yj 
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for all j. But diam[ins Yjl ~ 0 and so this implies that Xn is a single­
ton, a contradiction. Hence there must be a jo such that Xn n Yj =1= 0 for 
j ~ jo. Similarly, jo can be chosen so that we also have X n+1 n Yj =1= 0 for 
j ~ jo· But this implies that Cn n r(Yj) =1= 0 =1= Cn+1 n r(Yj) for j ~ jo. 
Therefore, dist(Cn , Cn+d :::; diam r(Yj), and this converges to o. Thus 
el Cn n el Cn +! =1= 0, contradicting the definition of a O-chain. This implies 
that (3.10) holds. 0 

Proof of Theorem 3.4. Define f : el ID> ~ 0 by letting fez) = r(z) for 
Izl < 1 and fez) = the prime end of n corresponding to the O-chain {r(Yj)}, 
where {Yj} is any O-chain in ID> such that nj el (ins Yj) = {z} and {r(Yj)} 
is a O-chain in n. We have already seen that f is well defined. 

To show that f is subjective, let p E 0 \ n and let {Cn } be a O-chain in p. 
If Xn = r-1(Cn), then (3.10) and Proposition 2.9 imply we can construct 
a O-chain {Yj} in ID> with nj el (ins Yj) = {z}, {r(Yj)} a O-chain in n, and 
ins Yn ~ ins Xn for every n. Moreover, for each n, the form of Yn, (3.9), 
and the fact that diam[ins Xml ~ 0 imply that ins Xm ~ Yn for sufficiently 
large m. This implies that {r(Yj)} and {Cn} are equivalent O-chains in n 
and so fez) = p. 

The proof that f is one-to-one is left to the reader (Exercise 2). 
It remains to show that f is a homeomorphism. Let U be an open subset 

of 0; it must be shown that f-1(U) is (relatively) open in el ID>. Clearly 
f- 1 (U) n ID> = r-1 (U n n), and so this set is open. If Zo E f- 1 (U) n () JI», it 
must be shown that there is a 8> 0 with JI» n B(zo; 8) ~ f-1(U) n JI». Put 
p = f(zo); so P E U \ n. Let {Cn} E p; by definition, there is an integer 
n such that ins Cn ~ Un n. If Xn = r-1(Cn), then Xn is a crosscut and 
ins Xn = r-1 (ins Cn) ~ f-1(U) n JI». By (3.10), there is a 8 > 0 with 
JI» n B(zo; 8) ~ ins X n, and so f is continuous. 

Finally, to show that f is an open map it suffices to fix a Zo in () JI» 
and a 8 > 0 and show that f(el JI» n B(zo;8» contains an open neigh­
borhood of p = f(zo). Construct a O-chain {Yn} as in Proposition 2.9 
with nn el [ins Ynl = {zo} and el [ins Ynl ~ B(zo; 8) for all n. Thus 
{r(Yn)} E p and ins r(Yn) = reins Yn ) ~ n n f( el JI» n B(zo; 8». By 
definition, f(el JI» n B(zo; 8» is a neighborhood of p. 0 

Some additional material on prime ends will appear in the following two 
sections. Additional results can be found in Collingwood and Lohwater 
[1966] and Ohtsuka [1967]. 

Exercises 

1. Prove that the collection of open sets in 0 forms a topology on O. 

2. Supply the details of the proof that the map f is one-to-one. 
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3. Can you give a direct proof (that is, without using Theorem 3.4) that 
o is compact? 

4. If n is the slit disk, describe the topology on 0. 

§4 Impressions of a Prime End 

We already have seen in §1 the definition of the cluster set of a function 
f : G ~ C at a point a in oG. Here we specialize to a bounded function 
f : j[)) ~ C and define the radial cluster set of f at a point a in oj[)). 

The preliminary results as well as their proofs are similar to the analogous 
results about the cluster set of a function. 

4.1 Definition. If f : j[)) ~ C is a bounded function and a E oj[)), the radial 
cluster set of f at a is the set 

Clur(f;a) == n cl {f(ra): 1- c::::: r < I}. 
0>0 

The following results are clear. 

4.2 Proposition. 

(a) Iff: j[)) ~ C is a bounded function and a E oj[)), then ~ E Clur(f; a) if 
and only if there is a sequence {rn} increasing to 1 such that f(rna) ~ 
(. 

(b) If f is continuous, then Clur(f; a) is a non-empty compact connected 
set. 

(c) If f is a homeomorphism of j[)) onto its image, then Clur(f; a) is a 
subset of of(j[))). 

4.3 Proposition. If f : j[)) ~ C is a bounded function and a E 0 lDl, then f 
has a radial limit at a equal to ( if and only if Clur (f; a) = {(}. 

Now let's introduce another pair of sets associated with a prime end of 
a bounded simply connected region n containing O. The connection with 
the cluster sets will be discussed shortly. 

4.4 Definition. If p is a prime end of a bounded simply connected region 
n, the impression of p is the set 

00 

I(p) == n cl [ins Cn ] 

n=l 

where {Cn} E p. 
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It is routine to show that the definition of the impression does not depend 
on the choice of the O-chain {Cn} in p so that I(p) is well defined. 

4.5 Proposition. For each prime end p of 0, the impression I(p) is a 
non-empty compact connected subset of a~. 

4.6 Definition. If p is a prime end of 0, a complex number ( is called a 
principal point of p if there is a {Cn } in p such that Cn ---> ( in the sense 
that for every e > 0 there is an integer no such that dist«(, Cn) < e for all 
n ~ no. Let II(p) denote the set of principal points of p. 

It might be expected that at this point it would be demonstrated that 
II(p) is a non-empty compact and possibly even connected subset of a~. 
This will in fact follow from the next theorem, so we content ourselves with 
the observation that II(p) C;;; I(p). 

4.7 Theorem. If T : ID> ---> 0 is the Riemann map with T(O) = 0 and 
T' (0) > 0, a E aID>, and p is the prime end for 0 corresponding to a (that 
is, p = f(a)), then 

Clu(T;a) = I(p) and Clur(T;a) = II(p). 

Proof. Let ( E Clu( T; a) and let {Zk} be a sequence in ID> such that T( Zk) ---> 

(. Let {Cn} E p. By Lemma 3.8 there are positive numbers en and Dn such 
that ID> n B(a;Dn) C;;; ins T-1(Cn) C;;; ID> n B(a;en) for all n. This implies 
that for every n ~ 1 there is an integer kn such that Zk E ins T- 1 (Cn ) for 
k ~ kn. Thus T(Zk) E ins Cn for k ~ kn and so ( E cl (ins Cn). Therefore 
( E I(p). 

Now assume that ( E I(p). If {Cn} E p, then ( E cl (ins Cn) for all 
n ~ 1. Hence for each n ~ 1 there is a point Zn in ins T-1(Cn) with 
IT(zn) - (I < lin. But an application of Lemma 3.8 shows that Zn ---> a 
and so (E Clu(T;a). 

Let ( E Clur ( T; a) and let rn i 1 such that T(rna) ---> (; define the 
crosscuts {Yn } as in Proposition 2.9 so that {T(Yn)} is a O-chain in 0 
and T(rna) E T(Yn) for each n. Note that of necessity {T(Yn)} E p. Thus 
( E II(p). 

Finally assume that ( E II(p) and let {Cn} be a O-chain in p such that 
Cn ---> (. An application of Lemma 3.8 implies that ( E Clur(T; a). The 
details are left to the reader. 0 

An immediate corollary of the preceding theorem can be obtained by 
assuming that the two cluster sets are singletons. Before stating this ex­
plicitly, an additional type of prime end is introduced that is equivalent to 
such an assumption. Say that a prime end p of 0 is accessible if there is a 
Jordan arc "'( : [0,1] ---> cl 0 with "'(t) in 0 for 0 ~ t < 1 and "'(1) in an 
such that for some {Cn} in p, "'( n Cn -=I- 0 for all sufficiently large n. Note 
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that if p is an accessible prime end, then for every {Cn } in p, "( n Cn -I 0 
for sufficiently large n. 

4.8 Corollary. Let T : llJ) ---+ 0 be the Riemann map with T(O) = 0 and 
T'(O) > 0 and let a E allJ) with p = f(a). 

(a) limz -+a T(Z) exists if and only if I(p) is a singleton. 

(b) The following statements are equivalent. 

(i) limr-+l T(ra) exists. 
(ii) II(p) is a singleton. 
(iii) p is an accessible prime end. 

Proof. The proof of (a) is clear in light of the theorem and Proposition 4.3. 
(b) The equivalence of (i) and (ii) is also immediate from the theorem 
and Proposition 4.3. Assume (i) and let <: = limr-+l T(ra). So <: E ao and 
"(r) = T(ra) is the requisite arc to demonstrate that p is an accessible 
prime end. This proves (iii). 

Now assume that (iii) holds and let "( : [0,1] ---+ C be the Jordan arc 
as in the definition of an accessible prime end; let <: = "(1). Thus a(t) = 
T-1(,,(t)) for 0 ~ t < 1 is a Jordan arc in llJ). Let {Cn} E P and put 
Xn = T-1(Cn ). According to Lemma 3.8 there are sequences of positive 
numbers {cn} and {8n } that converge to 0 such that for every n ~ 1, 
llJ) n B(a; 8n ) ~ ins Xn ~ llJ) n B(a; cn), where 

00 

{a} = n cl [ins Xn]. 
n=l 

If c > 0 is arbitrary, choose no such that Cn < c and "( n Cn -I 0 for 
n ~ no. Fix n ~ no and let to be such that "(t) E ins Cn for to < t < l. 
Thus a(t) E ins Xn and hence la(t) - al < c when to < t. This says that 
a(t) ---+ a as t ---+ 1; define a(l) = a. By Theorem 13.5.4, T has a radial limit 
at a. 0 

Exercises 

1. Prove that the definition of I (p) (4.4) does not depend on the choice 
of O-chain {Cn}. 

2. Let K be a non-empty compact connected subset of C such that K 
has no interior and C \ K is connected. Show that there is a simply 
connected region 0 for which K = I(p) for some prime end p of O. 
(The converse of this is not true as the next exercise shows.) 

3. Let "(t) = e- t - 1+it for 0 ::; t < 00 and put 0 = llJ) \ h}. Show that 
o has a prime end p such that I(p) = allJ). 



48 14. Simply Connected Regions 

§5 Boundary Values of Riemann Maps 

In this section we address the problem of continuously extending a Riemann 
map T from If]) onto a simply connected region n to a continuous map from 
the closure of If]) to the closure of n. First note that Proposition 1.11 implies 
that if T : If]) -+ n has a continuous extension, T : cl If]) -+ cl n, then 
T(aIf])) <;;: an. Thus T maps cl If]) onto cl n and so T(aIf])) = an. This also 
shows that an is a curve. If T extends to a homeomorphism, then an is a 
Jordan curve. The principal results of this section state that the converse 
of these observations is also true. If an is a curve, T has a continuous 
extension to cl If]); if an is a Jordan curve, T extends to a homeomorphism 
of cl If]) onto cl n. 

This is a remarkable result and makes heavy use of the fact that T is 
analytic. It is not difficult to show that 1>( z) = z exp( i / (1 - I z I)) is a home­
omorphism of If]) onto itself. However each radial segment in If]) is mapped 
onto a spiral and so Clu( 1>; a) = a If]) for every a in a If]). So 1> cannot be 
continuously extended to any point of the circle. 

Why suspect that conformal equivalences behave differently from home­
omorphisms? Of course we have seen that the conformal equivalences of If]) 
onto itself have homeomorphic extensions to the closure. Also imagine the 
curves Tr(e) = T(re ilJ ), r > 0; the images of the circles of radius r. T maps 
the radial segments onto Jordan arcs that are orthogonal to this family of 
curves. If an is a Jordan curve, then the curves {Tr : r > O} approach an 
in some sense. You might be led to believe that T has a nice radial limit at 
each point of a If]). 

We begin with some topological considerations. 

5.1 Definition. A compact metric space X is locally connected if for every 
E > 0 there is a 8 > 0 such that whenever x and yare points in X with 
Ix - yl < 8, there is a connected subset A of X containing x and y and 
satisfying diam A < E. 

The proofs of the following topology facts concerning local connectedness 
are left to the reader. An alternative is to consult Hocking and Young [1961]. 

5.2 Proposition. If X is a compact metric space, the following statements 
are equivalent. 

(a) X is locally connected. 

(b) For every E > 0 there are compact connected sets AI, . .. ,Am with 
diam Aj < E for 1 :s: j :s: m and such that X = Al U ... U Am· 

( c) For every E > 0 and for every x in X, there is a connected open set 
U such that x E U <;;: B(x; E). 
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Part (c) of the preceding proposition is the usual definition of local con­
nectedness. Indeed it can be easily extended to a definition that can be 
made for arbitrary topological spaces. Definition 5.1 was chosen for the 
definition here because it is the property that will be used most often in 
subsequent proofs. 

The next topological fact is easier to prove. 

5.3 Proposition. If X and Y are compact metric spaces, f : X ---- Y 
is a continuous surjection, and X is locally connected, then Y is locally 
connected. 

Note that as a result of this proposition it follows that every path is 
locally connected. We need one final topological lemma that will be used 
in the proof of the main results of this section. 

5.4 Lemma. If Al and A2 are compact connected subsets ofC with A 1nA2 
connected and non-empty and x and yare points such that neither Al nor 
A2 separates x from y, then Al U A2 does not separate x and y. 

Proof. Without loss of generality it can be assumed that x = 0 and y = 00. 

For j = 1,2 let "Ij : [0,1] ---- Coo \ Aj be a path with "Ij(O) = 0 and 
"Ij(l) = 00. Since Al n A2 is a connected subset of C \ C'Y1 U "12) there is a 
component G of C \ ("11 U "12) containing Al n A 2. Thus Al \ G and A2 \ G 
are disjoint compact subsets of C\ "11 and C\ "12; therefore there are disjoint 
open sets VI and V2 such that for j = 1,2, Aj \ G ~ Vi ~ C \ "Ii' 

Let U = G U VI U V2 so that Al U A2 ~ U. Proposition 13.1.7 implies 
there is a smooth Jordan curve a in U that separates Al U A2 from 00; 

thus Al U A2 ~ ins a. It will be shown that 0 is in the outside of a so that 
Al U A2 does not separate 0 from 00. 

Note that each component C\"Ij is simply connected and does not contain 
O. Thus there is a branch of the logarithm f : C \ "Ij ---- C. Moreover these 
functions can be chosen so that It (z) = h (z) on G. Therefore 

{
It (z) 

fez) = h(z) 

It(z) = h(z) 

if z E VI 

ifzEV2 

if z E G 

is a well defined branch ofthe logarithm on U. Since f'(z) = Z-I on U, the 
winding number of a about 0 is O. Therefore 0 is in the outside of a. D 

Pommerenke [1975] calls the preceding lemma Janiszewski's Theorem. 
Now for one of the main theorems in this section. 

5.5 Theorem. Let n be a bounded simply connected region and let T : 
lD> ---- n be the Riemann map with T(O) = 0 and T'(O) > O. The following 
statements are equivalent. 
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(a) r has a continuous extension to the closure of IJ). 

(b) 80. is a continuous path. 

(c) 80. is locally connected. 

( d) Coo \ 0. is locally connected. 

Proof. It has already been pointed out that (a) implies (b) implies (c). 
Assume that (c) holds. To prove (d), let £ > 0 and choose 8 > 0 so that 
for x and y in 80. and Ix - YI < 8 there is a connected subset B of 80. that 
contains x and y and satisfies diam B < £/3. Choose 8 so that 8 < £/3. It 
suffices to show that if z and W E X == C \ 0. such that Iz - wi < 8, then 
there is a connected subset A of C \ 0. that contains z and wand satisfies 
diam Z < £. (Why?) Examine [z, w] n 80. and let x and y be the points in 
this set that are nearest z and w, respectively; thus Ix - yl < 8. Let B be 
the subset of 80. as above and put A = [z, x] U B U [y, w]. So diam A < £ 

and z, wE A. 
Now assume that (d) holds. To prove (a) it suffices to show that for every 

prime end p of 0. the impression I(p) is a singleton. Fix the prime end p 
and let {Cn } E p. Let 0 < £ < dist(0,8n) and let 8 > 0 be chosen as 
in the definition of locally connected; also choose 8 < £. Find an integer 
no such that diam Cn < 8 for n ~ no. Thus if an and bn are the end 
points of Cn, Ian - bnl < 8. Since X == C \ 0. is locally connected there is 
a compact connected subset Bn of X that contains an and bn and satisfies 
diam Bn < £. Observe that Bn U Cn is a connected subset of B(an; c). 

Thus if I( - ani> £, then 0 and ( are not separated by Bn U Cn. If in 
addition ( E 0., then 0 and ( are not separated by X. But (Bn U Cn ) n X = 
Bn is connected. Thus the preceding lemma implies that for ( in 0. with 
I( -ani> £, 0 and (are not separated by (BnUCn)UX = CnUX. That is, 
both 0 and ( belong to the same component of C \ (Cn U X) = 0. \ Cn . Hence 
( E out Cn if ( E G and i( - ani> £. But this says that ins Cn ~ B(an; £) 
and so diam en < £ for n ~ no. Thus I(p) is a singleton. 0 

It is now a rather easy matter to characterize those Riemann maps that 
extend to a homeomorphism on cllJ), 

5.6 Theorem. If 0. is a bounded simply connected region and r : IJ) -+ 0. 
is the Riemann map with r(O) = 0 and r'(O) > 0, then r extends to be a 
homeomorphism of cllJ) onto cl 0. if and only if 80. is a Jordan curve. 

Proof. If r extends to a homeomorphism of cl ][Jl onto cl 0., then, as men­
tioned before, r(8][Jl) = 80. and so 80. is a Jordan curve. Conversely, assume 
that 80. is a Jordan curve. By Theorem 5.5, r has a continuous extension 
to r : cl ][Jl -+ cl n. It remains to prove that r is one-to-one on 80.. 

Suppose WI, W2 E 8][Jl and r(wl) = r(w2); let ai = {r(rwi) : 0 ~ r ~ I}. 
So al and a2 are two Jordan arcs with end points r(O) = 0 and Wo = 
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T(Wl) = T(W2) that lie inside 0 except for the final point. Taken together, 
these arcs form a (closed) Jordan curve O'j let A = ins o'. (In fact, a is 
a crosscut.) By Corollary 13.1.11, A S;; O. Put Al = (out a) n OJ Al is 
connected (verify). Also A U Al U (a n 0) = O. Observe that (cl A) n an is 
the singleton {wo}. 

Let V and VI be the two components of][)) \ {rwi : 0 ::; r < 1, i = 1,2}. 
Since T(V U VI) = A U AI, a connectedness argument shows that either 
T(V) = A or T(V) = AI. Assume that T(V) = Aj hence T(Vd = AI' 

The proof now proceeds to show that if W belongs to the arc a][)) n av, 
then T(W) = WOo Fix W in this arCj so A = {T(rw) : 0 ::; r ::; I} is a path in 
A except for the points 0 and T(W). But T(W) E (cl A) nan = {wo}. Since 
W was an arbitrary point in the arc a][)) n av, this shows that the bounded 
analytic function T is constant along an arc of a][)). By Theorem 13.5.3, T 

is a constant function, a contradiction. 0 

A simple Jordan region is a simply connected region whose boundary is 
a Jordan curve. 

5.7 Corollary. If G and 0. are two simple Jordan regions and f : G -> 0. 
is a conformal equivalence, then f has an extension to a homeomorphism 
of cl G onto cl n. 

Recall that a curve, : a][)) -> C is rectifiable if () -> ,( eili ) is a function 
of bounded variation and the length ofthe curve, is given by J dill (e ili ) = 
V (,), the total variation of,. If the boundary of a simply connected region 
0. is a rectifiable curve, Theorem 5.5 can be refined. 

In Chapter 20 the class of analytic functions Hl will be investigated. 
Here this class will be used only as a notational device though one result 
from the future will have to be used. In fact HI consists of those analytic 
functions f on ][)) such that 

sup {127r 
If(reili)1 d(): 0 < r < I} < 00. 

Note that if f is an analytic function on ][)) and 0 < r < 1, then ,r(()) = 
f(re ili ) defines a rectifiable curve. The length of this curve is given by 

Thus the condition that f' E HI is precisely the condition that the curves 
{,r} have uniformly bounded lengths. This leads to the next result. 

5.8 Theorem. Assume that 0. is a simple Jordan region and let T : ][)l -> 0. 
be the Riemann map with T(O) = 0 and T'(O) > O. The following statements 
are equivalent. 

(a) an is a rectifiable Jordan curve. 
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(b) r' E HI. 

(c) The function 0 ---? r(eiO ) is a function of bounded variation. 

(d) The function 0 ---? r(eiO ) is absolutely continuous. 

Proof Using Theorem 5.6, extend r to a homeomorphism of dID> onto d O. 
Assume that "( is a rectifiable parameterization of ao and let a(O) = r(eiO ). 
Since both a and "( are one-to-one, there is a homeomorphism a : [0,2n] ---? 

[0,2n] such that a(O) = "((a(O» for all O. So a is either increasing or de­
creasing. If 0 = 00 < OI < ... < On = 2n, then L la(Ok) - a(Ok-dl = 
L h (a(Ok)) - "( (a(Ok-I))1 ::; V("() since {a(Oo), ... ,a(On)} is also a parti­
tion of [0,2n]. Thus a is a bounded variation. This shows that (a) implies 
(c). Clearly (c) implies (a). 

Now let's show that (b) implies (c). Assume that r' E HI and let 0 < 
r < 1. If 0 = 00 < ... < On = 2n, then 

n 

L Ir(riOj) - r(reiOj-1)1 
j=1 

t 11:~1 rr'(reiO)ieiOdOI 

< 121r Ir'(reiO)1 dO 

< C, 

where C is the constant whose existence is guaranteed by the assumption 
that r' belongs to HI. Letting r ---? 1 we get that 

n 

L Ir(eiOj - r(eiOj-I)1 ::; C 
j=1 

and so r is a function of bounded variation of aID>. 
The fact that (c) and (d) are equivalent and imply (b) will be shown in 

Theorem 20.4.8 below. D 

Now for an application of Theorem 5.6 to a characterization of the simply 
connected regions whose boundaries are Jordan curves. 

5.9 Definition. For any region 0 a boundary point W is a simple boundary 
point if whenever {wn} is a sequence in 0 converging to W there is a path 
a : [0,1] ---? C having the following properties: 

(a) a(t) E 0 for 0 ::; t < Ij 

(b) a(l) = Wj 

(c) there is a sequence {tn } in [0, 1) such that tn ---? 1 and a( t n ) = Wn for 
all n ::::: 1. 
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It is not hard to see that each point of 8llJ) is a simple boundary point 
(Exercise 4). The region in Figure 14.4 furnishes examples of boundary 
points of a simply connected region that are not simple boundary points. 
Exercise 4 also states that not every point in the boundary of a slit disk is 
a simple boundary point. Here is one way of getting some examples and a 
precursor of the main result to come. 

5.10 Proposition. If 0 is a simply connected region, 9 : 0 - llJ) is a 
conformal equivalence, and W E 80 such that 9 has an extension to a 
continuous map from 0 U {w} onto llJ) U {a} for some a in 8llJ), then w is a 
simple boundary point of O. 

Proof. Exercise. 0 

5.11 Corollary. If 0 is a simple Jordan region, then every point of 80 is 
a simple boundary point. 

The preceding corollary is a geometric fact that was derived from a the­
orem of analysis (5.6). Giving a purely geometric proof seems quite hard. 

5.12 Theorem. 

(a) Let 0 be a bounded simply connected region and let 9 : 0 - llJ) be a 
conformal equivalence. If w is a simple boundary point of 0, then 9 
has a continuous extension to 0 U {w}. 

(b) If R is the collection of simple boundary points of 0, then 9 has a 
continuous one-to-one extension to 0 U R. 

Proof. (a) If 9 does not have such an extension, then there is a sequence 
{wn} in 0 that converges to w such that g(W2n) - W2, g(w2n+d - WI, 
and WI =I- W2· It is easy to see that WI and W2 belong to 8llJ) (1.11). Let 
0: [0, IJ - OU{w} be a path such that 0(1) = w, o(tn) = wn, and tn - 1. 
Put p(t) = 9 (o(t». It follows that Ip(t)l- 1 as t - 1 (why?). Let J I and 
J2 be the two open arcs in 8llJ) with end points WI and W2. By drawing 
a picture it can be seen that one of these arcs, say J1 , has the property 
that for every W on J1 and for ° < s < 1, there is a t with s < t < 1 and 
p(t) lying on the radius [O,wJ (exercise). If r = g-1 : llJ) _ 0, then r is a 
bounded analytic function since 0 is bounded. So for almost every W in J1 , 

limr-+I r(rw) exists; temporarily fix such a w. But the property of J I just 
discussed implies there is a sequence {sn} in (0,1) such that Sn - 1 and 
p(sn) - w radially. Thus r (p(sn» - r(w). But r(p(sn» = o(sn) - w; so 
r(w) = w for every point of J1 at which r has a radial limit. By Theorem 
13.5.3, r is constant, a contradiction. 

(b) Let 9 denote its own extension to 0 U R. Suppose WI and W2 are 
distinct points in R and g(wd = g(W2); we may assume that g(wd = 
g(W2) = -1. Since WI and W2 are simple boundary points, for j = 1,2 there 
is a path OJ : [O,IJ - 0 U {Wj} such that oj(l) = Wj and OJ(t) E 0 for 
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t < 1. Put pj(t) = 9 (aj(t)); so Pj ([0, 1)) ~ JD) and pj(l) = -1. Let to < 1 
such that for to $ s, t $ 1 

5.13 

Choose 6 > 0 sufficiently small that 

Pj ([0, to)) n B( -1; 6) = 0 

for j = 1,2 and put A6 = JD) n B( -1; 6). Since each of the curves Pj termi­
nates at -1, whenever 0 < r < 6, there is a tj > to so that Pj(tj) = Wj 
satisfies 11 + wjl = r. Again letting r = g-1 we have that (5.13) implies 
that 

1 "2lw1 - w21 < Ir(w1) - r(w2)1 

$ f6~lr'(_I+rei6)lrd9. 
161 

For each value of r, let 9r be the largest angle less than 1T' /2 such that 
-1 + rei6 E JD) for 191 < 9r . The above inequalities remain valid if the 
integral is taken from -9r to 9r • Do this and then apply the Cauchy­
Schwarz Inequality for integrals to get 

Thus, performing the necessary algebraic manipulations and integrating 
with respect to r from 0 to 6, we get 

f\16r Ir'(-1 +rei612 d9dr 10 -6r 

= Area (r(A6)) 
< Area n. 

Since n is bounded, the right hand side of this inequality is finite. The 
only way the left hand side can be finite is if W1 = W2, contradicting the 
assumption that they are distinct. 

The proof that 9 is continuous on n URis left to the reader. 0 

5.14 Corollary. If n is a bounded simply connected region in the plane 
and every boundary point is a simple boundary point, then an is a Jordan 
curve. 
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Finally, the results of this section can be combined with the results on 
reflection across an analytic arc. 

5.15 Proposition. Let 0 be a simply connected region and let g : 0 ---+ JI)) 

be a conformal equivalence. If L is a free analytic boundary arc of 0 and K 
is a compact subset of L, then g has an analytic continuation to a region 
A containing 0 uK. 

Proof. Use Exercise 7 and Theorem 13.4.8. 0 

Note that even though the function g in Proposition 5.15 is one-to-one, 
its extension need not be. 

5.16 Example. Let 0 = JI))+ and define g : 0 ---+ JI)) as the composition 
of the function h(z) = z + Z-I and the Mobius transformation T(z) 
(z - i)(z + i)-I: 

Z2 - iz + 1 
g(z)=Toh(z)= 2 . l' 

z +zz+ 
The function h maps JI))+ onto the upper half plane and T maps this half 
plane onto JI)). The upper half circle L is a free analytic boundary arc of 0 
so that g has an analytic continuation across L. In fact it is easy to see that 
h#(z) = h(z) on n and so g#(z) = g(z). Thus even though g is univalent 
on 0, g# is not. 

The following question arises. If n is a simple Jordan region and the 
curve that forms the boundary of 0 has additional smoothness properties, 
does the boundary function of the Riemann map T : JI)) ---+ 0 have similar 
smoothness properties? If a n is an analytic curve, we have that T has an 
analytic continuation to a neighborhood of cl JI)) by the Schwarz Reflection 
Principle. But what if a 0 is just Coo; or C I ? A discussion of this question 
is in Bell and Krantz [1987J. In particular, they show that if a 0 is Coo, 
then so is the boundary function of T. 

Exercises 

1. Prove Proposition 5.2. 

2. This exercise will obviate the need for Theorem 13.5.3 in the proof 
of Theorem 5.6. Let T be a bounded analytic function on JI)) and let 
J be an open arc of aJI)). Show, without using Theorem 13.5.3, that 
if T has a radial limit at each point of J and this limit is 0, then 
T == O. (Hint: For a judicious choice of WI, ... ,Wm in a JI)), consider 
the function h(z) = T(WIZ)T(W2Z) ... T(WmZ).) 

3. Let G be a region and suppose that (0 E aG such that there is a 
b > 0 with the property that R(a; b) n G is simply connected and 



56 14. Simply Connected Regions 

B(a; 6) n 8G is a Jordan arc 'Y. Let 0 be a finitely connected region 
whose boundary consists of pairwise disjoint Jordan curves. Show 
that if f : G -+ 0 is a conformal equivalence, then f has a continuous 
one-to-one extension to G U 'Y. 

4. Show that every point of 8][) is a simple boundary point. If 0 is the 
slit disk][)\ (-1,0], show that points of the interval (-1,0) are not 
simple boundary points while all the remaining points are. 

5. Show that if w is a simple boundary point of 0, then there is a 6 > 0 
such that B(w; 6) n 0 is connected. 

6. Show that the conclusion of Theorem 5.12 remains valid if 0 is not 
assumed to be bounded but C \ cl 0 has interior. Is the conclusion 
always valid? 

7. Show that if J is a free analytic boundary arc of 0, then every point 
of J is a simple boundary point. 

8. (a) If 9 : cl ][) -+ C is a continuous function that is analytic in ][), show 
that there is a sequence of polynomials {Pn} that converges uniformly 
on cl ][) to g. (Hint: For 0 < r < 1, consider the function gr : cl ][) -+ C 
defined by gr(z) = g(rz).) (b) If 'Y is a Jordan curve, 0 is the inside 
of 'Y, and f : cl 0 -+ C is a continuous function that is analytic on 
n, show that there is a sequence of polynomials {Pn} that converges 
uniformly on cl n to f. 

9. If 0 is any bounded region in the plane and f : cl 0 -+ C is a 
continuous function that is analytic on 0 and if there is a sequence of 
polynomials {Pn} that converges uniformly on cl 0 to f, show that f 
has an analytic continuation to int [0], where 0 is the polynomially 
convex hull of O. 

10. Suppose that G and n are simply connected Jordan regions and f 
is a continuous function on cl G such that f is analytic on G and 
f(G) s;;; n. Show that if f maps aG homeomorphically onto a~, 
then f is univalent on G and f(G) = O. 

§6 The Area Theorem 

If f is analytic near infinity, then it is analytic on a set of the form G = 
{z: Izl > R} = ann(Oj R, 00), and thus f has a Laurent expansion in G 

n=-oo 
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this series converges absolutely and uniformly on compact subsets of G. 
With this notion, 1 has a pole at 00 of order p if an = 0 for n > p. Note 
that this is the opposite of the discussion of poles at finite points. The 
residue of 1 at 00 is the coefficient al and 1 has a removable singularity at 
00 if this expansion has the form 

al a2 
I(z) = ao + - + - + .... 

z z2 

Here ao = 1(00), al = 1'(00) = limz-+<Xl z (f(z) - ao), .... 
Consider the collection U of functions 1 that are univalent in J[))* == {z : 

Izl > I} and have the form 

6.1 
al 

I(z) = z + ao + - + .... 
z 

In other words, U consists of all univalent functions on J[))* with a simple pole 
at 00 and residue 1. This class of functions can be characterized without 
reference to the Laurent expansion. The easy proof is left to the reader. 

6.2 Proposition. A function 1 belongs to the class U il and only if f is 
a univalent analytic function on J[))* such that 1(00) = 00 and f - z has a 
removable singularity at 00. 

6.3 Area Theorem. If 1 E U and 1 has the expansion (6.1), then 

<Xl 
L nlan l2 ::; 1. 
n=l 

Proof. For r > 1, let r r be the curve that is the image under f of the 
circle Izl = r. Because 1 is univalent, r r is a smooth Jordan curve; let Or 
be the inside of r r. Applying Green's Theorem to the function u = z we 
get that 

Area(Or) 

- z 11 
2i rr 

1 (27r_ 
2i Jo rr(t)r'(t)dt. 

Since r r(t) = I(re it ), this means that 
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Using (6.1) we can calculate that 

Using the fact that J~7r eintdt = 0 unless n = 0, in which case the integral 
is 271", the uniform convergence of the above series implies that 

6.4 

Therefore 

1 > ~ nlan l2 

- ~ r2n+2 
n=l 

for all r > 1. If the inequality is not valid for r = 1, then there is an 
integer N such that 1 < L~ nlan l2 • But since r > 1 this also gives that 

1 < L~ nlanI2/r2n+2, a contradiction. 0 

Part of the proof of the preceding theorem, namely Equation 6.4, in­
dicates why this result has its name. What happens to (6.4) when r is 
allowed to approach I? Technically we must appeal to measure theory but 
the result is intuitively clear. 

If Xr = f ({z : Izl 2': r}) for r > 1, then f2r = C \ X r · Thus nr f2r = C \ 
Ur Xr = C\( {zlzl > I}) = E, a closed set. As r -+ 1, Area(f2r ) -+ Area(E). 
Thus the following corollary. 

6.5 Corollary. If fEU, f has the Laurent expansion (6.1), and E = 

C\f(][)I*), then 
00 

n=l 

Thus Area(E) = 0 if and only if equality occurs in the Area Theorem. 

The next proposition provides a uniqueness statement about the map­
pings in the class U. Note that if fEU and f is considered as a mapping 
on the extended plane Coo, then f(oo) = 00. 

6.6 Proposition. If fEU and f(][)I*) = ][)I * , then f(z) = z for all z. 

Proof. If f is as in the statement of the proposition, then Corollary 6.5 
implies that 71" = 71" - 71" Ln nlan l2 , so that an = 0 for all n 2': 1. Thus 
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J(z) = z+ao· On the other hand, the hypothesis on the mapping properties 
of J also implies that IJ(z)1 ---+ 1 as Izl ---+ 1. Letting z ---+ 1, this implies that 
IJ(z)1 2 = Iz+aol 2 = Iz1 2+2Re (aoz)+laoI2 ---+ 1+2Re (ao)+laoI2 = 1. Thus 
Re (ao) + laol 2 = o. Similarly, letting z ---+ -1 show that -Re (ao) + laol 2 = 
o. We now conclude that ao = 0 and so J(z) = z. 0 

The preceding proposition can also be proved using Schwarz's Lemma 
(Exercise 3). 

6.7 Proposition. If J E U and f has the expansion (6.1), then jaIl ::; 1. 
Moreover lall = 1 if and only if the set E = IC \ f(][))*) is a straight 
line segment of length 4. In this case f(z) = z + ao + alz- l and E = 
[-2>. + ao, 2>' + ao], where >.2 = al. 

Proof. Since lall is one of the terms in the sum appearing in the Area 
Theorem, it is clear that jaIl ::; 1. If lall = 1, then an = 0 for n ~ 2. Thus 
f (z) = z + ao + al z-l. It can be seen by using Exercise 2 that in this case 
E = [-2>. + ao, 2>' + ao], where >.2 = al. In particular, E is a straight line 
segment of length 4. 

Conversely assume that E is a straight line segment of length 4; so E has 
the form E = [-2JL + (30, 2JL + (30], where (30 and JL are complex numbers 
and IJLI = 1. If g(z) = z+(30+JL2 Z-l, then g E U and g(][))*) = IC\E = f(][))*). 
Therefore f 0 g-l E U and maps ][))* onto itself. By Proposition 6.6, f = g 
and al = JL2, so that lall = 1. 0 

The next proposition is a useful estimate of the derivative of a function 
in U. 

6.8 Proposition. If fEU, then 

Izl2 
If'(z)1 ::; Izl2 - 1 

whenever Izl > 1. Equality occurs at some number a with lal > 1 if and 
only if f is given by the formula 

lal 2 -1 
f(z) = z + ao - ( )" 

a az-l 

Proof. Since f'(z) = 1 - alz-2 - a2z-3 - ... = 1 - Ln nanz-n- l , an 
application of the Cauchy-Schwarz Inequality as well as the Area Theorem 
shows that 

If'(z) - 11 I~ (y'nan) (y'nz-n-l) I 
< [~nIQnl'r [~nlzl-'n-'r 
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Izl2 -1" 
It now follows that 11'(z)1 ~ 11'(z) - 11 + 1 ~ (lzl2 _1)-1 + 1 
= Iz12(lz12 - 1)-1. 

Now suppose that there is a complex number a, lal > 1, such that the 
inequality becomes an equality when z = a. Thus If' (a) I ~ If' (a) - 11 + 1 ~ 
lal2(lal2 - 1)-1 = 11'(a)l. This implies that the two inequalities in the 
above display become equalities when z = a. The fact that the first of 
these becomes an equality means there is equality in the Cauchy-Schwarz 
Inequality. Therefore there is a complex number b such that an = ba;-n-l 
for all n ~ 1. The fact that the second inequality becomes an equality 
means that 

00 

n=l 
00 

Ibl2 L nlal-2n- 2 

n=l 

= 
2 1 

Ibl (la12 _ 1)2· 
Thus Ibl = lal2 - 1. Substituting these relations in the Laurent expansion 
for J gives 

J(z) 
00 b-n - 1 

z + ao + '"' _a __ 
~ zn 
n=l 

b 00 ( 1 )n 
z+ao+ = L =­

a n=l az 

z + ao + ~ [ (1 - :z) -1 - 1] 
z+ao- ~ [~]. a az-l 

Now use this formula for J(z) to compute 1'(a): 

b 
J'(a) = 1 - =(a;a - 1)-2a; 

a 
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= 

By assumption 

1 - b(lal 2 - 1)-2 

(lal2 - 1)2 - b 

(lal 2 - a)2 
bb- b 

bb 

b-l 
b 

1!,(aW = a ( I 12 )2 
lal 2 -1 

(Ibl - 1)2 
= Ibl2 
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Equating the two expressions for 1f'(a)12 we get that Re b = Re b = -Ibl. 
It follows that b = -Ibl = 1 -lal2 and so J has the desired form. 

If J is given by the stated formula it is routine to check that equality 
occurs when z = a. 0 

Exercises 

1. Show that for rand (3 any complex numbers, J(z) = 4r{3z({3 - z)-2 
is the composition J = h 0 12 0 h, where h(z) = ({3 + z)/({3 - z), 
h(z) = z2, and h(z) = r(z-I). Use this to show that J is a conformal 
equivalence of {z : Izl < 1{31} as well as {z : Izl > 1{31} onto the split 
plane C \ {z = -rt : t ~ I}. 

2. For a complex number >., show that J(z) = z + >.2 z-1 is the compo­
sition hoh, where h(z) = z(>.-z)-2 and h(z) = (1+2>.z)/z. Use 
this to show that J is a conformal equivalence of both {z : Izl < I>'I} 
and {z : Izl > I>'I} onto C \ [-2>.,2>.]. 

3. Prove Proposition 6.6 using Schwarz's Lemma. 

§7 Disk Mappings: The Class S 

In this section attention is focused on a class of univalent functions on 
the open unit disk, II)). Since each simply connected region is the image 
of II)) under a conformal equivalence, the study of univalent functions on 
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j[J) is equivalent to the study of univalent functions on arbitrary simply 
connected regions. If 00 is adjoined to the region j[J)*, the resulting region 
(also denoted by j[J)*) is also simply connected, so that it is equivalent 
to consider univalent functions on j[J)*. After suitable normalization this 
amounts to a consideration of functions in the class U. The class of univalent 
functions S on j[J) defined below is in one-to-one correspondence with a 
subset of the class U. The study of S is classical and whether to study S or 
U depends on your perspective, though one class sometimes offers certain 
technical advantages over the other. 

7.1 Definition. The class S consists of all univalent functions f on j[J) such 
that f(O) = 0 and 1'(0) = 1. 

The reason for the use of the letter S to denote this class of functions is 
that they are called Schlicht functions. 

If h is any univalent function on j[J), then f = [h - h(O)] /h'(O) belongs 
to S, so that information about the functions in S gives information about 
all univalent functions on j[J). If f E S, then the power series expansion of 
f about zero has the form 

7.2 f(z) = z + a2z2 + a3z3 + .... 
As mentioned the class S and the class U from the preceding section are 

related. This relation is given in the next proposition. 

7.3 Proposition. 

(a) If 9 E U and 9 never vanishes, then f(z) = [g(Z~l)] ~l E S and, con­

versely, if f E S, then g(z) = [f(z~l)] ~l E U and 9 never vanishes. 

(b) If f E S with power series given by (7.2) and [f(w~l)rl = g(w) = 
w~l + 2:;:;" anz~n for w in j[J)*, then ao = -a2. 

Proof. (a) Suppose 9 E U and f(z) = [g(Z~l )r1 for z in j[J). Since g(oo) = 
00, it is clear that f is univalent on j[J) and f(O) = o. Moreover g(z)/z -71 
as z -7 00 and so it follows that f'(O) = limz~o f(z)/z = 1 and f E S. The 
proof of the converse is similar. 

(b) Just use the fact that for Izl < 1, g(z~l)f(z) = 1, perform the 
required multiplication of the corresponding series, and set equal to 0 all 
the coefficients of the non-constant terms. D 

7.4 Proposition. 

(a) If f E Sand n is any positive integer, then there is a unique function 
9 in S such that g(z)n = f(zn). For such a function g, g(wz) = wg(z) 
for any n-th root of unity wand all z in j[J). Conversely, if 9 E Sand 
g(wz) = wg(z) for any n-th root of unity wand all z in j[J), then there 
is a function f in S such that g(z)n = f(zn). 
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(b) Similarly, iJ J E U, then there is a unique Junction 9 in U such that 
g{z)n = J(zn). For such a function g, g{wz) = wg(z) Jor any n­
th root oj unity wand all z in~. Conversely, iJ 9 E U such that 
g{wz) = wg(z) Jor any n-th root oj unity wand all z in~, then there 
is a Junction J in U such that g(z)n = f(zn). 

Proof. (a) Assume that f E S and let h{z) = J(zn) for Izl < 1. The 
only zero of h in ~ is the one at z = 0 and this has order n. Thus h{z) = 
zn h1 {z) and hi is analytic on ~ and does not vanish. Moreover the fact that 
l' (O) = 1 implies that hi (O) = 1. Thus there is a unique analytic function 
gl on ~ such that gf = hi and gl{O) = 1. Put g{z) = zgl{Z)j clearly 
g{z)n = f(zn), g(O) = 0, and g'(O) = limz-+og{z)/z = gl(O) = 1. Notice 
that these properties uniquely determine g. Indeed, if k is any analytic 
function on ~ such that k{z)n = f{zn) and k'{O) = 1, then [g/k]n = 1 and 
g/k is analytic, whence the conclusion that k = g. 

If the power series of J is given by (7.2), then a calculation shows that 
hl(Z) = 1 + a2Zn + a3z2n + ... , so that h(wz) = h(z) whenever wn = 1. 
Thus for an n-th root of unity w, k{z) = Zgl{WZ) has the property that 
k{z)n = f(zn) and k'{O) = 1. By the uniqueness statement above, k = g. 
Thus gl{WZ) = gl{Z). From here it follows that g{wz) = wg{z) whenever 
wn = 1. 

To complete the proof that 9 E S it remains to show that 9 is univalent. 
If g{z) = g(w), then f(zn) = f(w n) and so zn = Wnj thus there is an n-th 
root of unity such that w = wz. So g(z) = g{wz) = wg(z). Clearly we can 
assume that z =I- 0 so that g{z) =I- 0 and hence w = Ij that is, w = z. 

For the converse, if 9 E Sand g{wz) = wg(z) for any n-th root of unity 
wand all z in ~, then 9 has a power series representation of the form 

g{z) = z + bn+1zn+1 + b2n+1Z2n+1 + .... 

Thus 

Let 
J(z) = z + C2nz2 + .... 

The radius of convergence of this power series is at least 1, J{O) = 0, and 
1'(0) = 1. If z and w E ~ and J(z) = J(w), let Zl and Wi be points in ~ 
with zf = z and wf = w. So g{zdn = g(wdn. It is left to the reader to 
show that this implies there is an n-th root of unity w such that Zl = WW1. 
Hence z = w and so J is univalent. That is, J E S. 

(b) This proof is similar. 0 

The celebrated Bieberbach Conjecture concerns the class S. Precisely, 
this says that if J E S and its power series is given by ( 7.2), then 

7.5 
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for all n ~ 2. Moreover, equality occurs if and only if f is the Koebe 
function or one of its rotations (1.4). 

We will prove the Bieberbach conjecture now for n = 2. The proof of 
the general case is due to L deBranges [1985]. This material is presented 
in Chapter 17. We start with a corresponding inequality for the class U, 
which is stated separately. 

7.6 Theorem. If 9 E U with Laurent series g(z) = z+aO+a1z-1+ ... , then 
laol :s: 2. Equality occurs if and only if g(z) = Z+2A+A2Z- 1 = z-1(Z+A)2, 
where IAI = 1. In this case 9 maps 1DJ* onto C \ [0,4A]. 

Proof. Let h E U such that h(z)2 = g(z2) for z in 1DJ* and let the expansion 
of h be given by h(z) = z + (30 + (31z-1 + .... Thus 

h(z)2 = z2 + 2(3oz + ((3~ + 2(3d + ... 
= g(Z2) 
= Z2 + aD + a1z-2 + .... 

Hence (30 = 0 and aD = 2(31. But according to Proposition 6.7, 1(311 :s: 1 
so laol :s: 2. The equality laol = 2 holds if and only if 1(311 = 1, in which 
case h(z) = z + AZ- 1, where A2 = (31 (so IAI = 1). But in this case, 
g(Z2) = h(z)2 = (Z+AZ-1)2 = z2+2A+A2 Z-2, so that g(z) = Z+2A+A2 Z-l. 
The mapping properties of this function are left for the reader to verify. 
(See Exercise 6.2) 0 

7.7 Theorem. If f E S with power series given by (7.2), then la21 :s: 2. 
Equality occurs if and only if f is a rotation of the K oebe function. 

Proof. Let 9 be the corresponding function in the class U : g(z) = [f(z-l )]-1 
for z in 1DJ*. It follows that 9 has the Laurent series 

The fact that la21 :s: 2 now follows the preceding theorem. Moreover equal­
ity occurs if and only ifthere is a A, IAI = 1, such that g(z) = Z-l (z + A)2. 
This is equivalent to having f be a rotation of the Koebe function. 0 

As an application this theorem is used to demonstrate the Koebe "1/4-
theorem." 

7.8 Theorem. If f E S, then f(lDJ) :2 {( : 1(1 < 1/4}. 

Proof. Fix f in S and let (0 be a complex number that does not belong 
to f(IDJ); it must be shown that 1(1 ~ 1/4. Since 0 E f(lDJ) , (0 -=I- 0 and so 
g(z) = f(z) [1 - (01 f(Z)]-l is an analytic function on 1DJ. In fact 9 E S. To 
see this first observe that g(O) = 0 and g'(O) = limz--+o [g(z)/z] = 1'(0) = 1. 
Finally 9 is the composition of f and a Mobius transformation and hence 
must be univalent. 
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Since f(O) = 0, there is a small value of r such that If(z)1 < 1(01 for 
Izl < r. In this neighborhood of 0 we get 

[1 - (0 1 f(Z)]-l = 1 + (0 1 f(z) + (02 f(z)2 + .... 

Substituting the power series expansion (7.2) of f and collecting terms we 
get that for Izl < r 

(In fact this power series converges throughout the unit disk.) By Theo­
rem 7.7 this implies that 1(01 +a21:::; 2. But la21:::; 2 so that 1(01 1:::; 4, or 
1(01 ::::: 1/4. 0 

Consideration of the Koebe function shows that the constant 1/4 is sharp. 
The next result is often called the Koebe Distortion Theorem. 

7.9 Theorem. If f E Sand Izl < 1, then: 

(a) 
1 - Izl I 1 + Izl 

(1 + Izl)3 :::; If (z)1 :::; (1 -lzIP; 

(b) Izl Izl 
(1 + Izl)2 :::; If(z)1 :::; (1 -lzI)2' 

Equality holds for one of these four inequalities at some point z -I 0 if and 
only if f is a rotation of the Koebe function. 

Proof. For each complex number a in ]D) define the function 

It is easy to see that fa is univalent on ]D) since it is the composition of 
univalent functions. Also fa(O) = 0 and a routine calculation shows that 
f~ (0) = 1. Therefore fa E S. Let fa (z) = z + b2z2 + ... in ]D). 

Another computation reveals that 

Since b2 = f::(0)/2 and Ib2 1 :::; 2 by Theorem 7.7, this shows that 

Thus 
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Multiply both sides of this inequality by lal and substitute z = a to get 

7.10 I I"(z) 21z12 I 41z1 
Z f'(Z) - 1-lz12 ~ 1-lzI2· 

Now l' does not vanish on ][)l, so there is an analytic branch of log l' ( z ) 
with log l' (0) = O. Using the chain rule, 

a I a a a 
ar [logf (z)] ar[z] + Oz [logf'(z)] ar[z] 

I" (rei8 ) i8 
f'(re i8 ) e . 

Now for any function g, Re[ag/ar] = a Re[gJjar, so 

7.11 a [ 1 '( i8)1] [ I"(z)] r ar log f re = Re z f'(Z) . 

Thus (7.10) implies 

I a ·8 2r2 I 4r 
r"!l [loglf'(re' )1] - --2 ~ --2· 

ur 1-r 1-r 

Dividing by r and performing some algebraic manipulation gives that 

2r - 4 a [1 1 f' ( i8) I] 2r + 4 --<- og re <--
I - r2 - ar - 1 - r2 

for all rei8 in ][)l. Thus, for p < 1, 

7.12 lop 2r - 4 loP a . loP 2r + 4 
--2dr ~ "!l [log 1f'(re,8) I] dr ~ --2dr 

ol-r our ol-r 

or 

log [(11; ~3] ~ log 1f'(pei8 )1 ~ log [(11 ~ ~3] . 
Now take the exponential of both sides of these inequalities to obtain the 
inequality in (a) for z = pei8 . 

Suppose for some z = pei8 one of the inequalities in (a) is an equality; for 
specificity, assume that equality occurs in the lower bound. It follows that 
the first inequality in (7.12) is an equality. Thus the integrands are equal 
for 0 ~ r ~ p. Using (7.11) for 0 ~ r ~ p and letting r ...... 0 we get that 
-4 = Re[ei81"(0)], so that 11"(0)1 ~ 4. By Theorem 7.7, 11"(0)1 = 4 and 
f is a rotation of the Koebe function. The proof of the case for equality in 
the upper bound is similar. 

To prove part (b) note that If(z)1 = IJ[o,zJ 1'(()d(1 ~ J[o,zJ 11'(()lld(l· 
Parameterize the line segment by ( = tz, 0 ~ t ~ 1, and use part (a) to get 
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an upper estimate for 1 I' (() I. After performing the required calculations 
this shows that 

Izl 
If(z)1 :::; (1 _ Izl)2' 

the right hand side of part (b). 
To get the left hand side of part (b), first note that an elementary ar­

gument using calculus shows that t(l + t)2 :::; 1/4 for 0 :::; t :::; 1; so it 
suffices to establish the inequality under the assumption that If(z)1 < 1/4. 
But here Koebe's l/4-theorem implies that {( : 1(1 > 1/4} ~ f(ID). So 
fix z in ID with If(z)1 < 1/4 and let, be the path in ID from 0 to z such 
that f 0, is the straight line segment [0, f(z)]. That is, f(r(t)) = tf(z) 

for 0 :::; t :::; 1. Thus If(z)1 = 1 I, f'(w)dwl = 1 I; f'(r(t))r'(t)dt\. Now 

f'(r(t))r'(t) = [tf(z)]' = f(z) for all t. Thus If(z)1 = I,lf'(w)lldwl. Using 

the appropriate part of (a) we get that If'(w)1 ~ (1 - Iwl)(l + Iwl)-3. On 
the other hand if we take 0 ~ s < t ~ 1, I,(t) -,(s)1 ~ IIr(t)I-Ir(s)11 and 
so (symbolically), Idwl ~ dlwl. Combining these inequalities gives that 

r1zl 1 - r 
If(z)1 > Jo (1+r)3 dr 

Izl 
(1 + Izl)2' 

This proves (b). It is left to the reader to show that f is a rotation of the 
Koebe function if one of these two inequalities is an equality. 0 

Before giving an important corollary of this theorem, here is a lemma 
that appeared as Exercise 7.2.10. 

7.13 Lemma. If {fn} is a sequence of univalent functions on a region G 
and fn ----+ f in H(G), then either f is univalent or f is constant. 

7.14 Corollary. The set S of univalent functions is compact in H(ID). 

Proof. By Montel's Theorem (7.2.9) and Theorem 7.9, S is a normal fam­
ily. It remains to show that S is closed (8.1.15). But if Un} ~ Sand fn ----+ f 
in H(ID), then the preceding lemma implies that either f is univalent or f 
is constant. But f~(O) = 1 for all n so that 1'(0) = 1 and f is not constant. 
Clearly f(O) = 0 and so f E S. 0 

The next result is almost a corollary of the preceding corollary, but it 
requires a little more proof than one usually associates with such an ap­
pelation. 

7.15 Proposition. If G is a region, a E G, and b is any complex number, 
then S(G, a, b) == U E H(G) : f is univalent, f(a) = b, and f'(a) = I} is 
compact in H(G). 
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Proof. By a simple translation argument it may be assumed that a = b = 
0; let S(G) = S(G,O,O). Let R > 0 such that B(O;R) ~ G. If f E S(G) 
and fR(Z) = R- 1 f(Rz) for z in]j)), then fR E S = S(]j))). Thus fR(]j))) :2 {( : 
1(1 < 1/4} and so IfR(eill)1 ;:::: 1/4 for all e (7.8). Hence If(Reill)1 ;:::: R/4 
for all e and B(O; R/4) ~ f(B(O; R)). So f maps G \ B(O; R) into f(G) \ 
B(O; R/4); that is, If I ;:::: R/4 for z in G\B(O; R). Therefore ¢t(z) = z/ f(z) 
is an analytic function on G, l¢t(z)1 ::; 4 for Izl ::; Rand l¢t(z)1 ::; 41z1R- 1 

for z in G \ B(O; R). Thus <P == {¢t : f E S(G)} is a locally bounded family 
of analytic functions on G and hence must be normal. 

By an argument similar to that used to prove Corollary 7.14, S(G) is 
closed. So to prove the proposition, it suffices to show that S( G) is a normal 
family. Let Un} be a sequence in S (G) and let {¢n} be the corresponding 
sequence in <P. By passing to a subsequence if necessary, it may be assumed 
that ¢n -+ ¢ for some analytic function ¢ on G. Clearly the functions ¢n 
have no zero in G so either ¢ == 0 or ¢ does not vanish in G (7.2.6). Also 
for each n, ¢n(O) = f~(O) = 1 and so ¢(O) = 1 and hence ¢ has no zeros 
on G. Let f(z) = z/¢(z). Now 1'(0) = I, so f is not constant. Clearly 
fn(z) -+ f(z) for, all z in G. If K is a compact subset of G, let E > 0 such 
that I¢I ;:::: 2E on K. It follows that I¢nl ;:::: E on K for all n sufficiently 
large (see Exercise 4). This implies that Un} is locally bounded on G and, 
hence, a normal family. D 

We close with an extension of the Distortion Theorem; you might call 
this the Generalized Distortion Theorem. 

7.16 Theorem. If K is a compact subset of the region G, then there is a 
constant M (dependent on K) such that for every univalent function f on 
G and every pair of points z and w in K, 

~ < II'(z)1 < M. 
M - If'(w)1 -

Proof. By interchanging the roles of z and w, it suffices to prove the 
second of these inequalities. Let 0 < 2d < dist(K,8G) and cover K by 
a finite collection B of open disks of radius d/8. Suppose Bl and B2 are 
two of the disks from B such that Bl n B2 of. 0. Let Zi E B i , i = 1,2. SO 
IZI - z21 < d/2 and B(Zi; d) ~ G. Consider the function 

( ) _ f(Zl + dz) - f(zd 
9 z - df'(zd . 

This function belongs to the class S. According to Theorem 7.9, 

, 1 + Izl 
19 (z)1 ::; (1 -lzl)3 
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for Izl < 1. Making the appropriate substitutions we get 

I !'(Zl + dz) I < 1 + Izl . 
f'(zd - (1 - Izl)3 

Take z = (Zl - z2)/d so that Izl < 1/2 and we get that 

1

!'(Z2) I 1+1 
f'(zd ::5 (1 _ ;)3 = Mo. 

If z and w are arbitrary points of K, then there are points Zl = Z, Z2, ... , Zn 
= W such that each consecutive pair of points is in a disk from B, n ::5 N, 
the total number of disks in B, and these disks are pairwise intersecting. 
Therefore 

I J'(z) I = I !'(Zl) II !'(Z2) I I J'(zn-d I < M n - 1 < M N- 1 == M. 
f'(w) f'(Z2) f'(Z3)··· f'(zn) - 0 - 0 

o 

Exercises 

1. Let f and 9 be as in part (b) of Proposition 7.3 and show that Ctl = 
a~ - a3. Show that Ct2 = -a4 + 2a2a3 - a~. 

2. Let f be the function given in (1.4) and show that f E S and if the 
power series of f is given by (7.2), then lanl = n for all n ::::: 2. Show 
that the image of II) under f is the plane minus the radial slit from 
A/4 to 00 that does not pass through the origin. 

3. Let fn(z) = Z + nz2 and show that even though fn(O) = 0 and 
f~(O) = 1 for all n ::::: 1, {In} is not a normal sequence. 

4. Let {gn} be a normal sequence of analytic functions on a region G 
such that each gn has no zeros in G and gn --+ g, where 9 is not 
identically o. Show that if K is a compact subset of G, then there is 
an c > 0 such that Ignl ::::: c on K for all n ::::: 1. 

5. Let G be a region and fix a point a in G. For a choice of positive con­
stants C, m, and M show that.r = {I E H(G) : f is univalent, If(a)1 
::5 C, and m ::5 I!,(a) I ::5 M} is a compact subset of H(G). 

6. For the set U of univalent functions on II)* = {oo} U {z : Izi > I}, 
show that U U {oo} is compact in the space C(II)*, Coo). 

7. Show that for each integer n ::::: 2 there is a function f in S such that 
if f has the power series expansion (7.2), then lanl ::::: Ig(n)(O)I/n! for 
all gin S. 
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8. Show that if K is a compact subset of a region G, then there is a 
constant M such that for every pair of points z and w in K and for 
every univalent function 1 on G, I/(z)1 ::; I/(w)1 + MI1'(w)l· 

9. If G is a simply connected region, a E G, and 1 : G -+ JI)) is the 
conformal equivalence with 1(0) = a and 1'(0) > 0, show that 
[4 dist( a, a G)]-1 ::; l' (a) ::; [dist( a, a G) ]-1. 

10. Show that if T is a bounded univalent function on JI)) with G = T(JI))) , 
then IT'(z)1 ::; 4(1-lzI2)-1dist(T(z),aG). (Hint: Use Exercise 9 and 
Schwarz's Lemma.) 



Chapter 15 

Conformal Equivalence for 
Finitely Connected Regions 

In this chapter it will be shown that each finitely connected region is con­
formally equivalent to a variety of canonical regions. Subject to certain 
normalizations, such conformal equivalences are unique. We begin with 
some basic facts about complex analysis on finitely connected regions. 

§ 1 Analysis on a Finitely Connected Region 

Say that a region G in C is n-connected if Coo \ G has n+ 1 components. Thus 
a O-connected region is simply connected. Say that G is a non-degenerate 
n-connected region if it is an an n-connected region and no component of 
its complement in Coo is a singleton. A region G is finitely connected if it is 
n-connected for some non-negative integer n. Note that if G is any region 
in Coo and K is any component of Coo \ G that does not contain 00, then 
K must be a compact subset of C; in fact, such components of Coo \ G are 
precisely the bounded components of C \ G. 

Throughout this section the following notation will be fixed: G is an 
n-connected region in C and K1' ... ' Kn are the bounded components of 
C \ G; Ko will be the component of Coo \ G that contains 00. Note that for 
any j, 1 ::::: j ::::: n, G U K j is an (n - 1 )-connected region. 

If E is any compact subset of G, then by Proposition 13.1.5 there is 
a positive Jordan system r = bO,'I'l, ... ,'I'n} in G having the following 
properties: 

(i) E~insr~G; 

1.1 

The idea here is that for 1 ::::: j ::::: n and a in K j , nbj; a) = -1 while 
nbo; a) = 1. 

A positive Jordan system r satisfying (1.1) with E = 0 will be called a 
curve generating system for G. In fact, the curves '1'1, ... ,'I'n are a set of 
generators for the first homology group of G as well as the fundamental 
group of G. 
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In the case of a finitely connected region the condition that a harmonic 
function has a conjugate can be greatly simplified. In fact, the infinite 
number of conditions in part (c) of Theorem 13.3.4 can be replaced by a 
finite number of conditions. 

1.2 Theorem. If G is an n-connected region and r = {to, 11, ... , In} is a 
curve generating system for G, then a harmonic function u : G ~ R has a 
harmonic conjugate if and only if Iii (ux dy - u y dx) = 0 for 1 ::; j ::; n. 

Proof. From Theorem 13.3.4 it is easy to see that it suffices to assume that 
Iii f = 0 for 1 ::; j ::; n, where f = Bu, and prove that f has a primitive. Fix 
a point aj in K j for 1 ::; j ::; n. If I is any closed rectifiable curve in G, put 
mj = n(f; aj). It follows that the system of curves {t, -ml1'l, ... , -mnln } 
is homologous to 0 in G. By Cauchy's Theorem, 

But this implies that II f = 0 by assumption. Hence f has a primitive. D 

What is going on in the preceding theorem is that the first homology 
group of G is a free abelian group on n generators and the curves {/j} 
form a system of generators for this group. Morever, if r is an element of 
the first homology group, then r corresponds to a system of closed curves 
in G and the map r ~ Ir f is a homomorphism of this group into the 
additive group C. Thus the condition of the preceding theorem is that this 
homomorphism vanishes on the generators, and hence vanishes identically. 

Let G be an n-connected region and let r = {/O' 11, ... , In} be a curve 
generating system in G. For a harmonic function u : G ~ R with conjugate 
differential * du, the numbers 

11* Cj = -2 du, 
IT "'Ij 

1 ::; j ::; n, are called the periods of u. Note that the periods of u are real 
numbers since u is real-valued. So a rephrasing of Theorem 1.2 is that a 
real-valued harmonic function u on G has a harmonic conjugate if and only 
if all its periods are O. 

Theorem 1.2 can be used to describe exactly how a harmonic function 
differs from one that has a harmonic conjugate. 

1.3 Theorem. Let G be an n-connected region with K 1 , •.. , Kn the bounded 
components of its complement; for 1 ::; j ::; n, let aj E K j . If u is a real­
valued harmonic function on G and Cb' .. ,Cn are its periods, then there is 
an analytic function h on G such that 

n 

u=Reh+ L>j loglz-ajl· 
j=l 
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Proof. Consider the harmonic function 

u = u - L Cj log I z - aj I . 
j 
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Now e(z) = log Izl is harmonic on the punctured plane Co == C \ {O} and 
an elementary computation shows that ex - iiy = -Z/lzI2 = Z-l. Thus for 
any closed rectifiable curve, not passing through 0, 

i (ex dy - ey dx) = -i i z-ldz = 2n n(,; 0). 

So if Lk(z) = log Iz - akl, J"Ii (Lkxdy - Lkydx) = 2n if k = j and 0 
otherwise. It is straightforward to see that the choice of Cj gives that 
J"Ii (UX dy - Uy dx) = 0 for 1:::; j :::; n. By Theorem 1.2, there is an analytic 
function h on G such that U = Re h. 0 

This theorem has several interesting consequences. Here are a few. 

1.4 Corollary. If u is a real-valued harmonic function in the punctured 
disk Bo (a; R) == B( a; R) \ {a}, then there are real constants band c such 
that I: u (a + reil:l) d() = b logr + c. 

Proof. By Theorem 1.3 there is a real constant b and an analytic function 
h on Bo(a; R) such that u = Re h + blog Iz - aI. Thus, 

I: u(a+reil:l)d() = b I: log Ireil:ll d() + I: Reh(a+reil:l)d() 

2nb log r + I: Reh(a + reil:l)d() 

But it is easy to see that J::'/I' Re h(a + reil:l)d() is the imaginary part of the 
integral i h(z)(z - a)-ldz, 

where ,( ()) = a + reil:l, and hence is a constant. 0 

The next result might have been expected. 

1.5 Corollary. If u is a bounded harmonic function in the punctured disk 
Bo(a; R), then u has a harmonic extension to B(a; R). 

Proof. It suffices to assume that u is real-valued. Suppose lui :::; M on 
Bo(a; R). According to Theorem 1.3, there is a real constant b and an 
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analytic function h on Bo(a; R) such that u = blog Iz - al + Re h(z). Also 
there is a real constant c such that for r < R I: u (a + rei6) dO = 27rb logr + c. 

On the other hand, lui ~ M so 127r b log r + cl ~ 27r M for r < R. But this 
is impossible if b i- 0 so it must be that b = O. 

Hence u = Re h in Bo(a; R). This implies that h is an analytic function 
on Bo(a; R) whose real part is bounded. Consider 9 = exp(h); 9 is bounded 
in Bo(a; R) since Igl = exp (Re h). Therefore a is a removable singularity 
for g. This implies that a is a removable singularily for g' = h 9 and thus 
also for h = g' / g. This provides the required harmonic extension of u. 0 

Most of the preceding material is taken from Axler [1986]. 

1.6 Definition. If none of the components K o, Kl, ... , Kn of Coo \ G is a 
point, then the harmonic basis for G is the collection of continuous functions 
W1,W2, ... , Wn on clooG that are harmonic on G and satisfy wjlaKj == 1 and 
wjlaKi == 0 for i i- j. 

Note that these functions exist since the hypothesis guarantees that we 
can solve the Dirichlet problem for G (10.4.17). Also the function Wo that 
is 1 on aKo and 0 on the boundary of the bounded components is not 
included here since this function can be obtained from the others by means 
of the formula Wo = 1 - E~ Wj. 

In the literature these functions in the harmonic basis are often called 
the harmonic measures for G. This terminology originated before the full 
blossoming of measure theory. Later a harmonic measure for G will be in­
troduced that is indeed a measure. In order to avoid confusion, the classical 
terminology has been abandoned. 

The next lemma will be used in the proof of some conformal mapping 
results for finitely connected regions. 

1. 7 Proposition. If G is a non-degenerate n-connected region, r = {'Yo, ... , 
'Yn} is a curve generating system for G, and for 1 ~ j, k ~ n 

where {W1, . .. , wn } is the harmonic basis for G, then the n x n matrix 
[Cjk] is invertible. 

Proof It suffices to show that this matrix is an injective linear transfor­
mation of }Rn into }Rn. So suppose there are real scalars >'1, ... , >'n such 
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that 

{ 

~l1Al + C12A2 + ... + ClnAn = 0 

CnlAl + Cn2 A2 + ... + CnnAn = o. 
We want to show that Ai = ... = An = O. 

Put u = E~ AkWk. So u is continuous on cleoG and harmonic on G. Also 
U == Ak on 8Kk for 1 :::; k :::; n and u == 0 on 8Ko. Moreover for 1 :::; j :::; n, 

Therefore Theorem 1.2 implies there is an analytic function f on G such 
that u = Re f. 

Put AO = 0 and let (0 E C such that Re (0 =1= AO, Ai, ... , An. For 0 :::; k :::; 
n, pick constants 10k> 0 such that if Ok = {( E C: IRe( - Akl < cd, then 
(0 €f. u~=o clnk . Now u = Ref is continuous on cleo G so {z E cleoG : 
lu(z) - Akl < 10k} is a relatively open subset of cleoG and contains 8Kk. 
Therefore if Uk equals the union of Kk and the component of {z E cleoG: 
lu(z) - Akl < 10k} that contains 8Kk, then Uk is open in C and contains K k. 
(The fact that some of the constants Ak may coincide forces some of this 
awkward language. If it were the case that Ak =1= Aj for k =1= j, then the 10k 

could have been chosen so that the sets Ok have pairwise disjoint closures 
and the language would be simpler.) By Proposition 13.1.5, for 1 :::; k :::; n 
there is a Jordan curve ak contained in Uk such that Kk ~ insak and 
n(ak; z) = -1 for all z in K k. Similarly, there is a Jordan curve ao in Uo such 
that Ko ~ out ao and n(ao; z) = +1 for all z in Kl U·· ·UKnUal U·· ·Uan. 
Hence E = {ao, all ... , an} is a Jordan system in G; in fact, E is a curve 
generating system for G. 

Now 
n 1 1 f' n L 27ri f _ (0 = L n(J 0 ak; (0). 

k=O Uk k=O 

But f 0 ak is a rectifiable closed curve lying inside the vertical strip Ok 
and (0 lies outside this strip. Thus n(J 0 ak; (0) = 0 for 0 :::; k :::; n. By 
the Argument Priniciple this implies that the equation f(z) = (0 has no 
solutions in ins E. But f(Uk) ~ Ok and so f(z) = (0 has no solution in 
Uk=o Uk· Therefore (0 €f. f(G). Since (0 was an arbitrary point with Re(o =1= 

AO,All ... ,An we get that f(G) ~ the union of the lines {(: Re( = Ak} 
for k = 0, ... , n. By the Open Mapping Theorem, f, and hence u, must be 
constant. But u = 0 on 8Ko so u == O. In particular Ai = ... = An = O. D 
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Exercises 

1. If G is an (n + I)-connected region in C, Har( G) is the vector space 
of harmonic functions on G, and Harc(G) is the subspace of Har(G) 
consisting of all those harmonic functions with a harmonic conjugate, 
then the quotient space Har(G)/Harc(G) is an n-dimensional vector 
space over JR. Find a basis for this space. 

2. Find the harmonic basis for the annulus. 

3. (The n + 1 Constants Theorem) Let G be an n-Jordan region with 
boundary curves 'YO,'YI, ... ,'Yn and let AO,AI, ... ,An be real con­
stants. Show that if u is a subharmonic function on G such that 
for a in 'Yj, 0 :::; j :::; n, 

then 

lim supu(z) :::; Aj, 
z_a 

n 

u(z) :::; L AjWj(Z), 
j=O 

where {WI, ... ,wn} is the harmonic basis for G and Wo = 1 - (WI + 
···+wm ). 

4. Let G be an annulus and f : G -+ C an analytic function. Use the 
preceeding exercise with u = If I to deduce Hadamard's Three Circles 
Theorem (6.3.13). 

§2 Conformal Equivalence with an Analytic Jordan Region 

Recall the definition of an analytic Jordan region (13.4.11). The main result 
of this section is the following. 

2.1 Theorem. If G is a non-degenemte n-connected region, then G is 
conformally equivalent to an analytic n-Jordan region O. Moreover, 0 can 
be chosen so that its outer boundary is 8lDl and 0 r:t. O. 

Proof. The proof consists of an iterative application of the Riemann Map­
ping Theorem. Let Ko, KI, . .. , Kn be the components of Coo \ G with Ko 
containing 00. Consider Go = C \ Ko and note that Go is simply con­
nected since its complement in Coo, Ko, is connected. Let <Po : Go -+ lDl be 
a Riemann map and put 0 0 = <Po(G). 

So 0 0 is a finitely connected region and Coo \00 = (Coo \lDl)U<Po(Kdu· . ·U 
<Po(Kn) = KooUKOlU·· ·UKon . Now let G I = Coo \KOl ; again G I is a simply 
connected region in Coo containing 00 and the region 0 0 . Let <P1 : GI -+ lDl 
be the Riemann map with <PI(OO) = 0 and put 0 1 = <P1(00). Again 0 1 
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is an n-connected region. The components of its complement in Coo are 
Kll == Coo \ JI)), KlO == ifJl (Koo) , K12 == ifJl(K02 ), ... , KIn == ifJl(Kon ). 
Note that the components of the boundary of 0 1 are aJl)), ifJl(aJl))) = 
ifJl (aKoo) , aK12 ,· .. , aKIn' 

So at this stage we have that G is conformally equivalent to a region 0 1 

contained in JI)), two of whose boundary components are analytic Jordan 
curves, one of them being the unit circle. Continue the process to get that 
G is conformal equivalent to an n-Jordan region On-l contained in JI)) and 
having aJl)) as its outer boundary. Now pick a in JI)) \ cl On-I, let ifJa be the 
Schwarz map (z - a)(1 - az)-l, and put 0 = ifJa(On-l). 0 

The preceding proposition has value for problems that involve properties 
that are invariant under conformal equivalence, but its value diminishes 
when this is not the case. 

The next result is the analogue of the classical Green Identities using the 
conjugate differential and the a-derivative. For the remainder of the section 
it is assumed that G is an analytic Jordan region with oriented boundary 
r = ho, ... ,')'n}, with ')'0 as the outer boundary. 

2.2 Proposition. Let G be an analytic Jordan region with oriented bound­
ary r. (a) If u and v are functions that are CIon cl G, then 

k(VdU-UdV) = 4i f facavau-auav) 

= 2 f fa (uy Vx - UXvy). 

(b) If u and v are functions that are CIon cl G and C2 on G, then 

k (v *du - u *dv) = 4 f fa (vaau - uaav). 

Proof. (a) Using the definition of du and dv, applying Green's Theorem, 
and then simplifying we get 

k (vdu - udv) = k[(vUx - uVx)dx + (vuy - uVy)dy) 

Again using the definitions of the expressions and simplifying, we also have 

f fa (av au - au av) = -~ f fa (Uy Vx - UxVy), 
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proving part (a). 
(b) Using Exercise 13.3.2 we have 

l v * du - 2i l v 8u + i l v du, 

l u*dv = -2i l u8v+i l udv. 

Performing the required algebra yields 

l (v * du - u * dv) = - 2i l (v 8u - u 8v) + i l (v du - u dv). 

Now apply Green's Theorem to the first integral and part (a) to the second 
in order to get 

l (v * du - u * dv) 

o 

-2i [2i J i [&(v8u - U8V)]] 

+i(4i) J icav8u-au8v) 

4 J i [&v 8u + va8u - au 8v - u a8v] 

-4 J i1a(v8U - u8v)] 

= 4 J i (v8au - u8av). 

Recall (13.2.3) that the Laplacian of a function u is 4a8u. 

2.3 Corollary. If u and v are functions that are a1 on cl G and harmonic 
on G, then fr v *du = fr u *dv. 

Recall (§1O.5) that there is a Green function g(z, a) for G. If a is fixed, 
ga(z) = -log Iz - al + Ra(z), where Ra is harmonic on G. Now ga is har­
monic on G \ {a} and identically 0 on r. By Corollary 13.4.12, ga can be 
extended to a harmonic function defined in a neighborhood of r. We will 
always assume that ga has been so extended. Since log Iz - al is also har­
monic in a neighborhood of r, it follows that the same holds for Ra. In 
particular it is legitimate to discuss the integrals of the functions ga and 
Ra as well as their derivatives and conjugate differentials on r. 

The first application of these notions is a formula for the solution of the 
Dirichlet Problem, but first a lemma. 
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2.4 Lemma. Let r > 0 such that B(aj r) ~ G and put Br = B(aj r). If u 
is a C 1 function on cl G that is harmonic inside G, then 

{ (ga *du - u *dga) = 27l'u(a) + 1J(r), 
JaBr 

where 1J(r) ----+ 0 as r ----+ O. 

Proof. Put £() = log I( -al. Using the definition of *d£ and parametrizing 
the circle oBr by ,(0) = a + reiO , we get that *d£ = dO on oBr. Thus 

{ u*d£= (21f u(a+reio)dO = 27l'u(a) 
JaBr Jo 

by the Mean Value Property for harmonic functions. Also there is a constant 

M such that I JaBr u *dRal ~ Mr. Hence JaBr u *dga ----+ -27l' u(a). On the 

other hand, there are constants C1 and C2 such that for all r, 

< C1 r log r + C2 r. 

This completes the proof of the lemma. D 

2.5 Theorem. IfG is an analytic Jordan region, r is the positively oriented 
boundary of G, h is a continuous function on r, and h is the solution of 
the Dirichlet Problem with boundary values h, then 

h(z) = -- h *dgz , , 1 1 
27l' r 

where gz is Green's function for G with singularity at z. 

Proof. Both sides of the above equation behave properly if a sequence of 
functions {hn } converges uniformly to a function h on r. Thus, it suffices 
to prove this under the extra assumption that h is a smooth function on r. 
Let r > 0 such that B(aj r) ~ G. Put Gr = G\B(aj r) and rr = oGr with 
positive orientation. Let Br = B(aj r) and always consider oBr as having 
positive orientation. Put u = h. According to Corollary 2.3 

Now ga is identically 0 on r so that 

{ (u *dga - ga *du) 
JaBr 
-27l' u(a) + 1J(r) 
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by the preceding lemma. Therefore taking the limit as r -+ 0 we get that 

l h *dga = -27rh(a). 

This proves the theorem. 0 

The reader might note that the converse of Theorem 2.5 is valid. If h is a 
continuous function on r, then the formula in (2.5) gives the solution of the 
Dirichlet problem. Thus (2.5) is a generalization of the Poisson Formula for 
1Dl. See Exercise 3. We will see more of these matters in Chapters 19 and 
21. 

Using the definition of normal derivative, the formula for the solution of 
the Dirichlet Problem in the preceding theorem can be rewritten as 

, r 8gz 
h(z) = lr h(w) 8n (w) /dw/. 

2.6 Corollary. If {WI, ... , wn } is the harmonic basis for G, then for 0 ::; 
j::;n 

~ 1 *dg = -w·(a). 27r a J 
"Ij 

Proof. Take h in the preceding theorem to be the characteristic function 
of Ij' 0 

Exercises 

1. If G is an m-connected region and n of the components of its com­
plement in Coo are not trivial, then G is conformally equivalent to an 
analytic n-Jordan region with m - n points removed. 

2. Show that the matrix [CjkJ from Proposition 1.7 is positive definite. 

3. Prove that with the hypothesis of Theorem 2.5, if h : r -+ lR is a 
continuous function, then the solution of the Dirichlet Problem is 
given by the formula there. If G = 1Dl, show that the formula in (2.5) 
is precisely the Poisson Integral Formula. 

4. Show that the matrix [CjkJ from Proposition 1.7 is a conformal in­
variant for analytic Jordan regions. 
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§3 Boundary Values for a Conformal Equivalence Between 
Finitely Connected Jordan Regions 

81 

The results from §14.5 on boundary values for a conformal equivalence be­
tween two simply connected Jordan regions can be extended to a conformal 
equivalence between two finitely connected Jordan regions. To do this it is 
not necessary to start from the beginning, but rather the results from the 
simply connected case can be used to carry out the extension. 

We begin by showing that if G and n are finitely connected regions and 
¢ ; G --+ n is a conformal equivalence, then ¢ defines a correspondence 
between the components of the boundaries of the two sets. Recall (13.1.2) 
that the map F --+ FnoooG defines a bijection between the components of 
Coo \ G and the components of 000 G. For our discussion fix an n-connected 
region G and let Ko, ... ,Kn be the components of Coo \ G with 00 in Ko 
and let Co, ... , Cn be the corresponding boundary components. Let n be 
another n-connected region and assume there is a conformal equivalence 
¢ ; G --+ n. For 0 S j S nand C > 0, let cI>j(c) = cl[¢( {z E G ; dist(z, K j ) < 
c})] = cl[¢({z E G; dist(z,Cj ) < c})] and put cI>j = necI>j(c). Here the 
distance involved is the metric of the extended plane, though the usual 
metric for the plane can be employed if n is bounded. It will be shown that 
the sets cI>0, ... ,cI>n are precisely the components of ooon, 'Yo, ... ,'Yn. 

3.1 Lemma. 

(a) cI>j(cl) ~ cI>j(C2) if Cl < C2· 

(b) If {ck} monotonically decreases to 0, then cI>j = nkcI>j(ck). 

(c) If U is an open set containing cI> j, then there is an C > 0 such that 
cI>j(c) ~ U. 

(d) cI>j is a connected subset of ooon. 

Proof. The proofs of parts (a),(b), and (c) are left to the reader. It is 
also left to the reader to show that cI>j ~ ooon. Suppose that U and V are 
disjoint open sets and cI> j ~ U u V. By part (c) there is an C > 0 such that 
cI>j(c) ~ U U V. But cI>j(c) is clearly a connected set as it is the closure of 
a connected set. This contradiction establishes part (d). 0 

3.2 Proposition. The sets cI>0, cI>1>' .. ,cI>n are precisely the components of 
ooon. 

Proof. By part (d) of the preceding lemma, each set cI>j is contained in 
one of the components 'Yi of ooon. On the other hand, similar arguments 
involving ¢-l show that each point of ooon must belong to one of the sets 
cI>j. Thus a simple counting argument shows that {cI>0, cI>1> ... ,cI>n} are the 
components {'YO,'Yl, ... ,'Yn}' 0 
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If ~j = Ii, then we will say that 4> associates Cj with Ii. To maintain 
some flexibility we might also say in this situation that 4> associates K j with 
Ii. The idea here is that even though 4> may not extend as a function to 
the boundary of G, it is possible to think of 4> as mapping the components 
of 800G onto the components of 800ft 

The next result is just a restatement of Theorem 2.1 with the added 
piece of information that any component of the complement of G can be 
made to be associated with 8][J). 

3.3 Theorem. If G is a non-degenemte n-connected region and C is any 
component of its extended boundary, then there is a conformal equivalence 
4> of G onto an analytic n-Jordan region 0 such that the outer boundary of 
o is 8][J), 0 fi 0, and 4> associates C with 8][J). 

Proof. Refer to the proof of Theorem 2.1. Using the notation there it 
follows that the map 4> constructed there associates 8Kn with 8][J). If C = 
8Kj for 1 :5 j :5 n, then a simple relabelling proves the present theorem. If 
C = 8Ko, then look at the image G1 of G under the Mobius transformation 
(z-a)-1 for an appropriate choice of a. Here C corresponds to the boundary 
of a component of the complement of G1 that does not contain 00 and the 
previous argument applies. 0 

3.4 Theorem. If G and 0 are two finitely connected Jordan regions and 
4> : G -+ 0 is a conformal equivalence, then 4> extends to a homeomorphism 
of cl G onto cl o. 
Proof. Using the above notation and letting Cj = 8Kj , we can assume 
that 4> associates the boundary curve Cj of G with the boundary curve Ij 
of 0, 0:5 j :5 n. It suffices to assume that G is an analytic Jordan region. 
In fact if this case is done, then for the general case apply Theorem 2.1 to 
find two analytic Jordan regions G1 and 0 1 and conformal equivalences f : 
G -+ G1 and T: 0 -+ 0 1. Let 4>1: G1 -+ 0 1 be defined by 4>1 = To4>of-l. 
Now observe that if the theorem is established for the special case where the 
domain is an analytic Jordan region, then by taking inverses the theorem 
also holds when the range is an analytic Jordan region. Thus each of the 
maps f, T, and 4>1 as well as their inverses extends to a homeomorphism. 
Hence 4> extends to a homeomorphism. 

So we assume that each of the curves Co, ... , Cn is an analytic Jordan 
curve. Let 0 < r < dist(-yj"k) for j =I- k. Let 0 < c < dist(Cj , Ok) for 
j =I- kj by Proposition 3.2 and Lemma 3.1, c can be chosen such that 
4>({z E G : dist(z,Cj ) < c}) ~ {( EO: dist«"j) < r}. By Corollary 
13.5.7,4> has non-tangential limits a.e. on each Cj. 

Fix j, 0:5 j :5 n, and let al and a2 be any two points on Cj at which 4> 
has a non-tangential limit. Since Cj is an analytic curve, there are Jordan 
arcs 'f/i : [0,1) -+ G, i = 1,2, such that 'f/i(t) -+ ai as t -+ 1, 'f/l(O) =I-
1]2(0), I'f/i(t) - ail < c, and limt-+I4>('f/i(t)) = ai, a point in Ii. Note that 
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al :F a2 because if they were equal, then the non-tangential limit of 4> 
would be this common value at a.e. point on one of the two subarcs of 
Ci that joins al and a2. (See the proof of Theorem 14.5.6.) Let TJo be 
one of the two arcs in Ci that joins a1 and a2 and let TJ3 be a Jordan 
arc in G joining TJ2(0) to TJ1(0). Thus C = TJoTJ1TJ3TJ2 1 is a Jordan curve and 
C ~ {z E G: dist(z, Ci ) < e}, so ins C ~ G. Let '\ = 4>OTJi for i = 1,2,3; so 
each Ai is a Jordan arc in nand A1A3A21 is a Jordan arc joining a2 to al. If 
AO is either of the two subarcs of 'Yi joining al to a2, then 'Y = A1A3A2l AO 
is a Jordan curve that is disjoint from 4>(ins C); choose the arc AO such 
that 4>(ins C) ~ ins 'Y. Since ins 'Y ~ n and 4> is surjective, it follows that 
4>(ins C) = ins 'Y. By Corollary 14.5.7, 4> extends to a homeomorphism of 
cl(insC) onto cl(ins'Y). Thus 4> maps TJo homeomorphically onto AO. 

By examining the other subarc of Ci that joins a1 to a2, we see that 4> 
extends to a homeomorphism of G U Ci onto n U 'Yi. The details of this 
argument as well as the remainder of the proof are left to the reader. 0 

The proofs of the next results are similar to the preceding proof and will 
not be given. The following extends Theorem 14.5.5. 

3.5 Theorem. If G is a finitely connected Jordan region and 4> : G --+ n 
is a conformal equivalence, then the following are equivalent. 

(a) 4> has a continuous extension to the closure of G. 

(b) Each component of an is a continuous path. 

(c) an is locally connected. 

(d) Coo \ n is locally connected. 

Recall the definition of a simple boundary point (14.5.9). The next the­
orem extends Theorem 14.5.12. 

3.6 Theorem. Let n be a bounded finitely connected region, G a finitely 
connected Jordan region, and let 9 : n --+ G be a conformal equivalence. 

(a) If w is a simple boundary point of n, then 9 has a continuous exten­
sion to n u {w}. 

(b) If R is the collection of simple boundary points of n, then 9 has a 
continuous one-to-one extension to n u R. 

These results on conformal equivalences between finitely connected re­
gions can be used to extend some of the results of §14.5 to unbounded 
simply connected regions. Rather than listing all the possibilities, we ex­
amine a couple that will be of use later. 

3.1 Proposition. Let'Y: [0,00) --+ C be a Jordan arc such that 'Y(t) --+ 00 
as t --+ 00 and let n = C \ 'Y. If 7" : II} --+ n is the Riemann map with 
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T(O) = a and T'(O) > 0, then T extends to a continuous map of cl II} onto 
coo· 

Proof. Consider the Mobius transformation T(z) = (z - a)-l and put 
0" = TOT. So 0" is a conformal equivalence of II} onto A == the complement 
in the extended plane of the arc A = To "1 and 0"(0) = 00. Thus the cluster 
values of 0" at points of all} all lie on the arc A. Put A = {z : 1/2 < Izl < 
I}; thus O"(A) is the region bounded by the arc A and the Jordan curve 
O"({lzl = 1/2}). According to Theorem 3.5,0" has a continuous extension 
to clA. From here it easily follows that T = (1 - aO")/O" has a continuous 
extension to cl II}. 0 

Such regions as n in the preceding proposition are called slit domains 
and will play an important role in Chapter 17 below. Another fact about 
mappings between a slit domain and the disk that will be used later is the 
following. 

3.8 Proposition. If n is a slit domain as in the preceding proposition and 
9 : n -+ II} is a conformal equivalence, then 9 can be continuously extended 
to nu {-y(0)}. 

Proof. Of course Wo = "1(0) is a simple boundary point of n, but n is 
not bounded so that Theorem 3.6 is not immediately available. However if 
w = g-I(O), T«() = «( - W)-I, and A = T(n) ~ Coo, then h = go T-1 is a 
conformal equivalence of A onto II} with h(oo) = O. If A = {z : 1/2 < Izl < 
I} and Al = h-1(A), then Al is a bounded region and T(wo) is a simple 
boundary point. It is left to the reader to apply Theorem 3.6 to Al and h 
and then unravel the regions and maps to conclude the proof. 0 

Exercises 

1. Give the details in the proof of Theorem 3.5. 

2. In Proposition 3.7 show that the extension of T to cl II} has the prop­
erty that there are unique points a and b on a lIJ) that map to "1(0) 
and 00 and that every other point of "1 has exactly two points in its 
preimage. 

3. A continuous map f : G -+ n is proper if for every compact set K 
contained in n, f-l(K) is compact in G. (a) Show that a continuous 
function f is proper if and only if for each a in aG, Clu(f,a) ~ an. 
(b) If f : G -+ n is analytic, show that f is proper if and only if there 
is an integer n such that for each ( in fl, the equation f(z) = ( has 
exactly n solutions, counting multiplicities. 
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4. If in Exercise 3, G = n = I!)l and I : I!)l ---+ I!)l is a proper analytic map, 
show that I is a finite Blaschke product. (See Exercise 7.5.4 for the 
definition. ) 

§4 Convergence of Univalent Functions 

It is desirable to extend the concept of convergence of analytic functions 
as discussed in Chapter 7. (In this section the regions will be assumed to 
be arbitrary; it is not assumed that they are finitely connected.) To begin, 
assume that for every positive integer n there is a region Gn that contains 
the origin and an analytic function In : Gn ---+ C. How can we give meaning 
to the statement that {In} converges to a function I : G ---+ C? Without 
some restriction on the behavior of the regions Gn there is no hope of a 
meaningful concept. 

4.1 Definition. If {G n } is a sequence ofregions each of which contains 0, 
define the kernel of {Gn } (with respect to 0) to be the component of the 
set 

{z: there is an r> 0 such that B(z;r) ~ Gn 

for all but a finite number of integers n} 

that contains 0, provided that this set contains O. If the above set is empty, 
then {Gn } does not have a kernel. When {Gn } has a kernel it is denoted 
by ker{Gn }. Say that {Gn } converges to G if G is the kernel of every 
subsequence of {Gn }; this is denoted by Gn ---+ G. 

Note that if {Gn } is an increasing sequence of regions and G is their 
union, then Gn ---+ G. Also if {Gn } is defined by letting Gn = I!)l when n is 
even and Gn = the unit square with vertices ±1 ± i when n is odd, then 
]])) = ker{Gn } but {Gn } does not converge to ]])). Also notice that there is 
nothing special about O. If there is any point common to all the regions 
Gn , it is possible to define the kernel of {Gn } with respect to this point. 
This quasigenerality will not be pursued here. 

We also note that the kernel of {Gn } is the largest region G containing 
o such that if K is a compact subset of G, then there is an no such that 
K ~ Gn for n ;:::: no. 

With the notion of a kernel, the extended idea of convergence of functions 
can be defined. 

4.2 Definition. Suppose that {Gn } is a sequence of regions each of which 
contains 0 and such that G = ker{Gn } exists. If In: Gn ---+ C is a function 
for all n ;:::: 1, say that {In} converges uniformly on compacta to I: G ---+ C 
if for every compact subset K of G and for every c > 0 there is an no 
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such that Iln(z) - l(z)1 < c for all z in K and all n 2 no. This will be 
abbreviated to In --+ I (uc). 

When the notation "In --+ I (uc)" is used, it will be assumed that all the 
notation preceding the definition is in force. The following notation will be 
used often in this section. 

For each n 2 1, Gn is a region containing 0 and In: Gn --+ C is 

4.3 an analytic function with In(O) = 0, I~(O) > 0, and 

On = In(Gn). 

The reader is invited to revisit Chapter 7 and verify that most of the results 
about convergence of analytic functions there carryover to the present 
setting. In particular, if each In is analytic and In --+ I (uc), then I is 
analytic and I~ --+ f'(uc). We also have the following. 

4.4 Proposition. Assume (4.3). II each In : Gn --+ C is a univalent 
function and In --+ I (uc), then either I is univalent or I is identically O. 

4.5 Lemma. Assume (4.3). If each In is a univalent function, fn --+ I (uc), 
and f is not constant, then the sequence of regions {On} has a kernel that 
contains I ( G) . 

Proof. Let On = fn(Gn) and 0 = f(G); so 0 is a region containing O. 
Let K be a compact subset of O. Now G can be written as the union of 
the open sets {Hd, where clHk is compact and contained in Hk+l. Thus 
o = Uk I(Hk) and so there is a k 2 1 such that K ~ I(Hk). By the 
definition of a kernel, there is an no such that clHk ~ Gn for n 2 no. Thus 
K ~ On for all n 2 no. 0 

The reader might want to compare the next result with Proposition 
14.7.15, whose proof is similar. 

4.6 Lemma. Assume (4.3). If G = ker{Gn } exists, each In is univalent, 
and I~(O) = 1 for all n, then there is a subsequence {Ink} such that G = 
ker{ Gnk } exists and {Ink} converges (uc) to a univalent function f : G --+ 

c. 
Proof Let R > 0 such that B(O; R) ~ G; let No be an integer such that 
B(O; R) ~ Gn for all n 2 No. Put gn(z) = z/ fn(z). As in the proof of 
Proposition 14.7.15, Ign(z)1 ::; 4 for Izl ::; Rand Ign(z)1 ::; 4lzlR- l for z in 
Gn \B(O;R). 

Write G = U~l D j , where each D j is a region containing B(O; R) and 
cl Dj is a compact set that is included in DJ+l. Let No < Nl < ... such 
that clDj ~ Gn for n 2 N j . From the preceding observations, {gn : n 2 
N j } is uniformly bounded on D j . Let {gn : n E Ad be a subsequence 
that converges uniformly on compact subsets of Dl to an analytic function 
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hI : Dl ----t Co There is a subsequence {gn : n E A2} of {gn : n E AIl 
that converges in H(D2 ) to a function h2 . Continue to obtain infinite sets 
of integers {Aj} with Aj+l ~ A j , n ~ N j for all n in Aj , and such that 
{gn : n E Aj} converges in H(Dj ) to an analytic function h j defined on 
Dj . From the nature of subsequences it is clear that hj = hj+! for all j. 
Hence there is an analytic function 9 : G ----t C such that glDj = h j for all 
j. 

Let nj be the j-th integer in Aj . Since Dk ~ Gnj for j ~ k, G = 
ker{ GnJ. Also {gnJ is a subsequence of each {gn : n E Ad and so 
gnj ----t 9 (ue). Since gn never vanishes on Gn and gn(O) = 1 for all n, 
g(O) = 1 and hence 9 does not vanish on G (why?). It is easy to check (as 
in the proof of Proposition 14.7.15) that fnj ----t f = z/g (ue). D 

The next result can be considered the principal result of this section. 

4.7 Theorem. Assume (4.3). If Gn ----t G, each fn is univalent, and 
f~ (0) = 1 for all n, then there is a univalent function f on G such that 
fn ----t f (ue) if and only if On ----t 0 for some region O. When this happens, 
0= f(G) and ¢n = f;;1 ----t f-l(ue). 

Proof. Let us first assume that f n ----t f (ue) for a univalent function f 
defined on G; put 0 = f(G). According to Lemma 4.5, A == ker{On} exists 
and 0 ~ A. Let ¢n = f;;1 : On ----t Gn. According to Lemma 4.6 there 
is a subsequence {¢nk} such that A = ker{ Onk} and a univalent function 
¢: A ----t C such that ¢nk ----t ¢ (ue). 

Fix c > O. Since ¢(O) = 0, there is a p > 0 such that B(O; p) ~ 0 and 
I¢(() - ¢((')I < c/2 whenever ( and (' are in B(O;p). Let kl be chosen so 
that B(O; p) ~ Onk when k ~ k1. Pick r > 0 such that f(B(O; r)) ~ B(O; p) 
and choose k2 > kl such that fnk(B(O;r)) ~ B(O;p) for k ~ k2. Finally 
pick k3 > k2 such that I¢nk(() - ¢(()I < c/2 for k ~ k3 and 1(1 < p. Thus 
for k ~ k3 and Izi < r we have 

I¢nk (fnk (z)) - ¢(f(z))1 < l¢nk(fnk(Z)) - ¢(fnk(z))1 

+ 1¢(fnk(Z)) - ¢(f(z))1 

< c. 

But for each k, ¢nk (fnk (z)) = z and so ¢(f(z)) = z for all z in B(O; r). But 
f(G) = 0 ~ A so we get that ¢(f(z)) = z for all z in G. 

Now Lemma 4.5 applied to the sequence {¢nk} implies that G ~ ¢(A) ~ 
ker{¢n. (On.)} = ker{Gn.}, which equals G since Gn ----t G. From here it 
follows that A = 0 and ¢ = f- 1 • 

Note that the preceding argument can be applied to any subsequence of 
{fn}. That is, for any subsequence {fm.} there is a further subsequence 
{fm •. } such that 0 = ker{Om •. } and ¢m •. ----t ¢ = f- 1. 

] ]] 

Now to prove that On ----t O. If not, then there is a subsequence {Omk} 
that either has no kernel or does not have 0 as its kernel. In either case 
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there is a compact subset K of 0 such that K \ On f=. 0 for infinitely many 
n. Thus there is a subsequence {Omk} such that K \ Omk f=. 0 for all k. 
But then the reasoning of the preceding paragraph is applied, and we get 
a subsequence of {Omk} that has 0 as its kernel, giving a contradiction. 

Now for the converse. Assume that On ---+ 0 and put ¢n = 1;;1. So 
¢n(O) = 0 and ¢~(O) = 1. If Un} is not convergent, then there is an 
c > 0, a compact subset K of G, and a subsequence {Ink} such that 
sup{llnk(Z) - Inj(z)1 ~ c: z E K} for all nk f=. nj. Once again Lemma 4.6 
implies there is a subsequence {¢nk.} of {¢nk} such that 0 = ker{ Onk .} 

3 3 

and ¢nk _ ---+ ¢ (ue), a univalent function on O. But we already know that 
3 

Onk _ ---+ O. Now we can apply the first half of the proof to this sequence 
3 

to obtain the fact that Gnk _ ---+ G = ¢(O) and Ink- ---+ 1= ¢-1(ue). This 
3 3 

contradicts the fact that sup{ link (Z) - I nj (Z) I : z E K} ~ c for all nk f=. nj. 
Thus there is a function I on G such that In ---+ I (ue). Since 1'(0) = 1, it 
must be that I is univalent. 0 

Before proving an extension of the preceding theorem, here is a result 
that will be useful in this proof and holds interest in itself. This proposition 
is true for all regions (as it is stated), but the proof given here will only be 
valid for a smaller class of regions. The complete proof will have to await 
the proof of the Uniformization Theoremj see Corollary 16.5.6 below. 

4.8 Proposition. Let G be a region in C that contains zero and is not 
equal to C. If I is a conformal equivalence of G onto itsell with 1(0) = 0 
and 1'(0) > 0, then I(z) = z for all z in G. 

Prool. Let C be a non-trivial component of the complement of G in Coo. 
Put 0 = Coo \ Cj so 0 is a simply connected region containing G. Let 
¢ : 0 ---+ ill> be the Riemann map with ¢(O) = 0 and ¢'(O) > O. Put 
G1 = ¢(G), ¢1 = ¢IG, and II = ¢1 0 f 0 ¢11. So II is a conformal 
equivalence of G1 onto itself with II (0) = 0 and If (0) > o. If it is shown 
that II is the identity map, it follows that f is the identity. Thus it can be 
assumed that the region G is bounded. 

Let M be a constant with Izl ~ M for all z in G and pick R > 0 such 
that B(Oj R) ~ G. For n ~ 1, put In = 1 0 I 0 ···0 f, the composition of 
I with itself n times. So fn(O) = 0 and f~(O) = [I'(o)]n. Using Cauchy's 
Estimate it follows that 0 < [I'(o)]n = I~(O) ~ MIR. Thus 1'(0) ~ 1. But 
applying the same reasoning to the inverse of I implies that [I' (0) ]-1 ~ 1. 
Hence 1'(0) = 1. 

Let am be the first non-zero coefficient in the power series expansion of I 
about 0 with m ~ 2. So I(z) = z + amzm + .... By an induction argument, 
In(z) = z+namzm + .... Once again Cauchy's estimate gives that nlaml = 

nl/~m) (0) lin! ~ M I Rm. But this implies that am = 0, a contradiction. 
Hence the only non-zero coefficient in the power series expansion for f is 
the first. Thus I(z) = z. 0 
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4.9 Corollary. IfG is a region not equal to C, and if f and 9 are conformal 
equivalences of G onto a region 0 such that for some point a in G, f(a) = 
g(a),I'(a) > 0, and g'(a) > 0, then f = g. 

The next result is a variation on Theorem 4.7. 

4.10 Theorem. Assume (4.3) and suppose that G i:- C. If Gn - G, each 
fn is univalent, and f~(O) > 0 for each n, then there is a univalent function 
f on G such that fn - f (uc) if and only if On - 0 for some region O. 
When this happens, f(G) = O. 

Proof. First assume that fn - f (uc) for some univalent function f. Thus 
1'(0) > 0 and f~(O) - 1'(0). Thus if gn = fn/ f~(O) and 9 = f / I'(O),gn -
9 (uc) on G. 

According to the preceding theorem, gn(Gn ) - g(G). But gn(Gn ) = 
[fn(0)]-10n , which converges to [1'(0)]-10 (see Exercise 2). Thus On - O. 

Now assume that On - 0 for some region 0 containing O. To avoid 
multiple subscripts, observe that anything demonstrated for the sequence 
Un} applies as well to any of its subsequences. Put gn = fn/f~(O) and 
assume that f~(O) - O. By Lemma 4.6 there is a subsequence {gnk} 
that converges (uc) to a univalent function 9 on G. By Theorem 4.7, 
[f~k(0)]-10nk = gnk(Gnk ) - g(G). According to Exercise 2, g(G) = C. 
Since 9 is univalent, this implies that G = C, a contradiction. Now assume 
that f~(O) - 00. The same argument shows that there is a subsequence and 
a univalent function 9 on G such that [f~k(0)]-10nk = gnk(Gnk ) - g(G). 
Again Exercise 2 applies and we conclude that {gnk (Gnk )} can have no 
kernel, a contradiction. 

Thus it follows that there are constants c and C such that c :::; f~(O) :::; 
C. Suppose that f~(O) - O! for some non-zero scalar O!. Maintaining the 
notation of the preceding paragraph, there is a subsequence {gnk} such that 
gnk - 9 (uc) for some univalent function 9 on G. Thus fnk = f~k(O)gnk -
O!g = f. Since O! i:- 0, f is univalent and, by Theorem 4.7, f maps G onto 
O. Note that 1'(0) = O!. 

Now suppose that the sequence of scalars U~(O)} has two distinct limit 
points, O! and (3. The preceding paragraph implies there are conformal 
equivalences f and h mapping G onto 0 with f(O) = h(O) = 0, 1'(0) = O!, 
and h'(O) = (3. By Corollary 4.9, f = hand O! = (3. It therefore follows 
that the sequence U~(O)} has a unique limit point O! and so f~(O) - o!. 

As above, this implies that {fn} converges (uc) to a univalent function f 
on G that has f(G) = o. D 

This concept of the kernel of regions was introduced by Caratheodory, 
who proved the following. 

4.11 Corollary. (The Catheodory Kernel Theorem) If for each n ~ 1, fn 
is a univalent function on lill with fn(O) = 0, f~(O) > 0, and fn(lill) = 
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On, then {fn} converges uniformly on compact subsets of W to a univalent 
function if and only if {On} has a kernel 0 -I- C and On ---- O. 

Theorem 4.10 is false when G = C. Indeed, if Gn = C = On for all n 
and f n (z) = n -1 z, then Gn ---- C, On ---- C, but {f n} does not converge to 
a univalent function. 

Note that the general purpose of the main results of this section is to 
provide a geometrically equivalent formulation of the convergence of a se­
quence of univalent functions. 

Much of this section is based on §V.5 of Goluzin [1969]. 

Exercises 

1. If G = ker{Gn } and T is a Mobius transformation, then T(G) = 

ker{T(Gn )}; similarly, if Gn ---- G, then T(Gn ) ---- T(G). Give condi­
tions on an analytic function f so that f(G) = ker{f(Gn)} whenever 
G = ker{Gn }. 

2. Assume (4.3) and let {cn} be a sequence of complex scalars. (a) If 
Gn ---- G and Cn ---- c, then cnGn ---- cG. (b) If {Gn} has a kernel and 
Cn ---- 00, then cnGn ---- C. (c) If {Gn } has a kernel and Cn ---- 0, then 
{cnGn} has no kernel. 

3. Give the details in the proof of Corollary 4.11. 

4. Let G be the region obtained by deleting a finite number of non-zero 
points from C and show that the conclusion of Proposition 4.8 holds 
for G. 

5. Assume (4.3). If {Gn } has a kernel G and Gn ---- G, then for every a 
in 8G there is a sequence {an} with an E Gn such that an ---- a. 

6. Give an example of a sequence of regions {Gn } such that for each 
n:::: 1, C \ Gn has an infinite number of components and Gn ---- W. 

7. Assume that G is a finitely connected Jordan region and 'P : G ---- G 
is a conformal equivalence; so 'P extends to clG. If G is not simply 
connected and there is a point a in 8G such that 'P( a) = a, then 'P is 
the identity. 

§5 Conformal Equivalence with a Circularly Slit Annulus 

This section begins the presentation of some results concerning regions that 
are conformally equivalent to a finitely connected region. The reader might 
consider these as extensions of the Riemann Mapping Theorem. We know 
that each simply connected region is conformally equivalent to either the 
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unit disk or the whole plane, this latter case only occurring when the region 
in question is the plane itself. The picture for finitely connected regions is 
more complicated but still manageable. 

For our discussion fix an n-connected region G and let Ko,.·., Kn be 
the components of Coo \ G with 00 in Ko. Let us agree to call a region n 
a circularly slit annulus if it has the following form: 

n = {( E C : rl < 1(1 < 1 and ( ¢. Cj for 2 5. j 5. n}, 

where Cj is a closed proper arc of the circle 1(1 = rj, rl < rj < 1, and these 
arcs are pairwise disjoint. For notational convenience set ro = 1. Note 
that this slit annulus in an n-connected region. Of course there is nothing 
in what follows that requires having the outer radius of the associated 
annulus equal to Ij this is done for normalization purposes (see Exercise 
1). For notational convenience Co will be the unit circle alI)) and C1 will 
be the circle {z : Izl = rl}, and these will be referred to as the outer circle 
and the inner circle of n. The main result of this section is the following. 

5.1 Theorem. IfG is a non-degenemte n-connected region in C, A and B 
are two components of 000 G, and a E G, then there is a unique circularly slit 
annulus n and a conformal equivalence rjJ : G --+ n such that rjJ associates 
A with the outer circle and B with the inner circle and ¢'(a) > o. 

The uniqueness statement will follow from the next lemma. Also the proof 
of this lemma will provide some motivation for the proof of existence. 

Note that if n and A are two circularly slit annuli and f : n --+ A is a 
conformal equivalence such that f associates the outer circle of n with the 
outer circle of A, then f extends continuously to the outer circle of n and 
maps this onto the outer circle of A. (In fact, f extends analytically across 
the outer circle.) Similar statements apply to the inner circle. 

5.2 Lemma. If n and A are two circularly slit annuli and f : n --+ A is a 
conformal equivalence such that f associates the outer and inner circles of 
n with the outer and inner circles of A, respectively, then there is a complex 
number a with lal = 1 such that A = an and f{z) = az for all z in n. 
Proof. Let G be an analytic n-Jordan region such that there is a conformal 
equivalence rjJ : G --+ n. We can assume that G ~ lI)), the outer boundary 
of G is a lI)), and that ¢ associates a lI)) with a lI)). Let ')'1, ..• , ')'n be the 
remaining Jordan curves in the boundary of G and put ')'0 = alI)). Number 
these curves so that ¢ associates ')'1 with the inner circle of n and orient ')'1 

so that n{rjJ(')'l)jO) = -1. Let WI, .•. ,Wn be the harmonic basis for G. Note 
that each Wk extends to a harmonic function in a neighborhood of cl G. 

Adopt the notation in the paragraph before the statement of the theorem 
and let A = {( : PI < 1(1 < 1 and ( ¢. Uj=2 D j }, where D j is a closed proper 
arc in the circle {( : 1(1 = Pj}. Let Dl and Do be the inner and outer circles 
of A. Let 1/J : G --+ A be the conformal equivalence 1/J = f 0 rjJ. It follows that 
¢ and 1/J extend continuously to cl G (3.5). 
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Since ¢ does not vanish on G, u = log I¢I is a continuous function on cl G 
that is harmonic on G. Because of the behavior of ¢ on aG, u is constant on 
each component of aGj let u == Aj on 'Yj. Thus u-L~ AkWk is harmonic and 
vanishes on 'Y1,'" ,'Yn. But u == 0 on 'Yo = a 11)) and so u - L~ AkWk == 0 on 
aGo Therefore u - L~ AkWk == O. Defining Cjk as in Proposition 1.7 we get 

nIL E-Ak *dwk 
k=l 211' 'Yj 

1 1 *du 
211' 'Yj 

~1 au 
11' i 'Yj 

1 1 ¢' 
211' i 'Yj ¢ 

n{¢{'Yj)jO) 

= {-I if j = 1 
o if 2 ~ j ~ n. 

Now carry out the analogous argument with 'f/;. Since I is a confor­
mal equivalence we have n{'f/;("(djO) = n(f{¢(,,(d)jO) = -1. So logl'f/;I = 
L~ TJkWk and L~=l CjkTJk = L~=l CjkAk for 1 ~ j ~ n. But Proposition 
1.7 says that the matrix [CjkJ is invertible and so TJj = Aj for 1 ~ j ~ n. 
Thus log I¢I = log I'f/;I. Hence I¢I = I'f/;I on G and this implies the exis­
tence of a constant a with lal = 1 such that 'f/; = a¢. Thus A = an and 
I{¢{z)) = a¢{z) for all z in G. 0 

It is easy to construct an example of a circularly slit annulus n for which 
no rotation takes n onto itself. So in this case if I is a conformal equivalence 
of n onto itself that maps the outer and inner circles onto themselves, the 
conclusion of the lemma is that I is the identity function. 

Proolol Theorem 5.1. According to Theorem 3.3 we may assume that G 
is an analytic n-Jordan region such that the component A of aG is 'Yo = a 11)), 

the outer boundary of G. The component B of aG is another curve. Let 
b be a point inside this curvej so b fj. G. If T is a Mobius transformation 
that maps 11)) onto 11)) and T{b) = 0, then replacing G by T{G) we may 
assume that 0 belongs to the inside of B. Denote this boundary curve B 
bY'Y1 and let 'Y2," . ,'Yn be the remaining boundary curves. So n("(jj 0) = 0 
for 2 ~ j ~ n and we can orient 'Yo and 'Y1 such that n("(l j 0) = -1 and 
n{¢ojO) = 1. For 1 ~ j,k ~ n let 

Cjk = ~ 1 *dwk. 
211' 'Yj 
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According to Proposition 1.7 the matrix [CjkJ is invertible. 
Corollary 13.4.14 implies there is an analytic n-Jordan region W contain­

ing cl G such that each harmonic function Wk, 1 :5 k :5 n, has an extension 
to a function harmonic in Wj also denote this extension by Wk. Let QI = 0 
and pick points Q2, •.• ,Qn in the inside of 'Y2, ... ,'Yn so that they lie in the 
complement of cl W. 

Since [CjkJ is invertible, there are (unique) real numbers AI, ... , An such 
that 

5.3 
n 

2: CjkAk = 0 for 2 :5 j :5 n. 
k=l 

Let u be the harmonic function on W given by 

By Theorem 1.3 there is an analytic function h on W such that 

n 

u(z) = Re h(z) + 2: Ck log Iz - Qkl, 

k=l 

where CI, ••• ,en are the periods of u. Let's calculate these periods. 
For 1 :5 j :5 n, 

Thus u = Re h -log lzi. 

= 

= 

n 

= 2: Ak Cjk 

k=l 

= {-1 j = 1 
o 2:5 j :5 n. 

Put <p = z-leh . So <p is an analytic function on W that does not vanish 
there. Note that 1<p1 = Izl-leReh = expu. Thus 1<p1 is constant on each of 
the boundary curves of G, 'Y1. ... , 'Yn· In fact on 'Yj, 1<p1 == rj == e>'j. It 
is claimed that <p is the desired conformal equivalence. To establish this, 
many things must be checked. 
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For any complex number (, let N (() be the number of solutions, counting 
multiplicities, of the equation ¢(z) = ( that lie in the region G. From the 
Argument Principle, if ( tI. ¢( ,j) for 0 :S j :S n, then 

5.4 
n 11 ¢' n 

N(() = L 27ri ¢ _ ( = L n(¢(,j); (). 
j=O Ii j=O 

Now ¢(,j) is a closed curve (possibly not a Jordan curve) and, since I¢I = Tj 
on Ij, this closed curve must be contained in the circle Aj = {( : 1(1 = Tj}. 

Thus n(¢(,j); () = 0 for 1(1 > Tj and n(¢(,j); () = n(¢(,j); 0) for 1(1 < 
Tj. Using Proposition 13.3.5 we get that for 0 :S j :S n, 

1 1 ¢' 
27r i Ii ¢ 

_1 1 (!+h') 
27r i Ii Z 

~1 au 
7r i Ii 

1 1 *du. 
27r Ii 

For 1 :S j :S n this last integral is Cj, which was calculated previously. For 
j = 0 first observe that au is an analytic function on W so that 

n(¢(,O); 0) 1 1 - au 
7r~ 10 

n 1 1 - L ----; au 
j=l 7r ~ Ii 

n 

-LCj 

j=l 
1. 

Therefore we obtain 

n(¢(>j);O) ~ { 1 if j=O 

5.5 -1 if j=1 

0 if 2 :S j :S n. 

Substituting in (5.4) this implies that if 1(1 =f. TO(= 1),Tl, ... ,Tn , then 
N(() = n(¢(,o); () + n(¢(,l); () and so a consideration of all the possible 
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cases (save one) gives that 

5.6 

if 1(1 > 1 and 1(1 > TI 

if 1(1 < land 1(1 < TI 

if TI < 1(1 < 1. 

95 

The One possibility that is left out is to have N(() = -1 for 1 < 1(1 < TI· 

But this is nonsense; the equation ¢(z) = ( cannot have -1 solutions in G. 
Thus rl ~ 1. But ¢( G) is open so that ¢( () = ( must have some solutions. 
Thus we have that 

rl < 1. 

Equation 5.6 also shows that ¢ is a one-to-one map of G onto its image 
and ¢(G) ~ R == {( : rl < 1(1 < 1}. Let Cj = ¢('Yj) ~ Aj . Again (5.6) 
shows that N(() = 1 for ( in Rand 1(1 =f. rj(2 ~ j ~ n). So ¢(G) 2 
{( E R : I (I =f. T2,···, r n}. Because ¢ is a homeomorphism of G onto 
¢(G),8¢(G) = ¢(8G) = U':!=2Cj U {( : 1(1 = 1 or rl}. This implies two 
things. First it must be that rl < rj < 1 for 2 ~ j ~ n. Second 

n 

¢( G) = 0 == R \ U Cj . 

j=2 

Now ¢(G) and hence 0, must be a connected set and so each C j is a 
proper closed arc in the circle A j . That is, 0 is a slit annulus. 

What about ¢'(O)? It may be that ¢'(O) is not positive. However by 
replacing ¢ by ei9 ¢ for a suitable () and replacing 0 by ei90, this property 
is insured. 

The proof of uniqueness is an easy consequence of Lemma 5.2 and is left 
to the reader. D 

Co~sider the annulus G = {z : R < Izl < 1}. The map ¢(z) = )"Rlz for 
a scalar).. with 1)..1 = 1 is a conformal equivalence of G onto itself. Thus 
the uniqueness of the conformal equivalence obtained in Theorem 5.1 is 
dependent On the assignment of two of the boundary components. The use 
of a rotation shows that in addition to assigning two boundary components 
it is also necessary to specify the sign of the derivative at a point. 

What happens if some of the components of Coo \ G are singletons? 
Suppose that Coo \ G has n + 1 non-trivial components K o, ... , Kn and m 
components aI, ... ,am that are singletons. By the application of a simple 
Mobius transformation, it can be assumed that 00 E Ko. Let H = G U 
{aI, ... , am}. According to Theorem 5.1 there is a conformal equivalence 
¢ : H ---+ 0 for some circularly slit annulus O. Let (ti = ¢(ai). This leads to 
the following. 
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5.7 Theorem. If n ~ 1 and G is an (n + m)-connected region with only 
(n + 1) of the components of its complement in Coo non-trivial, then G is 
conformally equivalent to a circularly slit annulus with m points removed. 

The above thereoms have an appealing form in the case that n = 1 and 
it is worth stating this separately. 

5.8 Theorem. If G is a i-connected region in C, then the following state­
ments hold. 

(a) If each component of Coo \ G is a point, then G is conformally equiv­
alent to the punctured plane Co. 

(b) If one component of Coo \ G is a point and the other is not, then G 
is conformally equivalent to {z : 1 < I z I < oo}. 

(c) If neither component of Coo \ G is a point, then there is a finite number 
r such that G is conformally equivalent to {z : 1 < I z I < r}. 

If Ar == {z : 1 < Izl < r} for 1 < r ::; 00, then Arl and Ar2 are 
conformally equivalent if and only if rl = r2. 

Proof. The proofs of (a), (b), and (c) are straightforward. The proof that 
Arl and Ar2 are conformally equivalent if and only if rl = r2 follows from 
the uniqueness part of Theorem 5.1. 0 

Exercises 

1. Show that every proper annulus is conformally equivalent to one of 
the form {z : r < Izl < I}. 

2. Assume G is an analytic Jordan region and n is a circularly slit 
annulus as in the proof of Theorem 5.1; adopt the notation of that 
proof. If if> : cl G -+ cl n is the continuous extension of the conformal 
equivalence of G onto n, show that for 2 ::; j ::; n, if> is two-to-one on 
"rj. (Hint: Let ae be a Jordan curve in G that contains "rj in its inside 
and has the remaining boundary curves of G in its outside. Note that 
if>(ae ) is a Jordan curve in n that contains precisely one boundary 
arc of n in its inside. What happens as c -+ O?) 

3. If 0 ::; rj < R j ::; 00, j = 1,2, show that ann(O; rl, R 1 ) and ann(O; r2, R2) 
are conformally equivalent if and only if Rdrl = R 2/r2' 

4. Let A = ann(O; r, R), 0 ::; r < R ::; 00, and characterize all the ana­
lytic functions f : A -+ A that are bijective. 
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5. (a) Let G be a non-degenerate n-connected region with boundary 
components Co, C l , ... , Cn and let cp: G --t G be a conformal equiv­
alence. Show that if n ~ 2 and for three values of k, cp associates Ck 
with itself in the sense of §3, then cp is the identity mapping. (b) If 
n ~ 2, show that the group of all conformal equivalences of G onto 
itself is finite. Give a bound on the order of the group. (See Heins 
[1946].) 

§6 Conformal Equivalence with a Circularly Slit Disk 

In this section we will see another collection of canonical n-connected re­
gions that completely model the set of all n-connected regions. 

6.1 Definition. A circularly slit disk is a region n of the form 

n 

where for 1 ::; j ::; n, Cj is a proper closed arc in the circle Izl = rj, 0 < 
rj < 1. 

Note that as defined a circularly slit disk contains o. The point 0 will 
be used to give the uniqueness statement in Theorem 6.2 below. The main 
result of this section is the following. 

6.2 Theorem. IfG is a non-degenemte n-connected region, a E G, and A 
is any component of a G, then there is a unique circularly slit disk nand 
a unique conformal equivalence ¢: G --t n such that ¢ associates A with 
a][)), ¢(a) = 0, and ¢'(a) > O. 

As in the preceding section, we will prove a lemma that will imply the 
uniqueness part of the theorem and also motivate the existence proof. 

6.3 Lemma. If n and A are slit disks and f : n --t A is a conformal 
equivalence such that f(O) = 0 and f(a][))) = a][)), then there is a complex 
number a with lal = 1 such that A = an and fez) = az for all z in n. 
Proof. Some details will be omitted as this proof is similar to that of 
Lemma 5.2. Let G be an analytic Jordan region with outer boundary 'Yo = 
a][)) such that there is a conformal equivalence ¢ : G --t nand ¢(8][))) = 8][)). 
Let a E G such that ¢(a) = O. Denote the remaining boundary curves of G 
by 'Yl, ... , 'Yn. Adopt the notation in Definition 6.1. 

Let u = log I¢I. SO u is a negative harmonic function on G \ {a} and, for 
0::; j ::; n, u == Pj, where exp(pj) = rj. Now ¢ = (z - a)h, where h is an 
analytic function that never vanishes on G. So u = log Iz - al + log Ihl and 
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log Ihl is harmonic on G. If WI. •.• ,Wn is the harmonic basis for G, [u­
Lj Pj wj]-log Iz - al is harmonic on G and u - Lj Pj Wj vanishes on aGo 
Thus 

n 

u(z) = -g(z,a) + LPjWj(z), 
j=1 

where g(z, a) = ga(z) is the Green function for G with singularity at a. 
Thus 

1 1 *du 
211" 'Yj 

n 

= wj(a) + L CjkPk, 
k=1 

where Cjk is one of the periods of Wk. On the other hand, 

2~lj *du 11 = - au 
1I"Z 'Yj 

1 1 ¢/ = 
211"i 'Yj ¢ 

= 0 

for 1 ~ j ~ n. Therefore PI, ... ,Pn are the unique solutions of the equations 
n 

6.4 LCjkPk = -Wj(a). 
k=1 

Arguing as in the proof of Lemma 5.2, if t/J = f 0 ¢, then I¢I = It/JI and so 
t/J = a¢ for some scalar a with lal = 1. 0 

Proof of Theorem 6.2. Without loss of generality we may assume that 
G is an analytic Jordan region with outer boundary A = 'Yo = a II)); let 
'Y1. •.• , 'Yn be the remaining boundary curves. Let ga = -log Iz - al + Ra 
be the Green function for G and let WI, ... ,Wn be the harmonic basis for 
G. If {Cj k} are the periods for the harmonic basis, let P1. ... , Pn be the 
unique scalars such that (6.4) is satisfied. Put u = -ga + Lk PkWk and put 
v = u -log Iz - al. So v is harmonic on G and a computation shows that 
forl~j~n 

1 1 *dv 
211" 'Yj 

n - -~1 *dloglz-al-~l *dga+LCjkPk 
- 211" 'Yj 211" 'Yj k=1 

-~1 *dloglz-al 
211" 'Yj 

= n(-yj; a) 
= o. 
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Therefore there is an analytic function h on G such that v = Re h. Moreover 
h can be chosen so that h(a) is real. So u = log Iz - al + Reh. 

Let fjJ = (z - a)eh so that log IfjJl = u. It follows that IfjJl = TO = 1 on 
1'0 and IfjJl = Tj = ePi on I'j for 1 ~ j ~ n. For any complex number ( 
let N(() be the number of solutions of the equation fjJ(z) = (, counting 
multiplicities. As in the proof of Theorem 5.1, 

n 

N(() = L n(fjJbj); (). 
j=O 

Now fjJbj) ~ {(: 1(1 = Tj} so that to calculate N(() it suffices to calculate 
n(fjJbj); 0). But 

1 1 fjJ' 
271" i '"'Ii fjJ 

_1 1 (_1 + hI) 
271" i '"'Ii Z - a 

nbj;a) 

{ ~ if j = 0 

if 1 ~ j ~ n. 

Collating the various pieces of information we get that if 1(1 i= Tj for 0 ~ 
j ~ n, then 

if 1(1) 1 

if 1(1 < 1. 

From here it follows that n = fjJ( G) is a slit disk and fjJ is a conformal 
equivalence of G onto n with fjJ( a) = O. Since h( a) is a real number, a 
calculation shows that fjJ' (a) > o. 

The uniqueness follows from Lemma 6.3 and is left to the reader. D 

Exercises 

1. Denote the conformal equivalence obtained in Theorem 6.2 by fjJ(z, a); 
so fjJ( a, a) = 0 and 81 fjJ( a, a) > o. Show that if [djkJ is the inverse of 
the matrix [Cjk], then 

n 

log IfjJ(z, a)1 = -g(z, a) + L djk Wj(z) wk(a). 
j,k=1 

Thus fjJ(z, a) = fjJ(a, z). 
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2. Show that if G is an n-connected region and a, bEG, then there 
is a conformal equivalence 'IjJ on G that maps G onto the extended 
plane with circular slits and 'IjJ(a) = 0 and 'IjJ(b) = 00. (Hint: Let 
'IjJ(z) = ¢(z, a)/¢(z, b) (notation from Exercise 1); use the Argument 
Principle to show that 'IjJ is one-to-one.) 

3. How must Theorp 6.2 be changed if some of the components of the 
complement of G are trivial? 

§7 Conformal Equivalence with a Circular Region 

A region n is a circular region if its boundary consists of a finite number of 
disjoint non-degenerate circles. In this section it will be shown that every 
n-connected region is conformally equivalent to a circular region bounded 
by n + 1 circles. This proof will be accomplished by the use of Brouwer's 
Invariance of Domain Theorem combined with previously proved conformal 
mapping results. But first the uniqueness question for such regions will 
be addressed. Recall that the oscillation of a function f on a set E is 
osc(f; E) = sup{lf(x) - f(y)1 : x, y E E}. For a curve '"Y, 1('"Y) denotes its 
length. 

7.1 Lemma. Let K be a compact subset of the region G and let f be a 
bounded analytic function on G \ K. If, for every € > 0 and every open 
set U containing K and contained in G, there are smooth Jordan curves 
{ '"Y1, •.• , '"Yn} in U that contain K in the union of their insides such that 

n 

LI("(j)2 < € 

j=l 

and 
n 

L[osc(J,'"Yj)]2 < €, 
j=l 

then f has an analytic continuation to G. 

Proof. Let '"Yo be a smooth positively oriented Jordan curve in G \ K that 
contains K in its inside. Fix a point z in G \ K and inside '"Yo. For € > 0 let 
'"Y1, •.• ,'"Yn be as in the statement of the lemma arranged so that they lie 
inside '"Yo and the point z is outside each of them. Give the curves '"Y1, ••• ,'"Yn 
negative orientation. So r = {'"Yo,'"Yl, •.• ,'"Yn} is a positively oriented Jordan 
system in G. Let d = dist(z, r). Hence 

J(z) = ~1 f(w) dw+ t ~1 f(w) dw. 
27rZ 'Yo w-z j=1 27rz 'Yj w-z 

Fix a point Wj on '"Yj. Since z is in the outside of '"Yj, 
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= _1 1 f(w) - f(Wj) dw. 
271'i 'Yj W - Z 

Hence if 8j = osc(f, ,j), 

t~l f(w) dw 
271'z ~. W - Z 

j=1 " 

< ~ tll f (W)-f(W j )l,dW
' 271' ~. W - Z 

j=1 " 

Since E: was arbitrary, 

< 

< 

< 

~ f(fj)8j 

~ 271'd 
j=1 

2~d [t,lh;),r [t,'f' 
E: 

271'd' 

f(z) = ~ 1 f(w) dw 
271'z 'Yo W - Z 

for all z inside 10 and lying in G \ K. Thus this formula gives a means of 
defining f on the set K that furnishes the required analytic continuation. 
o 

For the following discussion, let's fix some notation. Let 0 be a circular 
region whose outer boundary is 10 = a D. Let 11, ... , In be the remaining 
circles that form the boundary of OJ put Ij = aB(ajj rj). Now look at the 
region that is the reflection of 0 across the circle Ij' Recall (§3.3) that the 
reflection of a point z across the circle Ij is the point w given by 

1.2 
r~ 

w = aj + _ J _ . 
Z - aj 

Note that this formula is the conjugate of a Mobius transformation. Thus 
the image of 0 under this transformation is another circular regionj call 
it 01j for the moment. Note that the outer boundary of 01j is the circle 
Ij' Thus 0(1) == 0 U On U ... U 01n U 11 U ... U In is also a circular 
region, though its complement has more components (how many more?). 
Now for each 01j and for each of its boundary circles I, look at the image 
of 01j under the reflection across I' Denote the resulting circular regions 
by {02j : 1 ~ j ~ N 2 }. Note that each of these is the image of 0 under two 
successive reflections and hence is the image of 0 under the composition of 
two transformations of the type given in (7.2). It is easy to check that the 
composition of two such transformations is a Mobius transformation. Let 
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0(2) be the union of 0(1), the regions {02j : 1 :::; j :::; N 2 }, together with 
the circles forming the inner boundary of 0(1·). 

Continue. This produces for each integer k a collection of circular regions 
{Okj : 1 :::; j :::; N k} and an increasing sequence of circular regions {O(k)}, 
where O(k) is the union of O(k - 1), the regions {Okj : 1 :::; j :::; N k}, 
together with the circles that form the inner boundary of O(k - 1). Put 
0(00) = UkO(k). So 

0(00) = OUU{clOkj : k ~ 1andl:::; j:::; Nd. 

For k ~ 1 and 1 :::; j :::; Nk, Okj = Tkj(O), where Tkj is a Mobius trans­
formation if k is even and the conjugate of a Mobius transformation if k is 
odd. Let '"Ykji, 1 :::; i :::; n, be the circles that are the components of aOkj 
exclusive of its outer boundary. So the components of aO(k) are the unit 
circle together with the circles bkji : 1 :::; j :::; N k, 1 :::; i :::; n}. Put rkji = 
the radius of '"Ykji. 

7.3 Lemma. With the preceding notation, 

00 

LL)r~ji: 1:::; j:::; Nk, 1:::; i:::; n} < 00. 
k=l 

Proof. First note that the regions {Okj : k ~ 1, 1 :::; j :::; Nk} are pairwise 
disjoint. Let D kj be the derivative of T kj when k is even and the derivative 
ofthe conjugate of Tkj when k is odd. Let B = B( a; r) be a disk contained in 
o and consider the disks Tkj(B). By Koebe's l/4-Theorem, Tkj(B) contains 
a disk of radius r IDkj(a)1 /4. Thus Area(Okj) ~ 7rr2IDkj(a)12 /16. Thus 

00 

7.4 LL{IDkj (a)1 2 : 1:::; j:::; Nd < 00. 
k=l 

According to the Distortion Theorem (14.7.16), for 1 :::; i :::; n there is a 
constant Mi such that for k ~ 1 and 1 :::; j :::; Nk, 

27rrkji = IIDkj(z)1 Idzl:::; Mi ID kj(a)1 27rri. 
')'i 

Combining this with (7.4) gives the proof of the lemma. 0 

7.5 Proposition. If 0 and A are circular regions and f : 0 --; A is a 
conformal equivalence, then f is a Mobius transformation. 
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Prool. By Theorem 3.4 it follows that I maps each circle in the bound­
ary of 0 homeomorphically onto a circle in the boundary of A. By using 
appropriate Mobius transformations, it suffices to consider the case that 
the outer boundaries of 0 and A are the unit circle and I maps {) JD) onto 
itself. If 'TJl, ... ,'TJn are the other boundary circles of A, the numbering can 
be arranged so that I ( 'n) = 'TJi for 1 ::; i ::; n. 

Adopt the notation of Lemma 7.3 and the analogous notation for the 
circular region A. By using the Reflection Principle there is for each k 2:: 1 
a conformal equivalence Ik : O(k) -+ A(k) that continues I. Hence we get 
a conformal equivalence 100 : 0(00) -+ A(oo). Note that K = JD) \ 0(00) is 
compact. 

Now apply Lemma 7.1 to show that 100 has a continuation to JD). Once 
this is done the proof will be complete. Indeed, if 9 = 1-1 : A -+ 0, the 
same argument shows that 9 has a continuation to JD) that is a conformal 
equivalence on A(oo). In fact goo = f;}. Since z = goo 0 foo = foo 0 goo, it 
must be that the continuation of f to JD) is a conformal equivalence whose 
inverse is the continuation of 9 to JD). Thus f is a conformal equivalence of 
JD) onto itself. According to Theorem 6.2.5, I is a Mobius transformation. 

To see that Lemma 7.1 is applicable to foo, let U be an open subset of 
JD) that contains K and let c > o. By Lemma 7.3 and an easy topological 
argument, there is an integer m such that for k 2:: m each of the circles 'Ykji 
is contained in U and 

00 
L L{r~ji: 1::; j::; Nk, 1:5, i::; n} < c. 
k=m 

If Pkji is the radius of 'TJkji, m can also be chosen so that 

00 
L L{P~ji : 1::; j::; Nk, 1::; i::; n} < c. 
k=m 

But !k maps the circle 'Ykji onto the circle 'TJkji. So if 6kji = osc(f, 'Ykji) , 
this last inequality implies that 

00 
L L{6~ji : 1::; j ::; Nk, 1::; i::; n} < c. 
k=m 

Thus the curves {"(mji : 1 ::; i ::; n, 1 ::; j ::; N m } are those required by 
Lemma 7.1. 0 

The topological lemma that follows will be used in the existence proof. 

7.6 Lemma. (a) Let {Ok} be circularly slit disks such that {)JD) is the outer 
boundary of each and each Ok is n-connected. If 0 is a non-degenerate 
n-connected region with outer boundary {) JD) and Ok -+ 0 in the sense of 
(4.1), then 0 is a circularly slit disk. 
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(b) Let {G k} be circular regions such that 8 lD> is the outer boundary of 
each and each Gk is n-connected. If G is a non-degenerate n-connected 
region with outer boundary 8lD> and Gk --+ G in the sense of (4.1), then G 
is a circular region. 

Proof. (a) Let 1'1, ... ,I'n be the bounded components of the complement 
of 0; put 1'0 = 8lD>. Let 0 < 8 < dist(')'j,I'i) for i =I- j and 0 :::; i,j :::; n. 
Choose an integer k1 such that for k ~ k1' K === {z E lD>;dist(z, 80) ~ 8} ~ 
Ok· If 0:::; j :::; nand aj E I'j, then Exercise 4.5 implies there is an integer 
k2 > k1 such that for k ~ k2' dist(aj,80k) < 8/2. Fix k ~ k2 for the 
moment and let ajk E 80k with lajk - ajl < 8/2. If I'jk is the component 
of 80k that contains ajk, then it must be that I'jk ~ {z : dist(z, I'j) < 8}. 
Indeed the fact that K ~ Ok and 0 ~ lD> implies that I'jk ~ lD> \ K. Since 
I'jk is connected, the choice of 8 implies that I'jk ~ {z: dist(z,I'j) < 8}. 

Thus we have that for k ~ k2' the proper arcs that form the bounded 
components of the complement of Ok can be numbered I'1k, ... ,I'nk so as 
to satisfy 

7.7 

Now fix j, 1 :::; j :::; n. For each ( in I'j, Exercise 4.5 implies there is 
a sequence {(k} with (k in 80k such that (k --+ (. By (7.7), (k E I'jk for 
k ~ k2 • If I'jk is contained in the circle {( : 1(1 = pjd, this implies that 
Pjk = I(jk I --+ 1(1· Since ( was an arbitrary point of I'j, this shows that I'j 
is contained in the circle b : 11'1 = Pj}, where pjk --+ Pj as k --+ 00. But 0 
is connected and no component of the complement of 0 is trivial. Thus I'j 
is a proper closed arc in this circle and hence 0 is a circularly slit disk. 

The proof of part (b) is similar. 0 

7.8 Lemma. 
(a) Let {G d and G be circular regions such that 8 lD> is the outer boundary 
of each and each is n-connected; for each k ~ 1 let fk : Gk --+ Ok be a 
conformal equivalence onto a circularly slit disk Ok with outer boundary 
8lD> such that fk(O) = 0, f~(O) > 0, and h(8lD» = 8lD>. If Gk --+ G in the 
sense of (4.1), then fk --+ f (uc), where f is a conformal equivalence of G 
onto a circularly slit region 0 with outer boundary 8lD>, and Ok --+ O. 
(b) Let {Od and 0 be circularly slit disks such that 8lD> is the outer bound­
ary of each and each is n-connected; for each k ~ 1 let ¢k : Ok --+ Gk be a 
conformal equivalence onto a circular region G k with outer boundary a lD> 
such that ¢k(O) = 0, ¢~(O) > 0, and ¢k(8lD» = 8lD>. If Ok --+ 0 in the 
sense of (4.1), then ¢k --+ ¢ (uc), where ¢ is a conformal equivalence of 0 
onto a circularly slit region G with outer boundary 8lD>, and G k --+ G. 

Proof. As with the preceding lemma, the proofs of (a) and (b) are similar, 
so only the proof of (a) will be presented. 

First we show that UHO)} is bounded away from O. Let 01, ... , On be 
the circles in the boundary of G that are different from a lD> and choose E > 0 
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such that the closure of V = {z : dist ( z, a Jl)l) < e} is disjoint from each Cj • 

Since Gk -+ G, there is a k1 such that for k ~ k 1, cl V n aGk = a Jl)l. Thus 
each Ik with k ~ k1 admits a univalent analytic continuation to G k U V, 
which will also be denoted by Ik (Proposition 13.4.4). It is straightforward 
to check that Gk U V -+ G U v. 

We now want to construct certain paths from 0 to points on the unit 
circle. Let z E alI) and consider the radius [0, zJ. This radius may meet 
some of the circles Cj . Enlarge these circles to circles D 1 , .•. , Dn so that 
they remain pairwise disjoint, do not meet a Jl)l, and do not surround o. 
Whenever [0, zJ meets D j , replace the segment of [0, zJ by half of this circle. 
Each circle D j has radius less than 1 so that we arrive at a path from 0 
to z that lies entirely in G, stays well away from the circles C1 , .•. , Cn, 
and has length less than 1 + mL Thus we can find an open subset U of 
G such that alI) ~ cl U ~ G U V, 0 E U, and for each z in aJl)l there 
is a path in U from 0 to z having length ::; 1 + mL Let k2 > k1 such 
that clU ~ Gk U V for k ~ k2 • According to Theorem 14.7.14 there is a 
constant M such that 1/,(z)1 ::; M 1/,(0)1 for all k ~ k2 and z in dU. If 
Izl = 1, let "I be a path in U for 0 to z with length ("!) ::; 1 + mL Thus 
1 = I/k(Z)1 ::; f-y II" Idwl ::; M I/HO)I(l + mr). Hence U,(On is bounded 
below. 

Now we will show that {/HOn is bounded above. Let Ck = [/,(0)J-1 

and put gk = Ck Ik. If UHOn is unbounded, there is a subsequence {Ckj } 
that converges to O. But according to Lemma 4.6, by passing to a further 
subsequence if necessary, there is a univalent function 9 : G -+ <C such that 
gkj -+ 9 (uc). Theorem 4.7 implies that CkjOkj = gkj (Gkj ) -+ g(G). But 
the sets Okj are all contained in Jl)l and since Ckj -+ 0, {Ckj Okj} can have 
no kernel, a contradiction. Thus U,(On must be bounded. 

Remember that anything proved about the sequences Ud or UHOn 
is also true about any of their subsequences. Suppose that IHO) -+ a, a 
non-zero scalar. Using the notation of the preceding paragraph, there is a 
subsequence {gkj } and a univalent function 9 on G such that gkj -+ 9 (uc). 
Thus Okj = Ikj (GkJ -+ ag(G). 

Thus I == a 9 is a conformal equivalence of G onto a region 0 and Okj -+ 

O. Since the outer boundary of 0 is aJl)l, Lemma 7.6 implies that 0 is a 
circularly slit disk. 

Now suppose that Ukj} and Umj} are two subsequences of {Ik} such 
that Ikj -+ I and I mj -+ h, where I and h are conformal equivalences 
of G onto circularly slit disks 0 and A, respectively, with 1(0) = h(O) = 
0, 1'(0) > 0, and h'(O) > O. Thus ¢ = 10 h-1 is a conformal equivalence 
of A onto 0 with ¢(O) = 0, ¢'(O) > 0, and ¢(alI)) = aj[J). By Lemma 6.3, 
A = 0 and ¢( () = ( for all ( in A. Thus h = f. 

To recapitulate, each subsequence of {fd has a subsequence that con­
verges to a conformal equivalence of G onto a circularly slit disk, and each 
convergent subsequence of {fd has the same limit point. This implies that 
{fd converges to a conformal equivalence f of G onto the circularly slit 
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disk n. Hence nk --+ n by Theorem 4.10. 0 

7.9 Theorem. II G is a non-degenerate finitely connected region, A is 
a component 01 the extended boundary 01 G, and a E G, then there is a 
unique circular region n and a unique conlormal equivalence I : G --+ n 
such that I associates A with aD,I(a) = 0, and f'(a) > o. 
Prool. Once existence is established, uniqueness follows from Proposition 
7.5 as follows. Suppose that for j = 1, 2, h : G --+ nj is a conformal 
equivalence that associates A with aD such that h(a) = 0 and Ij(a) > o. 
Then 9 = h 0 III is a conformal equivalence of nl onto n2 , g(aD) = 
aD, g(O) = 0, and g'(O) > O. It follows from Proposition 7.5 that 9 is 
a Mobius transformation. The remaining information about 9 shows that 
g(z) = z for all z. 

Now for the proof of existence. Let g be the collection of all circular 
regions G that are n-connected such that 0 E G and a D is the outer 
boundary of G. Let 1i be the collection of all circularly slit disks n that 
are n-connected such that a D is the outer boundary of n. According to 
Theorem 6.2, for every G in g there is a unique n in 1i and a conformal 
equivalence I : G --+ n such that 1(0) = 0,1'(0) > 0, and I associates aD 
with aD. This defines a map F: g --+ 1i by F(G) = n whenever G and n 
are conformally equivalent. To prove the theorem it suffices to show that 
F is surjective. 

We now topologize g and 1i. If G E g, let C17 ... Cn be the circles 
that form the boundaries of the bounded components of the complement 
of G. Each circle Cj is determined by its center Zj = aj + ibj and its 
radius rj. Thus G can be identified with the point in lR3n with coordinates 
(a17 b17 r17 . .. , an, bn, rn)j let g' be the set of such points in lR3n that are so 
obtained. Note that g' is a subset of 

{(a 17 b17 r17 ..• ,an,bn,rn): 0 < a; + b; < 1 and 0 < rj < I}. 

g' is a proper subset of this set since we must have that the circles compris­
ing the boundary of G do not intersect. If G E g, let G' be the corresponding 
point in g'. 

If n E 1i, let 'Yl, ... ,'Yn be the closed arcs that constitute the bounded 
components of the complement of n. Each 'Yj is determined by its beginning 
point (j = OJ + i{3j and its length ()j as measured in a counterclockwise 
direction. Thus we also have that each n in 1i can be identified with a 
point n' in lR3n j let 1i' = {n' : n E 1i}. The function F : g --+ 1i gives rise 
to a function F' : g' --+ 1i'. 

Give g' and 1i' their relative topologies from lR3n . It is left to the reader 
to show that a sequence {Gk } in g converges to G in g (in the sense 
of Definition 4.1) if and only if GA, --+ G' in g'. Similarly for convergent 
sequences in 1i and 1i'. We will show that F is surjective by showing that 
F' is a homeomorphism. 
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7.10 Claim. Both Q' and 1f.' are connected open subsets of R3n. 

The proof of this claim is left to the readers so that they might more 
thoroughly familiarize themselves with the notation and the identifications. 
At this point it seems safe to abandon the distinction between the regions 
and the corresponding points in R3n and we do so. 

Note that F is injective by the uniqueness statement of Theorem 6.2. 
Let Gk - G in Q and put Ok = F(Gk) and 0 = F(G). According to 
Lemma 7.8, Ok - 0 and so F is continuous. By the Invariance of Domain 
Theorem, F : Q - 1f. is an open map. Suppose F is not surjectivej let 
0 1 E 1f. \ F(Q) and let 0 0 = F(Go) E F(Q). Since 1f. is an open connected 
subset ofR3n, there is a path 0: [0, 1]-1f. with 0(0) = 0 0 and 0(1) = 0 1 . 

Since F(Q) is open, there is a r with 0 < r ::; 1 such that O(r) ¢. F(Q) and 
O(t) = F(G(t» E F(Q) for 0 ::; t < r. Let 0 < tk < r such that tk - rj so 
O(tk) - O(r). If Gk = F-l[O(tk)], then Lemma 7.8 implies that Gk - G, 
a circular region, and it must be that F(G) = O(r), contradicting the fact 
that O(r) ¢. F(Q). Thus F is surjective, proving the theorem. 0 

Exercises 

1. Give an example of a sequence of circularly slit disks that converges 
to][]) in the sense of (4.1). 

2. What happens in Theorem 7.9 if some of the components of the com­
plement of G are trivial? 

3. Refer to Exercise 3.3 for the definitions of a proper map. Let G be 
a non-degenerate n-connected region and let Aut(G) be the group of 
all conformal equivalences of G onto itself. Show that if I : G - G is 
a proper map, then I E Aut( G) (Rad6 [1922]) (Hint: Take G to be 
a circular region with outer boundary 8][]). Use the hypothesis that 
I is proper to show that I extends to clG. Now extend I by the 
Schwarz Reflection Principle. Now I defines a permutation of the 
boundary circles 'Yb"" 'Yn of G. Show that for some integer m ~ 1, 
the m-th iterate of I, 1m , defines the identity permutation. Thus, 
without loss of generality, we may assume that I defines the identity 
permutation of the boundary circles. Now use the method of the proof 
of Proposition 7.5 to extend I to a proper map of ][]) onto ][]) and use 
Exercise 3.4. Also show that I fixes the points of][]) \ G(oo).) 

4. If G is a non-degenerate n-connected region and I : G - G is a 
conformal equivalence such that I (z) = z for three distinct points z 
in G, then I is the identity. 



Chapter 16 

Analytic Covering Maps 

In this chapter it will be shown that for every region 0 in the plane such that 
C \ 0 has at least two points, there is an analytic covering map T: JI) -+ O. 
This is the essential part of what is called the Uniformization Theorem. The 
reader might want to review §9.7 before going much further. The reader will 
be assumed to be familiar with some basic topological notions such as the 
fundamental group and its properties. Some topological facts will be proved 
(especially in the first section) even though they may seem elementary and 
assumable to many. 

§1 Results for Abstract Covering Spaces 

Recall that if 0 is a topological space, a covering space of 0 is a pair 
(G, T) where G is also a connected topological space and T : G -+ 0 is a 
surjective continuous function with the property that for every ( in 0 there 
is a neighborhood ~ of ( such that each component of T-l(~) is mapped 
by T homeomorphically onto ~. Such a neighborhood ~ of ( is called a 
fundamental neighborhood of (. 

We will be concerned in this book with covering spaces (G, T) of regions 
o in C where G is also a region in C and T is an analytic function. Such 
a covering space will be called an analytic covering space. It is not dif­
ficult to check that (C,exp) and (C \ {O}, zn), for n a non-zero integer, 
are both analytic covering spaces of the punctured plane. Of course any 
homeomorphism yields a covering space and a conformal equivalence gives 
rise to an analytic covering space. In fact our main concern will be analytic 
covering spaces (G, T) of regions 0 in C where G = JI). But for the moment 
in this section we remain in the abstract situation where G and 0 are met­
ric spaces. In fact the following assumption will remain in force until it is 
supplanted with an even more restrictive one. 

Assumption. Both G and n are arcwise connected and locally arcwise 
connected metric spaces, (G,T) is a covering space of 0, ao E G, and 
0:0 = T(ao) E O. 

Recall that a topological space is said to be locally arcwise connected if 
for each point in the space and each neighborhood of the point there is a 
smaller neighborhood that is arcwise connected. A good reference for the 
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general theory of covering spaces is Massey [1967]. Because certain notions 
will be so frequently used and to fix the notation, we recall a few facts from 
§9.7. 

If "/ : [0,1] -+ 0 is a path with ,,/(0) = ao, then there is a unique path 
7 : [0,1] -+ G with 7(0) = ao and r 0 7 = "/ (9.7.5). Such a path 7 is called 
an ao-lifting (or ao-lift) of "/. Moreover if 0' : [0,1] -+ 0 is another path 
with initial point ao and (j is its ao-lifting,then 7 and (j have the same final 
point in G if,,/ and 0' are fixed end point (FEP) homotopic in 0 (9.7.6). 
Indeed 7 and (j are FEP homotopic under this hypothesis. A loop in 0 is 
a closed path. If "/ : [0,1] -+ 0 is a loop with ,,/(0) = ,,/(1) = ao, say that "/ 
is a loop with base point ao. 

We begin with some basic results about "liftable" continuous functions. 

1.1 Lemma. Suppose (G,r) is a covering space 010, X is a locally con­
nected space, I : X -+ 0 is a continuous function, and T : X -+ G is 
a continuous function such that roT = I. II x E X, .6. is a fundamen­
tal neighborhood 01 ~ = I(x), U is the component 01 r-1(.6.) containing 
z = T(x), and W is a connected neighborhood 01 x such that I(W) ~ .6., 
then TIW = (rIU)-l 0 UIW). 

Prool. Using the above notation, T(W) is connected and contained in 
r-1(.6.), and Z E T(W); therefore T(W) ~ U. Since I(w) = r(T(w)) for 
all w in W, the lemma follows. 0 

1.2 Proposition. Suppose (G, r) is a covering space 010, X is a connected 
locally connected space, I : X -+ 0 is a continuous function, and Sand T 
are continuous functions from X into G such that I = roT = r 0 S. II 
there is a point Xo in X lor which T(xo) = S(xo), then T = S. 

Proof Set Y = {x EX: T(x) = S(x)}. By hypothesis Y =I 0 and 
clearly Y is closed. It suffices to show that Y is also open. If x E Y, let 
Z = T(x) = S(x), ~ = I(x), .6. a fundamental neighborhood of e, and let 
U be the component of r-1(.6.) that contains z. If W is a neighborhood 
of x such that I(W) ~ .6., then the preceding lemma implies that TIW = 
(rIU)-l 0 UIW) and also SIW = (rIU)-l 0 UIW). Thus W ~ Y and Y is 
open. 0 

1.3 Theorem. Suppose (G, r) is a covering space 01 0, X is a connected 
locally connected space, and I : X -+ 0 is a continuous function with 
I{xo) = ao = r{ao). II X is simply connected, then there is a unique 
continuous function T: X -+ G such that I = roT and T{xo) = ao. 

Proof If x EX, let 0' be a path in X from Xo to x. So I 0 0' is a path in 
o from ao to I{x). Let 7 be the ao-lift to G. Define T{x) = 7(1); it must 
be shown that T{x) is well defined. So suppose that 0'1 is another path in 
X from Xo to x. Since X is simply connected, 0'1 rv 0' (FEP) in X. Thus 
100'1 rv 100' (FEP) in O. By the Abstract Monodromy Theorem, the 
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ao-lift of f 0 0"1 has the same final point as 1'. Therefore the definition of 
T(x) does not depend on the choice of the curve 0" and is well defined. 

To prove continuity let x E X and let z = T(x). Let 0" be a path in X 
from Xo to x, , = f 0 0", and let l' be the ao-lift to G. So z = 1'(1). Let .6. 
be a fundamental neighborhood of ( = f(x) and let U be the component 
of T-1(.6.) that contains z. Choose .6. so that it is arcwise connected. Let 
W be an arcwise connected neighborhood of x in X such that feW) <;;;; .6.. 
If w is any point in W, let A be a path in W from x to w. So f 0 A is a path 
in .6. from (= f(x) to few). Thus the z-lift of f 0 A is .x = (TIU)-l 0 f 0 A. 
But AO" is a path in X from Xo to wand this leads to the fact that T( w) = 
.x(I) = (TIU)-l(f(w)). Thus TIW = (TIU)-l 0 flW and T is continuous. 

It is easy to check from the definition that ToT = f and T(xo) = ao. 
Uniqueness is a consequence of Proposition 1.2. 0 

1.4 Definition. If (G1,T1) and (G2,T2) are covering spaces of 0, a ho­
momorphism from G1 to G2 is a continuous map T : G1 ---> G2 such that 
T2 0 T = T1. If T is a homeomorphism as well, then T is called an isomor­
phism between the covering spaces. 

If (G, T) is a covering space of 0, an automorphism of the covering space 
is a covering space isomorphism of G onto itself. Let Aut(G, T) denote the 
collection of all automorphisms of (G, T). 

Note that the inverse of an isomorphism is an isomorphism and Aut(G, T) 
is a group under composition. The next result collects some facts about 
homomorphisms of covering spaces that are direct consequences of the pre­
ceding results. 

1.5 Proposition. Suppose that (G1,T1) and (G2,T2) are covering spaces 
of 0 with T(a!) = T(a2) = ao. 

(a) 1fT: G1 ---> G2 is a homomorphism of the covering spaces, then Tis 
a surjective local homeomorphism. 

(b) If G 1 is simply connected, there is a unique homomorphism T : G 1 ---> 

G2 with T( a!) = a2. 

(c) Any two covering spaces of 0 that are simply connected are isomor­
phic. 

Proof. (a) Without loss of generality we may asume that T(a1) = a2. To 
see that T is surjective, let Z2 be an arbitrary point in G2 and let 1'2 be 
a path in G2 from a2 to Z2. Let , = T2 0 1'2 and let 1'1 be the a1 -lift of ,. 
Now To 1'1 is a path in G2 with initial point a2 and T2 0 T 0 1'1 = ,. By the 
uniqueness of path lifts, T 0 1'1 = 1'2. Thus Z2 = 1'2 (1) = T( 1'1 (1)) and T 
is surjective. Since T1 is a local homeomorphism, the fact that T is a local 
homeomorphism is immediate from Lemma 1.1. 

(b) This follows from Theorem 1.3. 
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(c) Let T : G I ---- G2 be a homomorphism with T(al) = a2 and let 
8 : G2 ---- G I be a homomorphism with 8(a2) = al. Thus 80 T is a 
homorphism of G I into itself that fixes the point al. From Proposition 1.2 
it follows that 80 T is the identity homorphism of G I and so T must be a 
isomorphism (with 8 as its inverse). 0 

Thus we say that a simply connected covering space of 0 is the universal 
covering space of o. The reason for the word "universal" here is contained 
in (b) of the preceding proposition. The reason for the use of the word 
"the" is contained in (c). Of course this uniqueness statement does not 
imply existence. The existence of a universal covering space for subsets 
of the plane will be established before the end of this chapter. Existence 
results for more general spaces can be found in any standard reference. 

1.6 Corollary. If (G, r) is the universal covering space of 0 and al and 
a2 are two points in G with r(ad = r(a2), then there is a unique T in 
Aut(G,r) with T(al) = a2. 

Proof. Apply Theorem 1.3 and, as in the proof of the preceding proposi­
tion, show that the resulting homomorphism is an automorphism. 0 

1.7 Corollary. If (G, r) is the universal covering space of 0 and z E G, 
then r-I(r(z» = {T(z) : T E Aut(G, rn. 
1.8 Theorem. If(G, r) is the universal covering space of 0, then Aut(G, r) 
is isomorphic to the fundamental group of 0, 7r(0). 

Proof. Let T E Aut(G,r) and let1' be any path in G from ao to T(ao). 
Since T E Aut(G, r), 'Y = r 01' is a loop in 0 with base point ao. If a 
is another path in G from ao to T(ao), then the simple connectedness of 
G implies that a and l' are FEP homotopic in G. Thus r 0 a and 'Yare 
homotopic in O. This says that for each T in Aut(G,r) there is a well 
defined element 'YT in 7r(0). It will be shown that the map T ---- 'YT is 
an anti-isomorphism of Aut(G,r) onto 7r(0). (The prefix "anti" is used 
to denote that the order of multiplication is reversed.) This implies that 
T ---- 'YTI defines an isomorphism between the two groups, proving the 
theorem. 

Let 8 and T be two automorphisms of the covering space; it will be 
shown that 'YST = 'YT'YS. To this end let l' and a be paths in G from ao to 
T(ao) and 8(ao), respectively. SO 'YT = ro1' and 'Ys = roa. Now 801' is a 
path in G from 8(ao) to 8(T(ao» so that (8 0 1')a is a path in G from ao 
to 8(T(ao». Therefore 'YST = r 0 [(8 0 1')a] = [r 0 (801')] [T 0 a] = 'YT 'Ys· 

To show that the map is surjective, let 'Y E 7r(0, aD) and let l' be the 
aD-lift of 'Y. According to Corollary 1.6 there is a unique automorphism T 
such that T(ao) = 1'(1). It follows from the definition that 'YT = 'Y. 

Finally let's show that the map is injective. Suppose T E Aut(G,r) and 
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'Y = 'YT rv 0 in n. Let .:y be the ao-lift of.:y; so T(ao) = .:y(I). Now'Y rv 0 
implies that 'Y is homotopic to the constant path ao. But the Abstract 
Monodromy Theorem implies that the ao-lifts of ao and'Y have the same 
end point. Since the ao-lift of the constant path ao is the constant path 
ao, this says that T(ao) = ao. By Proposition 1.2 this implies that T is the 
identity automorphism. 0 

Exercises 

1. Suppose (G,r) is a covering space of n and A is a subset of n that 
is both arcwise connected and locally arcwise connected. Show that 
if H is a component of r-1 (A), then (H, r) is a covering space of A. 

2. If ret) = et , show that (R., r) is a covering space of 8l1ll. Find Aut(R., r). 

3. For the covering space (C, exp) of C \ {O}, find Aut(C, exp). 

4. For the covering space (C \ {O}, zn) of C \ {O}, find Aut(C \ {O}, zn). 

5. For any z in G, show that {T(z) : T E Aut(G, r)} is a closed discrete 
subset of G. 

6. If G = {z : 0 < Re z < r} and r(z) = eZ , show that (G,r) is a 
covering space of ann(O; l,er ) and find Aut(G,r). 

7. If G = {z : 0 < Re z} and r(z) = eZ , show that (G,r) is a covering 
space of {z: 1 < Izl < oo} and find Aut(G,r}. 

8. Prove that for the universal covering space, the cardinality of {T(z) : 
T E Aut(G,r)} is independent of the choice of z. 

§2 Analytic Covering Spaces 

In this section we restrict our attention to analytic covering spaces and 
derive a few results that are pertinent to this situation. Assume that nand 
G are regions in the plane and r : G -+ n is an analytic function that is 
also a covering map. 

2.1 Proposition. If (G, r) is an analytic covering space of n, H is an open 
subset of the plane, f : H -+ n is an analytic function, and T : H -+ G is 
a continuous function such that roT = f, then T is analytic. 

Proof. This is an immediate consequence of Lemma 1.1. 0 

2.2 Corollary. If (Gb r1) and (G2, r2) are analytic covering spaces of n 
and T : G1 -+ G2 is a homomorphism, then T is analytic. 
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2.3 Corollary. If (G,r) is an analytic covering space of n, then every 
function in Aut(G,r) is a conformal equivalence ofG. 

2.4 Corollary. If (G l , rd and (G2, r2) are analytic covering spaces of n 
and T : G l -+ G2 is an isomorphism, then T is a conformal equivalence. 

2.5 Corollary. If r : 11)) -+ n is an analytic covering map, r(O) = ao, and 
r' (0) > 0, then r is unique. 

Proof. Suppose that /1- : 11)) -+ n is another such map. By Proposition 1.5 
there is an isomorphism f : (11)), r) -+ (11)), /1-) of the covering spaces with 
f(O) = o. By the preceding corollary, f is a conformal equivalence of the 
disk onto itself and thus must be a Mobius transformation. But f(O) = 0 
and 1'(0) > OJ therefore fez) = z for all z. 0 

2.6 Corollary. Suppose (G, r) is an analytic covering space of n, X 
is a region in the plane, and f : X -+ n is an analytic function with 
f(xo) = ao = r(ao). If X is simply connected, then there is a unique 
analytic function T: X -+ G such that f = roT and T(xo) = ao. 

Proof. Just combine the preceding proposition with Theorem 1.3. 0 

It will be shown later (4.1) that if n is any region in the plane such 
that its complement in C has at least two points, then there is an analytic 
covering map from the unit disk 11)) onto n. The next result establishes that 
for this to be the case it must be that the complement has at least two 
points. Recall that Co denotes the punctured plane. 

2.7 Proposition. The pair (G, r) is a universal analytic covering space of 
Co if and only if G = C and r(z) = exp(az + b) for some pair of complex 
numbers a and b with a =I- o. 
Proof. If a, b E C with a =I- 0, then az + b is a Mobius transformation of 
C onto itself. It is easy to see that if r(z) = exp(az + b), then (C, r) is a 
covering map of Co. 

For the converse assume that G is a simply connected region in C and 
(G, r) is a covering space of Co. We have already seen that (C, exp) is a 
covering space for Co so Proposition 1.5 and Corollary 2.4 imply there is a 
conformal equivalence h : C -+ G such that exp z = r(h(z)) for all z in C. 
But according to Proposition 14.1.1, G = C and h(z) = az + b for complex 
numbers a and b with a =I- o. 0 

2.8 Example. Let n be the annulus {z : 1 < Izl < p}, where p = e1r • If 

{. (1+Z) 7r} r(z) = exp z log 1 _ z +"2 ' 
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then (II), r) is the universal analytic covering space for O. The maps in the 
group Aut{lI), r) are the Mobius transformations 

z - {3n 
Tn{z) = 1 - {3nz' 

where 

To see this first observe that the map r above can be expressed as a 
composition of two maps: the first is a conformal equivalence of II) onto 
a vertical strip; the second is the exponential map, which wraps the strip 
around the annulus an infinite number of times. To show that the auto­
morphisms of this covering space have the requisite form uses some algebra 
and the following observation. (Another verification of the statements in 
this example can be obtained by using Exercise 1.6 and the form of the 
conformal equivalence of II) onto the relevant vertical strip.) 

If (II), r) is the universal analytic covering space for 0, then every T in 
Aut{lI), r) is necessarily a conformal equivalence of II) onto itself. Hence T 
is a Schwarz map, 

T{z) = ei9 z -!! , 
1- {3z 

for some choice of () and {3, 1{31 < 1. For convenience, whenever (II), r) is the 
universal analytic covering space for a region 0 in C, we will let 

g-r = Aut{lI), r). 

By Theorem 1.8, g-r ~ 71'(0). It is known that for regions 0 in C, 71'(0) 
is a free group (see Exercise 3). If Coo \ 0 has n + 1 components, then 
71'(0) is the free group with n generators. If Coo \ 0 has an infinite num­
ber of components, then 71'(0) is the free group on a countable number of 
generators. 

Exercises 

1. For Izl < 1, define r{z) = exp[z(l - Izl)-I) and show that (II), r) is a 
covering space of C \ {O}. 

2. Show that for an n-connected region 0, 71'(0) is a free group on n 
generators. 

3. Let K be a compact subset of C and put 0 = C \ K. If 11,··· "n 

are paths in 0, let 6 > 0 such that dist(rj, K) > 6 for 1 ::; j ::; n. Let 
0(6) = {w EO: dist(w, K) > 6}. Show that 0(6) is finitely connected 
and contains the paths 11, ... , In' Show that the fundamental group 
of 0 is a count ably generated free group. 



116 16. Analytic Covering Maps 

4. Let n = {z: 1 < Izl} and let r(z) = exp [~]. Explicitly determine 

Aut(][)),r). 

§3 The Modular Function 

Here we examine a special analytic function called the modular function. 
This is a special analytic covering map from the upper half plane onto the 
plane with the points 0 and 1 deleted. 

3.1 Definition. A modular transformation is a Mobius transformation 

3.2 M(z) = az+b 
ez+d 

such that the coefficients a, b, e, d are integers and ad - be = 1. The set 
of all modular transformations is called the modular group and is denoted 
byM. 

The designation of M as a group is justified by the following proposition. 
The proof is left as an exercise. 

3.3 Proposition. M is a group under composition with identity the iden­
tity transformation I(z) = z. If M(z) is given by (3.2), then 

M-1(z)= dz-b. 
-ez+a 

Let 1HI denote the upper half plane, {z : 1m z > O}. 

3.4 Proposition. If ME M, then M(Roo) = Roo and M(lHI) = 1HI. 

Proof. The first equality follows because the coefficients of M are real 
numbers. Thus the Orientation Principle implies that M(lHI) is either the 
upper or lower half plane. Using the fact that M E M and consequently 
has determinant 1, it follows that 

3.5 
1 

1m M(z) = lez + dl21m z. 

This concludes the proof. 0 

Let g denote the subgroup of M generated by the modular transforma­
tions 

3.6 
z 

S(z)=2z+1 and T(z)=z+2. 

Let 

3.7 G = {z E!HI: -1 :=:; Re z < 1, 12z + 11 ~ 1, 12z -11> I}. 
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1 

Figure 16.1. 

Figure 16.2. 

This set G is illustrated in Figure 16.1. Note that G n lR = 0. The reason 
for defining G in this way and excluding portions of its boundary while 
including other parts of BG will become clear as we proceed. For now, 
gentle reader, please accept the definition of G as it is. 

3.8 Example. If S is as in (3.6) and G is as above, then S(G) = {( : 
1m ( > 0, 12( - 11 ::; 1, 14( - 31 ~ 1, 16( - 11 > l,and 112( - 51 > I}. 
Consequently, S(G) n G = 0. 

The region described as S(G) is depicted in Figure 16.2. To see that 
the assertation of this example is true, first let L_ and L+ be the rays 
{z: 1m z > 0 and Re z = ±1} and let C_ and C+ be the half circles 
{z : 1m z > 0 and 12z + 11 = I}. Observe that S(L±) and S(C±) must be 
circles that are perpendicular to the real line. Since S (0) = 0, S ( -1) = 
1, S(I) = 1/3, and S(oo) = 1/2, applications of the Orientation Principle 
show that S (G) has the desired form. 

3.9 Lemma. Let G and 9 be as in (3.6) and (3.1). 

(a) If MI and M2 E 9 and MI i- M2, then MI(G) n M2(G) = 0. 
(b) lHl = U{M(G) : MEg}. 

(c) 9 consists of all modular transformations M having the form (3.2) 
such that the coefficients a and d are odd and band c are even inte­
gers. 



118 16. Analytic Covering Maps 

Proof Let gl be the collection of all modular transformations described 
in part (c) and note that if Sand T are defined as in (3.6), then they belong 
to gl. The reader can verify directly that gl is a group under composition, 
and so it follows that g ~ gl. 

Because gl is a group, to prove this claim it suffices to show that if 
M E gl and M =I- I, then M (G) n G = 0. This will be done by considering 
two possible cases. The first case is that e = 0 in (3.2); so M(z) = (az+b)/d, 
where a and d are odd integers and b is even. Since 1 = ad - be = ad, a = 
d = ±1. Thus M(z) = z + 2n, with n in Z and n =I- 0 since M =I- I. It is 
now clear that M(G) n G = 0. 

Now assume that M has the form (3.2), M E gl, and e =I- O. Notice that 
the closed disk B( -1/2; 1/2) meets G without containing in its interior any 
of the points -1, 0, or 1, while any other closed disk whose center lies on the 
real axis and that meets G must have one of these points in its interior. This 
leads us to conclude that if M(z) =I- S(z) +b, where S is the transformation 
in (3.6) and b is an even integer, then lez + dl > 1 for all z in G. Indeed, 
if there is a point z in G with lez + dl S 1, then B( -die; 1/lel) n G =I- 0. 
For the moment, assume this closed disk is not the disk B( -1/2; 1/2). As 
observed, this implies that 0, +1, or -1 E B(-d/e; 1/lel); let k be this 
integer. So Ik + d/el < 1/lel and hence Ike + dl < 1. But e is even and d is 
odd, so that ke + d is odd, and this furnishes a contradiction. Thus 

3.11 lez + dl > 1 for all z in G, 

provided -die =I- -1/2 or 1/lel =I- 1/2. On the other hand, if -die = 
-1/2 and 1/lel = 1/2, then e = ±2 and d = ±1. All the entries in a 
Mobius transformation can be multiplied by a constant without changing 
the transformation, so we can assume that e = 2 and d = 1. But the 
condition that the determinant of M is 1 implies that a - 2b = 1, so 
a = 1 + 2b. Thus 

M(z) = 
az+b 
2z+ 1 

z + 2bz + b 

2z + 1 

S(z) +b. 

So (3.11) holds whenever M is not the transformation S(z) + b. 
Note that (3.5) implies that if M =I- S + b for S as in (3.6) and b is even, 

then 
1m M(z) < 1m z for all z in G. 
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Figure 16.3. 

The definition of G and (3.5) show that when M equals S(z) + b, we still 
have that 

1m M(z) ::; 1m z for all z in G. 

Now let M be an arbitrary element of the group gl. It is left to the 
reader to show that either M or M-l is not of the form S + b, with S as 
in (3.6) and b an even integer. Thus either 1m M(z) < 1m z for all z in 
G or 1m M-1(z) < 1m z for all z in Gj assume for the moment that the 
former is the case. If there is a z in GnM(G), then 1m z = 1m MM-1(z) < 
1m M-l(z) ::; 1m z, a contradiction. Thus GnM(G) = 0. If M-1(z) < 1m z 
for all z in G, a similar argument also shows that G n M(G) = 0. This 
establishes Claim 3.10. 

Now let L = U{M(G) : MEg}, a subset of 1Hl. If T is as in (3.6), then 
Tn(z) = z+2n. So for each n in Z, L contains Tn(G), which is the translate 
of G by 2n. As discovered in Example 3.8, S maps the circle 12z + 11 = 1 
onto the circle 12z - 11 = 1. Combining these last two facts (and looking at 
Figure 16.3) we get that 

3.12 
L containsevery z in IHl thatsatisfiesl2z - kl ~ 1 

foralloddintegers k. 

Fix a ( in 1Hl. Because {c( + d: c, d E Z and c, d occur in some M 
in g} has no limit point in the plane, there is an element of this set hav­
ing minimum modulus. Thus there is a transformation Mo(z) = (aoz + 
bo)/(coz + do) in g such that leo( + dol::; Ic( + dl for all M(z) = (az + 
b)/(cz+d) in g. By virtue of (3.5) we get that 1m Mo(() ~ 1m M(() for all 
M in g. Putting z = Mo (() and realizing that M Mo E g whenever MEg, 
this shows that 

3.13 1m z ~ 1m M(z) for z = Mo(() and for all M in g. 

Let n E Z and continue to have z = Mo(() for a fixed ( in 1Hl. Applying 
(3.13) to M = ST-n and using (3.5) as well as a little algebra shows that 

I > I ST-n() _ 1m z 
m z - m z - 12z _ 4n + 112 
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Now apply (3.13) to M = S-lT-n and perform similar calculations to get 
that 

1m z 
1m z > . 

- 1- 2z + 4n + 112 

But 1m z > 0 so these inequalities become 

12z - 4n + 11 ~ 1 and 12z - 4n - 11 ~ 1 for all n in Z. 

But {4n - 1, 4n + 1 : n E Z} is the collection of all odd integers, so (3.12) 
implies that z = Mo(() E L. Thus ( = M01(Z) E M01(L) = L. Since ( 
was arbitrary, this proves (b). 

Remember that we have already proved that 9 S;; 91. Let M1 E 91' By 
part (b) there is a transformation M in 9 such that M(G) n M1(G) =1= 0. 
But both M and M1 are in 91, so Claim 3.10 implies that M1 = M E 9. 
This proves (c). By (3.10), part (a) also holds. 0 

Now the stage is set for the principal result of this section. It is convenient 
to let CO,l == C \ {O, I}. The reader might want to carry out Exercise 1 
simultaneously with this proof. 

3.14 Theorem. If G and 9 are as in (3.6) and (3.7), then there is an 
analytic function ..\ : lHI ---- C having the following 

properties. 

(a) ..\ 0 M = ..\ for every M in 9. 
(b) ..\ is univalent on G. 

(c) ..\(lHI) = CO,l. 

(d) ..\ is not analytic on any region that properly contains lHI. 

(e) (lHI,..\) is a covering space of CO,l' 

Proof. Let 

Go = {z : 1m z > 0, 0 < Re z < 1, and 12z - 11> I}; 

so Go S;; G. Let fo : Go ---- lHI be any conformal equivalence and extend 
fo to a homeomorphism of clooGo onto cloolHl (14.5.7). Let A be a Mobius 
transformation that maps 10(0) to 0,10(1) to 1, 10(00) to 00, and takes IHl 
onto itself. Hence 1 = A 0 10 is a homeomorphism of clooGo onto cloolHI, a 
conformal equivalence of Go onto lHI, and fixes the points 0, 1, and 00. 

Since 1 is real-valued on {JGo, 1 can be extended to int G by reflecting 
across Re z = O. This extended version of 1 satisfies I(x+iy) = I( -x + iy) 
for x+iy in Go. (Note that 1 is also real-valued on the portions of 12z-11 = 1 
and 12z + 11 = 1 that lie in cl G, so that by successively reflecting in these 
circles and the circles and vertical lines of the various reflected images of G 
it is possible to extend 1 to all of lHI. The argument that follows does just 
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this but with a little more finesse and accuracy by using the action of the 
group g.) 

Define the following sets: 

L1 = {z:lmz~O, Rez=O}U{oo}; 

L2 = {z : 1m z ~ 0, 12z - 11 = I}; 

L3 = {z:lmz~O, Rez=I}U{oo}. 

So L1 U L2 U L3 = 8ooGo. For j = 1,2,3, L j is connected and so the same 
holds for f(L j ). By an orientation argument (supply the details) 

Thus 

= {z:z=Rez~O}U{oo}; 

{z : z = Re z and 0 ~ z ~ I}; 

{z : z = Re z ~ I} U {oo}. 

f(int G) = C \ [0,00); 

f(G) = CO,l == fl. 

Extend f to a function A : lHI -+ C by letting 

3.15 A(Z) = f(M- 1(z)) 

whenever MEg and z E M(G). According to Lemma 3.9 this function A 
is well defined. 

Why is A analytic? Observe that if S and T are defined as in (3.6), then 
A is analytic on V == int[G U T-1(G) U S-l(G)] and V is an open set that 
contains G. Thus for every M in g, A is analytic on a neighborhood of 
M ( G). Thus A is analytic on all of lHI. 

Clearly condition (a) of the theorem holds because of the definition of 
A. Because f is defined on G by reflecting a conformal equivalence, it is 
one-to-one on G, so (b) holds. Since f(G) = fl, (c) is also true. Part (d) is 
a consequence of the following. 

3.16 Claim. {M(O) : MEg} is dense in JR. 

In fact if this claim is established and A has an analytic continuation to 
a region A that contains lHI, then A must contain a non-trivial open interval 
(a, b) of R But (3.16) implies that for every a in (a, b) there is a sequence 
{Mk} in 9 such that Mk(O) -+ a. Let y -+ 0 through positive values. Then 
A(Mk(O)) = limy-+o A(Mk(iy)) = limy--+o A(iy) = A(O) = O. Thus a is an 
accumulation point of zeros of A, a contradiction. 
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To prove Claim 3.16 let M E Q and suppose M is given by (3.2). So 
M(O) = bid. Now band e are even integers, a and d are odd, and ad-be = 1. 
It suffices to show that for every even integer b and odd integer d such that 
b and d have no common divisor, there is an odd integer a and an even 
integer e with ad - be = 1. Equivalently, show that given integers m and n 
such that 2m + 1 and 2n have no common divisor, there are integers p and 
q such that 

1 (2p + 1)(2m + 1) - (2n)(2q) 

4pm + 2m + 2p + 1 - 4nq. 

This happens if and only if p and q can be found so that -m = p(2m + 
1) - (2n)q. But {p(2m + 1) - (2n)q : p, q E Z} is the ideal in the ring 
Z generated by 2m + 1 and 2n. Since these two integers have no common 
divisors, this ideal is all of Z. 

It remains to prove (e). If ( E C \ [0,00) and 8 > 0 is chosen sufficiently 
small that B = B(; 8) ~ C \ [0,00), let Uo = f-l(B) ~ int G. It is easy to 
verify that oX-I (B) = U{M(Uo) : M E Q} and so {M(Uo) : M E Q} are the 
components of oX-l(B). Now assume that ( = t E (0,1) and choose 8 > 0 
sufficiently small that B = B( t; 8) ~ CO,l. An examination of the definition 
of f as the reflection of a homeomorphism of clooGo onto cloolHl, shows that 
f-l(t) = {z+, L} ~ fJG, where 12z± =F 11 = 1. Also f-l(B) consists of 
two components, U+ and U_, where z± E U±. Thus f(U±) = Bncl (±lHl). 
If S is the Mobius transformation defined in (3.6), then it can be verified 
that S maps the circle 12z + 11 = 1 onto the circle 12z - 11 = 1. (The 
reader has probably already done this in Example 3.8.) Since t = f(z±) = 
oX(z±) = oX(S(z±)), it follows that S(L) = z+. Hence Uo == U+ U S(U-) is 
an open neighborhood of z+ (Verify!) and oX(Uo) = f(u+) U oX(S(U-)) = 
f(u+) U f(U-) = B. Therefore {M(Uo) : M E Q} are the components of 
oX-l(B) and clearly oX maps each of these homeomorphically onto B. The 
final case for consideration, where ( = t E (1,00), is similar to the preceding 
one and is left to the reader. 0 

3.17 Example. If r(z) = oX(i(1 - z)/(1 + z)), then (][J), r) is an analytic 
covering space of CO,l. 

3.18 Definition. The function oX obtained in Theorem 3.14 is called the 
modular function. 

Calling oX the modular function is somewhat misleading and the reader 
should be aware of this when perusing the literature. First, oX is not unique, 
as can be seen from the proof, since its definition is based on taking a 
conformal equivalence fo of Go onto lHl. Given fo, oX is unique. It is possible 
to so construct the function oX that OX(O) = 1, oX(l) = 00, and oX(oo) = o. 
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Having done this the function is unique and is the classical modular function 
of complex analysis. 

Remarks. 

1. The material at the beginning of this section has connections with 
the study of the group SL2 (lR), modular forms, and number theory. 
The interested reader should see Lang [1985]. Also see Ford [1972] for 
the classical theory. 

2. A nice reference for the Uniformization Theorem for Riemann sur­
faces is Abikoff [1981]. Also see Ahlfors [1973]. 

Exercises 

1. This exercise constructs the exponential function by a process similar 
to that used to construct the modular function and is meant to help 
the student feel more comfortable with the proof of Theorem 3.14. 
(Thanks to David Minda for the suggestion.) Let Go be the strip 
{z : 0 < 1m Z < 7r} and let </>0 be the conformal equivalence of Go 
onto lHl with </>0(-00) = 0, </>0(+00) = 00, and </>0(0) = 1. Now extend 
</>0 to an analytic function </> defined on G = {z : -7r < 1m Z < 7r} 
by reflection. If Tn (z) = z + 27r in for n in Z, extend </> to a function 
E on C by letting E(z) = </>(Tn(z)) for an appropriate choice of n. 
Show that E is a well defined entire function that is a covering map 
of Co and prove that E is the exponential function. 

2. If oX is the modular function, what is Aut(lHl, oX)? (By Theorem 1.8, 
Aut(lHl, oX) ::::::: 7r(Co,d, which is a free group On two generators. So the 
question asked here can be answered by finding the two generators of 
Aut (lHl , oX).) 

3. Let {a, b} be any two points in C and find a formula for an analytic 
covering (JD),T) of C \ {a,b}. If 0:0 E C \ {a,b}, show that T can be 
chosen with T(O) = 0:0 and T'(O) > o. 

§4 Applications of the Modular Function 

In this section the Picard theorems are proved as applications of the mod­
ular function and the material on analytic covering spaces. Proofs of these 
results have already been seen in (12.2.3) and (12.4.2), where the proofs 
were "elementary." 
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4.1 Little Picard Theorem. II I is an entire function that omits two 
values, then I is constant. 

Proof. Suppose I is an entire function and there are two complex numbers 
a and b such that a, b ~ I(c). By composing with a Mobius transformation, 
we may assume that I(c) ~ CO,I. Let T : ][) - CO,I be a universal covering 
map. According to Theorem 1.3 and Proposition 2.1, there is an analytic 
function T : C - ][) such that ToT = f. But the T is a bounded entire 
function and hence constant. Thus I is constant. 0 

As we know from §14.4, the key to the proof of the Great Picard Theorem 
is to prove the Montel-Caratheodory Theorem. 

4.2 Montel-Caratheodory Theorem. II X is any region in the plane 
and F = {I : I is an analytic function on X with I(X) ~ Co,d, then F 
is a normal lamily in C( X, Coo). 

Prool. To prove that F is normal, it suffices to show that for every disk 
B = B(zo; R) contained in X, FIB is normal in C(B, Coo). To prove this, 
it suffices to show that for any sequence {In} in F, there is either a subse­
quence that is uniformly bounded on compact subsets of B or a subsequence 
that converges to 00 uniformly on compact subsets of B (why?). So fix such 
a sequence {In}. By passing to a subsequence if necessary, we may assume 
that there is a point a in Coo such that In(zo) - a. We consider some 
cases. 

Claim. If a E C and a -:1= 0,1, then {In} has a subsequence that is 
uniformly bounded on compact subsets of B. 

Let T : ][) - CO,I be a universal analytic covering map and let D. = 
B(a; p) be a fundamental neighborhood of a. Fix a component U of r-I(D.). 
Since In (zo) - a, we may assume that In(zo) E D. for all n ~ 1. According 
to Theorem 1.3 and Proposition 2.1, for each n ~ 1 there is an analytic 
function Tn : B - ][) such that Tn(zo) E U and r 0 Tn = In on B. But 
{Tn} is a uniformly bounded sequence of analytic functions and so there 
is a subsequence {Tnk} that converges in H(B) to an analytic function T. 
Clearly IT(z)1 ::::; 1 for all z in B. If there is a z in B such that IT(z)1 = 1, 
then T is constantly equal to the number>. with 1>'1 = 1. In particular, 
Tnk(zo) - >.. But (rIU)-l(a) = limk(rIU)-l(fnk(zo» = limk Tnk(zo) = >., 
a contradiction. Thus it must be that IT(z)1 < 1 for all z in B. 

Let K be an arbitrary compact subset of B. From the discussion just 
concluded, there is a number r such that M = max{IT(z) I : z E K} < r < 
1. Let ko be an integer such that ITnk(Z) - T(z)1 < r - M for all z in K 
and k ~ ko. Hence ITnk(Z)1 ::::; r for all z in K and k ~ ko. But r is bounded 
on B(O;r). It follows that {Ink} = {roTnk} is uniformly bounded on K. 
Since K was arbitrary, this proves the claim. 
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Now assume that 0 = 1. Since each function In never vanishes, there 
is an analytic function gn : B --+ C with g; = In. Since In(zo) --+ 1, we 
can choose the branch of the square root so that gn(ZO) --+ -1. But once 
again, gn (B) <:;;; CO,l' So the claim implies there is a subsequence {gnk} that 
is uniformly bounded on compact subsets of B. Clearly this implies that 
{Ink} is uniformly bounded on compact subsets of B. 

Assume that 0 = O. Here let gn = 1 - In. So gn(ZO) --+ 1 and gn never 
assumes the values 0 and 1. The preceding case, when applied to {gn}, 
shows that {In} has a subsequence that is uniformly bounded on compact 
subsets of B. 

Finally assume that 0 = 00. Let gn = 1/ In. Again gn is analytic, 
gn(B) <:;;; CO,I. and gn(ZO) --+ O. Therefore the preceding case implies there 
is a subsequence {gnk} that converges uniformly on compact subsets of B 
to an analytic function g. But the functions {gnk} have no zeros while 
g(zo) = O. By Hurwitz's Theorem (7.2.5), 9 == O. It now follows that 
Ink (Z) --+ 00 uniformly on compact subsets of B. 0 

4.3 The Great Picard Theorem. II I has an essential singularity at 
Z = a, then there is a complex number 0 such that for (; =f. 0 the equation 
I(z) = (; has an infinite number of solutions in any punctured neighborhood 
ola. 

For a proof the reader can consult Theorem 7.4.2. 

Exercises 

1. Prove Landau's Theorem: If ao and al are complex numbers with 
ao =f. 0,1 and al =f. 1, then there is a constant L(ao, al) such that 
whenever r > 0 and there is an analytic function I on r][)) with 1(0) = 
ao, 1'(0) = aI. and I omits the values 0 and l,then r ~ L(ao, ad. 
(Hint: Let 7 : ][)) --+ CO,l with 7(0) = ao and 7'(0) > O. Use Corollary 
2.6 to find an analytic function T : r][)) --+ ][)) such that 7 0 T = I and 
T(O) = O. Now apply Schwarz's Lemma.) 

2. Prove Schottky's Theorem: For 0 in CO,l and 0 < (3 < 1, there is 
a constant C(o, (3) such that if I is an analytic function on ][)) that 
omits the values 0 and 1 and 1(0) = 0, then II(z)1 ~ C(o, (3) for 
Izi ~ {3. (See 12.3.3.) 

§5 The Existence of the Universal Analytic Covering Map 

The purpose of this section is to prove the following theorem. 

5.1 Theorem. If n is any region in C whose complement in C has at 
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least two points and 0:0 E 0, then there is a unique analytic covering map 
7: ][)l ~ 0 with 7(0) = 0:0 and 7'(0) > O. 

The proof requires some preliminary material. The first lemma is a re­
statement of Exercise 3.3. 

5.2 Lemma. If a, b, and 0:0 E C with 0:0 =I- a, b, then there is an analytic 
covering map 7 : ][)l ~ C \ {a, b} with 7(0) = 0:0 and 7'(0) > O. 

The next lemma is technical but it contains the vital construction needed 
in the proof. 

5.3 Lemma. Suppose 0 is a region in C and (G, 7) is an analytic covering 
of 0 with 7(a) = 0:0 for some point a in G. If Llo = B(o:o; ro) is a funda­
mental neighborhood of 0:0 and go is the local inverse of 7 defined on Llo 
such that go(o:o) = a, then the following statements hold: 

(a) g~(o:o) > 0 if 7'(a) > O. 

(b) If"'/: [0, 1] ~ 0 is a path with ",/(0) = 0:0, then there is an analytic 
continuation along",/ {(gt, Llt ) : 0 :::; t :::; I} of (go, Llo) such that 
gt(Llt ) <:;:; G for all t. 

(c) If (gl, Ll d and (g2, Ll2) are obtained from (gO, Llo) by analytic contin­
uation, gi (Lli) <:;:; G, and gl (wd = g2 (W2) for some points W1 in Ll1 
and W2 in Ll2' then W1 = W2 and gl (w) = g2(W) for all w in Ll1 n Ll2' 

(d) If (g,Ll) is obtained by analytic continuation of (go,Llo) andg(Ll) <:;:; 

G, then 7(g(W)) = W for all w in Ll. 

Proof. Part (a) is trivial. To prove (b), use Lebesgue's Covering Lemma 
to find a 8 > 0 with 8 < ro and such that for each t, 0 :::; t :::; 1, B(-y(t); 8) 
is a fundamental neighborhood. Let 0 = to < t1 < ... < tn = 1 be such 
that ",/(t) E B(-y(tj);8) for tj-l :::; t:::; tj, 1:::; j:::; n. 

In particular, ",/(0) = 0:0 E Lll == B(-y(td; 8); let gl : Lll ~ G be the 
local inverse of 7 such that gl (0:0) = a. Clearly gl = go on Llo n Lll' Hence 
(gl, Lld is a continuation of (go, Llo). Similarly, let ~2 == B(-y(t2); 8) and 
let g2 : ~2 ~ G be the local inverse of 7 such that g2(-y(td) = gl(-y(tl)); 
so g2 = gl on ~1 n ~2' Continuing this establishes (b). 

Let {(gt, ~t) : 0 :::; t :::; I} be any continuation of (go, ~o) along a path "'/ 
such that gt(~t) <:;:; G for all t and put F = {t E [0,1] : 7(gt(Z)) = 
z for all z in ~t}. Since 0 E F, F =I- 0. It is left as an exercise for the reader 
to show that F is closed and relatively open in [0,1] and so F = [0,1]. This 
proves (d). 

Using the notation from (c), the fact that gl and g2 are local inverses of 
7 (by (d)) implies that W1 = 7(gl(wd) = 7(g2(W2)) = W2. The rest of (c) 
follows by the uniqueness of the local inverse. 0 

Proof of Theorem 5.1. Let a and b be two distinct points in the com­
plement of 0 and put 0 0 = C\{a,b}. By Lemma 5.2 there is an analytic 
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covering map TO : JD) --+ 0 0 with TO(O) = ao and TO(O) > O. Let ~o be a 
fundamental neighborhood of ao that is contained in 0 and let ho : ~o --+ JD) 

be the local inverse of TO with ho(ao) = 0 and h6(0) > O. Define F to be 
the collection of all analytic functions 9 : ~o --+ JD) having the following 
properties: 

(a) g(ao) = 0 and g'(ao) > 0; 

(b) If 'Y : [0,1] --+ 0 is a path with 'Y(O) = ao, then 

there is an analytic continuation {(gt, ~t) : 0 :5 t :5 I} 

of (g, ~o) along 'Y such that ~t ~ 0 and gt{~t) ~ JD) for all t; 

5.4 (c) If (g1l ~I) and (g2, ~2) are obtained from (g, ~o) 

by analytic continuation with ~i ~ 0 and gl(WI) = g2(W2) 

for some points WI in ~1 and W2 in ~2' then 

WI = W2 and g1{W) = g2(W) for all W in 

~1 n~2· 

Note that conditions (b) and (c) are the conditions (b) and (c) of Lemma 
5.3 with G replaced by JD). Hence ho E F and so F #- 0. Since each function 
in F is bounded by 1, F is a normal family. The strategy here, reminiscent 
of the proof of the Riemann Mapping Theorem, is to show that the function 
in F with the largest derivative at ao will lead to the proof of the theorem. 

Put K = sup{g'(ao) : 9 E F}; so 0 < K < 00. Let {hk} ~ F such that 
h~ (ao) --+ K. Because F is a normal family, we can assume that there is an 
analytic function h on ~o such that hk --+ h uniformly on compact subsets 
of ~o. So h(ao) = 0 and h'(ao) = K > O. Thus (5.4.a) is satisfied; it will 
be shown that (b) and (c) of (5.4) also are satisfied so that hE F. 

Let 'Y be a path in 0 with 'Y{O) = ao and choose 8> 0 so that B(ao; Ii) ~ 
~o andB(-y(t);8) ~ 0 forO:5 t:5 1. Let 0 = to < tt < ... < tn = 1 be such 
that 'Y(t) E ~j == B('Y(tj); 8) for tj-1 :5 t :5 tj. By hypothesis each function 
hk admits unrestricted analytic continuation throughout ~b and so the 
Monodromy Theorem implies there is an analytic function h1k : ~1 --+ JD) 

with h1k = hk on ~1 n ~o. Continuing, for 1 :5 j :5 n we get an analytic 
function hjk : ~j --+ JD) such that hjk = hj- 1,k on ~j n ~j-1. Fix j for 
the moment. So {h jk : k ~ I} is a uniformly bounded sequence of analytic 
functions on ~j and must therefore have a subsequence that converges 
uniformly on compact subsets of !:l.j to an analytic function gj : !:l.j --+ 11). 

By successively applying this argument we see that the functions gj can be 
obtained so that gj = gj-1 on ~j n !:l.j-1. Thus {(gj, !:l.j) : 1 :5 j :5 n} is 
an analytic continuation of (h, ~o) and (5.4.b) is satisfied. 

Now adopt the notation of (5.4.c) with h replacing the function g. Argu­
ing as in the preceding paragraph, there are sequences of analytic functions 
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{(h1k , ~l)} and {(h2k , ~2)} such that for j = 1,2, (hjk , ~j) is a continu­
ation of (hk, ~o) and hjk -+ 9j uniformly on compact subsets of ~j as 
k -+ 00. Now Hurwitz's Theorem (and Exercise 7.2.11) implies that for 
j = 1,2 and all sufficiently large k there are points Wjk in ~j such that 
h1k(Wlk) = 91(wd = 92 (W2) = h2k (W2k)j these points also can be chosen so 
that Wjk -+ Wj as k -+ 00. But hk E F and so (5.4.c) implies that for each 
k, Wlk = W2k and hlk = h2k on ~l n ~2' Thus WI = W2 and 91 = 92 on 
~l n ~2' That is, h satisfies (5.4.c). Therefore h E F. 

Fix the notation that h is a function in F for which h'(ao) = 1'1,. 

5.4 Claim. For every z in J[)) there is an analytic continuation (9I, ~l) of 
(h, ~o) such that z E gl(~d. 

Suppose the (5.5) is false and there is a complex number c in J[)) such that 
no continuation of h in G with values in J[)) ever assumes the value c. Since 
h(ao) = 0, 0 < Icl < 1. Let T be the Mobius transformation (c-z)/(I-cz)j 
so T is a conformal equivalence of J[))\{O} onto J[))\{c} with T(O) = c. Thus 
if p,(z) = T(Z2), ((J[))\{O}), p,) is an analytic covering space of J[))\{c}. 

Let a be a square root of Cj so p,(a) = 0 and p,'(a) = -2a/(1 - IcI 2). Let 
9 be a local inverse of p, defined in a neighborhood of 0 with 9(0) = a and 
apply Lemma 5.3 to ((J[))\{O}), p,). Thus 9 satisfies properties (b), (c), and 
(d) of Lemma 5.3 (with ao = 0, G = J[))\{O}, T = p" and n = J[))\{c}). 
Now 9 0 h is defined and analytic near ao and g(h(ao)) = a. If (hI, ~l) 
is any analytic continuation of (h,~o) with hl(~d ~ J[)), then hl(~l) ~ 
J[))\{c}. Since, by Lemma 5.3.b, 9 admits unrestricted analytic continuation 
in J[))\ {c}, it follows that 90 h admits unrestricted analytic continuation in 
n. 

We want to have that 90 hE F, but two things are lacking: 9(h(ao)) = 
a I- 0 and (90 h)'(ao) may not be positive. These are easily corrected as 
follows. Let M be the Mobius transformation M(z) = b(a - z)/(1 - az), 
where b = a/lal = a/JfCT. Put 1 = M 0 9 0 h. Thus I(ao) = 0 and 1 
satisfies (5.4.b) and (5.4.c) since go h does. Also 

1'(ao) M' (g(h(ao))g' (h(ao))K, 

M'(a)g'(O)K,. 

Now z = p,(g(z)), so 1 = p,'(9(0))9'(0) = -2a(I-lcI 2 )-lg'(0). Thus g'(O) = 
-(1 - IcI2 )/2a. A computation of M'(a) shows that the above equation 
becomes 

1'(ao) = b (1- lcI2) 
1- Icl 2a 1'1, 

1 + Icl 
--1'1, 

2JfCT 
> O. 
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Therefore f E F. But this also shows that f'(ao) > K, contradicting the 
definition of K. Thus Claim 5.5 must hold. 

Now to define 7, the covering map of][]) onto OJ this is the easy part. 
As above, let h be a function in F with h'(ao) = K. Hz E ][]), Claim 5.5 
implies there is an analytic continuation (hI, a l ) of h with z in hl(adj 
say z = hl(Wl) for WI in a l . H (h2' a 2 ) is another continuation of h with 
z = h2(W2) for some W2 in a 2 , then (5.4.c) implies that WI = W2 and hI = h2 
on a l n a 2 • Since (5.4.c) also implies that hI is univalent on aI, we can 
safely define 7 on U == hI (al ) by 7 = (hllal)-l. Since z was arbitrary, 7 

is defined on ][]). From the definition it is clear that 7 is analyticj it is just 
as clear that 7(][]) = O. Since 7 is locally univalent, 7'(Z) =F 0 for all z in][]). 

The only remaining part of the existence proof is to show that 7 is a 
covering map. To do this fix a point W in OJ we must find a neighborhood a 
of W such that each component of 7-1 (a) is mapped by 7 homeomorphically 
onto a. To find a just take any analytic continuation (hI, a) of h, where a 
is a disk about w. Suppose (h2' a 2 ) is another continuation of h with W in 
a 2 • According to (5.4.b), h2 has a continuation to every point of a. Thus 
(there is something extra to do here) the Monodromy Theorem implies that 
h2 extends to an analytic function on a 2 U a. So we may assume that h2 
is defined on a. That is, we may assume that every continuation (h2' a 2 ) 

of (h, a o) with W in a 2 has a ~ a 2 . Let 1iw = {(hi, a) : i E I} be the 
collection of all the distinct analytic continuations of (h, a o) to a. (At this 
time we do not know that 1iw is countable, though this will turn out to be 
the case.) From the definition of 7, 

7- l (a) = U hi(a). 
iEI 

But (5.4.c) implies that hi(a) n hj(a) = 0 for i =F j. Thus {hi (a) : i E I} 
are the components of 7-l (a) (and so I is countable). Clearly 7 maps each 
hi(a) homeomorphically onto a since 7 Ihi(a) = (hil a)-I. This completes 
the proof of existence. 

The uniqueness statement follows by Corollary 2.5. 0 

Theorem 5.1 is the essential part of what is called the Uniformization 
Theorem. The treatment here is from Pfluger [1969] but with considerable 
modification. The reader can also see Fisher [1983], Fisher, Hubbard, and 
Wittner [1988], and Veech [1967] as well as the survey article Abikoff [1981] 
for different approaches and additional information. 

We can now furnish the proof of Proposition 15.4.8 in its entirety. Recall 
that the proof given there was only valid for the case that the complement 
of the region G had a component that was not trivial. 

5.5 Corollary. Let G be a proper region in C that contains zero. If f is a 
conformal equivalence of G onto itself with f(O) = 0 and f'(O) > 0, then 
f(z) = z for all z in G. 
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Proof. If G is the entire plane less a single point, the proof is left to the 
reader. If the complement of G has at least two points, let 7 : JI)) ~ G be 
the universal analytic covering map with 7(0) = 0 and 7'(0) > O. It follows 
that J 0 7 : JI)) ~ G is also an analytic covering map with (f 07)(0) = 0 and 
(f 0 7)'(0) > O. Thus J 0 7 = To That is, J(7(Z)) = 7(Z) for all z in JI)) and 
the corollary follows. 0 

Exercises 

1. Show that if n is simply connected and 7 is the covering map obtained 
in Theorem 5.1, then 7 is the Riemann map. 

2. Let n be a region in C whose complement has at least two points 
and let 7 : JI)) ~ n be the analytic covering map with 7(0) = ao and 
7'(0) > O. If J : n ~ C is an analytic function, show that 9 = J 0 7 
is an analytic function on JI)) such that goT = 9 for all T in Qr. 
Conversely, if 9 : JI)) ~ C is an analytic function with goT = 9 for all 
T in Qr, then there is an analytic function J on n such that 9 = J 0 7. 

3. Suppose n is an n-Jordan region and 7 is as in Theorem 5.1. (a) Show 
that for any point a in JI)), {T(O) : T E Qr} and {T(a) : T E Qr} have 
the same set of limit points and these limit points are contained in 
8JI)). Let K denote this set of limit points. (b) Show that if w E 8JI))\K, 
then there is a neighborhood U of w such that 7 is univalent on UnJI)) 
and 7 has a continuous extension to JI)) U (8JI))\K). 

4. Prove a variation of Corollary 5.6 by assuming that C \ G has at least 
two points but only requiring F to be a covering map of G onto itself. 

Exercises 5 through 8 give a generalization oj Schwarz's Lemma. The 
author thanks David Minda Jor supplying these. 

5. If G is a proper simply connected region, a E G, and J is an analytic 
function on G such that J(G) ~ G and J(a) = a, then 1f'(a)1 ~ 1. The 
equality 1f'(a)1 = 1 occurs if and only if J is a conformal equivalence 
of G onto itself that fixes a. 

6. Let G be a region such that its complement has at least two points, let 
a E G, and let 7 : JI)) ~ G be the analytic covering map with 7(0) = a 
and 7'(0) > O. If J is an analytic function on G with J(G) ~ G and 
J (a) = a, show that there is an analytic function F : JI)) ~ JI)) with 
F(O) = 0 and J 0 7 = 70 F. Also show that F(7- 1(a)) ~ 7- 1(a). 

7. Let J and G be as in Exercise 6. (a) Show that 1f'(a)1 ~ 1. (b) If J 
is a conformal equivalence of G onto itself, show that 1f'(a)1 = 1 and 
f'(a) = 1 if and only if J(z) = z for all z. (c) Let Aut(G, a) be all the 
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conformal equivalences of G onto itself that fix the point a and prove 
that the map I --+ f' (a) is a group monomorphism of Aut ( G, a) into 
the circle group, 8!1ll, and hence Aut(G,a) is abelian. (d) If G is not 
simply connected, show that G is a finite cyclic group. What happens 
when G is simply connected? 

8. Let G, I, r, and F be as in Exercise 6. This exercise will show that if 
II'(a)1 = 1, then I E Aut(G, a). For this purpose we can assume that 
G is not simply connected or, equivalently, that r-l(a) is infinite. 
(a) Show that if 1f'(a)1 = 1, then there is a constant c such that 
F(z) = cz for all z in !Ill. (b) Examine the action of F on r-l(a) and 
conclude that c is an n-th root of unity for some positive integer n. 
(c) Conclude that IE Aut(G, a). 

9. Let I and G be as in Exercise 6. For n ~ 1 let In be the composition 
of I with itself n times. Prove that if I ~ Aut(G, a), then In(z) --+ a 
uniformly on compact subsets of G. 

10. In this exercise let G be a proper region in the plane, let a and b 
be distinct points in G, and let I be an analytic function on G with 
I(G) ~ G, I(a) = a, and I(b) = b. (a) If G is simply connected and 
I(a) = a and I(b) = b, show that I(z) = z for all z in G. (b) Give 
an example to show that (a) fails if G is not assumed to be simply 
connected. (c) If G is not simply connected but the complement of G 
has at least two points, show that I is a conformal equivalence of G 
onto itself and there is a positive integer n such that the composition 
of I with itself n times is the identity. (d) What happens when G = C 
or Co? 

11. Suppose I is an analytic function on !Ill such that I/(z)1 ~ 1 and 
1(0) = O. Prove that if Zl is a point in !Ill different from 0 and I(zd = 
0, then 11'(0)1 ~ IZll. (Hint: Consider l(z)/zT(z) for an appropriate 
Mobius transformation T.) 

12. The Aumann-CaratModory Rigidity Theorem. Let G be a region that 
is not simply connected and whose complement has at least two 
points; let a E G. Show that there is a constant a depending only on 
G and a with 0 ~ a < 1 such that if I is an analytic function on G 
with I(G) ~ G and I(a) = a, and if I is not a conformal equivalence 
of G onto itself, then 1f'(a)1 ~ a. (Hint: Let r be the analytic cover­
ing map of !Ill onto G with r(O) = a and r'(O) > 0 and let F be as in 
Exercise 6. Write r-l(a) = {0,ZbZ2' ... } with 0 < IZII ~ IZ21 ~ .... 
Observe that F(r-l(a» ~ r-l(a) and try to apply Exercise 11.) 

13. Show that if G is simply connected, no such constant a as that ob­
tained in the preceding exercise can be found. 



Chapter 17 

De Branges's Proof of the 
Bieberbach Conjecture 

In this chapter we will see a proof of the famous Bieberbach conjecture. 
Bieberbach formulated his conjecture in 1916 and in 1984 Louis de Branges 
announced his proof of the conjecture. In March of 1985 a symposium on 
the Bieberbach conjecture was held at Purdue University and the proceed­
ings were published in Baernstein et al. [1986]. This reference contains a 
number of research papers as well as some personal accounts of the history 
surrounding the conjecture and its proof. The history will not be recounted 
here. 

The original ideas of de Branges for the proof come from operator theory 
considerations. The proof presented here (in §6) is based on the proof given 
in Fitzgerald and Pommerenke [1985]. This avoids the operator theory, 
though some additional preliminaries are needed. Another proof can be 
found in Weinstein [1991]. Though this is shorter in the published form 
than the Fitzgerald-Pommerenke proof, it actually becomes longer if the 
same level of detail is provided. 

The strategy for the proof, as it evolves in the course of this chapter, is 
well motivated and clear from both a mathematical and a historical point of 
view. The tactics for the proof of the final crucial lemma (Lemma 6.8) are 
far from intuitive. Perhaps this is part of the nature of the problem and con­
nected with the conjecture lying unproved for so many decades. The tools 
needed in the proof have existed for quite some time: Loewner chains and 
Loewner's differential equation (1923); Lebediv-Millin inequalities (1965). 
In fact, de Branges brought a new source of intuition to the problem. This 
insight was rooted in operator theory and is lost in the shorter proofs of 
Fitzgerald-Pommerenke and Weinstein. The serious student who wishes to 
pursue this topic should look at de Branges's paper (de Branges [1985]) and 
the operator theory that has been done in an effort to more fully explicate 
his original ideas. 

§1 Subordination 

In this section we will see an elementary part of function theory that could 
have been presented at a much earlier stage of the reader's education. 
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1.1 Definition. If G is a region including the origin and f and 9 are two 
analytic functions on G, then f is subordinate to 9 if there is an analytic 
function ¢ : G -+ G such that ¢(O) = 0 and f = go ¢. 

It follows from the definition that if f is subordinate to g, then f(O) = 
g(O). Also note that if f is subordinate to g, then f(G) <;;; g(G). In Corollary 
16.2.6 it was shown that if 9 : ][]) -+ n is the universal analytic covering map 
for n with g(O) = a and f is any analytic function on ][]) with f(O) = a and 
f(][])) <;;; n = g(][])), then f is subordinate to g. In this section we will use 
this result for the case that n is simply connected and 9 is the Riemann 
map. The proof for this case is easy and so it is presented here so as to 
make this section independent of Chapter 16. 

The fact that subordination is valid in a more general setting should be 
a clue for the reader that this is a more comprehensive subject than it will 
appear from this section. In fact, it has always impressed the author as a 
favorite topic for true function theorists as it yields interesting estimates 
and inequalities. For a further discussion of subordination, see Goluzin 
[1969] and Nehari [1975]. 

1.2 Proposition. If 9 is a univalent function on][]), then an analytic func­
tion f on][]) is subordinate to 9 if and only if f(O) = g(O) and f(][])) <;;; g(][])). 
If f is subordinate to 9 and ¢ is the function such that f = go ¢, then ¢ is 
unique. 

Proof. If f(][])) <;;; g(][])) , let¢ : ][]) -+ ][]) be defined by ¢ = g-l 0 f; this 
shows that f is subordinate to g. The converse was observed prior to the 
statement of this proposition. D 

1.3 Proposition. If f and 9 are analytic functions on ][]), f is subordinate 
to g, and ¢ is the function satisfying f = go ¢ and ¢(O) = 0, then for each 
r> 1: 

(a) {f(z): Izl < r} <;;; {g(z) : Izl < r}; 

(b) max {If(z)1 : Izl S; r} S; max{lg(z)1 : Izl S; r}; 

(c) (1 -lzI2)1f'(z)1 S; (1 - ¢(zW)lg'(¢(z))I; 

(d) If' (0) I S; Ig' (0) I with equality if and only if there is a constant c with 
Icl = 1 such that fez) = g(cz) for all z. 

Proof. Let ¢ : lIJ) -+ ][]) be the analytic function such that f = 9 0 ¢. 
Since ¢(O) = 0, Schwarz's Lemma implies that 1¢(z)1 S; Izl on ][]). This 
immediately yields (a) and part (b) is a consequence of (a). 

To prove part (c), first recall from (6.2.3) that 
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for all z in l!)). Thus 

(1-lzI2)1!,(z)1 (1-lzI2)1¢'(z)IIg'(¢(z))1 

1.4 < (1-1¢(z)1 2)lg'(¢(z))I, 

establishing (c). 
Since 1'(0) = g'(O)¢'(O) and Schwarz's Lemma implies that I¢'(O)I :::; 1, 

we have that 11'(0)1 :::; 19'(0)1. If 11'(0)1 = 19'(0)1, then I¢'(O)I = 1 and so 
there is a constant c with Icl = 1 such that ¢(z) = cz for all z. D 

We now apply these results to a particular class of functions on l!)). Let P 
be the set of all analytic functions p on l!)) such that Re p(z) > 0 on l!)) and 
p(O) = 1. The first part of next result is a restatement of Exercise 6.2.3. 

1.5 Proposition. If pEP and z E l!)), then 

and 

l-lzl 1 + Izl 
1 + Izl :::; Ip(z)1 :::; 1 - Izl 

Ip'(z)1 :::; (1 _21z1)2 

These inequalities are sharp for p(z) = (1 + z)/(1 - z). 

Proof. The Mobius transformation T(z) = (1 + z)/(1 - z) maps to l!)) 

onto the right half plane and T(O) = 1. Thus Proposition 1.2 implies p is 
subordinate to T. Let ¢ : l!)) --+ l!)) be the analytic function with ¢(O) = 0 
and 

p(z) = T(¢(z)) = ~ ~ :~:~ 
for all z in l!)). But for any ( in l!)), 

1 - 1(1 11 + (I 1 + 1(1 
1 + 1(1:::; 1 - ( :::; 1 - 1(1 ' 

so 
1 - 1¢(z)1 11 + ¢(z) I 1 + 1¢(z)1 
1 + 1¢(z)l:::; 1- ¢(z) :::; 1 -I¢(z)l" 

But 1¢(z)1 :::; Izl, whence the first inequality. 
For the second inequality, apply (1.3.c) to obtain that 

Ip'(z)1 < 21-1¢(z)j2 1 
11- ¢(z)12 1-lz12 

< 1 -1¢(z)j2 1 
2 (1 -1¢(Z)1)2 l-lzl2 

21+1¢(z)1 1 
1 - 1¢(z)1 1 - Izl2 
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o 

< 21 + Izl 1 
1 - Izl 1 - Izl2 

2 

(1 - Izl)2' 

1.6 Corollary. P is a compact subset of H(ID». 

Exercises 

1. Show that for p in P and Izl < 1: (a) ~~i=i :S Re p(z) :S ~~i=i; 
(b) 11m p(z)1 :S 1:11:112; (c) larg p(z)1 :S sin-1 [1!11:112]; (d) rte'C;ll) :S 

1 
1-lz12 . 

2. (a) Show that if f is an analytic function on ID> with f(O) = 0 and 
1'(0) = 1, then the convex hull of f(ID» contains B(O; 1/2). (Hint: 
Show that if this is not the case, then f is subordinate to a rotation 
of the map g(z) = z/(l - z).) (b) Show that if f E S (14.7.1) and 
f(ID» is convex, then f(ID» contains B(O; 1/2). 

3. (a) Let fa be the rotation of the Koebe function (Example 14.1.4). 
Show that if f is an analytic function on ID> with f(O) = 0 and 1'(0) = 
1, then f(ID» meets the ray {rn: r ~ 1/4} unless f =/:- fa. (b) Suppose 
f E S (14.7.1) and f(ID» is a star like region; show that f(ID» contains 
B(O; 1/4). (This is a special case of the Koebe 1/4-Theorem (14.7.8).) 

4. Show that if f is an analytic function on ID> with 0 < If(z)1 < 1 for 
all z, then 11'(0)1 :S 2/e and this bound is sharp. 

§2 Loewner Chains 

If f: ID> x [0,00) -+ C, then f'(z,t) is defined to be the partial derivative 
of f with respect to the complex variable z, provided this derivative exists. 
The derivative of f with respect to the real variable t is denoted by j(z, t). 

2.1 Definition. A Loewner chain is a continuous function f : ID> x [0,00) -+ 

C having the following properties: 

(a) for all tin [0,00), the function z -+ fez, t) is analytic and univalent; 

(b) f(O, t) = 0 and 1'(0, t) = et ; 

(c) for 0 :S s < t < 00, f(ID>, s) ~ f(ID>, t). 
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Let .c denote the collection of all Loewner chains. 

The first question is the existence of Loewner chains. If 9 is the Koebe 
function (14.1.4) and f(z, t) = etg(z) = etz(l - Z)-2, then it is easy to 
check that f is a Loewner chain with f(lf}, t) = C \ (-00, -et /4J. If 9 is any 
function from the class S, then f(z, t) = etg(z) satisfies conditions (a) and 
(b) of the definition of a Loewner chain, but it may not satisfy condition 
(c). An amplification of this existence question appears in Theorem 2.16 
below. 

The first result gives some properties of the parametrized family of simply 
connected regions O(t) = f(lf}, t) associated with a Loewner chain that will 
be used in the construction of the examples just alluded to. 

2.2 Proposition. If f is a Loewner chain and for each t 2: 0, O(t) = 
f(lf}, t), then: 

(a) for 0 ::; s < t < 00, O(s) S; O(t) 

and O(s) i- O(t)j 

2.3 (b) iftn -+ t, then O(tn ) -+ O(t) in the 

sense of Definition 15.4.1j 

(c) if tn -+ 00, then O( tn) -+ C. 

Proof. The proof that O(s) S; O(t) when s < t is immediate from the 
definition. Since 1'(0, s) i- 1'(0, t), the uniqueness part of the Riemann 
Mapping Theorem implies that O(s) i- O(t). Part (b) is clear from Theorem 
15.4.10. Note that the Koebe l/4-Theorem (14.7.8) implies that f(lf}, t) ;2 
(et /4)1f) so that f(lf},t) -+ Cast -+ 00. 0 

We now prove what is essentially a converse of the preceding proposition. 

2.4 Proposition. Let {O(t) : 0::; t < oo} be a family of simply connected 
regions satisfying (2.3) and for each t > 0 let ht : If} -+ O(t) be the Riemann 
map with ht(O) = 0 and h~(O) = f3(t) > o. If h(z, t) = ht(z) and f30 = f3(0), 
then the following hold. 

(a) The function f3 is continuous, strictly increasing, and f3(t) -+ 00 as t -+ 

00. 

(b) If A(t) = log[f3(t)/f3oJ and f(z, t) = f301h(z, A-1(t)), then f defines a 
Loewner chain with f{lf}, t) = f3010(A-1(t)). 

Proof. Let 
h(z, t) = f3(t)[z + b2(t)z2 + ... J. 
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By (2.3.b), if {tn} is a sequence in [0,00) such that tn ---> t, then O(tn) ---> 

O(t) and so htn ---> ht in H(]j})) (15.4.10). In particular, h: ]j}) x [0,00) ---> C 
is a continuous function that satisfies conditions (a) and (c) of Definition 
2.1 as well as h(O, t) = 0 for all t. So h fails to be a Loewner chain only 
because it lacks the property that h'(O, t) = et . Indeed, there is no reason 
to think that f3 (t) = et . However it is easy enough to reparametrize. 

Note that if tn ---> t, htn ---> ht in H(]j})) and so f3(tn) ---> f3(t). Hence f3 is 
continuous. 

Fix s < t; so O(s) <;;.; O(t). By Proposition 1.2 there is an analytic func­
tion ¢ : ]j}) ---> ]j}) with ¢(O) = 0 and such that h(z, s) = h(¢(z), t) for all z in 
]j}). By Schwarz's Lemma 1¢(z)1 < Izl and I¢'(O)I < 1, where the strict in­
equality occurs because O(s) =1= O(t). Thus f3(s) = h'(O, s) = h'(O, t)¢'(O) = 
f3(t)¢'(O). But ¢'(O) > 0 and we have that f3 is a strictly increasing function 
from [0,00) into (0,00). Moreover O(t) ---> Cast ---> 00 so that it must be 
that f3(t) ---> 00 as t ---> 00. This proves (a). 

So we have f3 : [0, 00) ---> [f30, 00) is strictly increasing, continuous, 
and surjective. Thus A(t) = 10g[f3(t)/f30] is a strictly increasing contin­
uous function from [0,00) onto itself. Define f(z, t) as in part (b). So 
f : ]j}) x [0, 00) ---> C is a continuous function that is easily seen to sat­
isfy conditions (a) and (c) in (2.1) and f(O, t) = O. If r = A-1(t), then 
t = A(r) so that e t = f3(r)/f3o. So f'(O,t) = f301f3(r) = et . Thus f is a 
Loewner chain and it is clear that f(]j}), t) = f3010(A-l(t)). 0 

Of course the constant f30 1 must appear in (b) of the preceding result. 
The function fo in a Loewner chain belongs to the class S, and for an 
arbitrary region 0(0) there is no reason to think that the Riemann map of 
]j}) onto 0(0) comes from the class S. 

The following example will prove to be of more value than merely to 
demonstrate the existence of a Loewner chain. 

2.5 Example. Let "( : [0,00) ---> C be a Jordan arc that does not pass 
through 0 and is such that "((t) ---> 00 as t ---> 00 and "((0) = ao. For 
0:::; t < 00, let "(t be the restriction of"( to [t,oo) and put O(t) = C \ "(t. It 
is easy to see that (2.3) is satisfied. By means of Proposition 2.4 we have 
an example of a Loewner chain. 

For a Loewner chain f, let ft denote the univalent function on ]j}) defined 
by ft (z) = f (z, t). Think of a Loewner chain as a parametrized family of 
univalent functions on ]j}), {It}, indexed by time, where fo is the starting 
point, and as time approaches 00 the functions expand to fill out the plane. 

2.6 Proposition. If f E £ and 0 :::; s :::; t < 00, then there is a unique 
analytic function z ---> ¢(z, s, t) defined on]j}) having the following properties. 

(a) ¢(z,s,t) E]j}) and f(z,s) = f(¢(z,s,t),t) for all z in]j}), 

(b) z ---> ¢(z,s,t) is univalent, ¢(O,s,t) = 0, 1¢(z,s,t)l:::; Izi for all z in 
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]])), and ¢'(O,s,t) = es- t . 

(c) ¢(z, s, s) = z for all z in ]])). 

(d) If s ::; t ::; u, then ¢(z, s, u) = ¢(¢(z, s, t), t, u) for all z in]])). 
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Proof. Because fs(]]))) <;;;; he]]))), there is a unique analytic function ¢(z, s, t) 
defined on]])) with values in]])) and such that ¢(O, s, t) = 0 and h(¢(z, s, t)) = 
fs(z) (Proposition 1.2). Since both ft(z) and fs(z) are univalent on]])), ¢ is 
also. This shows (a). The fact that I¢(z, s, t)1 ::; Izl for all z in ]])) follows by 
Schwarz's Lemma. Taking the derivative of both sides of the equation in 
(a) at z = 0 gives that eS = 1'(0, s) = f'(¢(O.s.t), t)¢'(O.s.t) = et¢'(O.s.t). 
This proves part (b). 

Part (c) follows by the equation in (a) and the fact that the function 
¢(z, s.t) is unique. Finally, to show (d) observe that the properties of the 
functions imply that for w = ¢(z,s,t), f(¢(w,t,u),u) = f(w,t) = fez,s), 
so that (d) follows by the uniqueness of ¢. D 

2.7 Definition. The function ¢(z, s, t) defined for z in ]])) and 0 ::; s ::; t < 
00 and satisfying 

2.8 fez, s) = f(¢(z, s, t), t) 

for a Loewner chain f is called the transition function for the Loewner 
chain. 

Note that the transition function is given by the equation ¢(z, s, t) = 
ft-1(Js(z)). 

2.9 Lemma. If f E £, then for all z in ]])) and 0 ::; t < 00, 

2.10 t 1 - Izl I'() I t 1 + Izl 
e (1 + Izl)3 ::; f z, t ::; e (1 _ Izl)3 

2.11 Izl t Izl 
et (1 + Izl)2 ::; If(z, t)1 ::; e (1 - Izl)2' 

Proof. In fact, the function e-t fez, t) E S, the class of univalent functions 
defined in §14.7. Thus this lemma is an immediate consequence of the Koebe 
Distortion Theorem (14.7.9). D 

The preceding lemma quickly implies that for any T > 0, {fez, t) : 0 ::::: 
t ::; T} is a normal family in H(]]))). However we will prove much more than 
this in Proposition 2.15 below. 
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2.12 Lemma. If f is a Loewner chain with transition function ¢, then the 
function p is defined for z in ]])) and 0 :S s :S t < 00 by 

1 + es - t [1 -Z-l¢(Z, s, t)] 
p(z, s, t) 1 ( 

1-es - t l+z- ¢z,s,t) 

= 1 + es - t [z - ¢(z, s, t)] 
1 - es - t z + ¢(z, s, t) 

belongs to the class P and p(O, s, t) = 1. 

Proof. Let ¢(z) = ¢(z, s, t) for s and t fixed. The fact that p belongs to 
P is a consequence of the fact that I ¢( z ) I :S I z I and hence belongs to ]])) for 
all z in]])). 0 

2.13 Lemma. If f E.c, Izl < 1, and 0::; s :S t :S u,oo, then the following 
inequality holds: 

Proof. For the moment, fix sand t, s :S t, and put ¢(z) = ¢(z, s, t). 
According to (2.10), if 1(1 :S Izl < 1, then 11'((, t)1 ::; 2et (1 - 1(1)-3 ::; 
2et (1-lzl)-3. Since 1¢(z)1 :S Izl this implies 

If(z,t)-f(z,s)1 = liZ !,((,t)d(1 
<I>(z) 

2et 

< (l-lzlpl¢(z) - zI. 
Now to estimate I¢(z) - zI. Applying Proposition 1.5 to the function p 

defined in Lemma 2.12, we get 

Hence 

2.14 

Therefore 

[l+es - t ] /z-¢(z)/ 
1 - es - t z + ¢(z) 

Ip(z, s, t)1 

1 + Izl 
< 1-lzl· 

[1_es - t ] [1+IZI] Iz - ¢(z)1 < 1 + es-t 1 _ Izl Iz + ¢(z)1 

< 21z1 [1 + IZI] (1 _ es - t ). 
1-lzl 

If(z, t) - fez, s)1 < 2et 21z1 [1 + IZI] (1 _ es - t ) 
(1 - Izl)3 1 - Izl 

81z1 (t s) 
< (1 _ Izl)4 e - e , 
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proving the lemma. 0 

2.15 Proposition. The set £. 01 all Loewner chains is a compact subset 01 
the metric space C(1l) x [0,00),C). 

Prool. The inequality (2.11) implies that for every (z, t) in Il) x [0,00), 
sup{l/(z, t)1 : IE£.} < 00. Also Lemma 2.13 shows that £. is equicontin­
uous at each point of Il) x [0,00). Thus the Arzela-Ascoli Theorem implies 
that £. is normal in C(1l) x [0,00)). It remains to show that £. is closed. 

If Un} is a sequence in £. and In -+ I in C(1l) x [0,00)), then for each t, 
In(z, t) -+ I(z, t) in H(Il)). Hence for each t, z -+ I(z, t) is analytic. Clearly 
1(0, t) = ° and 1'(0, t) = et . Since each In(z, t) is univalent, Hurwitz's 
Theorem implies that z -+ I(z, t) is also univalent. Finally, if 0:::; s < t < 
00, In(ll),s) ~ In(ll),t) for all n, so 1(Il),s) ~ 1(Il),t). Therefore, IE£. and 
£. is closed. 0 

Note that if I is a Loewner chain, then z -+ I(z, 0) is a function in the 
class S defined in §14.7. A further amplification of the fact that Loewner 
chains exist is the next theorem, which asserts that any function in the 
class S can occur as the starting point of a Loewner chain. 

2.16 Theorem. For every function 10 in S there is a Loewner chain I 
such that I(z, 0) = lo(z) on Il). 

Proof. First assume that I is analytic in a neighborhood of cl Il). Thus 
'Y = 1(8 Il)) is a closed Jordan curve. Let 9 : Coo \ cl Il) -+ Coo \ cl [ out 'Y 1 be 
the conformal equivalence with g(oo) = 00 and g'(oo) > 0. For ° :::; t < 00, 
put OCt) = the inside of the Jordan curve g({z : Izl = et }). Note that 
0(0) = 10(1l)) and {OCt)} satisfies the condition (2.3). 

Letting h be as in Proposition 2.4, the uniqueness of the Riemann map 
implies that h(z,O) = lo(z) and so (30 = 1 (in the notation of (2.4)). An 
application of Proposition 2.4 now proves the theorem for this case. 

For the general case, let I be an arbitrary function in S, for each positive 
integer n put rn = 1 - n-1 , and let In(z) = r;;-l I(rn, z). So each In E S 
and is analytic in a neighborhood of cl Il). By the first part of the proof 
there is a Loewner chain Fn with Fn(z,O) = In(z). By Proposition 2.15 
some subsequence of {Fn} converges to a Loewner chain F. It is routine to 
check that F(z,O) = I(z) in Il). 0 

Note that if 10 maps Il) onto the complement of a Jordan arc reaching 
out to infinity, then the preceding theorem is just Example 2.5. It is this 
particular form of the theorem that will be used in the proof of de Branges's 
Theorem. 

The study of Loewner chains continues in the next section, where we 
examine Loewner's differential equation. 
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Exercises 

1. Let f : ][]) x [0, 00) ~ C be a function such that for each z in ][]), t ~ 
f(z, t) is continuous and for each t in [0,00), z ~ f(z, t) is analytic. 
Assume that properties (a), (b), and (c) of Definition 2.1 are satisfied. 
Show that Lemma 2.9 is satisfied for this function and consequently 
that f is a Loewner chain. 

2. Let n be a simply connected region containing 0 such that Coo \ 
n consists of two Jordan arcs that meet only at 00. Let ho be the 
Riemann map of][]) onto n with ho(O) = 0 and f30 = ho(O) > O. Show 
that there are two Loewner chains f and 9 with f(z,O) = g(z, 0) = 
f301hO(z) (see Proposition 2.4). 

3. Let f E £ and let ¢ be the transition function for f. Fix u 2: 0 and 
define 9 : ][]) x [0,00) ~ C by g(z, t) = eU¢(z, t, u) for t ::; u and 
g(z, t) = eUz for t 2: u. Show that 9 E £. 

4. If 9 is the Koebe function and f is the Loewner chain defined by 
f(z, t) = etg(z) = etz(1 - z)-2, find the transition function for f. 

5. In Lemma 2.9, what can be said about the Loewner chain f if one of 
the inequalities is an equality? 

6. If f is a Loewner chain with transition function ¢, prove that, anal­
ogous to (2.13), 

) I 81z1 ( s-t) I¢(z, t, u - ¢(z, s, u) ::; (1 _ Izl)4 1 - e 

for 0 ::; s ::; t ::; u < 00 and all z in ][]). 

§3 Loewner's Differential Equation 

In this section Loewner's differential equation and the concommitant char­
acterization of Loewner chains is studied. There is a version of Loewner's 
differential equation valid for all Loewner chains, but we will only see here 
the version for a chain as in Example 2.5. This is all that is needed for the 
proof of de Branges's Theorem. 

To set notation, let "'I : [0, 00) ~ C be a Jordan arc with "'1(0) = ao such 
that "'I does not pass through 0 and "'I(t) ~ 00 as t ~ 00. For 0 ::; t < 00, 
let "'It be the restriction of "'I to [t,oo) and put n(t) = C \ "'It. Assume there 
is a Loewner chain f such that ft(][]) = t(~) for all t 2: O. (The reason for 
the word "assume" here is that otherwise we would have to multiply the 
regions n(t) by a constant. See Proposition 2.4.b.) Let ¢ be the transition 
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function for the chain I and let gt = It-I: O(t) - lI} with g«(, t) = gt«(). 
For s :::; t let ¢st(z) = ¢(z, s, t). Recall that ¢st = It-loIs. 

Now Proposition 15.3.7 implies that Is and It have continuous extensions 
to cl lI}. Moreover Proposition 15.3.8 gt has a continuous extension to O(t)U 
{-y(t)}. Let >.(t) be the unique point on the unit circle such that It(>.(t)) = 
7(t). Let Cst be the closed arc on alI} defined by Cst = {z E alI} : Is(Z) E 
7([S, t])} and let Jst = gt( 7([S, t])). So Jst is a Jordan arc that lies in lI} 

except for its end point >.(t). (The reader must draw a picture here.) Thus 
¢st maps lI} conformally onto lI} \ Jst ' Also ¢st has a continuous extension 
to cl lI} that maps Cst onto Jst and the complement of Cst in the circle 
onto alI} \ {>.(t)}. 

Observe that >.(s) is an interior point of the arc Cst and Cst decreases 
to >.(s) as t 1 s. Similarly, if t is fixed and sit, then Jst decreases to >.(t). 

3.1 Proposition. With the preceding notation, the function>. : [0,00) -
a lI} is continuous. 

Proof An application of the Schwarz Reflection Principle gives an analytic 
continuation of ¢st to C \ Cst. This continuation, still denoted by ¢st, is 
a conformal equivalence of C \ Cst onto C \ {Jst U J:t }, where J:t is the 
reflection of Jst across the unit circle. 

This is shown by applying the Maximum Modulus Theorem. In fact 

lim ¢(z,s,t) = lim z = _1_ = et-s. 
%-+00 z %-+0 ¢(z, S, t) ¢'(O) 

Also the Koebe 1/4-Theorem (14.7.8) implies that since Jst is contained in 
the complement of ¢st(lI}), Jst ~ C \ {(: 1(1 < es- t/4}. Thus J:t ~ {(: 
1(1 < 4et - S }. This proves the claim. 

The claim shows that for any T ~ S, {Z-l¢st : s :::; t :::; T} is a normal 
family. If tk 1 s and {¢stk} converges to an analytic function 1/J, then 1/J 
is analytic on C \ {>.(s)} and bounded there. Hence >.(s) is a removable 
singularity and 1/J is constant. But 1/J(0) = limt-+s ¢'(O, s, t) = 1. Since every 
convergent sequence from this normal family must converge to the constant 
function 1, we have that z-l¢st(z) - 1 (uc) on C \ {>.(s)} as t 1 s. Thus 
¢st(z) - z (uc) on C \ p(s)} as t 1 s. 

Fix s ~ O. We now show that >. is right continuous at s. The proof 
that >. is left continuous is similar and left to the reader. If E: > 0, choose 
8 > 0 such that for s < t < s + 8, Cst ~ B(>'(s); e). Let C be the circle 
aB(>.(s);E:) and put X = ¢st(C), a Jordan curve. Note that the inside of X 
contains the arcs Jst and J:t ; so in particular >.(t) E ins X. Now 8 can be 
chosen sufficiently small that for s < t < s + 8, I¢st(z) - zl < E: for all z 
in C. From here it follows that diam X < 3E:. So if we take any point z on 
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C, 1I~(s) - ~(t)1 ~ I~(s) - zl + Iz4>st(z) I + l4>st(z) - ~(t)1 < € + € + 3€ = 5€. 
This proves right continuity. 0 

For a Loewner chain f, recall that j(z, t) = ofl&t and f'(z, t) = of /oz; 
similarly define ¢(z, s, t), 4>'(z, s, t), g((, t), and g'((, t). 

3.2 Proposition. Fix the notation as above. The function 9 has continuous 
partial derivatives and if x(t) = ~(t), then for t ~ 0 and ( in net) 

3.3 .(1" t) = _ (I" t) [1+X(t)g((,t)] 
9 ,>, 9 ,>, 1 - x(t)g((, t) . 

Proof. It is left for the reader to verify that 9 is a continuous function. 
To prove that g' exists and is continuous is the easy part. In fact because 
f is a Loewner chain, g'((,t) exists and equals [f'(g((,t),t)]-l. Since the 
convergence of a sequence of analytic functions implies the convergence of 
its derivatives, f' : J[)) x [0, (0) -t C is continuous. Hence g' is continuous. 

Note that if we can show that 9 exists and (3.3) holds, then the continuity 
of 9 follows from the continuity of g. To prove existence, we will show that 
the right partial derivative of 9 exists and satisfies (3.3). The proof that 
the left derivative exists and also satisfies (3.3) is similar and left to the 
reader. Return to the transition function 4>. Remember that for s ~ t, 4>st 
has a continuous extension to cl J[)) and 4>st(Cst ) = Jst . Now z-l4>st does 
not vanish on J[)) and so it is possible to define the analytic function 

~(z) = log [ 4>s~(z)] , 

where the branch of the logarithm is chosen so that ~(o) = s - t. 
Thus ~ is continuous on cl J[)) and analytic on J[)). If z E 0 J[)) \ Cst, then 

4>st(z) E oJ[)) \ {~(t)} and so Re ~(z) = log Iz- l4>st(z)1 = o. Thus the 
Poisson formula gives that 

where a and (3 are chosen so that eio. and ei/3 are the end points of Cst. By 
the choice of the branch of the logarithm, 

3.4 

We also have that 

1 1/3 s - t = ~(O) = - Re ~(ei9) dO. 
271" 0. 
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Now ft 0 ¢st = fs and so gt = ¢st 0 gs. Thus letting z = gs«() in (3.4) 
implies that 

~ [ iO ] log gt«() = ~ 1 Re <p(eiO ) e. + gs«() dO. 
gs«() 211" '" etO - gs«() 

Now apply the Mean Value Theorem for integrals to the real and imaginary 
parts of this integrand to obtain numbers u and v with a :::; u, v:::; f3 and 
such that 

log [::~~~] = 

= [~ r~ Re <p(eiO ) dO] [Re {e~U + gs«()} 
211" J", em - gs«() 

+ i 1m {e~V + gs«()}] 
etV - gs«() 

= (s - t) [Re {e~U + gs«()} + i 1m {e~V + gs«()}] . 
etU - gs«() eZV - gs«() 

Now divide both sides of this equation by t - s and let t 1 s. When this is 
done, eiu and eiv both converge to >.(s). Thus 

1· 1 1 [gt«()] lm-- og --
t!s t - s gs«() 

= 

= 

>.(s) + gs«() 
>.(s) - gs«() 
1 + x(s)gs«() 
1 - x(s)gs«()· 

But the left hand side is precisely the right derivative of log[gt«()/gs«()] 
with respect to t, evaluated as t = s. By taking exponentials and multi­
plying by gs«(), it follows that t -+ gt«() has a right derivative at t = s. 
Elementary calculus manipulations then give that 

. «( ) = _ «( ) [1 + x(s)g«(, s)] 
9 ,s 9 ,s 1-x(s)g«(,s) , 

where this is actually the right derivative. As was said, the similar proof 
for the left derivative is in the reader's hands. 0 

3.5 Theorem. If f is a Loewner chain such that fo is a mapping onto a 
slit region, then there is a continuous function x : [0, 00) -+ a]l)) such that 
fez, t) exists and satisfies 

3.6 . [l+X(S)Z] ' fez, t) = () zf (z, t). 1-xsz 

Proof· The existence and continuity of f' was already shown at the be­
ginning of the proof of Proposition 3.2. Since ft and gt are inverses of each 
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other, the differentiability of f with respect to t will follow from the Inverse 
Function Theorem of Advanced Calculus, but this must be set up properly. 

Define F : IDl x [0,00) -+ C x R by F(z, t) = (f(z, t), t). It is not hard to 
see that F(1Dl x (0,00)) is the open set A = Ut>o(C \ 1't) x (t,oo) and that F 
is a one-to-one mapping with inverse given by F-1 «(, t) = (g«(, t), t). Thus 
F-1 is a continuously differentiable function and its Jacobian is 

det [ g'«(, t) 0 1 = g'«(, t), 
g«(, t) 1 

which never vanishes. Thus F is continuously differentiable, from which it 
follows that j(z, t) exists and is continuous. 

Now let x be as in Proposition 3.2. Note that ( = f(gt«(, t), so differen­
tiating with respect to t gives that 0 = !'(gt«(), t)g«(, t) + j(gt«(), t). 

Putting z = gt«(), this shows that 0 = !'(z, t)g«(, t) + j(z, t) for all z in 1Dl. 
Therefore applying (3.3), 

j(z, t) - !'(z, t)g«(, t) 

!'(z, t)g«(, t) [1 + x(t)g«(, t)] 
1 - x(t)g«(, t) 

= f'( ) [1+X(t)Z] z, t z 1 () . -xtx 

This finishes the proof. D 

Equation (3.6) is Loewner's differential equation. There is a differential 
equation satisfied by all Loewner chains, not just those that begin with a 
mapping onto a slit region. For an exposition of this see Duren [1983] and 
Pommerenke [1975], two sources used in the preparation of this section and 
the preceding one. 

This section concludes with a result valid for all Loewner chains, not 
just those that begin with a mapping onto a slit region. In many ways this 
illustrates the importance of Loewner chains in the study of the univalent 
functions in the class S. 

3.7 Proposition. Let f be a Loewner chain with gt the inverse of It. Then 

fo(z) = lim etg(fo(z), t) 
t--+oo 

uniformly on compact subsets of 1Dl. 

Proof. According to (2.11), 

t Izl 1 ( )1 t Izl 
e (1 + Izl)2 ~ f z, t ~ e (1 _ Iz1)2· 
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Substituting z = g«(, t) this becomes 

t Ig«(, t)1 < I I t Ig«(, t)1 
e (1 + Ig«(, t)1)2 - Z ::::; e (1 -Ig«(, t)1)2' 

Algebraic manipulation gives that 

3.8 [1 -Ig«(, t)1J2 ::::; et I g(~ t) I ::::; [1 + Ig«(, t)IF· 

Since Ig«(, t)1 ::::; 1 for all ( and t, Ig«(, t)1 ::::; 4e-t l(l. This implies that 
{etgt/(t ~ O} is a normal family. But (3.8) implies that if tk --+ 00 and 
et"gt,./( --+ h, then h is an analytic function with Ihl == 1. Hence h is, 
constant. But for any t, et!lt(O) = et / f:<O) = 1. Thus h(O) = 1 and so 
h == 1. That is, any limit point of this normal family as t --+ 00 must be 
the constant function 1. Therefore as t --+ 00, etgt«()/( --+ 1 uniformly on 
compact subsets of C. Thus etg«(,t) --+ ( uniformly on compact subsets 
of C, so that etg(fo(z), t) --+ fo(z) uniformly on compact subsets of D as 
t --+ 00. 0 

3.9 Corollary. If f E Sand 9 is the inverse of the Loewner chain starting 
at f, then t --+ etg(f(z) , t) for 0 ::::; t ::::; 00 is a path of functions in S 
starting at z and ending at f. 

3.10 Corollary. ThefamilyS of univalent functions with the relative topol­
ogy of H(D) is arcwise connected. 

Exercises 

1. Let f E £ with gt the inverse of ft and put h(z, t) = g(Jo(z), t). Show 
that h satisfies the equation 

h· ( ) = h'( ) [1 + x(t)h(z, t)] 
z, t z, t 1 _ x(t)h(z, t) , 

where x is as in Proposition 3.2. 

2. H f E £ and t/J is its transition function, show that for all s ~ 
0, f(z, s) = limt->oo ett/J(z, s, t) uniformly on compact subsets of D. 
Compare with Proposition 3.7. 

3. H 9 is the Koebe function and the Loewner chain f is defined by 
f(z, t) = etg(z) = et z(l - Z)-2, find the function x that appears in 
Loewner's differential equation for f. 
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§4 The Milin Conjecture 

What will be proved in the next section is not the Bieberbach conjecture 
but the Milin conjecture, which is stronger than Bieberbach's conjecture. In 
this section the Milin conjecture will be stated and it will be shown that it 
implies the Bieberbach conjecture. But first the Robertson conjecture will 
be stated and it will be shown that it implies the Bieberbach conjecture 
and is implied by the Milin conjecture. 

For reasons of specificity and completeness, let's restate the Bieberbach 
conjecture. First, as standard notation, if f is a function in S, let 

4.1 

4.2 Bierberbach's Conjecture. If f belongs to the class S and has the 
power series representation (4.1), then lanl :::; n. If there is some integer n 
such that lanl = n, then f is a rotation of the Koebe function. 

If f is a rotation of the Koebe function, then (14.1.4) shows that lanl = n 
for all the coefficients. 

Recall (Proposition 14.7.4) that a function 9 in the class S is odd if and 
only if there is a function f in S such that g(Z)2 = f(Z2) for all z in JI). Let 
S_ be the collection of odd functions in S and if 9 E S_ ,let 

4.3 g(z) = z + C3z3 + C5Z5 + ... 

be its power series. The Robertson conjecture can now be stated. 

4.4 Robertson's Conjecture. If 9 E S_ has the power series represen­
tation (4.3), then for each n ~ 1 

1 + IC312 + ... + IC2n_112 :::; n. 

If there is an integer n such that equality occurs, then g(z)2 = f(z2), where 
f is a rotation of the Koebe function. 

4.5 Theorem. Robertson's conjecture implies Bieberbach's conjecture. 

Proof. Let 9 E S_ satisfy (4.3) and let f be the corresponding function 
in S with g(z)2 = f(z2) in JI). Suppose f satisfies (4.1). Thus 

z2 + a2z4 + ... = (z + C3 Z3 + ... )2. 

Expanding and identifying coefficients of the corresponding powers of z we 
get that for all n ~ 1 
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An application of the Cauchy-Schwarz Inequality shows that 
n 

lanl ~ L IC2k-11 2 , 

k=l 

whence the first part of theorem. 
If equality occurs in Bieberbach's conjecture, then the preceding inequal­

ity shows that equality occurs in Robertson's conjecture. This completes 
the proof. 0 

To state the Milin conjecture is not difficult; it only requires some no­
tation. To see that this implies the Robertson conjecture is more involved 
and will occupy us for most of the remainder of the section. 

Let f E S and let 9 be the corresponding function in S_ with g(z)2 = 
f(Z2) on JI). Assume (4.1) and (4.3) hold. It is easy to see that Z-l f is an 
analytic function on JI) and has no zeros there. Thus there is an analytic 
branch of (1/2) log[Z-l f(z)] defined on JI); denote this function by h and 
let 

4.6 
n=l 

be its power series representation on JI). Note that we have chosen the 
branch of (1/2) log[Z-l f(z)] that satisfies h(O) = 0 and with this stipula­
tion, h is unique. 

4.7 Milin's Conjecture. If f E S, h is the bmnch of (1/2) log[z-l f(z)] 
with h(O) = 0, and h satisfies (4.6), then 

n m 1 
L L(kl'YkI2 - "k) ~ O. 
m=l k=l 

If equality holds for some integer n, then f is a rotation of the Koebe 
function. 

To show that Milin's conjecture implies the Robertson conjecture (and 
hence the Bieberbach conjecture), it is necessary to prove the Second 
Lebedev-Milin Inequality. This is the second in a collection of three in­
equalities that relate the power series coefficients of an analytic function 
with those of its exponential. All three inequalities will be stated and then it 
will be shown that Milin's conjecture implies Robertson's conjecture. Then 
the second inequality will be proved. After this the remaining inequalities 
will be derived for the interested reader. 

Let fjJ be an analytic function in a neighborhood of 0 with fjJ(O) = 0 and 
let 

00 

4.8 
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be its power series. Let 

00 

4.9 1/J(z) = e<l>(z) = L,8kZk. 
k=O 

4.10 First Lebedev-Milin Inequality. If 4> and 1/J are as above, then 

If the right hand side is finite, then equality occurs if and only if there is 
a complex number'Y with hi < 1 and ak = 'Yk /k for all k ~ 1. 

4.11 Second Lebedev-Milin Inequality. If 4> and 1/J are as above, then 
foralln~1 

Equality holds for a given integer n if and only if there is a complex 
number'Y with I'YI = 1 and ak = 'Yk /k for 1 ~ k ~ n. 

4.12 Third Lebedev-Milin Inequality. If 4> and 1/J are as above and 
n =f. 1, 

l,8nl2 ~ exp {~(klakI2 - ~) } . 
Equality holds for some integer n if and only if there is a complex number 

'Y with I'YI = 1 and ak = 'Yk /k for 1 ~ k ~ n. 

4.13 Theorem. Milin's conjecture implies Robertson's conjecture. 

Proof. Let 9 E S_ and let f E S such that g(z)2 = f(z2) on D; as­
sume that (4.1) and (4.3) hold. Let h(z) = (1/2) log[z-l f(z)] satisfy (4.6). 
Note that if zED \ (-1,0), [g(yZ)/y'Z)2 = f(z)/z. On the other hand, 
g(v'Z)/v'Z = 1 +C3Z +C5Z2 + ... , so that g(yZ)/v'Z is analytic on D. Thus 
h is a branch of log[g( v'Z)/ y'Z) and so taking Cl = 1 we get 

~ C2n+1Zn = exp {~ 'Ynzn } . 

According to the Second Lebedev-Milin Inequality, for each n ~ 1 
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Thus if Milin's conjecture is true, this implies that for every n ~ 1 

n 

L IC2k+112 :$ (n + 1), 
k=O 

which we recognize as Robertson's conjecture. 
Suppose n ~ 1 and equality holds in Robertson's conjecture. Again as­

suming the Milin conjecture, this implies 

n+l = 

< 

But this implies equality in Milin's conjecture and so f must be a rotation 
of the Koebe function. 0 

Now to prove the inequalities. A few preliminary observations are valid 
for each of the proofs. Since t/J = etP , t/J' = ¢/e tP = ¢/t/J. Using the power 
series expansions of these functions we get 

O:lf30 + (O:lf31 + 2O:2f30)Z + (O:lf32 + 2O:2f31 + 3o:3 f3o)z2 

+ ... + (O:lf3m + ... + mO:mf30)zm + ... 
Equating corresponding coefficients gives 

4.14 
m 

mf3m = L kO:kf3m-k· 
k=l 

Proof of the Second Lebedev-Milin Inequality. Apply the Cauchy-Schwarz 
Inequality to (4.14) to get 

m 21f3m12 < (~k2IO:kI2) (~If3m_kI2) 

4.15 (~k2IO:kI2) (~If3kI2) . 
Put 

m m 

4.16 Am = Lk21O:kl2 Bm = L lf3kI2. 
k=l k=O 
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So (4.15) becomes m 2 1i3m1 2 :::; AmBm-l for all m ?: 1. Now fix n ?: 1 and 
let's prove (4.11). Thus 

Bn Bn- 1 + li3nl 2 

< Bn- 1 [1 + :2 An] 

n + 1 [1 + ~n - n)] B n - 1 
n n n+ 1 

< n + 1 exp { ~n - n)} B n - 1 , 
n nn+l 

where the elementary inequality 1 + x :::; eX has been used. Now apply this 
latest inequality to B n - 1 and combine the two; so we have 

B n+l {An-n An-l-(n-l)}B 
n < -- exp ) + ) n-2· - n - 1 n( n + 1 (n - 1 n 

Continuing and noting that Bo = li3ol 2 = 1 we get that 

{~ Ak-k} 
(n + 1) exp ~ k(k + 1) 

4.17 { 
n Ak n+l I} 

(n + 1) exp ~ k(k + 1) + 1-~ k . 

Now use the summation by parts formula (Exercise 2) with Xk = [k(k + 
1)]-1 and Yk = Ak. Here Xn = I:~=I[k(k + 1)]-1 = 1 - (n + 1)-1. This 
gives 

n A 

L k(k ~ 1) 
k=1 

n-l 
L Xk(Ak - Ak+d + XnAn 
k=1 

Thus 

n A 
L k(k~ 1) 
k=1 
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where we have used Exercise 3. If this is combined with (4.17), we have the 
Second Inequality. 

Now for the case when we have equality in (4.11). (At this point the 
reader can go directly to the next section and begin to read the proof of 
the Milin conjecture and, hence, the Bieberbach conjecture. The remainder 
of this section is not required for that enterprise.) There were two factors 
that contributed to inequality in the above argument: the Cauchy-Schwarz 
Inequality and the inequality 1 + x ::; eX. So if equality occurs, it must be 
that equality occurred whenever these two facts were used. The first such 
instance was when the Cauchy-Schwarz Inequality was applied to (4.14) in 
order to obtain (4.15). Note that for equality in (4.11) for an integer n, we 
need equality in (4.15) for 1 ::; m ::; n. Thus there must exist constants 
>'1, ... ,An such that for each m, 1 ::; m ::; n, 

4.18 

for 1 ::; k ::; m. Since 1 + x = eX only when x = 0, an examination of 
the occurrence of this equality in the argument yields that Am = m for 
1 ::; m ::; n. 

Substitution of (4.18) into (4.14) gives that m13m = Am 2:::;'=1 k21akl2 = 
AmAm = mAm· Thus 13m = Am for 1 ::; m ::; n. Since 130 = 1, (4.18) for 
k = m says that AmmOm = 1 for 1 ::; m ::; n. Thus for m ;::: 2, A1 = 
131 = Am(m - 1)Om-1 = Am/Am-1. Hence Am = A1Am-1' from which we 
derive that 13m = Am = Xr = 1m, where I = A1. Equation 4.18 for k = m 
implies that mam = 1m. But for 1 ::; k ::; n, k = Ak = 2::::=1 m21aml2 = 
2::::=1 1112m. In particular it holds for k = 1 so that III = 1. Hence (4.18) 
implies that for 1 ::; k ::; n, , n- k = 13n-k = ,nkok, so that ak = ,k /k for 
1 ::; k ::; n. 
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The proof that this condition suffices for equality is left to the reader. 0 

Proof of the First Inequality. Without loss of generality it can be assumed 
that the right hand side of (4.10) is finite. Apply the Cauchy-Schwarz In­
equality to (4.14) in a different way than was done in the proof of the 
second inequality to get that m21,Bm12 ~ m (L:;;'=l m2IamI21,Bm_kI2), or 

4.19 

Let am = mlaml2 and inductively define bo = 1 and 

4.20 

An induction argument using (4.19) shows that l,Bml2 ~ bm for all m ~ 1. 
If we examine how (4.14) was derived and look closely at (4.20), we see 
that 

f: bkzk = exp {f: akzk } , 

k=O k=l 

where the hypothesis guarantees that these power series have radii of con­
vergence at least 1. But since ak, bk ~ 0 we get 

00 00 

L l,Bkl 2 < L bk 

k=O k=O 

which is the sought for inequality. 
Now assume that L:;::l klak 12 < 00 and equality occurs. Clearly 

00 00 

L l,Bkl2 = L bk. 

k=O k=O 

Since l,Bkl2 ~ bk for all k ~ 0, it follows that l,Bkl2 = bk for all k. But this 
can only happen if for each m ~ 1 equality holds in (4.19). But this is 
an instance of equality holding in the Cauchy-Schwarz Inequality. Thus for 
every m ~ 1 there is a complex number Am such that 

4.21 
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Letting k = m here shows that rnam = Am for all m ~ L Also if we 
substitute (4.21) into (4.14), we get that f3m = m-1(Am + ... + Am) = Am. 
With these two identities,(4.21) becomes Am = Am-kAk. In particular, 
Am = A.,.-lAI. From here we get that Am = Ai for all m ~ L Thus 
putting"'{ = Al we have that ak = "'{k Ik and f3k = "'{k for all n. Because the 
right hand side of (4.10) is finite, it must be that hi < L 

The proofthat the condition suffices for equality is left to the reader. 0 

Proof of the Third Lebedev-Milin Inequality. Using the notation from the 
proof of the Second Lebedev-Milin Inequality, (4.15) states that 

n 2 lf3n 12 < AnBn-1 

< Ann exp {~t,~ (klakl2 -~) }. 
Hence 

{
n-l () } An 2 1 An 12 2 n-1 

- exp L klakl - - - - + -n lanl +--
n k n n n 

k=l 

An {An ~ (I 2 1)} e-:;; exp --:;; + ~ k akl - k . 

Now apply the inequality xe-x ~ lie with x = Anln and (4.12) appears. 
The proof of the necessary and sufficient condition for equality in (4.12) 

is left to the reader. 0 

Exercises 

L Show that if f is a rotation of the Koebe function and g(z)2 = f(z2), 
then we have equality in the Robertson and Milin conjectures for all 
n. 

2. (The summation by parts formula) Show that if {xd and {Yk} are 
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two sequences of complex numbers and Xn = 2:::~=1 Xk, then 

n-1 

L Xk(Yk - Yk+!) + XnYn 
k=l 

n 

L Xk(Yk - Yk+1) + X nYn+1. 
k=l 

3. If {xd is a sequence of complex numbers, show that 2:::~=l(n + 1-

k)Xk = 2::::=12:::;;'=1 Xk· 

4. What are the functions ¢ and 'lj; for which equality holds in the First 
Lebedev-Milin Inequality? 

5. Prove the necessary and sufficient condition for equality in (4.12). 

§5 Some Special Functions 

In this section certain special functions are introduced that were invented 
by de Branges for the proof of the Bieberbach conjecture. The properties 
of these functions are essential for the proof. This section will not be self­
contained. Indeed, in order to deduce some of their crucial properties, we 
will also need to examine another collection of special functions, the Jacobi 
polynomials (defined below). Many of the properties of these functions can 
be found in Szego [1959] and it will be left to the reader to ferret them 
out. One crucial property is a positivity result of Askey and Gasper [1976] 
that will not be proved here. The general attitude here will be that results 
about Jacobi polynomials will be quoted while the needed properties of the 
special functions introduced by de Branges will be proved. 

The only self-contained exposition of these special functions of de Branges 
that I am aware of are some unpublished notes of Dov Aharonov [1984] that 
I used to prepare this section and for which I would like to publicly thank 
him. 

5.1 Definition. For any choice of parameters 0: and f3 > -1, the Jacobi 
polynomials {p~"",B)}~=o are the unique polynomials having the following 
properties. 

(a) p~"",B) is a polynomial of degree n. 

(b) For w(x) = (1 - X)'" (a + x),B and n =f. m, 

[11 p~"",B)(x)p~,,B)(x)w(x)dx = O. 
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(c) p~a,(3)(O) = (n+a) = (a+~)n, where for any number z and a non-
n n. 

negative integer n, 

(Z)n = z(z + 1) ... (z + n - 1). 

The fact that the Jacobi polynomials exist and are unique can be found 
in any standard reference. See, for example, Szego [1959]. The proof of the 
next result can be found on pages 29 and 59 of that reference. 

5.2 Proposition. For all admissible a and f3 and -1:5 x :5 1, 

p~a,(3)(x) = (_I)np~,a)( -x) 

for all n 2:: o. 

5.3 Corollary. p~a,(3)(_I) = (_I)np~,a)(I) = (-I)n(n!/l 

The next identity appears in the proof of Theorem 3 in Askey and Gasper 
[1976] (see page 717); its proof involves hypergeometric functions and won't 
be given here. The result following that is part of the statement of Theorem 
3 in that reference. 

5.4 Proposition. If a> -1 and -1 :5 x :5 1, then for every m 2:: 0 

m m [~]. [~] . (a + 2 . + 2) _. 
"p(a,O)(x)=" 2 '. 2, J. m '[2(x-l)ji. 
LJ v ~ i(a + 1) ·(m - J)! v=O ,=0 , 

5.5 Theorem. (Askey and Gasper [1976]) If a 2:: -1 and m 2:: 0, then 

m 

LP~a,O)(x) > 0 
v=O 

for -1 :5 x :5 1. 

Now for the functions of de Branges. If n 2:: 1 and 1 :5 k :5 n, define for 
all t 2:: 0 

5.6 Tk(t) = k ~(_I)V (2k + v + l)v(2k + 2v + 2)n-k-v e-(v+k)t 
~ (k+v)v!(n-k-v)! 

and Tn+! == O. 
The relation between the Jacobi polynomials and the functions of de 

Branges is as follows. 

5.1 Proposition. For 1 :5 k :5 n, 

n-k 
ik(t) = _ke-kt L p~2k,0)(1 - 2e-t ). 

v=O 
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Proof. From the definition of Tk we compute 

Tk(t) = _ ~(_lt(2k+v+I)v(2k+2V+2)n-k-ve-(k+V)t. 
k ~ v!(n-k-v) 

v=o 

Hence 

_ Tk(t) ekt = ~ (-It (2k + v + l)v(2k + 2v + 2)n-k-v e-vt . 
k ~ v!(n - k - v) 

v=o 

Now use (5.4) with a = 2k and m = n - k to get 

n-k L p~2k,O)(1 - 2e-t ) = 

v=o 
n-k [2k±1] [2k±2] (2k + 2v + 2) __ 
~ 2 v 2 v n k v [2(-2e-t )]V 
~ v!(2k + I)v(n - k - v)! . 

But 22v [2kf2] v (k+I)v = (2k+Ihv and (2k+Ihv/(2k+I)v = (2k+v+I)v. 
Therefore 

n-k 
LP~2k,O)(I- 2e-t ) 

v=o 

o 

The next result contains all the information about these functions that 
will be used in the proof of de Branges's Theorem. 

5.8 Theorem. For the functions TI, ... , Tn defined in (5.6) and Tn±l == 0, 
the following hold; 

5.9 

5.10 Tk(O) = n + I - k; 

5.11 

5.12 T < O. 
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Proof. To prove (5.9) readers might increase their comfort level by first 
verifying the equality in the case that k = n (and Tn+l == 0). For 1 ::; k < n 
it must be shown that Tk + k-1Tk = Tk+1 - (k + l)-lTk+l. To facilitate the 
proof, define 9k = k-1Tkekt and hk = k-1Tke-kt for 1 ::; k ::; n + 1. These 
functions enter the picture by observing that 

. [Tk ] kt 9k = k +Tk e 

so to show (5.9) it suffices to show that 

5.13 

for 1 ::; k ::; n. 
From the definitions of Tk, 9k, and hk we get that 

Thus 

-kt· e 9k 

9k = ~(_1)v(2k+v+1)v(2k+2V+2)n-k-v e-vt 
~ (k + v)v!(n - k - v)! 

~(-1)v (2k + v + 1)v(2k + 2v + 2)n-k-v e-vt-2kt. 
~ (k + v)v!(n - k - v)! 

= ~(_lt+1(2k+v+1)v(2k+2V+2)n-k-v e-(k+v)t 
~ (k + v)(v - l)!(n - k - v)! ' 

~(_l)V+1 (v + 2k)(2k + v + 1)v(2k + 2v + 2)n-k-v e-(k+v)t. 
~ (k + v)v!(n - k - v)! 

Now (2k + v)(2k + v + l)v = (2k + v)v+1. Incorporating this in the last 
equation and changing the index k to k + 1, we get 

5.14 

e(k+1)th· 
k+l 

n~l (-1)v+1 (2k + 2 + v )v+1 (2k + 2v + 4)n-k-l-v e-(k+1+v)t 
~ (k + 1 + v)v!(n - k - 1 - v)! v=o 

= ~(_1)v(2k+1+V)v(2k+2V+2)n-k-v e-(k+v)t 
~ (k+v)(v-1)!(n-k-v)! 

= e-ktgk. 

thus demonstrating (5.13), and hence (5.9). 
To prove (5.10), first apply Corollary 5.3 and (c) of Definition 5.1 to 

obtain that p~a:,O) ( -1) = (_l)v. Combine this with Proposition 5.7 to get 

n-k 
Tk(O) = -k LP~2k,O)(-1). 

v=o 
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Thus 
_ Tk(O) = {I if n - k is even 

k 0 if n - k is odd. 

Now substitute this information into (5.9) to get that Tk(O) - Tk+l(O) = 1. 
Summing up yields (5.10). 

The property (5.11) is clear from the definition of the functions and 
(5.12) is immediate from Theorem 5.5 and Proposition 5.7. 0 

§6 The Proof of de Branges's Theorem 

The aim of this section is to prove the following, which is the culmination 
of this chapter. This approach is based on the paper of Fitzgerald and 
Pommerenke [1985]. 

6.1 Theorem. The Milin conjecture is true. That is, if f E S, h is the 
branch of (1/2) 10g[Z-1 f(z)] with h(O) = 0, and 

00 

6.2 h(z) = L "(n zn , 
n=l 

then for all n ~ 2 

6.3 

To accomplish this we first show that it suffices to prove the theorem for 
functions in S that map onto a slit region. 

6.4 Proposition. If f E S, then there is a sequence Un} in S such that 
each f n maps onto a slit region and f n -> f in H (IDl) . 

Proof. First we assume that 0 = f(IDl) is a Jordan region with its bound­
ary parametrized by "( : [0,1] -> a~, "((0) = "((1) = Woo Replacing f by 
e- i8 f(e i8 ) for a suitable 0, if necessary, we may assume that Iwol ~ Iwl for 
all w in cl O. Thus the ray TJ = {rwo : 1 :::; r:::; =} in Coo meets cl 0 only 
at woo Let On = Coo \ [TJU{"((t) : n-1 :::; t:::; I}] and let gn be the Riemann 
map of IDl onto On with gn(O) = 0 and g~(O) > O. 

Note that On -> 0 in the sense of Definition 15.4.1. Thus Theorem 
15.4.10 implies that gn -> f. Thusgn(O) -> f(O) = 1. Soiffn = [gn(O)]-lgn, 
then fn E S, fn(IDl) is a slit region, and fn -> f· 

Now assume that f is arbitrary. Put rn = 1 - n-1 and let fn(z) = 

r.;;:-l f(rnz). So fn E S, fn -> f, and fn(IDl) is a Jordan region. The proof of 
the special case implies that each fn can be approximated by slit mappings 
in S and, thus, so can f. 0 
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6.5 Corollary. If Milin's conjecture is true for slit mappings in S, it is 
true. 

Proof. If f E S, let Un} be a sequence of slit mappings in S such that 
fn -+ f· For each n let hn(z) = (1/2) log[fn(z)/z] and let h be as in 
the statement of de Branges's Theorem. It is left to the reader to show 
that hn -+ h. Therefore the sequence of the k-th coefficients of the power 
series expansion of hn converges to the k-th coefficient of the power series 
expansion of h, /k. Milin's conjecture now follows. 0 

Now to begin the path to the proof of de Branges's Theorem. To do this 
let us set the notation. For the remainder of the section, f is a slit mapping 
in S and F is the Loewner chain with Fo = f. Thus Loewner's differential 
equation (3.6) holds for F. Observe that e-t Ft E S for all t ~ o. Thus we 
can define 

h(z, t) 

00 

6.6 

where the branch of the logarithm is chosen with h(O, t) = o. 
The strategy of the proof is to introduce the function 

6.7 

for t ~ 0, where T1, ... ,Tn are the special functions introduced in the pre­
ceding section. Given the function ¢, we will prove the following. 

6.8 Lemma. If ¢ is the function defined in (6.7), then ¢(t) ~ 0 for all 
t> O. 

The proof of this lemma is the heart of the proof of the theorem. Indeed, 
the proof of de Branges's Theorem, except for the equality statement, easily 
follows once Lemma 6.8 is assumed. 
Proof of (6.3). According to (5.10), Tk(O) = n + 1- k and so 

¢(O) 

by Exercise 4.3. Also from (5.11) we know that Tk(t) -+ 0 as t -+ 00 and so 
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¢(t) -> 0 as t -> 00. Therefore 

6.9 

by Lemma 6.8. 0 

The proof of the equality statement needs additional information about 
the function ¢. 

So now return to our assumptions for this section and the definition of 
the function h in (6.6). 

6.10 Lemma. (a) If 0 < r < 1, then sup{lh(z, t)1 : Izl :S rand 0 :S t < 
oo}<oo. 
(b) For each k 2': 1,sup{lrk(t)1 : O:S t < oo} < 00. 

Proof. (a) It suffices to get the bound for Izl = r. Using (2.11) we have 
for some integer N independent of r 

Ih(z,t)1 < H10gIF~:~t)I+27rN] 

~ [ 27r N - log r + log I F ~t' t) I ] 

< ~ [ 27r N - log r + log (1 ~ r)2 ] 

Mr· 

The Maximum Principle now gives the result. 
(b) If 0 < r < 1, then 

Thus Irk(t) I :S r-k Mr by part (a). 0 

6.11 Lemma. For each k 2': 1 the function 'Yk : [0,00) -> C is continuously 
differentiable and 

6.12 

Proof. In fact this is an immediate consequence of the formula for 'Yk(t) 
obtained in the preceding proof and Leibniz's rule for differentiating under 
the integral sign. 0 
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6.13 Lemma. If T < 00 and 0 < r < 1, then the series L~l i'k(t)zk 
converges absolutely and uniformly for Izl ::; rand 0::; t ::; T. 

Proof. Let r < p < 1. Equation (6.12) implies that if Ih(w, t)1 ::; M for 
o ::; t ::; T and Iwl = p, then for all Izl ::; r, Ii'k(t)zkl ::; M(r/p)k. The 
result follows from the Weierstrass M-test. 0 

Proof of Lemma 6.S. The preceding lemma allows us to differentiate the 
series (6.6) for h(z, t) term-by-term with respect to t. Thus, using Loewner's 
differential equation (3.6), 

6.14 

!~ log I F(z,t) I 
2 &t zet 

! [P(Z' t) - 1] 
2 F(z, t) 

! [z 1 + x(t)z F'(z, t) _ 1] 
.2 1- x(t)z F(z,t) . 

But Ix(t)zl = Izl < 1 and so 

1 + x(t)z = 1 + 2 f: x(t)kzk. 
1 - x(t)z k=l 

Now we also have that 

Thus 

00 

L k'Yk(t)zk-l h' (z, t) 
k=l 

! [F'(Z, t) _ !] . 
2 F(z,t) z 

F'(z,t)_! 2~k ()k-l 
F( ) - + L...J 'Yk t z . 

z, t z k=l 

Substituting into (6.14) we get 

Therefore 
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Equating coefficients gives 

k-l 

'Yk(t) = k'Yk(t) + x(t)k + 2 Ljx(t)k-j'Yj(t). 
j=l 

Suppressing the dependence on t, this implies that 

k 

'Yk = xk - k'Yk + 2 Ljxk-j'Yj 
j=l 

= xk - k'Yk + 2xkbk' 

where bk(t) = E7=ljX-j (t)-yj(t) for k ~ 1 (and bo == 0). Now the fact that 
k'YkXk = bk - bk-l implies 

6.15 

It is not hard to check that 

! kl'Yk(t)12 

2 Re k'Yk'Yk 

= 2Re kxk[1 + bk + bk-l]'Yk. 

Using the fact that bk - bk- 1 = kX-k'Yk we get that kxk'Yk = (bk - bk- 1). 
Hence we can express the derivative entirely in terms of the functions bk 
by 

6.16 

Now consider the function ¢ defined in (6.7). Suppressing the dependence 
on t, 

6.17 

From (6.16) we get that 

n d 
'IjJ = 2: Tk dt [kl'YkI2] 

k=l 
n 

= L2Re [(bk - bk- 1)(1 + bk + bk-1)]Tk. 
k=l 

Now apply the summation by parts formula (Exercise 4.2 with Yk = Tk and 
Xk = 2Re [(bk - bk-1)(1 + bk + bk-dD to obtain that 

n 

6.18 'IjJ = LXk(Tk - Tk+l), 
k=l 
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where 
m 

k=l 
m m 

= 2 Re :~:)bk - bk-l) + 2 Re ~)bk - bk-1)(bk + bk-l). 
k=l k=l 

The first of the summands telescopes and for any complex numbers z and 
w, (z - w)(z + w) = Izl2 - Iwl2 - 2iIm (zw). Hence 

m 

Xm = 2Re bm + 2 L(Ibkl2 -lbk_1 12) 
k=l 

2[Re bm + Ibm I2]. 

From (6.18) we get 
n 

t/J = 2 L[Re bk + Ibkl2](Tk - Tk+1)' 
k-l 

Using (6.17) we now have 

. ~ 2 ~ 2 1 
6.19 <p = 2 L.J[Re bk + Ibkl ](Tk - Tk+1) + L.J Tk[kl'Yk(t)1 - "k]' 

k=l k=l 

Focusing on the second summand, note that 

t Tk[kl'Yk(tW - ~] 
k=l 

n . 

L ~ [k21'YkI 2 - 1] 
k=l 

n . 

L ~ [lbk - bk _ 1 12 -1]. 
k=l 

For the first summand of (6.19) we use the property (5.9) of the functions 
Tk to get 

[Re bk + Ibkl2](Tk - Tk+1) = -[Re bk + IbkI2][~ + :k:;] 

Tk 2Tk 
= -[(Re bk)k + Ibkl k 

+(Re b ) Tk+1 + Ib 12 Tk+1 ]. 
kk+l k k+l 

Now sum these terms for 1 :::; k :::; n and remember that 0 = bo = Tn+!' 

Thus 
n n . 

L[Re bk + IbkI2](Tk - Tk+l) 
k=l 

= - L ~ [Re bk + Ibk l2 + Re bk- 1 
k=l 

+lbk _ 1 12]. 
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Thus 

n . 
. ",Tk[ 2 2 

fjJ - L..J k 2R.e bk + 21bk l + 2R.e bk - l + 2lbk - l l 
k=l 

Ibk - bk _ 1 12 + 1] 
n . 

'" Tk [I 12 12 - L..J k bk + 2R.e bk + 2R.e bk - l + 2lbk - l 
k=l 

+ 2R.e bkbk - l + 1] 

6.20 

o 

Prool 01 de Branges's Theorem. We already saw how to deduce (6.3) 
from Lemma 6.8. It only remaas to treat the case of equality. 

We show that if 1 E S and 1 is not the Koebe function, then strict 
inequality must hold in (6.3) for all n ~ 2. If this is the case and I(z) = 

z + a2z2 + ... , then la21 < a < 2 (14.7.7). Now also assUllle that 1 is a slit 
mapping and adopt the notation used to prove Lemma 6.8. In particular, 
define the function h as in (6.6) and the functions bk as in (6.15). Let Ft(z) 
have power series expansion et(z + a2(t)z2 + ... ). So la2(t)1 ~ 2 for all 
t ~ O. A calculation shows that {'let) = a2(t)/2 and bk(t) = X(t)-l{'l(t). 
Thus (6.15) implies that 

and so 

l{'l(t)1 = 11'1 + lt 'h(s)dsl ~ ~ + 2t. 

Equation 6.20 and (5.12) imply that 

~(t) > (-idlbl + 112 

(-idlx-l{'l + 112 

> (-id(1 - ~ - 2t)2 
2 

for 0 ~ t ~ 4-1 (2 - a). From (6.9) we have 

-100 ~(t)dt 

1(2-0:)/8 . 

< - fjJ(t)dt 
o 
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1(2-0)/8 0: 

- (-id(1 - - - 2t)2dt 
o 2 

< 

6.21 < [2 ~ 0: ] 1(2-0)/8 i 1dt. 

Since i1 < 0 everywhere, we get strict inequality in (6.3). 
Now let f be an arbitrary function in the class S and let {Ii} be a 

sequence of slit mappings in S that converge to f. Because la21 < 0: < 2, 
it can be assumed that laj,21 < 0: for all j 2: 1. Thus the inequality in 
(6.21) holds for each function Ii (with 'Yk replaced by the corresponding 
coefficient 'Yj,k). This uniform bound on the sum (6.3) for the functions Ii 
implies the strict inequality for the limit function, f. 0 



Chapter 18 

Some Fundamental Concepts 
from Analysis 

Starting with this chapter it will be assumed that the reader is familiar with 
measure theory and something more than the basics of functional analysis. 
This particular chapter is an eclectic potpourri of results in analysis. Some 
topics fall into the category of background material and some can be labeled 
as material every budding analyst should know. Some of these subjects may 
be familiar to the reader, but we will usually proceed as though the material 
is new to all. 

When needed, reference will be made to Conway [1990]. 

§1 Bergman Spaces of Analytic and Harmonic Functions 

For an open subset Gin C and 1 ::; p ::; 00, define LP(G) to be the V space 
of Lebesgue measure on G. That is, V(G) = V(AIG). In this section G 
will always denote an open subset of C. 

1.1 Definition. For 1 ::; p ::; 00 and an open subset G of C, L~(G) is the 
collection of functions in LP(G) that are equal a.e. [Area] to an analytic 
function on G. Denote by L~(G) those elements of V(G) that are equal 
a.e. [Area] to a harmonic function. These spaces are called the Bergman 
spaces of G because of the work of Bergman [1947], [1950]. 

Note that L~ (G) contains L~ (G) so anything proved about functions in 
L~ (G) applies to the analytic Bergman space. 

1.2 Lemma. If f is a harmonic function in a neighborhood of the closed 
disk B(a; r), then 

f(a) = ~ r fdA. 
1fr JB(a;r) 

This is, of course, a variation on the Mean Value Property of harmonic 
functions and can be proved by converting the integral to polar coordinates 
and applying that property. 

1.3 Proposition. If 1 ::; p < 00, f E L~(G), a E G, and 0 < r < 
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dist(a,BG), then 

Proof. Let q be the index that is conjugate to p : lip + llq = 1. By the 

preceding lemma and Holder's Inequality, If(a)1 = (7l'r2)-1 IfB(a;r) fdAI :::; 

( ) 
l/p ( ) l/q 

(7l'r2)-1 fB(a;r) IflPdA fB(a;r) 1 dA :::; 7l'r2)-11Ifllp(7l'r2)1/q = 

(7l'r2)-1/Pllfllp' 0 

1.4 Proposition. For 1 :::; P :::; 00, L~ (G) and Ya (G) are Banach spaces 
and L~(G) and L~(G) are Hilbert spaces. II a E G, the linear functional 
1- I(a) is bounded on L~(G) and Ya(G). 

Proof. The last statement in the proposition is an immediate consequence 
of Proposition 1.3 for the case p < 00, and it is a consequence of the 
definition for the case p = 00. For the first statement, it must be shown that 
L~ (G) and L~ (G) are complete; equivalently, L~ (G) and Ya (G) are closed 
in LP(G). In the case that p = 00, this is clear; so assume that 1 :::; p < 00. 

Only the space L~ (G) will be treated; the analytic case will be left to the 
reader as it is analogous. Let Un} ~ L~(G) and suppose fn - I in V(G); 
without loss of generality we can assume that In(z) - f(z) a.e. Let K be a 
compact subset of G and let 0 < r < dist(K, BG). By Proposition 1.3 there 
is a constant C such that Ih(z)1 :::; Cllhllp for every h in L~(G) and every 
z in K. In particular, Iln(z) - Im(z)1 :::; Cllfn - Imllp for all m, n. Thus 
Un} is a uniformly Cauchy sequence of harmonic functions on K. Since K 
is arbitrary, there is a harmonic function g on G such that In(z) - g(z) 
uniformly on compact subsets of G. It must be that f(z) = g(z) a.e. and 
so I E L~(G). 0 

The space LOO(G) is the dual of the Banach space Ll(G) and as such it 
has a weak-star (abbreviated weak· or wk·) topology. It can also be shown 
that L':(G) and L';'(G) are weak* closed in LOO(G). See Exercise 1. 

This section concludes by proving some theorems on approximation by 
polynomials and rational functions in Bergman spaces of analytic functions. 

1.5 Definition. For a bounded open set G and 1 :::; p < 00, let PP( G) be 
the closure of the polynomials in V ( G). RP (G) is the closure of the set of 
rational functions with poles off G that belong to LP(G). 

It follows that PP(G) ~ RP(G) ~ Ya(G). Note that if r is a rational 
function with poles off cl G, then r E LP(G). However in the definition of 
RP (G), the rational functions are allowed to have poles on BG as long as 
the functions belong to LP(G). If G = the punctured unit disk, then z-l 
has its poles off G but does not belong to L2 (G) even though it does belong 
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to Ll(G). If, on the other hand, G = {z = x + iy : 0 < x < 1 and Iyl < 
exp( -x-2)}, then Z-l E L2(G). 

It is not difficult to construct an eXaDlple of a set G for which FP( G) i= 
-Ya(G). This is the case for an annulus since z-l E -Ya(G) but cannot be 
approximated by polynomials. Finding a G with JlP(G) i= -Ya(G) is a little 
more difficult. Indeed if 1 ~ p < 2, then JlP(G) = -Ya(G), while there are 
regions G such that for 2 ~ p < 00 equality does not hold (Hedberg [1972 
aD. See the remarks at the end of this section for more information. 

If K is a compact subset of C, then the open set C \ K has at most 
a countable number of components, exactly one of which is unbounded. 
Call the boundary of this unique unbounded component of C \ K the outer 
boundary of K. Note that the outer boundary of K is a subset of aK. 
In fact, the outer boundary of K is precisely aR, the boundary of the 
polynomially convex hull of K. For a small aDlount of literary economy, 
let's agree that for a bounded open set G the outer boundary of G is that 
of its closure and the polynomially convex hull of Gis 0 = da. 

1.6 Definition. A Carath€odory region is a bounded open connected subset 
of C whose boundary equals its outer boundary. 

1. 7 Proposition. If G is a Caratheodory region, then G is a component 
of int{ O} and hence is simply connected. 

Proof. Let K = 0 and let H be the component of int K that contains G; 
it must be shown that H = G. Suppose there is a point Zl in H \ G and 
fix a point zo in G. Let "{ : [0, 1] ~ H be a path such that "{(O) = zo and 
"{(I) = Zl. Put a = inf{t: "{(t) E H\G}. Thus 0 < a ~ 1 and "{(t) ~ H\G 
for 0 ~ t < a. Since H \ G is relatively closed in H, w = "{(a) ~ G. Thus 
wE aGo But since G is a Carathoodory region, aG = aK. Hence wEaK. 
But w E H ~ int K, a contradiction. 

It is left as an exercise for the reader to show that the components of 
the interior of any polynomially convex subset of C are simply connected. 
(See Proposition 13.1.1.) 0 

There are simply connected regions that are not Carathoodory regions; 
for eXaDlple, the slit disk. Carathoodory regions tend to be well behaved 
simply connected regions, however there can be some rather bizarre ones. 

1.8 Example. A cornucopia is an open ribbon G that winds about the 
unit circle so that each point of a][) belongs to aGo (See Figure 18.1.) 

If G is the cornucopia, then cl G consists of the closed ribbon together 
with a II). Hence C \ cl G has two components: the unbounded component 
and ][). Nevertheless G is a Carathoodory region. 

1.9 Proposition. If G is a Caratheodory region, then G = int{cl G}. If 
G is a simply connected region such that G = int{ cl G} and C \ cl G is 
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connected, then G is a Caratheodory region. 

Proof. Exercise. 0 
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1.10 Lemma. If 1 < p < 00 and Un} is a sequence in Ya(G), then Un} 
converges weakly to I if and only ifsuPn Il/nllp < 00 and In(z) -+ fez) for 
all z in G. 

Proof. If In -+ f weakly, then sUPn Il/nllp < 00 by the Principle of Uni­
form Boundedness. In light of Proposition 1.4, for each z in G there is a 
function kz in Lq(G) such that g(z) = (g,kz) for all gin Ya(G). (Here q is 
the index that is conjugate to p : lip + 11q = 1.) Thus In(z) = (In, kz) -+ 

(I, kz) = l(z).1f Tis the topology of pointwise convergence on Ya(G), then 
we have just seen that the identity map i : (Ya(G), weak) -+ (Ya(G), 1') is 
continuous. Since (ball Ya(G), weak) is compact and l' is a Hausdorff topol­
ogy, i must be a homeomorphism. 0 

1.11 Theorem. (Farrell [1934) and Markusevic [1934)) If G is a bounded 
Caratheodory region and 1 < p < 00, then PP(G) = Ya(G). 

Proof. Let K = 8 and let l' : ]])l -+ Coo \ K be a Riemann map with 
1'(0) = 00. Put Gn = C \ T({Z : Izl :$ 1 - lin}). It is left to the reader 
to show that the sequence {Gn } converges to G in the sense of Definition 
15.4.1. So fix a in G and let 4>n be the Riemann map of G onto Gn with 
4>n(a) = a and 4>~(a) > O. By Theorem 15.4.10, 4>n(z) -+ Z uniformly on 
compact subsets of G. Let 1/Jn = 4>;;1 : Gn -+ G. Fix I in Ya(G) and put 
In = (10 1/Jn)1/Jn. Thus In is analytic in a neighborhood of K and so, by 
Runge's Theorem, In can be approximated uniformly on K by polynomials. 
Thus InlG E PP(G). 

Also II/nllP :$ JGn I/nlPdA = JGn I/m1/JmIPI1/J~IPdA = JG IflPdA = II/IIP 
by the change of variables formula for area integrals. If z E G,1/Jn(z) -+ z 
and 1/J~(z) -+ 1. Therefore In(z) -+ I(z) as n -+ 00. By Lemma 1.10, 
fn -+ f weakly and so I E PP(G). 0 
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Rubel and Shields [1964] prove that if G is a bounded open set whose 
boundary coincides with the boundary of its polynomially convex hull and 
if f E L';"(G), then there exists a sequence of polynomials {Pn} such that 
IIPnlle ::; Ilflle and Pn(z) -t f(z) uniformly on compact subsets of G. 
(Note that this condition on G is the same as the condition for a region 
to be a Caratheodory region, but G is not assumed to be connected here.) 
In particular, one can approximate with polynomials the bounded analytic 
function that is 1 on the open unit disk and 0 on the cornucopia. This says 
that Theorem 1.11 is true for P = 00 if the weak* topology is used instead 
of the norm topology. The theorem also holds when P = 1 but a different 
proof is needed. See Bers [1965] and Lindberg [1982]. 

Some hypothesis is needed in Theorem 1.11 besides the simple connected­
ness of G. For example, if G = ]])l\ (-1,0], then ZI/2 E L~ but ZI/2 tfi p2(G). 
In fact it is not difficult to see that the functions in p2 (G) are precisely 
those functions in L~ (G) that have an analytic continuation to ]])l. 

An exact description of the functions in PP(G) is difficult, though many 
properties of these functions can be given. Exercise 4 shows that if G is 
an annulus, then every f in PP(G) has an analytic extension to the open 
disk. In general, if U is a bounded component of C \ [cl G] such that 8U is 
disjoint from the outer boundary of G, then every function in PP(G) has 
an analytic extension to G U [cl U] that belongs to PP(G U [cl Uj), though 
the norm of the extension is larger. 

What happens if U is a bounded component of C \ [cl G] and 8U meets 
the outer boundary of G? The answer to this question is quite complex and 
the continuing subject of research. See Mergeljan [1953], Brennan [1977], 
and Cima and Matheson [1985]. 

The next theorem can be proved by reasoning similar to that used to 
prove Theorem 1.11. See Mergeljan [1953] for details. 

1.12 Theorem. Let G be a bounded region in C such that C \ [cl G] has 
bounded components U1 , ..• , Urn. Let K j = 8Uj and let Ko be the outer 
boundary; assume Ki n K j = 0 for i =1= j and fix a point Zj in Uj , 1 ::; 
j ::; m. If f E L~( G), then there is a sequence Un} of rational functions 
with poles in {oo,ZI, ... ,Zm} such that fn -t f in L~(G). In particular, 
RP(G) = Ya(G). 

We return to the subject of Bergman spaces in §21.9. 

Remarks. There is a substantial literature on the subjects covered in this 
section. Indeed, we have only skimmed the surface of the theory. Bers [1965] 
shows that Rl (G) = L! (G). Mergeljan [1953] has the results of this section 
and more. Brennan [1977] discusses polynomial approximation when the 
underlying region is not a Caratheodory region. The interested reader can 
also consult Bagby [1972]' Cima and Matheson [1985], Hedberg [1972a], 
[1972b], [1993], and Lindberg [1982]. 
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Exercises 

1. This exercise will show that L'h(G) is weak* closed in LOO(G). A 
similar proof works for L';'(G). (a) IT a E G, let 0 < 2r < dist(a, 8G). 
For Iw-al < r put gw = (1I"r2)-1XB(w;r). Show that the map w -+ gw 

is a continuous map from B(a; r) into L1(G). (b) Let X be the weak* 
closure of L'h (G); so X is the Banach space dual of L1 (G) / L'h (G).L . 
Show that if {In} is a sequence in L'h(G) and In -+ I weak* in 
X, then {In} is a uniformly Cauchy sequence on compact subsets 
of G and hence I E L'h(G). Now use the Krein-Smulian Theorem 
(Conway [1990], V.12.7) to conclude that L'h(G) is weak* closed. 

2. IT I is analytic in the punctured disk G = {z : 0 < Izl < I}, for which 
values of p does the condition Ie I/lPdA < 00 imply that I has a 
removable singularity at O? 

3. Give an example of a simply connected region G that is not a CarathC­
odory region but satisfies G = int{ cl G}. 

4. IT G is a bounded open set in C and K is a compact subset of G, then 
every function I in J>P(G\K) has an analytic continuation to G that 
belongs to J>P(G). Show that if G is connected, then the restriction 
map I -+ II(G \ K) is a bijection of J>P(G) onto J>P(G \ K). 

5. Let {an} be an increasing sequence of positive numbers such that 1 = 
limn an. Choose rb r2,···, such that the closed balls Bn = B(an; rn) 
are pairwise disjoint and contained in 0; put G = 0 \ UnBn. Show 
that each I in J>P(G) has an analytic continuation to O. Must this 
continuation belong to .v.: (O)? 

6. Let {an} be a decreasing sequence of positive numbers such that 0 = 
limn an· Choose r1, r2, ... , such that the closed balls Bn = B( an; r n) 
are pairwise disjoint and contained in 0; put G = D \ UnBn. Show 
that R2(G) = L~(G). 

§2 Partitions of Unity 

In this section (X, d) is a metric space that will shortly be restricted. We 
are most interested in the case where X is an open subset of C, but we will 
also be interested when X is a subset of R or 8 o. In the next section we will 
examine the abstract results of this section for the case of an open subset 
of C and add some differentiable properties to the functions obtained for 
metric spaces. 

The idea here is to use the fact that metric spaces are paracompact, 
terminology that will not be used here but is mentioned for the circum­
spective. 
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2.1 Definition. If U is an open cover of X, a refinement of U is an open 
cover V such that for each set V in V there is an open set U in U with 
V~U. 

Notice that this extends the notion of a sub cover. Also note that the 
relation of being a refinement is transitive, and that every open cover of 
a metric space has a refinement consisting of open balls. The typical ap­
plication of this idea is to manufacture an open cover of the metric space 
that has certain desirable features. Because of a lack of compactness it is 
impossible to obtain a finite sub cover, but we can always pass to a locally 
finite refinement (now defined). 

2.2 Definition. An open cover U of X is said to be locally finite if for each 
B(aj r) contained in X, Un B(aj r) = 0 for all but a finite number of sets 
U inU. 

It is a standard fact from topology that every open cover of a metric space 
has a locally finite refinement (that is, every metric space is pamcompact). 
This will be proved for metric spaces that satisfy an additional hypothesis 
that will facilitate the proof and be satisfied by all the examples that will 
occupy us in this book. See Exercise 1. 

2.3 Theorem. If X is the union of a sequence of compact sets {Kn} such 
that Kn ~ int Kn+1 for all n ~ 1, then every open cover of X has a locally 
finite refinement consisting of a countable number of open balls. 

Proof. Let U be the given open cover of X. For each n let Rn = dist(Kn, X\ 
int Kn+1). For each integer n we will manufacture a finite collection of balls 
Bn that will cover Kn and have some additional properties. These extra 
properties don't come into play until we reach n = 3. 

For each point a in K1 choose a radius r with r < R1 such that B(aj r) 
is contained in some open set from U. By compactness we can find a finite 
collection B1 of these balls that cover K 1. Similarly let B2 be a finite col­
lection of balls that cover K2 \ int Kl, with centers in K2 \ int K 1, and 
with radii less than R2 and sufficiently small that the ball is contained in 
some set from U. For n ~ 3 let Bn be a finite collection of balls that cover 
Kn \ int Kn+1 and such that each ball in Bn has the form B(aj r) with 
a in Kn \ int Kn+1 and r chosen so that B(aj r) is contained in some set 
from U and r < min{Rn_2' Rn}. Note that V = UnBn is a refinement of 
U. It is left to the reader to verify that if B E Bn and B n Km =J 0, then 
m = n -1, n, or n + 1. Since X is the union of {int K n }, this shows that V 
is locally finite. 0 

2.4 Proposition. If K is a closed subset of the metric space X, {Ul,} . 
... , Um} is an open cover of K, and W is an open set containing K, then 
there are continuous functions ft, ... , fm such that: 
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(a) for 1 ~ j ~ m, 0 ~ fj ~ 1 and support 1i ~ Uj n Wi 

(b) L-~I1i(X) = 1 for all x in K. 

Proof. We may assume that {UI , ... , Um} is a minimal cover of K; that 
is, no proper collection is a cover. The proof proceeds by induction. The 
case m = 1 is just Urysohn's Lemma. For m = 2, Urysohn's Lemma implies 
there are continuous functions f and g on X such that each takes its values 
in [0,1], f(x)=lforxinK\U2, f(x)=OforxinK\UI , g(x) = 1 for x 
in K, and g(x) = 0 for x in X\ W. Put II = fg and h = (1- f)g. It is left 
to the reader to verify that these functions satisfy (a) and (b) for m = 2. 

Now suppose the proposition holds for some m ~ 2 and all metric spaces, 
and assume {UI , ... , Um +!} is a minimal open cover of K. Put F = K \ 
Um+! and pick an open set G in X such that F ~ G ~ cl G ~ U == Uj=1 Uj . 

By the induction hypothesis there are continuous functions hI, ... , hm such 
that for 1 ~ j ~ m, 0 ~ hj ~ 1, support hj ~ Uj nw, and L-~I hj(x) = 1 
for all x in cl G. Also since we know the proposition holds for m = 2, 
we can find continuous functions gl and g2 with 0 ~ gb g2 ~ 1, support 
gl ~ GnW, support g2 ~ Um+1 nw, and gl(X) + g2(X) = 1 for all x in K. 
Put 1i = glhj for 1 ~ j ~ m and fm+1 = g2. The reader can check that 
these functions satisfy conditions (a) and (b). 0 

2.5 Definition. A collection of continuous functions {¢j} on X is a par­
tition of unity if: 

(a) for each j, 0 ~ ¢j ~ 1; 

(b) the collection of sets {{x: ¢j (x) > O} h is a locally finite cover of X; 

(c) L-j ¢j(x) = 1 for all x in X. 

If U is a given open cover of X, then the partition of unity {¢j} is said to 
be subordinate to U provided the cover {{x: ¢j (x) > O} h is a refinement 
ofU. 

Two observations should be made. The first is that the collection of 
functions in the definition is not assumed to be countable, let alone finite, 
though in the applications that we will see in this book it will be at most 
count ably infinite. The second observation is that condition (b) of the def­
inition implies that the sum that appears in (c) has only a finite number 
of non-zero terms, and so no questions about convergence are necessary. 

Like Theorem 2.3, the next result is valid for all metric spaces (except 
for the restriction that the partition of unity be countable), but we prove 
it here only for the metric spaces we will encounter in this book. 

2.6 Theorem. If X is the union of a sequence of compact sets {Kn} such 
that Kn ~ int K n+1 for all n ~ 1 and U is an open cover of X, then there 
is a countable partition of unity {¢lj} subordinate to U. 
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Proof. According to Theorem 2.3 there is a countable cover 8 of X by 
open balls that is subordinate to U. Set Ko = 0 and for n ~ 1 let 8 n be 
a finite sub collection of 8 that covers Kn \ int K n- 1 . Arrange matters so 
that 8 n n 8 m = 0 for n -# m. Let 8 n = {Unk : 1 :S k :S Pn}. 

According to Proposition 2.4 for each n ~ 1 there are continuous func­
tions {fnk : 1 :S k :S Pn} such that: 

(i) for 1 :S k :S Pn, 0 :S fnk :S 1 and support fnk <;;;; Unk n int K n+1 ; 

(ii) L~::l fnk(X) = 1 for all x in Kn \ int K n- 1 . 

If the set where fnk is not zero is denoted by Nnk' then it is apparent 
that {Nnk : 1 :S k :S Pn and n ~ I} is a locally finite cover of X that is 
subordinate to B (and hence to U). Thus f(x) == L~l L~::l fnk(X) is a 
well defined continuous function on X and f(x) ~ 1 for all x in X. 

Define <Pnk(X) = fnk(X)/ f(x) for x in X. Clearly <Pnk is continuous, 
o :S <Pnk :S 1, support <Pnk = support fnk, and L:::"=l L~::l <Pnk(X) = 1 
for all x in X. That is, {<Pnd is a partition of unity. Since {N nk} forms a 
locally finite cover of X, {<Pnd is locally finite. 0 

Exercises 

1. Show that a metric space that satisfies the hypothesis of Theorem 2.3 
is locally compact. Conversely, a locally compact, a-compact metric 
space satisfies the hypothesis of Theorem 2.3. 

2. If X is a locally compact metric space and U is an open cover of X, 
then there is a countable partition of unity {<pj} subordinate to U 
such that each function <Pj has compact support. 

3. Suppose Z is an arbitrary Hausdorff space that is locally metrizable; 
that is, for each z in Z there is an open neighborhood U of z such 
that the relative topology on U is metrizable. Show that if every open 
cover of Z has a locally finite refinement, then Z is metrizable. 

§3 Convolution in Euclidean Space 

In this section a few basic facts about convolution in Euclidean space are 
presented. In the course of this book convolution on the circle also will be 
encountered. At the end of this section the definitions and results for the 
circle are presented without proof. Of course these both come under the 
general subject of convolution on a locally compact group, but this level of 
generality is inappropriate here. 

Recall that an extended real-valued regular Borel measure J1 is defined 
on all the Borel sets, is finite on compact sets, and its variation satisfies 
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the usual regularity conditions: for any Borel set E, IJLI(E) = inf{IJLI(U) : 
U is open and E S;;; U} = sup{IJLI(K) is compact and K S;;; E}. If JL is 
such a measure, then it admits a Jordan decomposition JL = JL+ - JL-, 
where JL+ and JL- are positive regular Borel measures that are carried by 
disjoint sets. If JL is finite valued, then it is bounded with total variation 
IIJLII = IJLI (JR) < 00. Our principal interest will be when d is 1 or 2, but 
specialization to these dimensions does not make the discussion simpler. If 
JL is extended real-valued, then either JL+ or JL- is bounded. An extended 
complex-valued regular Borel measure is one such that both its real and 
imaginary parts are extended real-valued regular Borel measures. 

For any open subset G of JR, Ce ( G) denotes the linear space of continuous 
functions on G with compact support. Note that this is norm dense in 
the Banach space Co (G) of continuous functions that vanish at infinity. 
The space Ce(JR) will be abbreviated Ce . The extended complex-valued 
measures correspond to the linear functionals L : Ce ---+ C that satisfy 
the condition that for every compact subset K of JR there is a constant 
M = MK such that IL(¢)I ~ MII¢lloo for all continuous functions ¢ with 
support contained in K. 

In the future the term "measure" will always refer to an extended complex­
valued regular Borel measure. A bounded or finite measure is a measure with 
finite total variation and a positive measure is one for which 0 ~ JL(E) ~ 00 

for all Borel sets. Bounded measures correspond to bounded linear func­
tionals on Co = Co(JR) and positive measures correspond to positive linear 
functionals on Ce • 

3.1 Proposition. If JL is a measure on JR, ¢ is a continuous function with 
compact support, and F : JR ---+ C is defined by 

F(x) = J ¢(x - y)dJL(Y), 

then F is a continuous function. If JL is bounded, then F vanishes at infinity. 
If JL has compact support, then F has compact support. 

Proof. First note that since ¢ has compact support, F is defined. If Xn ---+ x 
and ¢n (y) = ¢( Xn - y), then there is a compact set K that contains the 
supports of all the functions ¢n' The Lebesgue Dominated Convergence 
Theorem implies that F(xn) ---+ F(x) and so F is continuous. If JL is a 
bounded measure, then the constant functions are integrable. So if Xn ---+ 00, 

the fact that ¢ has compact support implies that ¢(xn - y) ---+ 0 for all y 
in JR. Once again the Lebesgue Dominated Convergence Theorem implies 
F(xn) ---+ O. The statement involving compact support is left to the reader. 
o 

3.2 Proposition. Let JL, A, a, and 'fJ be measures and assume that A and a 
are bounded and 'fJ has compact support. 
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(a) There is a measure denoted by J-l * TJ such that for every continuous 
function <f; with compact support 

1 [1 <f;(X-Y)dJ-l(Y)] dTJ(x) 

1 [1 <f;(x - Y)dTJ(Y)] dJ-l(x). 

(b) There is a bounded measure denoted by A * a such that IIA * all :::; 
IIAII Iiall and for every continuous function <f; with compact support, 

1 [1 <f;(X-Y)dA(Y)] da(x) 

1 [1 <f;(x - y) da(y)] dA(X). 

Proof. (a) If F is defined as in (3.1), then the fact that TJ has compact 
support implies that the first double integral in (a) makes sense; denote 
this first integral by L(<f;). Clearly L is a linear functional on Ce . If K is 
any compact set, E is the support of TJ, and <f; has its support in K, then 
for x in E, <f;(x - y) i= 0 only if Y E E - K = {x - Z;X E E and Z E K}. 
Since E - K is a compact set, M = 1J-lI(E - K) < 00. It follows that 
I L (<f;) I :::; Mil <f; II 00 II TJ II, assuring the existence of the measure J-l * TJ· The 
fact that the first integral equals the second is an exercise in the use of 
Fubini's Theorem. 

(b) Now if L(<f;) denotes the first double integral in (b), then IL(<f;) I :::; 
IIAII Iiall 11<f;1100, thus implying the existence of the measure A * a and the 
fact that IIA * all:::; IIAII Iiali. Again the first integral equals the second by 
Fubini's Theorem. 0 

The measures J-l * TJ and A * a are called the convolution of the measures. 
Whenever we discuss the convolution of two measures it will be assumed 
that both measures are bounded or that one has compact support. The 
proof of the next proposition is left to the reader. 

3.3 Proposition. With the notation of the preceding theorem, if a is an­
other measure with compact support and (3 is another bounded measure, 
then the following hold. 

(a) J-l * TJ = TJ * fL and A * a = a * A. 

(b) If all the measures are positive, then so are fL * TJ and A * a. 

( c) The measure TJ * a has compact support and (fL * TJ) * a = fL * (TJ * a) 
and (A * a) * {3. 

(d) fL * (TJ + a) = fL * TJ + fL * a. and A * (TJ + (3) = A * TJ + A * {3. 
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( e ) II 80 is the unit point mass at the origin, J1. * 80 = J1.. 

Now to specialize convolution to functions. 

3.4 Definition. A Borel function I defined on some Borel subset E of 
JR is said to be locally integrable if, for every compact subset K of E, 
II[ III dA < 00. The set of locally integrable functions on E is denoted by 
L\oc(E); we set Ltoc = Ltoc(JR). Similarly, define Lfoc(E) to be the linear 
space of all Borel functions I such that IIIP is locally integrable on E; 
Lfoc = Lfoc(JR). 

Note that if I E L~c' then J1.(d) = fA IdA is a measure. (A is used to 
denote Lebesgue measure on JR.) This measure is bounded if and only if I 
is integrable on JR. Similarly, J1. is positive or has compact support if and 
only if I ~ 0 or I has compact support. This relation will be denoted by 
J1.=fA. 

Suppose I and 9 are locally integrable functions, J1. = f A, and 11 = 
gAo Assume that either both I and 9 are integrable or one of them has 
compact support. If ¢ E Ge , then f ¢(x-y) dJ1.(Y) = f ¢(x-y)/(y) dA(y) = 
f ¢(z)/(x - z) dA(z) by a change of variables. Thus 

f ¢d(J1. * 11) f [f ¢(x - y) dJ1.(y)] dl1(X) 

= f [f ¢(x - y)/(y) dA(Y)] g(x) dA(x) 

f [f ¢(z)f(x - z) dA(Z)] g(x) dA(x) 

= f ¢(z) [f f(x - z)g(x) dA(X)] dA(z). 

This leads to the following proposition. 

3.5 Proposition. II I and 9 are locally integrable functions and one 01 
them has compact support (respectively, both are integrable), then the func­
tion f * 9 defined by 

(f * g)(x) = f I(x - y)g(y) dA(y) 

is locally integrable (respectively, integrable). II J1. = I A and 11 = gA, then 
J1.*11=(f*9)A. 

The function 1* 9 is called the convolution of I and g. The proposition 
for the convolution of functions corresponding to Proposition 3.3 will not 
be stated but used in the sequel. 

Note that for any constant c, if ¢ : JR --+ JR is defined by letting ¢(x) = 
c exp[-(I-lxI2)-1] for Ixl < 1 and ¢(x) = 0 for Ixl ~ 1, then ¢ is infinitely 
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differentiable and non-negative. (Here Ixl is the usual Euclidean norm, Ixl = 
[x~+.· ·+x;]1/2.) Choose the constant c such that I ¢dA = 1. For c > 0, let 
¢e(x) = c-d¢(x/c). Note that ¢e is still infinitely differentiable, ¢e(x) = 0 
for Ixl ~ c, and I ¢edA = 1. This net {¢e} is called a mollifieror regularizer 
and for f in L~oe 

(¢e * f)(y) = J ¢e(Y - x)f(x) dA(x) 

is called the mollification or regularization of f. The reason for these terms 
will surface in part (a) of the next result. 

It is important to realize, however, that the mollifier has the property 
that it is rotationally invariant; that is, ¢e(x) = ¢e(lxl). This will be used 
at times in the future. 

3.6 Proposition. Let f E L~oe and let K be a compact subset of R.. 

(a) For every c > 0, ¢e * f E Coo. 

(b) If f = 0 off K and U is an open set containing K, then ¢e * f E 
C~(U) for 0 < c < dist(K,8U). 

(c) If f is continuous on an open set that contains K, then ¢e * f --+ f 
uniformly on K. 

(d) If f E Lioe, 1 ~ p < 00, then 

lim [ I¢e * f - flP dA = O. 
e-+ojK 

Proof. (a) Since ¢e is infinitely differentiable, the fact that ¢e * f is in­
finitely differentiable follows by applying Leibniz's rule for differentiating 
under the integral sign. 

(b) Let 0 < c < dist(K, R. \ lU). If dist(y, K) ~ c, then ¢e(x-y) = 0 for all 
x in K. Hence if dist(y, K) ~ c, then (¢e*f)(y) = IK ¢e(y-x)f(x)dA(x) = 
O. 

(c) Only consider c < dist (K, C \ U). Because I ¢e dA = 1 and ¢e = 0 off 
B(O;c), for y in K we have that I(¢e * f)(y) - f(y)1 = II ¢e(Y - x)[f(x)­
f(y)]dA(x)1 ~ sup{lf(x) - f(y)1 : Iy - xl < c}. But since f must be 
uniformly continuous in a neighborhood of K, the right hand side of this 
inequality can be made arbitrarily small uniformly for y in K. 

(d) Let U be a bounded open set containing K and let a > O. Let g be a 
continuous function with support contained in U such that Iu If - glPdA < 
a P • If 0 < c < dist(K, C \ U), then 

i I¢e * f - ¢e * glP dA 

= i IIv ¢e(x - y)l/q¢e(x - y)l/P[f(x) - g(x)] dA(Xf dA(y) 
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< L(L¢>g(X-Y)dA(x))Plq . 

(L ¢>g(X - Y)I/(x) - g(x)IP dA(x)) dA(y) 

L I/(x) - g(x)IP [L ¢>g(X - y) dA(y)] dA(x) 

< aP • 

Therefore 

[L I¢>g * I - liP dA] lip < 2a + [L I¢>g * 9 _ glP dA] lip 

By part (c), the right hand side of this inequality can be smaller than 3a 
if e is chosen sufficiently small. 0 

The reader might profit by now looking at Exercise 1 in the next section. 
Here is an application of the preceding proposition that will prove useful 
later. 

3.7 Proposition. If J.L is a measure on C and U is an open subset of the 
plane such that f ¢>dJ.L = 0 for all ¢> in Cg"(U), then IJ.LI(U) = O. 

Proof. Let I be an arbitrary function in Cc(U); it suffices to show that 
f IdJ.L = O. Let K be the support of f and put d = 2- l dist(K, 8U). If {¢>g} is 
a mollifier, then ¢>g*f E Cg"(U) fore < 2d. Hence f ¢>g*1 dJ.L = 0 for e < 2d. 
But if L = {z : dist(x,K) :::; d}, then ¢>g * I --+ I uniformly on L (3.6.c) 
and so f I dJ.L = fL I dJ.L = limg __ o fL ¢>g * I dJ.L = limg __ o f ¢>g * I dJ.L = O. 0 

3.8 Theorem. II G is an open subset 01 IR and U is an open cover of G, 
then there is a partition of unity on G that is subordinate to U and consists 
of infinitely differentiable functions. 

Proof. It is easy to see that G can be written as the union of a sequence 
of compact sets {Kn} with Kn ~ int K n+l (see 7.1.2). Thus according to 
Theorem 2.3 there is a countable locally finite refinement B of U such 
that B consists of balls. Let B = UnBn, where Bn is a finite cover of 
Kn \ int Kn-l(Ko = 0); put Bn = {Bnk : 1 :::; k :::; Pn}. Arrange matters 
so that Bn n Bm = 0 for n =I m. For each n ~ 1 let Ln be a compact set 
with Kn \ int K n- l ~ int Ln ~ Ln ~ UkBnk. According to Proposition 2.4 
there are continuous functions {Ink: 1 :::; k :::; Pn} such that 0 :::; fnk :::; 1, 
support Ink ~ Bnk' and L~:l Ink (x) = 1 for all x in Ln· 

Now choose en > 0 so that it is simultaneously less than dist(Kn \ 
int K n- b IR \ lL~) and dist(support Ink,8Bnk); put '¢nk = ¢>gn * Ink, 
where ¢>gn is a regularizer. The function '¢nk is infinitely differentiable 
by the preceding proposition and it is clearly positive. Also the defini­
tion of '¢nk shows that for any point x, '¢nk(X) :::; f ¢>gn = 1. Since 
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en < dist(support fnk, aBnk ), the preceding proposition implies that sup­
port 'l/Jnk ~ Bnk. Finally, if x E Kn \ int K n- 1, 

But ¢gn (x - y) = 0 unless Ix - yl < en' By the choice of x this implies 
that y E Ln and so E~~1 fnk(Y) = 1. Thus E~~1 'l/Jnk(X) = 1 for all x in 
Kn \ int K n- 1. Hence 'I/J(x) = E:'=1 E~~1 'l/Jnk(X) 2: 1 for all x in G. If 
¢nk == 'l/Jnk/'I/J, it is easy to check that {¢nk : 1 :::; k :::; Pn and n 2: I} is the 
sought after partition of unity. 0 

We now state a somewhat abstract form of Leibniz's rule for differenti­
ating under the integral sign. 

3.9 Theorem. Let (Y, E, J.L) be a measure space, let G be an open subset 
ofJR, and let ej be the j-th basis vector in JR. Suppose f: G x Y -+ C is a 
measurable function that satisfies the following conditions: 

(a) for each x in G the function Y -+ f(x,y) belongs to L 1(J.L); 

(b) 8~.f(x,y) exists for a.e. [J.Ll yin Y and all x in G; 
3 

(c) for each x in G there is a function g in L1 (J.L) and a function 0 defined 
for small real numbers such that O(t) -+ 0 as t -+ 0 and 

f(x + tej, y) - f(x, y) _ af (x, y) = g(y)O(t) 
t aXj 

a.e. lJ.Ll. Then F(x) == J f(x,y)dJ.L(Y) exists and is differentiable with 
respect to x j with 

aF J af 
ax' (x) = ax' (x, y) dJ.L(y). 

J J 

3.10 Corollary. If ¢ is a continuously differentiable function with compact 
support and f E L 1(A), then ¢ * f is continuously differentiable and a(¢ * 
f)/aXj = (a¢/aXj) * f for 1 :::; j :::; d. 

Now to reset the definitions and results for convolution on the circle. 
Since a][) is compact, all regular Borel measures on the circle are finite and 
so the discussion of convolution is simplified. It is no longer necessary to 
consider locally integrable functions. Let M(a][)) be the space of complex­
valued regular Borel measures on a][). If J.L and v E M(a][)), define L : 
C(a][)) -+ C by 

3.11 L(f) = r r f(zw) dJ.L(z) dv(w) iaoia£) 
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for all f in C(8][))). If L : C(8][))) -+ C is defined as in (3.11), then L is a 
bounded linear functional and IILII ~ IIJtllllvll. Since this linear functional 
L is bounded, the Riesz Representation Theorem implies there is a unique 
measure on 8][)) corresponding to it. 

3.12 Definition. If Jt and v E M(8][))), then Jt * v is the unique measure 
in M(8][))) such that 

J f d(Jt * v) = [ [ f(zw) dJt(z) dv(w) 
Jan Jan 

for all f in C. The measure Jt * v is called the convolution of Jt and v. 

3.13 Proposition. If Jt, v, and 1] E M(8][))), the following hold. 

(a) Jt * v = v * Jt and IIJt * vII ~ IIJtllllvll. 
(b) If Jt and v are positive, then Jt * v ?: o. 
(c) (Jt*v)*1]=Jt*(v*1]). 

(d) Jt * (v + 1]) = Jt * v + Jt * 1]. 

(e) If 81 is the unit point mass at 1, then 81 * Jt = Jt = Jt * 81. 

There is an equivalent way to define Jt * vasa function defined on the 
Borel subsets of 8][)). See Exercise 3. 

3.14 Proposition. If f and 9 E L1(8][))), Jt = fm, v = gm, and h : 8][))-+ 
C is defined by 

h(z) = J f(zw) g(w) dm(w) 

for z in 8][)), then h E L1(8][))) and Jt * v = hm. 

3.15 Definition. If f and 9 E L1, then the convolution of f and 9 is the 
function 

(f * g)(z) = J f(zw) g(w) dm(w). 

Note that the preceding proposition shows that the definitions of convo­
lution for measures and functions are consistent. Also the basic algebraic 
properties for the convolution of two functions can be read off from Propo­
sition 3.13. In particular, it follows from part (a) of Proposition 3.13 that 

IIf * gill ~ IIfll1 IIg1l1. 
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Exercises 

1. Is Proposition 3.1 valid if it is not assumed that </J is continuous? 

2. If f E L 1(tL*v), show that If dJHV = II f(x-y) dJ.L(x) dv(y). State 
and prove the analogous fact for convolution on the circle. 

3. If E is a Borel subset of Rd , show that (J.L * v)(E) = (J.L x v)( {(x, y) E 
Rd X Rd : x + y E E}). State and prove the analogous fact for convo­
lution on the circle. 

4. If J.L and l/ are finite measures on Rd and l/ < < A, then J.L * l/ < < A. 
State and prove the analogous fact for convolution on the circle. 

§4 Distributions 

In this section we will concentrate on distributions on an open subset of 
the complex plane. The definitions and results carry over to distributions 
on open sets in R, and we will need some of these facts for distributions 
on R. However we will need to see some of the relationships involving 
functions and distributions of a complex variable and obtain information 
about analytic and harmonic functions. Thus the specialization. It will be 
left to the reader to carry out the extension to R 

We make the convention, in line with the mathematical community, that 
for any region G in C, V(G) = C;;o(G). The reader should regain acquain­
tance with the notation o</J and 8</J from §13.2. 

4.1 Definition. If G is an open subset of C, a distribution on G is a linear 
functional L : V( G) -+ C with the property that if K is any compact subset 
of G and {</Jk} is a sequence in V(G) with support </Jk ~ K for every k ~ 1, 
and if for all m, n ~ 1, onlJ"' </Jk(Z) -+ 0 uniformly for Z in K as k -+ 00, 

then L(</Jk) -+ o. The functions in V(G) are referred to as test functions. 

It is possible to define a topology on V( G) such that V( G) becomes a 
locally convex topological vector space and the distributions are precisely 
the continuous linear functionals on this space. See §4.5 in Conway [1990]. 
This observation has more than psychological merit, as it means that results 
from functional analysis (like the Hahn-Banach Theorem) apply. 

4.2 Example. 

(a) If u E Ltoc(G) , then u defines a distribution Lu via the formula 

Lu(</J) = I u</JdA. 

(b) If J.L is a measure on G, then J.L defines a distribution LJ.t via the 
formula LJ.t(</J) = I </JdJ.L. 
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The verification of these statements are left to the reader. Also note that 
if L is a distribution on G, then ¢ -+ L(a¢) and ¢ -+ L(8¢) also define 
distributions on G. This justifies the following definition. 

4.3 Definition. If L is a distribution on G, let aL and 8L be the distri­
butions defined by aL(¢) = -L(a¢) and 8L(¢) = -L(8¢). 

The minus signs are placed here in the definition so that if u is a contin­
uously differentiable function on G, then aL,.. = La,.. and 8L,.. = La,.., as 
can be verified by an application of integration by parts. 

For the most part we will be concerned with distributions that are de­
fined by locally integrable functions, measures, and the derivatives of such 
distributions. Be aware, however, that the derivative of a distribution de­
fined by a function is not necessarily a distribution defined by a function. 
If u E Ltoc(G), we will often consider au as the distributional derivative of 
u. That is, au is the distribution aL,.. and the caution just expressed is the 
reminder that au is not necessarily a function. Similar statements hold for 
8u and all higher derivatives. 

In Lemma 13.2.6 and Lemma 13.2.10 it was shown that for any w in C 
the functions z -+ (z - W)-l and z -+ log Iz - wi are locally integrable. The 
derivatives in the sense of distributions of these functions are calculated 
below. These will see special service later in this book. For the sake of 
completeness, however, some additional distributions are introduced. 

4.4 Lemma. If n ~ 1 and ¢ E C~, then 

lim [ ¢(z) dA(z) 
e--+O J1z1?e zn 

exists and is finite. 

Proof. Let R be sufficiently large that support ¢ ~ B(O; R). By Taylor's 
Formula (13.2.4) ¢ = p(z, z) + g, where p is a polynomial in z and z of 
degree ~ n - 1, each derivative of 9 of order ~ n - 1 vanishes at 0, and 
Ig(z)1 ~ Clzln for some constant C. Thus 

[ ¢(:) dA(z) = [ p(z~z) dA(z) + [ g(:) dA(z). 
J1z1?e z J R?lzl?e Z J R?lzl?e Z 

Now the first of these two integrals is a linear combination of integrals of 
quotients of the form zkzm / zn for k, m ~ 0 and k + m < n. But 

k-
[ z zm dA(z) 

JR?lzl?e zn 
loR [102

11" ei (k-m-n)9 dO] rk+m-n-1dr 

o 
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since k - m - n ::/= O. On the other hand g I zn is bounded so that 

lim 1 </>(:) dA(z) = 1 g(:) dA(z), 
c-+O Izl2c z Izl:'OR z 

a finite number. 0 

4.5 Proposition. For n 2: 1 define PVn : 'D ....... C by 

PVn(</» = lim 1 </>(:) dA(z). 
c-+O Izl2c z 

Then PVn defines a distribution and 

where 80 is the unit point mass at the origin. 

Proof. The preceding lemma shows that PVn (</» is defined and finite. It 
must be shown that it is a distribution. So let R be a positive number, 
let {</>j} be a sequence of test functions with supports all contained in 
B = B(O; R), and assume that for all k, m 2: 0 ()k{j' </>j ....... 0 uniformly 
on B. Again use Taylor's Formula to write </>j = Pj + gj, where Pj is a 
polynomial in z and z of degree::; n - 1 and each derivative of gj of order 
::; n - 1 vanishes at O. From the proof of the preceding lemma it is known 
that 

1 </>j(Z) dA(z) = r gj(Z) dA(z) 
Izl2c zn } R21z12c zn 

and 

PVn(</>j) = 1 gj~) dA(z). 
Izl:'OR z 

But Taylor's Formula also implies that for each j 2: 1, 

I~~~:)I ::; ~! L max {1{)k&i</>j(w)1 : Iwl::; R}. 
k+j=n 

Thus Igj(z)l/lzln ....... 0 uniformly on B. Therefore PVn(</>j) ....... 0 and PVn is 
a distribution. 

To find ()PVn , fix a test function </> with support contained in B = 
B(O; R) and write </> = p + g as in Taylor's Formula. Using the definition of 
the derivative of a distribution 

- lim 1 ()</>(z) dA(z) 
c-+O Izl2c zn 

- lim 1 [n </>(~~ + ()(</>z-n)] dA(z) 
c-+o Izl2c zn 

-nPVn+1 (</» - lim 1 ()(</>z-n) dA(z). 
c-+o Izl2c 
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So we must show this last limit is O. To do this it suffices to show that 
the complex conjugate goes to 0 as c - o. This permits the application of 
Green's Theorem and so 

r [8(¢z-n))* dA(z) = r 8[¢/zn] dA(z) 
llzl?e 1 R?lzl?e 

11 ¢ -- =dz 
2i Izl=e zn 

i 1211" ¢(eei9 ). i9dO = - . zee 
2 0 en e-m9 

1 1211" ¢(eei9 ) --- dO 
2cn - l 0 e-i(n+l)9 

= __ 1_ r2
11" g(cei9 )ei(n+l)9dO. 

2en - l lo 
But there is a constant C such that Ig(z)1 ~ Clzln for Izl ~ R. Therefore 

i r [8(¢z-n))* dA(Z)i < en~l ms-x Ig(eei9 )I 
llzl?e 

< C'fre, 

which converges to 0 as e - O. 
Now to find 8PVn . Let ¢,p,g, and B(OjR) be as above. Once again an 

application of the definition of the derivative of a distribution and Green's 
Theorem show that 

8PVn (¢) = -lim ~ r .i... dz 
e--+O 2i llzl=e zn 

1. i 1211" ¢(eei9 ). i9dO = - 1m - --.-zce 
e--+O 2 0 cnem9 

= lim _1_ r2
11" ¢(eei9)e-i(n-l)9d(). 

e--+O 2cn - l 10 
Now substitute p+g for ¢ in this integral. It is left to the reader to show that 
the limit of the integral for 9 is O. For the integral involving the polynomial 
p, note that the integral of all the terms involved are 0 save possibly for 
the term with zn-l. Here we have that 

_1_ r2
11" (cei9)n-le-i(n-l)9dO = 'fr. 

2en - l lo 
Now the coefficient of zn-l in the expression for p is 8n- l¢(O)/(n - I)!. 
Assembling these pieces produces 

8PVn (¢) = (n: I)! 8n - l ¢(O) 
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(_l)n-l 11' (8n-180)(¢). 
(n -I)! 

o 

Two special cases of this are worth underlining. Note that in the preced­
ing proposition when n = 1 the functions Z-l and Z-l are locally integrable 
and thus define a distribution. Combining this with Exercise 3 we get the 
following. 

4.6 Corollary. For any point w in C, 

8[(z - w)-l) = 1I'8w 8[(z - W)-l) = -PV2 

8[(z - W)-l) = -(PV2)* 8[(z - W)-l) = 11'8w, 

where 8w is the unit point mass at w. 

4.7 Proposition. If w E G, then, in the sense of distributions on G: 

(a) 8 log Iz - wi = [2(z - W»)-l and 8 log Iz - wi = [2(z - w»)-\ 

(b) ~ log Iz - wi = 211'8w , where 8w is the unit point mass at w. 

Proof. (a) If ¢ E V(G), let r be a smooth positive Jordan system in G 
such that support ¢ ~ U == ins r ~ G and w E U. Let c be a positive 
number such that Be = B( Wj c) ~ U and let Ue = U \ Be. So using Green's 
Theorem 

But 

[8 log Iz - wl)(¢) -J (8¢) log Iz - wi dA(z) 

-lim 1 (8¢) log Iz - wi dA(z) 
0---+0 u. 

- lim 1 {8[¢(z) log Iz - wi) 
0---+0 u. 

- ¢(z)810g Iz - wI} dA(z) 

lim{~ r ¢(z)loglz-wldz 
e---+O 2z lau. 

+ ~ 1 !(z~ dA(Z)}. 
2 u. z - w 

r ¢(z) log Iz - wldz = 
lau. 

- r ¢(z) log Iz - wi dz 
laB. 

r27r 
-c log c 10 ¢( w + ce ilJ )ieilJ dO 
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and this converges to 0 as c -> O. This proves the second half of (a). To get 
the first half, just apply Exercise 3. 

(b) This is a consequence of (a), the preceding corollary, and the fact 
that .6. = 48a. 0 

Note that it is not possible to define the product of two distributions, but 
if L is a distribution on G and ¢ is a test function, then ¢L( 'IjJ) == L( ¢'IjJ) 
defines another distribution on G. This produces a product rule. 

4.8 Proposition. If L is a distribution on G and ¢ is a test junction, then 
8(¢L) = (8¢)L + ¢(8L) and a(¢L) = (a¢)L + ¢(aL). 

The proof is left as an exercise. 
Say that a distribution L on G is positive if L( ¢) ~ 0 whenever ¢ is 

a non-negative test function. An example of a positive distribution is one 
defined by a positive measure. The next proposition provides a converse. 

4.9 Proposition. The distribution L on G is positive if and only if there 
is a positive measure p on G such that L(¢) = J ¢dp. 

Proof. To prove this proposition it must be shown that for any compact 
subset K of G there is a constant C = CK such that IL(¢)I ~ CII¢lloo for 
every real-valued test function ¢ with support contained in K. Indeed, if 
this is done, then the fact that the infinitely differentiable functions with 
support contained in K are dense in Co(int K) allows us to extend L to a 
bounded linear functional on Co(int K). From here we produce the measure 
on G (details?). 

Let 'IjJ be a test function with compact support in G such that 0 ~ 'IjJ ~ 1 
and 'IjJ = 1 on K. (See Exercise 1.) If ¢ is a real-valued test function with 
support included in K and 11¢lloo ~ 1, then -'IjJ ~ ¢ ~ 'IjJ. Because L is 
positive, this implies that -L('IjJ) ~ L(¢) ~ L('IjJ). That is, IL(¢)I ~ C, 
where C == L('IjJ). Thus IL(¢)I ~ CII¢lloo for any real-valued test function 
with support included in K. 0 

4.10 Weyl's Lemma. If u E L~oc (G) and 8au = 0 as a distribution, then 
there is a harmonic function f on G such that u = f a.e. [Area}. 

Proof. Let {¢,,} be a mollifier. Fix 8 with 0 < c < 8 and put Go = {z E 

G: dist(z, 8G) > 8}. Note that t-z(¢"(w - z)) = - a~(¢"(w - z)). Hence if 
'IjJ E D(Go), then 

J 'ljJ8a(¢" * u) dA = J 8a'IjJ(w)(¢" * u)(w) dA(w) 

J u(z) [J 8a'IjJ(w)¢,,(w - z) dA(w)] dA(z) 
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1 u(z) [1 ~(W):w! [<Pc(W - z)] dA(W)] dA(z) 

1 u(z) [1 ~(W):z! [<Pc(W - z)] dA(W)] dA(z) 

1 u(z):z! [1 ~(W)<Pc(W - z) dA(W)] dA(z) 

= 1 u(z)a8(<pc * ~)(z) dA(z) 

a8Lu(<Pc *~) 

= o. 

That is, a8( <Pc * u) = 0 on Go. Since <Pc * u E Coo, <Pc * u is harmonic on Go 
when 0 < c < 8. By part (d) of Proposition 3.6, IK l<Pc * u - ul dA -> 0 as 
c -> 0 for any compact subset K of Go. Since Bergman spaces are complete, 
u E LHU) for any open set U with cl U ~ Go. Since 8 was arbitrary, the 
result follows. 0 

4.11 Corollary. If u is a locally integmble function on G and 8u = 0 in 
the sense of distributions, then there is an analytic function f on G such 
that u = f a.e. [Area/. 

Proof. Since 8u = 0, a8u = O. But Weyl's Lemma implies that u is 
harmonic on G. In particular, u is infinitely differentiable. It now follows 
that u is analytic (13.2.1). 0 

This corollary is also referred to as Weyl's Lemma. Indeed there is the 
mother of all Weyl Lemmas, which states that if L is a distribution on G 
and D is an elliptic differential operator such that D(L) = 0, then L is 
given by an infinitely differential function u that satisfies Du = O. Both a 
and a8 are examples of elliptic differential operators. 

Exercises 

1. If K is a compact subset of the open set U in C, this exercise shows 
how to construct an infinitely differentiable function that is 1 on K 
and has compact support inside U. (a) Define gl on IR by gl(X) = 

exp(-x-2 ) for x ~ 0 and gl(X) = 0 for x :::; o. Show that gl is a 
Coo function. (b) Put g(x) = gl(X)gl(l - x) for all x in IR and show 
that 9 is a Coo function, 9 ~ 0, and g(x) = 0 for x 1- (0,1). (c) If 
M = I g(x) dx and hex) = M- 1 I; get) dt, then h is a Coo function, 
o :::; h :::; 1, hex) = 0 for x :::; 0, and hex) = 1 for x ~ 1. (d) Define 
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k(x) = 1 - h(2x - 1) for x ~ 0 and extend k to the negative real 
axis by letting k(x) = k( -x) for x :::; O. Show k is a Coo function, 
0:::; k :::; 1, k(x) = 1 for Ixl :::; 1/2, and k(x) = 0 for Ixl ~ 1. (e) Now 
define f : C ----> lR by f(z) = k(lzl) and show that f is a Coo function, 
0:::; f :::; 1, f(z) = 1 for Izl :::; 1/2, and f(z) = 0 for Izl ~ 1. If E > 0, 
define fo(z) = f(Z/E) and put C = J f(z) dA(z). Check by using 
the change of variables formula that J fo(z) dA(z) = CE2. If cPo(z) = 
[CE2]-1 fo(z), then cPo is a Coo function, cPo ~ 0, J cPo(z) dA(z) = 1, 
and cPo(z) = 0 for Izl ~ E. SO {cPo} is a mollifier as in (3.6). (f) Let 
K be a compact set, let U be open, and suppose that K ~ U. Let 
'¢ be any continuous function with 0 :::; '¢ :::; 1, ,¢(z) = 1 for z in K, 
and '¢(z) = 0 for z f/. U. Show that for an appropriate choice of E, 

cP == cPo * '¢ is a Coo function with compact support contained in U, 
o :::; cP :::; 1, and cP(z) = 1 for all z in K. 

2. Show that if u is locally integrable such that au exists a.e. [Area] on 
G and au is locally integrable, then aLu = Lou. 

3. Show that for any distribution L, L * (cP) == L(¢) defines a distribution 
and (aL)* = &L*, (&L)* = aL*. 

§5 The Cauchy Transform 

In this section we introduce and give the elementary properties of the 
Cauchy transform of a compactly supported measure on the plane. This 
is a basic tool in the study of rational approximation, a fact we will illus­
trate by using it to give an independent proof of Runge's Theorem. 

If f-L is any compactly supported measure on C, let 

- J 1 f-L(w) = Iw _ zl dlf-Ll(z) 

when the integral converges, and let (L( w) = 00 when the integral diverges. 
It follows from Proposition 3.2 that ji, is locally integrable with respect to 
area measure. Thus ji, is finite a.e. [Area]. (Also see Lemma 13.2.6.) Since 
ji, E Lfoc' the following definition makes sense. 

5.1 Definition. If f-L is a compactly supported measure on the plane, the 
Cauchy transform of f-L is the function p, defined a.e. [Area] by the equation 

P,(w) = J _1_ df-L(z). 
z-w 

In fact the Cauchy transform is the convolution of the locally integrable 
function Z-l and the compactly supported measure f-L. 
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5.2 Proposition. If /1 is a compactly supported measure, the following 
statements hold. 

(a) fl is locally integrable. 

(b) fl is analytic on Coo \ support (/1 ). 

(c) For w in C \ support(/1) and n 2 0, 

anfl(w) = (-l)nn! J (z - w)-n-1d/1(z). 

(d) fl(oo) = 0 and the power series of fl near 00 is given by 

Proof. The proof of (a) follows the lines of the discussion preceding the 
definition. Part (c), and hence the proofthat fl is analytic on C\ support (/1) , 
follows by differentiating under the integral sign. Note that as w -+ 00, (z­
w)-1 = w-1(z/w _1)-1 -+ 0 uniformly for z in any compact set. Hence fl 
has a removable singularity at 00 and fl( (0) = O. 

It remains to establish (d). This is done by choosing R so that support(/1) ~ 
B(O; R), expanding (z _W)-1 = -w-1(1- Z/W)-l in a geometric series for 
Iwl > R, and integrating term-by-term. 0 

A particular Cauchy transform deserves special consideration. 

5.3 Proposition. If K is a compact set having positive area and 

fez) == L (( -z)-1dA(() 

for all z in C and f(oo) = 0, then f : Coo -+ C is a continuous function 
that is analytic on Coo \ K with I' (00) = -Area K. In addition, 

If(z)1 ::; [n Area(KW/2. 

Proof. The fact that f is analytic on C \ K and f(oo) = 0 follows from 
the preceding proposition. That f is a continuous function on Coo is left as 
an exercise for the reader (see Exercise 1). Since f is continuous at 00, 00 

is a removable singularity; because f(oo) = 0, 1'(00) is the limit of zf(z) 
as Z -+ 00. But zf(z) = IK((/z - l)-ldA(() -+ -AreaK as z -+ 00 since 
(/z -+ 0 uniformly for (in K. 

It remains to prove the inequality for If(z)l. This inequality is due to 
Ahlfors and Beurling [1950], though the proof here is from Gamelin and 
Khavinson [1989]. From the properties we have already established and the 
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Maximum Modulus Theorem, I attains its maximum value at some point 
of K. By translating the set K, we may assume that 0 E K and I attains 
its maximun at O. In addition, if K is replaced by a suitable unimodular 
multiple of itself, we may assume that 1(0) > O. Thus 

II(z)1 ::; 1(0) = L Re ~ dACe)· 

Let c = ~ [Ar:aK] 1/2 and let a = 1/2c. It is elementary to see that 

the closed disk D = R(a; a) is {z : Re(l/z) ~ c} and that D and K 
have the same area. Thus A(D n K) + A(D \ K) = A(D) = A(K) = 
A(D n K) + A(K \ D); hence A(D \ K) = A(K \ D). On the other hand, 
Re(l/() ::; c for ( in K \ D and Re(l/() ~ c for ( in D \ K. Therefore 

1(0) < f Re ~dA+cA(K\D) JKnD .. 
= f Re ~dA+cA(D\K) JKnD .. 
< f Re~dA+f Re~ JKnD .. JD\K .. 

Iv Re ~dA. 
We leave it to the reader to show that for 0 < r < a, 

12~ I 2n 
--=. d(}=-, 

o a + re,6 a 

by converting this to an integral around the circle z = a + rei6 . Hence 
converting to polar coordinates, we get that 

o 

fD Re ~ dA = r f2~ Re I '6 d(}rdr JI.. Jo Jo a+re' 

= r Re f2~ I .6 d(}rdr 
Jo Jo a + re' 

r 2n rdr 
Jo a 
na 

n [Ar~Kr/2 

[n AreaK]1/2. 
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Note that if J.L = 8a , then [L(z) = (a - Z)-l. So in general the Cauchy 
transform of a compactly supported measure is not continuous. 

Since [L is locally integrable, it defines a distribution on C and so it can 
be differentiated. 

5.4 Theorem. If J.L is a compactly supported measure on C, then 

Moreover, [L is the unique solution to this differential equation in the sense 
that if hE Ll1 such that 8h = -7rJ.L, h is analytic in a neighborhood of 00, oc 
and h(oo) = 0, then h = [L a.e. [Area]. 

Proof. If ¢ E C;:O, then 

8[L(¢) = - / [L8¢dA - / 8¢( z) [/ (w - z) -1 dJ.L( W)] dA( z) 

/ [/ 8¢(z)(z - w)-1 dA(z)] dJ.L(w). 

By Corollary 13.2.9 this becomes 8[L(¢) = -7r J ¢dJ.L, whence the first part 
of the theorem. 

For the uniqueness statement, suppose h is such a function. It follows 
that 8([L - h) = O. By Weyl's Lemma (4.11), [L - h is almost everywhere 
equal to an entire function f. But f = [L - h has a removable singularity 
at 00 and is 0 there. Hence f == o. 0 

5.5 Corollary. If G is an open set, J.L is a compactly supported measure 
on the plane, and [L = 0 a.e. [Area] on G, then IJ.LI(G) = O. 

Proof. If ¢ E C;:O(G), then J ¢dJ.L = -7r- 1 8[L(¢) = 0.1t follows by Propo­
sition 3.7 that IJ.LI(G) = O. 0 

5.6 Corollary. If G is an open set, J.L is a compactly supported measure 
on the plane, and [L is analytic on G, then IJ.LI(G) = O. 

The Cauchy transform is the premier tool in uniform rational approxi­
mation and in the next section this statement will be borne out. 

Exercises 

1. If f is a function that is integrable with respect to Lebesque measure 
and has compact support, show that the Cauchy transform of J.L = fA 
is a continuous function on eX). 

2. When does equality occur in the inequality in Proposition 5.37 
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3. Using the method used in proving Proposition 5.3, show that for any 
compact set K, JK Iz - wl-1dA(w) :::; 2[7rArea(K)j1/2. When does 
equality occur? 

4. Let 11 be a measure with compact support and suppose g is a con­
tinuously differentiable function with compact support. If v = gil -
7r-1 (8g)ft· A, then v = gft. 

5. (a) If 11 and v are measures with compact support such that ft and 
v are continuous functions, show that ftv is the Cauchy tr~sform of 
Vll + ftv. 
(b) Show that if K is a compact set, then {h : h is a bounded}. 
Borel function with compact support and h = 0 a.e. on K} is a dense 
subalgebra of R(K). 

(c) If K is compact and E is a Borel subset of K, define R( K, E) to 
be the closure in C(K) of {h : h is a bounded Borel}. function with 
compact support and h = 0 a.e. on E}. Show that R(K, E) is a sub­
algebra of C(K) with the following properties: (i) R(K) ~ R(K, E); 
(ii) a measure 11 supported on K is orthogonal to R(K, E) if and only 
if ft = 0 a.e. on C \ E; (iii) if Area(E) = 0, R(K, E) = C(K); and if 
Area(K \ E) = 0, R(K, E) = R(K). 

§6 An Application: Rational Approximation 

In this section the Cauchy transform will be applied to prove two theorems 
in rational approximation: the Hartogs-Rosenthal Theorem and Runge's 
Theorem. But first a detour into some general material is required. The 
next result shows that by means of the Hahn-Banach Theorem questions of 
rational approximation in the supremun norm can be reduced to questions 
of weak approximation. 

6.1 Definition. If K is a compact set in the plane, R(K) is the uniform 
closure in C(K) of Rat(K). 

Note that R(K) is a Banach algebra. 

6.2 Theorem. If K is a compact subset of C and 11 is a measure on K, 
then Il.l..R(K) if and only if ft(w) = 0 a.e. [Area] on C \ K. 

Proof. Assume Il.l..R(K) and note that for w fj. K, (z - W)-l E R(K). 
Hence ft(w) = 0 off K. Conversely, assume that ft = 0 a.e. [Area] off K; 
since ft is analytic off K, ft is identically 0 off K. This implies that all the 
derivatives of ft vanish on Coo \ K. From (5.2.c) and (5.2.d) we get that 
11 annihilates all polynomials and all rational functions with poles off K. 
Hence Il.l..R(K). 0 
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Here is a classical theorem on rational approximation obtained before the 
introduction of the Cauchy transform. Note that it extends the Weierstrass 
Approximation Theorem. 

6.3 Hartogs-Rosenthal Theorem. If Area(K) = 0, then R(K) = C(K). 

Proof. Let J.L E M(K) such that J.L.l..R(K)j so fJ, = 0 off K. Since Area(K) = 
0, this implies that fJ, = 0 a.e. [Areal on C. By Corollary 5.5, J.L = O. By the 
Hahn-Banach Theorem R(K) = C(K). 0 

One of the main ways in which Cauchy transforms are used is the fol­
lowing device. Assume J.L is supported on the compact set K and let f 
be analytic on an open set G with K ~ G. Let r be a positively ori­
ented smooth Jordan system in G such that K ~ ins r. Thus for every 
z in K, fez) = (27ri)-1 Ir f(w)(w - z)-ldw. An application of Fubini's 
Theorem now implies that 

6.4 J fez) dJ.L(z) = - 2~i i f(w) fJ,(W) dw. 

6.5 Runge's Theorem. Let K be a compact subset of C and let E be a 
subset of Coo \ K that meets each component of Coo \ K. If f is analytic 
in a neighborhood of K, then there are mtional functions Un} whose only 
poles are in the set E such that f n - f uniformly on K. 

Proof. Let J.L be a measure on K such that I g dJ.L = 0 for every rational 
function g with poles contained in E. It suffices to show that If dJ.L = 0 
for every function f that is analytic in a neighborhood of K. 

Fix a component U of Coo \K and let wE UnEj assume for the moment 
that w =I- 00. Using (5.2.c) we get that every derivative of fJ, at w is O. Thus 
fl(z) == 0 on U. If w = 00, then the assumption on J.L implies that I pdJ.L = 0 
for all polynomials. Thus using (5.2.d) we get that fJ,(z) == 0 on U. Hence fJ, 
vanishes on the complement of K (and so J.L.l..R(K)). If G and r are chosen 
as in the discussion prior to the statement of the theorem, (6.4) shows that 
I fdJ.L = O. 0 

Uniform rational approximation is a subject unto itselfj Conway [1991]' 
Gamelin [1969], Stout [19711 are a few references. 

Exercises 

1. Let K be a compact subset of C and let J.L E M(K). If </J is any smooth 
function with compact support, put J.L</> = </JJ.L-7r-1fJ,8</JA. Prove the 
following. (a) {i;j, = </JfJ,. (b) J.L.l..R(K) if and only if J.L</>.l..R(K) for all 
smooth function </J with compact support. (c) R(K) = C(K) if and 
only if for every closed disk D, R(K n D) = C(K n D). 
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2. If K is a closed disk or an annulus, show that R{K) = A{K), the 
algebra of continuous functions on K that are analytic on its interior. 

3. Show that there are open disks {tl. j } of radius rj having the following 
properties: (i) cl tl.j ~ II)) and cl tl.j n cl tl.i = 0 for i =f. j; (ii) 
Lj rj < 00; (iii) K = cl II))\Uj tl.j has no interior. The set K is called 
a Swiss cheese. For j ~ 1, let "0 be the boundary of tl.j with positive 
orientation and let Vj be the measure on K such that J f dVj = 
- J'Yj f for every f in C{K). Note that Ilvjll = rj. Let {o be the 
positively oriented boundary of II)) and let Vo be the measure on K 
such that J f dvo = J'Yo f for every f in C{K). Let JL = Vo + Lj Vj, 
a measure in M{K). Show that JL.l..R{K) and, since JL =f. 0, R{K) =f. 
C{K) even though K has no interior. 

§7 Fourier Series and Cesaro Sums 

Throughout this section, normalized Lebesgue measure on 81I)) will be de­
noted by m, and the Lebesgue spaces of this measure will be denoted by 
V{81I))) or simply V. Note that since m is a finite measure, V{81I))) ~ 
L1{81I))) for 1 ::;; p ::;; 00. So results obtained for functions that belong to 
L1 are valid for functions in V. We also will be concerned with the space 
of continuous functions on 81I)), C = C{81I))), and its dual, the space of 
complex-valued regular Borel measures on 8 II)) , M = M{81I))). 

7.1 Definition. If JL E M{81I))), then the Fourier transform of JL is the 
function fJ, : Z -+ C defined by 

fJ,{n) = f zndJL. 
lao 

(First our apologies for using the same notation for the Fourier transform 
of JL as for the Cauchy transform, but here is an instance where tradition 
is best followed.) Now if f E L1, then dJL = f dm is a measure and so its 
Fourier transform can also be defined. Here the notation used is j = fJ,. 

For any measure JL we call {fJ,(n) : nEil} the Fourier coefficients of JL. 
The series L:=-oo fJ,(n)zn is called the Fourier series for the measure JL. 

The idea here is that we would like to know if the measure or function 
can be recaptured from its Fourier series. That we should have any right 
to have such a hope stems from the density of a certain set of functions. A 
trigonometric polynomial is a function in C(81I))) of the form L~=-m akzk. 

7.2 Proposition. The trigonometric polynomials are uniformly dense in 
C{81I))) and hence dense in V(81I))) for 1 ::;; p < 00; they are weak* dense 
in LOO(81I))). Thus {zn : n E Z} is an orthonormal basis for L2(81I))). 
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Proof. The first part is an easy consequence of the Stone-Weierstrass The­
orem. The last statement only needs the calculation necessary to show that 
the functions zn are orthonormal. D 

7.3 Corollary. If /-l E M and p,(n) = 0 for all n in Z, then /-l is the zero 
measure. 

The preceding corollary says that a measure is completely determined 
by its Fourier coefficients. Thus we have the hope that the measure can be 
recaptured from its Fourier series. At least in the case of functions in the 
space L2 this hope is borne out. 

7.4 Theorem. If f E L2(8][)l), then j E £2(Z). If V : L2(8Z) ~ £2(Z) is 

defined by V f = j, then V is an isomorphism of the Hilbert spaces. 

Proof. The first part, that j E £2(Z), as well as the statement that V is 
an isometry, is a direct consequence of Parseval's Identity and the fact that 
{zn} is a basis for L2 (8][)l). If f = zm, then it is straightforward to check 
that j(n) = 0 if n -I m and j(m) = 1. Thus the range of V is dense and 
so V must be an isomorphism. D 

Theorem 7.4 says that, at least in the case of an L2 function, the Fourier 
series converges to the function in the L2 norm. This is not the case for 
other functions and measures, but the intricacies of this theory are more 
appropriately handled by themselves. Instead we will concentrate on what 
is true and will have value for later in this book. 

The reader interested in pursuing convergence of Fourier series can see 
Chapter II of Katznelson [1976]. In particular it is proved there that the 
Fourier series of a function in LP, 1 < p < 00, converges to the function in 
norm and that this is false for L1. He also gives an example of a continuous 
function whose Fourier series diverges at a point and thus cannot converge 
uniformly to the function. The story for pointwise convergence is much 
more complicated. It was proved in Carleson [1966] that the Fourier series 
of a function in L2 converges a.e. This was extended in Hunt [1967] to 
LP, p> 1. An exposition of the Carleson and Hunt work can be found in 
Mozzochi [1971]. In Katznelson [1976] is the proof of a result of Kolmogorov 
that there is a function in L1 whose Fourier series diverges everywhere. 

For any formal Fourier series 2:::=-00 cnzn, z in 8][)l, let sn(z) be the n­
th partial sum of the series, sn(z) = 2::Z=-n CkZ k . The n-th Cesaro means 
of the series is defined for z in 8][)l by 

It is worth noting that a Cesaro mean is a trigonometric polynomial. By 
the n-th partial sum and the n-th Cesaro mean for the measure /-l, we 
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mean the corresponding quantity for the associated series. To indicate the 
dependence on IL, these sums are denoted by Sn(lL, z) and an(lL, z)j if f E 

LP, sn(J, z) and an(J, z) are the corresponding sums. 
Recall that M = C*, and hence M has a natural weak* topology. 
Here is the main result of this section. 

7.5 Theorem. 

(a) If f E V, 1 ~ P < 00, then an(J, z) ~ f in the V norm. 

(b) If f E C, an(J, z) ~ f uniformly on olD>. 
(c) If f E L<XJ, an(J,z) ~ f in the weak* topology of L<XJ. 

(d) If IL E M, an (IL, z) ~ IL in the weak* topology of M. (Here we think 
of the Cesaro mean an(lL, z) as the measure an(lL, z) . m.) 

The proof will be obtained by a recourse to operator theory on a Banach 
space. If X is one of the Banach spaces under consideration (that is, X = 
V, C, or M), define an : X ~ X by letting an(x) = the n-th Cesaro 
sum of x. (If X = M and IL EM, then an (IL) is the measure that is 
absolutely continuous with respect to m whose Radon-Nikodym derivative 
is the trigonometric polynomial an(IL).) To prove the theorem, it must be 
shown that if X = V, 1 ~ p < 00, or C, then Ilan(z) - xii ~ 0, and if 
X = L<XJ or M, then an(x) ~ x weak* for every x in X. Actually we will 
see that the last part follows from the first part and a duality argument. 
But first we will see that an is actually an integral operator. 

If fELl with Fourier series L::=-<XJ Cnzn , then 

Sn(J,Z) = ktn [J f(w)wkdm(w)] zk 

J f(w) [ktn (wz)k 1 dm(w). 

Therefore 

7.6 an(J, z) = J f(w)KnCwz) dm(w), 

where Kn is the n-th Cesaro mean of the formal series L::=-<XJ (n. This 
kernel Kn is called Fejer's kernel. The same type of formula holds for a 
measure IL: 

7.7 

To properly study an, we need to get a better hold on the kernel Kn. To 
do this, let's first look at the n-th partial sum of the series L::=-<XJ (n. So 
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From here it follows that 

k=-n 
n n 

= I:(k+ I:(k 

= 

k=O k=l 

1 - (n+! 1 _ (n+l 
----:----=---:-- + - 1 
1-( 1-( 

Re(n - Re(n+l 

l-Re( 
cos nO - cos( n + 1)0 

1 - cosO 

7.8 Kn«) = .! [1- Re(n] = .! [1- cos no] . 
n l-Re( n I-cosO 
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7.9 Lemma. For each n ~ 1, Kn ~ 0, Kn«) = K n((), and J Kndm = 1. 

Proof. Applying the half angle formulas from trigonometry to (7.8), it 
follows that Kn«) = n-1 [(sin(nO/2))/ sin(O/2)]2 ~ O. It is also clear from 
(7.8) that the second part is valid. For the last part, use (7.6) with f == 1. 
o 

7.10 Lemma. 

(a) If 1 ::; p < 00 and q is the index dual to p, then the adjoint of the 
opemtor an : £P ---+ £P is the opemtor an : Lq ---+ Lq. 

(b) The adjoint of the opemtor an: C ---+ C is the opemtor an: M ---+ M. 

Proof. Only part (a) will be proved. Let f E £P and 9 E Lq. By inter­
changing the order of integration and using the preceding lemma, it follows 
that 

o 

(an (I) , g) = / g(z) [/ f(w)KnCwz) dm(W)] dm(z) 

J f(w) [J 9(Z)Kn(WZ)dm(z)] dm(w) 

J f(w) [J 9(Z)KnCZW)dm(Z)] dm(w) 

(I, an(g)). 
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We can now state a general Banach space result that, when combined 
with the preceding lemma, will show how parts (c) and (d) of Theorem 7.5 
follow from parts (a) and (b). 

7.11 Proposition. Let X be a Banach space and let {Tn} be a sequence 
of bounded operators from X into X. 

(a) If sUPn11Tn11 < 00, D is a dense subset of X, and IITnx - xii -+ 0 for 
all x in D, then IITnx - xii -+ 0 for all x in X. 

(b) If IITn(x) -xii -+ 0 for all x in X, then for every x* in X*, T'::x* -+ x* 
weak* in X*. 

Proof. (a) If x E X and c: is a positive number, let y E D such that 
Ilx-yll < min(c:/2c, c:/2) , where c = sUPnlITnll. Then IITnx-xll ~ IITn(x­
y)11 + IITnY-YII + Ily-xll ~ 2c:/3+ IITnY-YII· This can be made less than 
c: for all sufficiently large n. 
(b) This is easy: I(x, T'::x* - x*)1 = I (Tn x - x, x*)1 ~ IITnx - xllllx*11 -+ O. 
o 

We can now prove the main theorem. 

Proof of Theorem 7.5. (a) Let f E V and let 9 E Lq, where q is dual to p. 
First note that, by a change of variables, un(f, z) = J f(w)Kn(wz)dm(w) = 
J f«(z) Kn«() dm«(). Hence 

l(un(f),g)1 IJ g(z) [J f(w)Kn(wz) dm(w)] dm(z) I 
IJ g(z) [J g«(z)Kn«() dm«()] dm(z) I 

= IJ Kn«() [J g(z)f«(z) dm(z)] dm«() I 
< J Kn«() J ig(z)f«(z)i dm(z) dm«(). 

Applying Holder's inequality and using the fact that J J((z) dm(z) = 
J fdm, we get 

l(un(f),g)1 < J Kn«()llgllqllfllpdm«() 

< Ilgllqllfllp 

since J Kndm = 1. 
Hence Ilunll ~ 1 for all n. It is easy to check that for any integer k, 

un(zk) -+ zk uniformly as n -+ 00. Thus for a trigonometric polynomial 
f, un(f) -+ f uniformly as n -+ 00. Since the trigonometric polynomials 
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are dense in LP for all finite p, part ( a) follows from part (a) of the preceding 
proposition. 

(b) This is easier than part (a). If IE C, then lan(f, z)1 ::; J I/(w)1 Kn(wz) 
dm(w) ::; 11/1100 and so Ilanll ::; 1. Since convergence holds for the trigono­
metric polynomials, part (b) follows. 

As mentioned before, parts (c) and (d) follow from parts (a) and (b) via 
the second part of the preceding proposition. D 

Exercises 

1. Compute the Cesaro means of 81. the unit point mass at 1. 

2. If It and II E M, show that 1t*II(n) = jl(n)v(n) for all n in Z. 

3. In this and succeeding exercises a concept is presented that can be 
used to give some of the results of this section a unifying treatment. 
For details see Katznelson [1976], p. 14. For any function I on all)) 
and z in all)), define lAw) = I(wz). A linear manifold X in L1 is 
a homogeneous space if: (i) X has a norm II . II such that 11/11 ~ 
11/111 for all I in X and with this norm X is a Banach spacej (ii) 
Iz E X whenever I E Xj (iii) 11/11 = Illzll for all I in X and all 
z in all))j (iv) for each I in X, the map z ---+ Iz is a continuous 
function from all)) into X. (a) Show that C(all))) and LP, 1::; p < 00, 

are homogeneous spaces. (b) Show that Loo satisfies properties (i) 
through (iii) in the definition, but is not a homogeneous space. (c) If 
X is a linear manifold in L1 that satisfies conditions (i) through (iii) 
in the definition of a homogeneous space and Xc is defined as the set 
of all I in X such that the function z ---+ Iz is a continuous function 
from a lI)) into X, show that Xc is a closed subspace of X (and hence 
a homogeneous space). If X = L 00, show that Xc = C. 

4. This exercise continues the preceding onej X denotes a homogeneous 
space. (a) If I E X and 9 E L1, show that 1* 9 E X. (b) If an (f) is 
as in (7.6), show that Ilan(f) - III ---+ 0 for every I in X. (c) Show 
that the trigonometric polynomials are dense in X. 

5. If X and Xc are as in part (c) of Exercise 3, show that an(f) E Xc 
for all I in X. Prove that Xc is the closure in X of the trigonometric 
polynomials. 

6. This exercise continues Exercise 4 and maintains its notation. If x* E 
X* and z E all)), define x;(f) = x*(fz) for all I in X. (a) Show that 
Ilx;11 = Ilx*11 and z ---+ x; is a continuous function from all)) into 
(X*, wk*). (b) If an is as in (7.6) and a~ : X* ---+ X* is its dual map, 
show that a~ (x*) ---+ x* (wk*) in X* for all x* in X*. 



Chapter 19 

Harmonic Functions Redux 

In this chapter a treatment of the Dirichlet problem for sets in the plane is 
presented. This topic will be continued in Chapter 21 when harmonic mea­
sure and logarithmic capacity are introduced and applied. Some material 
from Chapter 10 must be restated in the more general setting needed for 
the more extensive study of harmonic functions. In Chapter 10 all functions 
considered were continuous; here measure theory will be used to broaden 
the class of functions. The attitude taken will be that usually results from 
Chapter 10 will be restated in the more inclusive context, but proofs will be 
furnished only if there is a significant difference between the proof needed 
at present and the one given for continuous functions. 

The chapter begins by returning to a closer examination of functions 
defined on the unit disk, 1Dl. 

§1 Harmonic Functions on the Disk 

The notation from § 18. 7 remains in force. Recall the definition of the Pois­
son kernel: for W in 81D1 and Izl < 1, 

Re(w+z) 
w-z 

= Re (1+~) l-zw 
00 00 

= ~)zw)n + ~)zwt. 
n=O n=l 

The reader should review the properties of the Poisson kernel from Propo­
sition 10.2.3. 

If J.L E M and Izl < 1, define jl{z) = J Pz{w)dJ.L{w). Similarly, if IE L1, 
define j(z) = J I Pz dm. These definitions are consistent since lm = j. It 
is not difficult to prove the following. 

1.1 Proposition. II J.L E M{81D1), then jl is a harmonic function in 1Dl. 

Note that we are dealing with complex valued harmonic functions here. 
If IE C(81D1), then we know that j is the solution of the Dirichlet problem 
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with boundary values f (see Theorem 10.2.4). Indeed, this is given another 
proof in Theorem 1.4.a below. 

If u: ID> ---- C and 0 < r < 1, define U r : aID> ---- C by ur(w) = u(rw) for w 
in a ID>. We will sometimes want to consider the function U r as defined on 
ID> or cl ID> by the same formula, but no separate notation will be employed. 

If /1 E M and 0 < r < 1, then itr is an element of C(aID» by the preceding 
proposition. Thus if 1 ~ p ~ 00 and f E LP, ir E LP and so we can define 
the operator Tr : LP ---- LP by Trf = iri similarly, we can define Tr : C ---- C 
by Trf = ir and Tr/1 : M ---- M by Tr/1 = fir· m. 

1.2 Proposition. 

(a) For X = LP, C, or M, Tr : X ---- X is a bounded linear operator with 
IITrl1 ~ 1 for all r. 

(b) If 1 ~ p < 00 and q is conjugate to p, the dual of the map Tr : LP ---­
LP is the map Tr : Lq ---- Lq. 

(c) The dual of the map Tr : C ---- C is the map Tr : M ---- M. 

Proof. (a) This will only be proved for X = £p. Let f E £P and let h E Lq, 
where q is the index that is conjugate to p. Thus 

(Trf, h) = J ir«() h«() dm«() 

1.3 J [J f(W)Prdw)dm(w)] h«()dm«(). 

Substitute w( for w in this equation and use the following two facts: this 
change of variables does not change the value of the integral and Prd w() = 
Pr(w). This gives 

I (Tr/, h)1 IJ [J f(w() Pr(w) dm(w)] h«() dm«()1 

< J Pr(w) [J If(w()llh«()1 dm«()] dm(w) 

< Ilfllp Ilhllq, 
since J Pr(w) dm(w) = 1. This shows that IITrl1 ~ 1 for all T. It is easy to 
see that Tr is linear. 

(b) If f E LP and h E Lq, then use the fact that Prd w) = Prw«() = 
Prw «() for Iwl = 1(1 = 1 to obtain 

(Trf, h) = 1 [1 f(w) Prw «() dm(w)] h«() dm«() 

1 [/ h«() Prw «() dm«()] f(w) dm(w) 

(f,Trh). 
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The proof of (c) is similar. 0 

1.4 Theorem. 

(a) If f E C(81I))), then Ilf - Irlltm -> 0 as r -> 1-. 

(b) If 1 ~ p < 00 and f E £P(81I))), then Ilf - Irllp -> o. 
(c) If J-L E M(81I))) and if J-Lr is the element of M(81I))) defined by J-Lr = 

Ui,)r . m, then J-Lr -> J-L weak* in M(81I))). 
(d) If f E LOO (81I))), then Ir -> f weak* in LOO(81I))). 

Proof. It is easy to check that Trzn = rn zn for all n in Z. Hence for a 
trigonometric polynomial f, Tr f -> f uniformly on 8 II)) as r -> 1. Since 
IIT .. II ~ 1 for all r, Proposition 18.7.2 implies that (a) and (b) hold. Parts 
(c) and (d) follow by applying Proposition 18.7.11.b and Proposition 1.2.c. 
o 

As was said before, part (a) of the preceding theorem shows that, for f 
in C(81I))), I has a continuous extension to cl II)), thus solving the Dirich­
let problem with boundary values f. For f in LP(81I))) we can legitimately 
consider I as the solution of the Dirichlet problem with the non-continuous 
boundary values f. Indeed, such a perspective is justified by the last the­
orem. Further justification is furnished in the next section when we show 
that f can be recaptured as the radial limit of 1. 

Now suppose that U : II)) -> C is a harmonic function. What are necessary 
and sufficient conditions that u = p, for some measure J-L? Before providing 
an answer to this question, it is helpful to observe the consequences of a few 
elementary manipulations with the basic properties of a harmonic function. 

If u is harmonic and real valued, there is an analytic function f : II)) -> C 
with u = Re f. Let f(z) = Ln anzn be the power series expansion of 
f in II)). So for w in 81I)) and 0 < r < 1 the series Ln anrnwn converges 
absolutely and thus 

00 

where Co = Re ao, en = ~an for n positive, and Cn = ~an for n < o. For 
a complex valued harmonic function u : II)) -> C, a consideration of its real 
and imaginary parts shows that for Iwl = 1 and r < 1, 

00 

1.5 ur(w) = L cnrlnlwn 
n=-oo 
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for some choice of constants Cn . Moreover the series (1.5) converges uni­
formly and absolutely for w in 01[)). It follows that (1.5) is the Fourier 
series of the function ur . The next lemma formally states this and gives 
the analogous fact for measures. 

1.6 Lemma. 

(a) If u : I[)) --+ C is a harmonic function and 0 < r < 1, the Fourier 
series for U r is given by the formula (1.5). 

(b) If J.L E M(ol[))), then the Fourier series of the function ji,r is given by 

n=-oo 

and the convergence is uniform and absolute for w on 01[)). 

The next theorem is the principal result of this section and characterizes 
the harmonic functions that can arise as the Poisson transform of a measure 
or a function from one of the various classes. 

1. 7 Theorem. Suppose u : I[)) --+ C is a harmonic function. 

(a) There is a J.L in M(ol[))) with u = ji, if and only ifsuPr IIur l11 < 00. 

(b) If 1 < p ::; 00, there is a function f in £P (0 I[))) with u = j if and only 

ifsuPr Ilurllp < 00. 

(c) There is a function f in L1(1[))) with u = j if and only if {ur } is L1 
convergent. 

(d) There is a function f in C(ol[))) with u = j if and only if {ur } is 
uniformly convergent. 

Proof. (a) Ifu = ji" then IIurl11 = I IUrl dm::; I II Prz(W) dJ.L(w) I dm(z) ::; 
II Prz(W) dlJ.Ll(w) dm(z) = f[I Prz{W) dm(z)]dlJ.Ll(w) = IIJ.LII· 

Now assume that u is a harmonic function on I[)) and L is a constant such 
that Ilurlll ::; L for all r < 1. Put Vr = the measure U r . min M(ol[))). So 
{vr } is a uniformly bounded net of measures on 81[)). By Alaoglu's Theorem 
there exists a measure J.L in M(ol[))) that is a weak* cluster point of this 
net. Hence 

vr(n) = J wndvr = J urwndm --+cl p(n). 

But Lemma 1.6 implies that vr(n) = Pr(n) = r1n1cn --+ en as r --+ 1. 
Hence p,(n) = en. This implies that the weak* cluster point of {vr } is 
unique. Hencevr --+ J.L weak* in M(81[))). An examination of the series in 
Lemma 1.6 shows that u = ji,. 
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(b) This proof is like that of part (a). For 1 < p < 00, the weak com­
pactness of bounded sets in £P(8lDl) is used instead of weak* compactness. 
The weak* topology on Loo(8lDl) is used when p = 00. 

The proofs of (c) and (d) are left as exercises. 0 

Part of the proof of this theorem needs to be made explicit. 

1.8 Corollary. Suppose u : lDl -+ C is a harmonic function. 

(a) IfsuPr IIur l11 < 00, then the measures ur · m -+ j.L weak* in M(8lDl), 
where j.L is the measure such that u = ji,. 

(b) If 1 < p ~ 00 and sUPr Ilur lip < 00, then U r -+ f weakly in V (weak* 
in L oo ifp = 00), where f is the function in £P(8lDl) with u = j. 

If the proof of Theorem 10.2.4 is examined closely, a "point" theorem 
results. This next result not only improves (10.2.4) but provides a means 
of obtaining various estimates for harmonic functions as the subsequent 
corollary illustrates. 

1.9 Theorem. If f E L1 and f is continuous at the point a, then the 
function that is defined to be 1 on lDl and f on 8 lDl is continuous at a. 

1.10 Corollary. If f E L1 and a E 8lDl, then 

lim sup f(z) ~ lim sup f«(). 
z-+a ,-+a 

'E811li 

Proof. Let a be the right hand side of this inequality. If a = 00, there 
is nothing to prove; thus it may be assumed that a < 00. By definition, 
for every c > 0 there is a 0 > 0 such that for ( in 8lDl and I( - al < 
0, f«() < a + c. Define h on 8lDl by letting h«() = f«() for Iz - al ~ 0 
and h«() = a+c for I(-al < o. So hE£! and f ~ h; thus 1 ~ A. 
Using the preceding theorem, 

lim sup f(z) ~ limsupA(z) = a + c. 
z-+a z-+a 

Since c was arbitrary, the proof is complete. 0 

The final result can be taken as a corollary of Theorem 1.7. 

1.11 Herglotz's Theorem. If u is a harmonic function on lDl, then u = ji, 
for a positive measure j.L on 8 lDl if and only if u ~ 0 on lDl. 

Proof. It is easy to see that since the Poisson kernel is positive, for any 
positive measure j.L, u = ji, ~ 0 on lDl. Conversely, assume that u(z) ~ 0 for 
Izl < 1. Then IIur ll1 = J ur(w) dm(w) = u(O) by the Mean Value Theorem. 
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By Corollary 1.8, there is a JL in M(all)) such that u = il and U r . m -+ JL 
weak*. Since U r 2:: 0, it must be that JL 2:: o. 0 

Exercises 

1. Let p(z, z) be a polynomial in z and z and find a formula for the 
function U that is harmonic on ll), continuous on clll), and equal to 
p(z, z) on all). 

2. If JL E M(8ll)) has Fourier coefficients {jl(n)} , show that for Izl < 
1, il(z) = E:'=ojt(n)zn + E:'=ljl(-n)zn. Examine Exercise 1 in 
light of this. 

3. Let U be a real-valued harmonic function on ll) and show that there 
is a real-valued measure JL on all) such that U = il if and only if u is 
the difference of two positive harmonic functions. 

4. Prove the following equivalent formulation of Herglotz's Theorem. If 
I is an analytic function on ll), then I takes its values in the right half 
plane and satisfies 1(0) > 0 if and only if there is a positive measure 
JL on 8ll) such that 

i W+Z 
I(z) = --dJL(w). 

8DW-Z 

5. Let G be the set of analytic functions on ll) such that Re I 2:: 0 
and 1(0) = 1. Show that G is a compact convex subset of H(ll)) and 
characterize its extre~e points. (Hint: Use Exercise 4.) 

§2 Fatou's Theorem 

We have seen in the preceding section that for a measure JL in M = M(8ll)), 
the measure JL can be recaptured from il, the solution of the Dirichlet 
problem with boundary values JL, by examining the weak* limit of the 
measures (il)r . m (1.4). In this section we will look at the radial limit of 
the function il(z). For an arbitrary measure we recapture JL if and only if JL 
is absolutely continuous with respect to m. This will essentially prove the 
results stated in §13.5. 

There is a standard temptation for all who first see Fatou's Theorem. 
If I E L1, then we know that ir -+ I in the L1 norm. Thus there is a 
sequenceJrn} that converges to 1 such that irn(t;.) -+ I(t;.) a.e. on 8ll). 
That is,/(rnC) -+ I(C) a.e. This is sufficiently close to the existence of 
radial limits a.e. on 8ll) that it seems that a proof of their existence is 
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just ahead of us. Unfortunately no one has ever been able to parlay this 
into a proof. It remains only an intuitive argument that makes the result 
believable. 

Recall some measure theory, or rather a part of measure theory that is 
not universally exposed in courses on measure theory. If I-' E M (()]lJ)), there 
is a corresponding measure on [0,211"], which will also be denoted by 1-', 
such that J fdl-' = J I(eit)dl-'(t) for every I in C({)]lJ)). The corresponding 
measure on [0,211"] is not unique. For example, if I-' = 81 in M({)]lJ)), then 
either 80 or 821< can be chosen as the corresponding measure on [0,211"]. This 
is, however, essentially the only way in which uniqueness fails. (What does 
this mean?) 

For a measure I-' on [0,211"] there is a function of bounded variation u 
on [0,211"] such that J I dl-' = J I(t) du(t) for every continuous function 
I, where this second integral is a Lebesgue-Stieltjes integral. It might be 
worthwhile to recall how this correspondence is established, though no 
proofs will be given here. The proofs can be found in many of the treat­
ments of integration theory. 

If I-' is a positive measure on [0,211"], define a function u : [0,211"] - IR 
by letting u(O) = a and u(t) = 1-'([0, t)) for t > O. The function u is 
left continuous, increasing, and J I dl-' = J I(t) du(t) for all continuous 
functions I on [0,211"]. If I-' is an arbitrary complex-valued Borel measure on 
[0,211"], let I-' = 1-'1 - 1-'2 +i(1-'3 - 1-'4) be the Jordan decomposition and let u = 
Ul -u2+i(u3 -U4), where Ui is the increasing function corresponding to the 
positive measure I-'i. This establishes a bijective correspondence between 
complex-valued measures I-' on [0,211"] and left continuous functions u of 
bounded variation that are normalized by requiring that u(O) = O. 

The next proposition gives the basic properties of this correspondence 
between measures and functions of bounded variation. 

2.1 Proposition. Let I-' E M[O, 211"] and let u be the corresponding normal­
ized function 01 bounded variation. 

(a) The function u is continuous at to il and only il 1-'( {to}) = O. 

(b) The measure I-' is absolutely continuous with respect to Lebesgue mea­
sure il and only il u is an absolutely continuous function, in which 
case J I dl-' = J I(t) u'(t) dt lor every continuous function I. 

(c) II E = {t : u'(t) exists and is not a}, then E is measurable, I-'IE is ab­
solutely continuous with respect to Lebesgue measure, and 1-'1([0, 211"] \ 
E) is singular with respect to Lebesgue measure. 

In §13.5 the concept of non-tangential limit was introduced; namely for 
Wo in ()]lJ), z - Wo (n.t.) if z approaches Wo through a Stolz angle with 
vertex Wo and opening a, a < a < 11"/2. 

2.2 Lemma. Given a Stolz angle with vertex Wo = ei90 and opening a, 
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Figure 19.1. 

there is a constant C and a fj > 0 such that if z = rei8 belongs to the Stolz 
angle and Iz - wol < fj, then 19 - 90 1 :::; C(l - r). 

Proof. It suffices to assume that 90 = 0 so that Wo = 1. If L is the straight 
line that forms an edge of the Stolz angle, then a reference to Figure 19.1 
will show that for z = rei8 on L, sin( a + 9) = Si~ a . Hence as 9 -+ 0+ 

1-r _ 1 [sin(a+9)-Sina]-+ 
9 - sin(a + 9) 9 cota. 

Thus l~r -+ tan a as 9 -+ 0+. Since the tangent function is increasing, the 
lemma now follows. 0 

2.3 Fatou's Theorem. Let IL E M[0,211"] and let u be the corresponding 
/unction of bounded variation; extend u to be defined on IR by making u 
periodic with period 211". If u is differentiable at 90 , then [t( z) -+ 211" U' ( 90 ) 

as z -+ ei80 (n.t.). 

(Note: We are identifying M(8J[)) and M[0,211"]. Also the only reason for 
extending u to be defined on IR is to facilitate the discussion at 0 and 211".) 

Proof. It suffices to only consider the case where 90 = 0, so we are as­
suming that u'(O) exists. We may also assume that u'(O) = O. In fact, if 
u'(O) i- 0, let v = IL - 211"u'(0)m. The function of bounded variation cor­
responding to v is v(9) = u(9) - u'(0)9, since m is normalized Lebesgue 
measure. So v'(O) exists and v'(O) = o. If we know that ii(z) -+ 0 as z -+ 1 
(n.t.), then [t(z) = ii(z) + u'(O) -+ u'(O) as z -+ 1 (n.t.). 

So assume that u'(O) = o. We want to show that 

2.4 111" 1-r2 
-:---=---;----::-;:--;:- dJl( t) -+ 0 

-71" 1- 2rcos(t - 9) + r2 

as z = rei8 -+ 1 (n.t.). Using the preceding lemma, it suffices to show that 
(2.4) holds if, for some fixed positive constant C, 9 -+ 0 and r -+ 1 while 
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o 1 

Figure 19.2. 

satisfying 

2.5 101 ~ C(1 - r). 

Let r be the set of z = re i () satisfying (2.5). 
Recall that if the Poisson kernel is considered as a function of 0 with r 

fixed, then Pr(O) = (1 - r2)/(1 - 2r cos 0 + r2) and so differentiation with 
respect to 0 gives that 

P'(O)= 2r(1-r2 )sinO 2' 

r (1-2rcosO+r2) 

Fix c > O. Since u'(O) exists and equals 0, there is a 8 > 0 such that 
lu(t)1 ~ cltl for It I < 8. Thus if z = re i () E r, 

ji,(z) = 1'11" Pr(t - 0) d/-L(t) = [16 + 1 1 Pr(t - 0) d/-L(t). 
-'II" -6 'II"~ltl~6 

Examining Figure 19.2 we see that if 0 < 81 < 8, there is a neighborhood U1 

of 1 such that if z Ern U1 and It I ~ 8, then It - 01 ~ 81, Thus Proposition 
1O.2.3.d implies 81 and U1 can be chosen so that Pr(t - 0) < c for It I ~ 8 
and z Ern U1 • Therefore 

2.6 

Using integration by parts, for z = re i () in r n U1 , 

11.66 Pr(t - 0) d/-L(t) I < lu(t) Pr(t - 0)1~6 + 11.: u(t) P~(t - 0) dtl 

lu(8)Pr(8 - 0) - u( -8)Pr( -8 - 0)1 

+ 11.66 u(t) P~(t - 0) dtl 
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From (2.6) we infer that 

Now fix z and assume that 0 ;::: O. The case where 0 :::; 0 is treated 
similarly and will be left to the reader. Also assume that U1 is sufficiently 
small that 0 < 8/2 for z = rei6 in U1 • Hence 

Iii u(t) P;(t - 0) dt = (10 + (26 + (Ii) P;(t - O)u(t) dt -Ii -Ii 10 126 
2.8 = X+Y+Z. 

Now since lu(t)1 :::; eltl for It I :::; 8, 

WI = I (26 2r(1 - r2) sin(t - O)u(t) dtl 
10 (1 - 2rcos(t - 0) + r2)2 

< 2r(1 _ r2) {26 I sin(t - O)let 2 dt. 
10 (1 - 2r cos(t - 0) + r2 ) 

But (1-2rcos(t-O)+r2) ;::: 1-2r+r2 = (l-r)2 and I sin(t-O)I :::; It-Ol :::; 0 
for 0 :::; t :::; 20. Hence 

By (2.5) we get 

2er(1 - r2) 126 
WI < ( )4 0 t dt 1- r 0 

< 

er(l+r)O(402) 
(1 - r)3 

8e03 

(l-r)3' 

WI:::; 8c:C3 • 

Now for the term Z in (2.8). If 20:::; t :::; 8, then 0 :::; t - 20 = 2(t - 0) - t 
and so t :::; 2(t - 0). Hence lu(t)1 :::; 2c:(t - 0). Thus 

IZI = 11: P;(t - 0) u(t) dtl 

< 2c: {Ii(-P;(t-O))(t-O)dt 
126 
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2e iO-f} (-P:(t)) tdt 

< 2e 17r (-P:(t)) t dt 

2e( -tPr(t))10 + 2e 17r Pr(t) dt 

< 2e7r C~ + ~;2 ) + 2e7r 

< 47re, 
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provided U1 is chosen sufficiently small. (That is, we force r to be very 
close to 1.) 

For the term X in (2.8), observe that 

10 P:(t - 0) u(t) dt = rHO P:(t) u(O - t) dt. 
-0 Jf} 

Now for 0 :5 t :5 0 + 8, 0 :5 t - 0 :5 8 and so 

Using the preceding methods we obtain the fact that for some constant M, 
IXI :5 Me. 

Referring to (2.7) and (2.8), we get that there is a constant C' that 
is independent of e such that for all z in r and in a sufficiently small 
neighborhood U1 of 1, IjL(z)1 :5 C'e. D 

2.9 Corollary. If J.L E M(oJl))), then jL has non-tangential limits a.e. [m] 
on oJl)). 

Proof. Functions of bounded variation have finite derivatives a.e. D 

The reader might wonder if it could be concluded that jL can have a 
limit at points of the circle. In other words, is it really necessary to impose 
the restriction in the preceding corollary and its ancestors that the limits 
be non-tangential? The answer is emphatically no; only the non-tangential 
limits are guaranteed. This is sketched in Exercise 1. 

2.10 Corollary. If u is a non-negative harmonic function on JI)), then 
limr-+l_ u(rei6 ) exists and is finite a.e. on [0,27r]. 

Proof. According to Herglotz's Theorem, u = jL for some positive measure. 
D 

2.11 Corollary. If J.L is a measure on oJl)) that is singular with respect to 
Lebesgue measure, then the non-tangential limits of jL are 0 a.e. on oJl)). 
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Why doesn't this contradict the Maximum Principle for harmonic func­
tions? 

The next result is also a corollary of Fatou's Theorem but it is sufficiently 
important to merit a more proclamatory label. 

2.12 Theorem. If 1 ~ p ~ 00 and U:][)) ~ C is a harmonic function such 
that sUPr<11lur llp < 00, then 

few) == lim u(rw) 
r--+1-

exists and is finite a.e. [m] on 8][)). If 1 < p ~ 00, then f E V(m) and 
u = 1. If p = 1, then u = iJ, for some measure IL in M[O, 271"] and f is the 
Radon-Nikodym derivative of the absolutely continuous part of IL. 

Proof. This proof is actually a collage of several preceding results. First 
assume that 1 < p ~ 00. By Theorem 1. 7 there is a function 9 in V such 
that u = g. By Fatou's Theorem, 9 = f a.e. [m]. Now suppose p = 1. Again 
Theorem 3.8 implies that u = iJ, for some IL in M[O, 271"]. Let IL = ILa + ILs be 
the Lebesgue decomposition of IL with respect to m. Let 9 be the Radon­
Nikodym derivative of ILa with respect to m. Thus if w is the function of 
bounded variation on [0,271"] corresponding to IL, then w' = 9 a.e. It follows 
by Fatou's Theorem that 9 = f a.e. 0 

Note that the preceding theorem contains Theorem 13.5.2 as a special 
case. 

2.13 Example. If IL = 1St, the unit point mass at 1 on 8][)), iJ,(z) = J PzdIL = 
Pz (1) = Re (~~~). Here the conclusion of Fatou's Theorem can be directly 

verified. 

Exercises 

1. Let f E £1 and put g(z) = fez) for Izl < 1 and g(eiO ) = limr--+1- j{reiO ) 

when this limit exists; so 9 and f agree a.e. on 8][)). Let E be the set 
of points on 8][)) where 9 is defined. (a) Show that if fez) ~ g(eiO ) 

as z ~ ei8 with z in ][)) (tangential approach allowed), then g, as a 
function defined on ][)) U E, is continuous at eiO • Let Ec be the set of 
points in 8][)) where 9 is continuous. (b) Show that Ec has measure 
zero if and only if f is not equivalent to any function whose points 
of continuity have positive measure. (Two functions are equivalent if 
they agree on a set of full measure and thus define the same element 
of L1 .) The rest of this exercise produces a function f in L1 that is not 
equivalent to any function whose points of continuity have positive 
measure. (Note that the characteristic function of the irrational num­
bers is equivalent to the constantly 1 function.) Once this is done, the 
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harmonic function j will fail to have a limit a.e. on a ~ even though 
it has a non-tangential limit a.e. (c) Let K be a Cantor subset of a~ 
with positive measure and show that the set of points of continuity of 
XK is a~ \ K. (d) Construct a sequence {Kn} of Cantor sets in a~ 
that are pairwise disjoint and such that a ~ \ UnKn has zero measure. 
Show that UnKn contains no interval. (e) Define I on a~ by letting 
I(z) = 1/2n for z in Kn and I(z) = 0 for z in a~ \ UnKn. Show 
that if g is any function equivalent to I, then the set of points of 
continuity of g has measure zero. 

2. Give an example of an analytic function on ~ that fails to have a 
non-tangential limit at almost every point of a~. 

3. Suppose I E L1 and I is real-valued. Show that if a E a ~ and 
limz --+a I(z) = +00, then limr--+1 j(ra) = +00. 

§3 Semicontinuous Functions 

In this section we will prove some basic facts about semicontinuous func­
tions (lower and upper). Most readers will have learned at least some of this 
material, but we will see here a rather complete development as it seems 
to be a topic that most modern topology books judge too specialized for 
inclusion and most analysis books take for granted as known by the reader. 
We will, of course, assume that the reader has mathematical maturity and 
omit many details from the proofs. 

3.1 Definition. If X is a metric space and u : X -+ [-00, +00), then u is 
upper semicontinuous (usc) if, for every c in [-00, +00), the set {x EX: 
u(x) < c} is an open subset of X. Similarly, u : X -+ (-00, +00] is lower 
semicontinuous (lsc) if, for every c in (-00, +00], the set {x EX: u(x) > c} 
is open. 

Note that the constantly -00 and +00 functions are upper and lower 
semicontinuous, respectively. This is not standard in the literature. Also a 
function u is upper semicontinuous if and only if -u is lower semicontinu­
ous. In the sequel, results will be stated and proved for upper semicontinu­
ous functions. The correct statements and proofs for lower semicontinuous 
functions are left to the reader. Throughout the section (X, d) will be a 
metric space. 

The reason for using the words "upper" and "lower" here comes from 
considerations on the real line. If X = R and u is a continuous function 
except for jump discontinuities, u will be upper semicontinuous if and only 
if at each discontinuity XQ, u(xo) is the upper value. 

3.2 Proposition. II X is a metric space and u : X -+ [-00,00), then the 



218 19. Harmonic Functions Redux 

following statements are equivalent. 

(a) u is usc. 

(b) For every c in [-00,00) the set {x EX: u(x) ~ c} is closed. 

(c) If Xo E X and u(xo) > -00, then for every e > 0 there is a 8 > 0 
such that u(x) < u(xo) +e whenever d(x, xo) < 8; ifu(xo) = -00 and 
M < 0, then there is a 8 > 0 such that u(x) < M for d(x, xo) < 8. 

(d) If Xo E X, then u(xo) ~ limsupx ...... xo u(x). 

3.3 Proposition. If K is a compact subset of X, u is an usc function 
on X, and u(x) < 00 for all x in K, then there is an Xo in K such that 
u(xo) ~ u(x) for all x in K. 

Proof. First let Un = {x EX: u(x) < n}. Then K ~ UnUn and each Un 
is open. By the compactness of K, there is an n such that K ~ Un. Thus 
a == sup{u(x) : x E K} < 00. Now put Kn = {x E K : u(x) ~ a - n-l}. 
Each Kn is a compact and non-empty subset of K and Kn+l ~ Kn. So 
there is an Xo that belongs to each Kn and it must be that u(xo) ~ u(x) 
for all x in K. D 

3.4 Proposition. 

(a) Iful and U2 are usc functions, then Ul +U2 and Ul VU2 == max{ul, U2} 
are usc functions. 

(b) If {ud is a collection of usc functions, then AUi == infi Ui is usc. 

Proof. (a) Let U = Ul +U2, fix c in [-00,00), and let U = {x : u(x) < c}. If 
Xo E U, then Ul(XO) < c and U2{XO) < C-Ul{XO). Hence U1 = {x: Ul{X) < 
c} and U2 = {x : U2{X) < c - Ul(XO)} are both open neighborhoods of Xo 
and U1 n U2 ~ U. Since Xo was arbitrary, U must be open. 

Now if u = Ul VU2 and c E [-00,00), then {x: u{x) < c} = {x : Ul{X) < 
c} n {x: U2{X) < c}, and so u is usc. 

(b) If u = AUi and c E [-00,00), then {x : u(x) < c} = U{x : Ui(X) < c}. 
D 

3.5 Corollary. If {Un} is a sequence of usc functions on X such that for 
every x, {un(x)} is decreasing, then u(x) == limun{x) is usc. 

A sequence of functions satisfying the hypothesis of this corollary is called 
a decreasing sequence of functions. 

3.6 Theorem. Ifu: X -+ [-00,00) is usc and u:::; M < +00 on X, then 
there is a decreasing sequence of uniformly continuous functions {fn} on 
X such that fn :::; M and for every x in X, fn(x) ! u(x). 
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Proof. If u is constantly equal to -00, then the result is trivial. So assume 
that this is not the case. If d is the metric on X, define f n : X -+ R by 

fn{x) = sup{u{y) - nd{x,y) : y EX}. 

For any x and y in X, fn{x) 2: u{y) - nd{x, y) 2: u{y) - (n + l)d{x, Y)j so 
fn{x) 2: fn+l{X) 2: u{x) for all x in X. Also fn :::; M for all n. 

Let c be a positive number, let x EX, and fix n 2: 1. By definition, 
there is a y in X such that fn{x) < u{y) - nd{x, y) + c. If d{z, x) < c, then 
d{z,y) < d{x,y)+c. Thus fn{z) 2: u{y)-nd{z,y) > u{y)-nd{x,y)-nc > 
fn{x) - (n + l)c whenever d{z,x) < c. That is, fn{z) > fn{x) - (n + l)c 
whenever d{z, x) < c. Now interchange the roles of x and z in the preceding 
argument to get that fn{x) > fn{z) - (n + l)c when d{x, z) < c. Therefore 
Ifn{x) - fn{z)1 < (n + l)c when d{x,z) < c. That is, fn is uniformly 
continuous. 

It remains to show that fn{x) -+ u{x) for all x in X. So fix Xo in X and 
let c be a positive number. Assume that u{xo) > -00. (The case in which 
u{xo) = -00 is left as an exercise.) Since u is usc, there is a ti > 0 such that 
u{y) < u{xo)+c for d{y, xo) < ti. Thus u{y)-nd{y, xo) < u{xo)+c whenever 
d{y, xo) < ti. Now suppose that d{y, xo) 2: tij here u{y) - nd{y, xo) :::; 
u{y) - nti :::; M - nti. Choose no such that M - nti < u{xo) + c for n 2: no. 
Thus for n 2: no and for all y in X, u{y) -nd{y,xo):::; u{xo) +c. Therefore 
u{xo) :::; fn{xo) :::; u{xo) + c for n 2: no. 0 

Exercises 

1. Give an example of a family U of usc functions such that sup U is 
not usc. 

2. If u is a monotone function on an interval (a, b) in R, show that u is 
usc if and only if for each discontinuity x of u, u{x) = limt--+x+ u{t). 

3. Show that the uniform limit of a sequence of usc functions is usc. 

4. If X is a metric space, E is a subset of X, and u is the characteristic 
function of the set E, show that u is upper semicontinuous if and 
only if E is closed. 

5. Let X be a metric space. Show that u is an upper semicontinuous 
function on X if and only if A = {(x, t) E X x R : t :::; u{x)} is a 
closed subset of X x R 

6. Suppose A is any closed subset of X x R such that for each x in 
X the set Ax == {t E R : (x, t) E A} is either empty or bounded 
above. Define u : X -+ [-00,00) by u{x) = -00 if Ax = 0 and 
u{x) = sup Ax otherwise, and show that u is upper semicontinuous. 
Show that A = {(x, t) E X x R : t :::; u{x)}. 
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7. Let f : X - [-00,00) be any function and let r = {(x, f(x)) : x E 

X and f(x) > -oo} ~ XxlR. If A = cl r, show that ifu(x) is defined 
as in the preceding exercise, then u(x) = limsupy ..... x f(y) for all x in 
X. 

8. Suppose G is an open subset of a metric space X and f : G -
[-00,00) is any function such that for each (in 8G, u(() == limsup{f(x) : 
x E G and x - (} < 00. Show that u is upper semicontinuous. 

§4 Subharmonic Functions 

Subharmonic and superharmonic functions were already defined in 10.3.1, 
but it was assumed there that these functions were continuous. This was 
done to avoid assuming that the reader's background included anything 
other than basic analysis. In particular, it was assumed that the reader 
did not know the Lebesgue integral and thus could not discuss the integral 
of a semicontinuous function. It is desirable to go beyond this and extend 
the definition to semicontinuous functions. Propositions for semicontinu­
ous subharmonic functions that were stated for the continuous version in 
Chapter 10 will sometimes be restated here. If the proof given in Chapter 
10 extends naturally to the present situation, it will not be repeated and 
the reader will be referred to the appropriate result from the first volume 
of this work. 

4.1 Definition. If G is an open subset of C, a function u : G - [-00,00) is 
subharmonic if u is upper semicontinuous and, for every closed disk B(a; r) 
contained in G, we have the inequality 

4.2 
1 f21r 

u(a) ~ 271" io u(a + rei6 )dO. 

A function u : G - IR U { +oo} is superharmonic if -u is subharmonic. 

Some remarks are in order here. Since u is upper semicontinuous, the 
fact that u(a+rei6 ) < 00 for all 0 implies u is uniformly bounded above on 
this circle. Thus it is not being assumed that the integral in the definition 
is finite, but the integral is defined with the possibility that it is -00. 
In fact it may be that the function is constantly equal to -00 on some 
or all of the components of G. We will see below (Proposition 4.11) that 
this is the only way that a subharmonic function can fail to be integrable 
on such circles. There is a slight difference between this definition of a 
subharmonic function and that given by many authors in that the function 
that is identically equal to -00 is allowed to be subharmonic. In fact, since 
G is not assumed to be connected, u may be constantly equal to -00 on 
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some components and finite valued on others. This is also usually excluded 
as a possibility in the definition of a subharmonic function. 

Results will usually be stated and proved only for subharmonic functions. 
The statements and proofs for superharmonic functions will be left to the 
reader. 

4.3 Example. If f : G -+ C is an analytic function, then log If I is a 
subharmonic function on G. In fact this is an immediate consequence of 
Jensen's Formula (11.1.2). 

For a compact subset K of C, let Ch(K) denote the continuous functions 
on K that are harmonic on int K. 

4.4 Definition. Say that a function u : G -+ [-00,00) satisfies the Maxi­
mum Principle if, for every compact set K contained in G and every h in 
Ch(K), u::::; h on K whenever u ::::; h on a K. 

4.5 Theorem. If u : G -+ [-00,00) is an upper semicontinuous /unction, 
then the following statements are equivalent. 

(a) u is subharmonic. 

(b) u satisfies the Maximum Principle. 

(c) If D is a closed disk contained in G and h E Ch(D) with u ::::; h on 
aD, then u::::; h on D. 

(d) If D = B(ajr) ~ G, then 

u(a) ::::; ~ f udA. 
7rr iD 

Proof. (a) implies (b). (This part of the proof is like the proof of Theorem 
10.3.3.) Let K be a compact subset of G and assume that h E Ch(K) 
with u ::::; h on a K. By replacing u with u - h, it is seen that it must be 
shown that u ::::; 0 on K whenever u is subharmonic and satisfies u ::::; 0 
on a K. Suppose there is a point Zo in int K such that u(zo) > 0 and 
let 0 < c < u(zo). Put A = {z E K : u(z) ~ c}. Because u is usc, A is 
compact. Also, if bEaK, 0 ~ u(b). By standard compactness arguments, 
this implies there is a neighborhood V of aK with V ~ G and u(z) < c for 
all z in V. Hence, A ~ intK. Again the fact that u is usc implies that there 
is a point a in A with u(a) ~ u(z) for all z in A. It follows that u(a) ~ u(z) 
for all z in K. Let H be the component of intK that contains a and put 
B = {z E H: u(z) = u(a)}. 

Clearly B is a relatively closed non-empty subset of H. If WEB, let 
-- -- 2~ 
B(wjr) ~ G. So B(wjr) ~ H and, for 0 < P < r, 27ru(w) ::::; fo u(w + 
pei9 )dO ::::; 27ru(w) since u(w + pei9 ) ::::; u(a) = u(w) for all O. That is, 
the integral of the non-negative function u(a) - u(w + pei9 ) is 0 and so 
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B(w, r) ~ B. Thus B is open and so B = H. But this implies that if 
bE oH ~ oK, then 0 ~ u(b) ~ limsup{u(z) : z E H,z ---+ b} = u(a) > 0, 
a contradiction. 

(b) implies (c). Clear. 
(c) implies (d). Suppose B(a; r) ~ G and let Un} be a sequence of 

continuous functions on oB(a;r) such that fn(z) ! u{z) (Theorem 3.6). 
Let D = B(a; r) and let hn E Ch(D) such that hn = fn on 0 D. By (c), 
u ~ hn on D. By Exercise 10.1.6, 

But JD fndA ---+ J udA by monotone convergence. 
(d) implies (b). This is like the proof that (a) implies (b) and is left to 

the reader. 
(b) implies (a). This is like the proof that (c) implies (d) and is left to 

the reader. D 

An examination of the appropriate results in Chapter 10 shows that the 
newly defined versions of subharmonic and superharmonic functions also 
satisfy the various versions of the Maximum Principle given there. These 
will not be stated explicitly. 

4.6 Proposition. 

(a) Iful and U2 are subharmonicfunctions on G, then Ul +U2 and Ul VU2 
are subharmonic. 

(b) Let U be a family of subharmonic functions on G that is locally 
bounded above and let v == supU. If u(z) == limsupw--+z v(w), then 
u is subharmonic. If v is upper semicontinuous, then v = u. 

(c) If U is a family of subharmonic functions such that for all Ul and U2 
in U there is a U3 in U with U3 ~ Ul 1\ U2, then inf U is subharmonic. 
In particular, if {un} is a sequence of subharmonic functions such 
that Un ~ Un+l for all n, then lim Un is subharmonic. 

(d) If {un} is a sequence of positive subharmonic functions such that 
u = En Un is upper semicontinuous, then on each component of G 
either u is subharmonic or u == 00. 

(e) If {un} is a sequence of negative subharmonic functions, then u = 
En Un is subharmonic. 

Proof. (a) It is clear that Ul +U2 is a subharmonic function. Since Ul VU2 is 
upper semicontinuous, the proof that this function is subharmonic is given 
in the proof of part (b). 
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(b) First note that u( z) < 00 for all z in G because U is locally bounded 
above. It follows from Exercise 3.8 that u is upper semicontinuous. To show 
that u is subharmonic, we will show that u satisfies the Maximum Principle. 
So let K be a compact subset of G and let hE Ch(K) such that u :::; h on 
aK. Fix u' in U; now u 2: v 2: u' on G. Hence h 2: u' on aK and so h 2: u' 
on K since u' is subharmonic. Since u' was arbitrary, h 2: v on K, whence 
we have that h 2: u. By Theorem 4.5, u is subharmonic. 

If v is upper semicontinuous, then the same proof shows that v is sub­
harmonic. The fact that v = u is a consequence of Proposition 4.8 below, 
which is worth separating out. 

(c) By Proposition 3.4, u = infU is usc and clearly u(z) < 00 for all 
z. Suppose D = B(a;r) ~ G. By Theorem 3.6 there is a sequence of 
continuous functions {In} on aD such that fn(z) 1 u(z) for z in aD. It 
may be assumed that u(z) < fn(z) for all n and all z in aD. Fix n for the 
moment. So for every Zl in aD there is a U1 in U such that U1 (Zl) < fn(Zl)' 
But {z : U1(Z) - fn(z) < O} is an open neighborhood of Zl. A compactness 
argument shows that there are functions U1, ... , Urn in U such that for every 
z in aD there is a Uk, 1 :::; k :::; m, with Uk(Z) < fn(z). By hypothesis, 
there is one function v in U with v(z) < fn(z) for all z on aD. Thus 
211'u(a) :::; 211'v(a) :::; J;7I' v(a + reiO)dO :::; J;7I' fn(a + reiO ) dO. By monotone 
convergence of the integrals, it follows that u is subharmonic. 

(d) This proof is like the proof of part (b). 
( e) This is immediate from part (c). D 

4.7 Example. If f : G -+ C is an analytic function, then log+ If I is a 
subharmonic function on G. In fact, log+ If I = 0 V log If I· 

Following are two results that will prove useful as we progress. 

4.8 Proposition. If G is any open set and u is a subharmonic function 
on G, then for any a in G, u(a) = lim sUPz---> a u(z). 

Proof. Since u is usc, u(a) 2: limsuPz--->a u(z). On the other hand, if r > 0 
such that Br = B(a; r) ~ G, 

u(a) < ~ [ u(z) dA(z) 
1I'r lBr 

< sup{u(z): z E Br,z =I- a}. 

By definition this says that u(a) :::; limsuPz--->a u(z). D 

4.9 Proposition. If u is a subharmonic function on G and B(a; r) ~ G, 
then (211')-1 J;7I' u(a + peiO ) d8l u(a) as p 10. Similarly, (1I'p2)-1 JB(a;p) u 
dA 1 u(a) as p 1 o. 
Proof. Let Ip = (211')-1 J;7I' u(a + peiO ) d8. If a < p < r, let {fn} be a 
sequence of continuous functions on a B(a; p) such that fn 1 u. Let hn E 
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Ch(B(a;p)) such that hn = fn on 8B(a;p). Thus u :::; hn on B(a;p) and 
so, by monotone convergence, 

as n -+ 00. Therefore Ip decreases as p decreases. But u(a) :::; Ip for all p 

and so, by Fatou's Lemma, u(a) :::; limp---+o Ip :S 2~ 1:71: limsupp---+O u(a + 
peiO ) dO:::; u(a). 0 

After the next lemma, it will be shown that a subharmonic function on a 
region G belongs to L~JG) and 0 -+ u(a+reiO ) is integrable if B(a; r) ~ G. 

4.10 Lemma. If G is connected, u is a subharmonic function on G, and 
{z E G: u(z) = -(X)} has non-empty interior, then u(z) == -00. 

Proof. Let B = {z : u( z) = -(X)} and let A = int B. So, by hypothesis, A 
is a non-empty open subset of G. It will be shown that A is also relatively 
closed in G and hence A = G. 

Let a E Gn cl A and let r be a positive number such that B(a; r) ~ G. If b 
is any element of B(a; r/4), then B(b; r/2) ~ G and, because a E B(b; r/2), 
B(b; r) nA # 0. Thus there is a p, 0< p < r/2, such that 8B(b; p) nA # 0. 
Since u is subharmonic, u(b) :S 2~ 1:71: u(b + peiO ) dO. But the fact that 
8B(b; p) meets the open set A implies that b + peiO E A for some interval 

f271: "0 of O's. Therefore Jo u(b + pet ) dO = -00 and so u(b) = -00 whenever 
la - bl < r/4. That is, B(a; r/4) ~ B and so a E intB = A. 0 

4.11 Proposition. If G is connected and u is a subharmonic function on 
G that is not identically -00, then: 

(a) u E L~oJG); 

(b) 1:71: u(a + reiO) dO > -00 whenever B(a; r) ~ G. That is, 0 -+ 

u(a + reiO) is integrable with respect to Lebesgue measure on [0,2rr] 
whenever B(a; r) ~ G. 

Proof. Let A = {z E G: u(z) = -oo}. By Lemma 4.10, int A = 0. 
(a) Let K be a compact subset of G. Since u is usc, and consequently 

bounded above on K, to show that u E Ll(K,A) it suffices to show that 
I u dA > -00. But since int A = 0, there is a finite number of disks 
B(ak; r) with B(ak; r) ~ G, u(ak) > -00, and K ~ UkB(ak; r). Thus 
-00 < rrr2u(ak) :S 1B(ak;r) udA. Hence 1K udA > -00. 
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(b) Suppose that D = B(a; r) ~ G and put Ip = 2~ J~7r u(a+peiO ) dO. By 
Proposition 4.9, Ip is decreasing as p decreases. So if there is an 0' < r such 
that 1(7 = -00, then Ip = -00 for all p ~ 0'. Hence JD udA = J; Ippdp = 
-00, contradicting part (a). 0 

Recall the definition of a convex function (6.3.1). We extend the definition 
a little. 

4.12 Definition. If -00 ~ a < b ~ +00, a function ¢> : [a, b] ---t [-00,00) 
is convex if: 

(a) ¢> is continuous on [a, b]; 

(b) ¢>(x) E R if x E (a, b); 

(c) ¢>(ax+(l-a)y) ~ a¢>(x)+(l-a)¢>(y) forx,y in (a,b) and 0 ~ a ~ 1. 

It is not hard to show that a twice differentiable ¢> function is convex if 
and only if ¢>" ~ O. In particular the exponential function is convex while 
the logarithm is not. 

4.13 Proposition. (Jensen's Inequality) If (X, 0, J.l) is a probability mea­
sure space, f E L 1 (J.l), -00 ~ a < f(x) < b ~ 00 a.e. [J.l]' and ¢>: [a,b] ---t 

[-00,00) is a convex junction, then ¢>(J f dJ.l) ~ J ¢> 0 fdJ.l. 

Proof. It may be assumed that f is not constant. Thus a < I = J f dJ.l < b. 
Put S = sup{[¢>(I) - ¢>(t)l![I - t] : a < t < I}. By Exercise 4, S < 00. So 
for a < t < I, 

4.14 ¢>(I) + Set - I) ~ ¢>(t). 

If I < t < b, then Exercise 4 implies that S ~ [¢>(t) - ¢>(I)l![t - I]; equiva­
lently, (4.14) holds for I < t < b and hence for all t in (a, b). In particular, 
letting t = f(x) implies that 0 ~ </>(f(x)) - ¢>(I) - S(f(x) - I) a.e. [J.l]. 
Since J.l is a probability measure, 0 ~ J ¢> 0 f dJ.l - ¢>(I) - S [J f dJ.l - I] = 
J ¢> 0 fdJ.l- ¢>(I). 0 

The reader should be warned that in the literature there is more than 
one inequality that is called "Jensen's Inequality." 

4.15 Theorem. If u is a subharmonic junction on G with -00 ~ a ~ 
u(z) ~ b ~ 00 for all z in G and ¢> : [a, b] ---t [-00,00) is an increasing 
convex junction, then ¢> 0 u is subharmonic. 

Proof. It is immediate that ¢> 0 u is upper semicontinuous. On the other 
hand, if B(a; r) ~ G, then Proposition 4.13 and the fact that ¢> is increasing 
imply that 

1 (27r 
</>(u(a)) ~ 271" io (¢> ou)(a + reiO ) dO. 
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Hence ¢ 0 U is subharmonic. 0 

4.16 Example. If f : G -t C is an analytic function, then IflP is a 
subharmonic function on G for 0 < p < 00. From Example 4.3 we know 
that log If I is subharmonic. If ¢(t) = ept , then ¢ is increasing and convex. 
By the preceding proposition, If(z)IP = ¢(log If(z)!) is subharmonic. 

4.17 Proposition. Let H be an open subset of the open set G and let 
u be a subharmonic function on G. If v is an usc function on G that is 
subharmonic on H and satisfies v ~ U on H and v = U on G \ H, then v 
is subharmonic on G. 

Proof. If b E 8 H n G and B(bj p) ~ G, then J:" v(b+ pei ()) dO ~ J:" u(b+ 
pei ()) dO ~ 211" u(b) = 211" v(b). The details of the rest of the proof are left to 
the reader. 0 

Recall that for a function u defined on the boundary of a disk B, u 
denotes the solution of the Dirichlet problem on B with boundary values u 
(§1). The next corollary is an extension of Corollary 10.3.7 to the present 
definition of a subharmonic function. 

4.18 Corollary. Let u be a subharmonic function on G and B(aj r) ~ G. 
If v : G -t lR is defined by letting v = u on G \ B(aj r) and v = u on 
B( aj r), then v is subharmonic. 

Proof. Let B = B(ajr). First note that Proposition 4.11 implies that u 
is integrable on 8B and so u is well defined on B. To apply the preceding 
proposition it must be shown that v is upper semicontinuous and v ~ u. 
To show that v ~ u, first use Theorem 3.6 to get a decreasing sequence of 
continuous functions {¢n} on 8B that converges to ul8B pointwise. Thus 
¢n ~ u on B by the Maximum Principle. But ¢n(z) -t u(z) for each z in 
B by the Monotone Convergence Theorem for integrals. Hence u ~ u on 
B. Also for z in cl B, v(z) = limn ¢n(Z). Since ¢n is continuous on cl B, v 
is usc on cl B (3.5). It follows that v is usc on G and thus is subharmonic. 
o 

With the notation of the preceding corollary, the subharmonic function 
v is called the harmonic modification of u on B(aj r). 

In the next result we will use the fact that the mollifier {¢e} has the 
property that ¢e(z) = ¢e(lz!). 

4.19 Proposition. Let u be a subharmonic function on the open set G 
and for a mollifier {¢e} let U e = U * ¢e. Then: 

(a) Ue is a C= function on C; 

(b) if K is a compact subset ofG, then JK lu - ueldA -t 0; 

(c) U g is subharmonic on {z E G: d(z,8G) > e}; 
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(d) for each z in G, ue(z) ! u(z) as e ! O. 

Proof. Parts (a) and (b) follow from Proposition 3.6. 
(c) If Z E Ge = {w E G: d(w,8G) > e}, then a change of variables in 

the definition of U e gives that 

4.20 Ue(Z) = L u(z - eW) </>(w) dA(w). 

So if B(a; r) ~ Ge , 

127r ue(a + rei8 ) dO = 127r L u(a + rei8 - eW) </>(w) dA(w) dO 

L </>( w) 127r u( a + rei8 - eW) dO dA( w) 

> 27r L </>(w) u(a - eW) dA(w) 

= 27rue(a). 

Therefore U e is subharmonic on G e. 

(d) Let e < 8; we will show that Ue :::; Uo on Go and ue(z) - u(z) for all 
Z in G. So fix 8 and fix a point Z in Go. Using (4.20) and Proposition 4.9, 
we have that for r < e 

ue(z) = L u(z - eW) </>(w) dA(w) 

11 r</>(r) {127r 
u(z - erei8 ) dO} dr 

< 11 r</>(r) {127r 
u(z-8rei8 )dO}dr 

uo(z). 

To show convergence, again according to (4.9), f027r u(z-erei8 ) dO - 27ru(z) 
as e - O. Thus using the just concluded display of equations and the 
Monotone Convergence Theorem, we get that as e - 0, ue(z) = f u(z -
eW) </>(w) dA(w) - f u(z) </>(w) dA(w) = u(z). 0 

4.21 Corollary. If U is subharmonic on C, there is a decreasing sequence 
{un} of continuous subharmonic functions that converges pointwise to u. 

The next corollary can be interpreted as saying that a locally integrable 
function that is locally subharmonic almost everywhere is globally subhar­
monic. 

4.22 Corollary. Ifu E L~oc(G) such that whenever B(a;r) <;;; G there is a 
sub harmonic function v on B ( a; r) that is equal to u a. e. [Area], then there 
is a subharmonic function U on G such that u = U a.e. [Area]. 
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Proof. Define U e as in the preceding proposition. Fix 8 > 0 and let K be a 
compact subset of {z E G : d{z, BG) > 28}j so Ke = {z : d{z, K) ~ 8} is a 
compact subset of G. It follows from the hypothesis that there is a subhar­
monic function v on int Ke such that U = va.e. [Area]. Hence ue{z) = ve{z) 
for all z in K and c < 8. This implies several things. First, ue{z) decreases 
with c and, by the preceding proposition, ue{z) -+ v{z) as c -+ O. Also, 
since K was arbitrary, it follows that U{z) == lime-+o ue{z) exists for all z 
in G. Moreover, by what has just been proved, U is subharmonic. 

On the other hand, JK /ue -u/ dA -+ 0 for every compact subset K of G. 
So for any compact set K there is a sequence {c j} such that c j -+ 0 and 
uej (z) -+ u{z) a.e. [Area] on K. Thus U = U a.e. [Area] on G. 0 

Subharmonic functions have been found to be quite useful in a variety 
of roles in analysis. This will be seen in this book. The discussion of sub­
harmonic functions will continue in the next section, where the logarithmic 
potential is introduced and used to give another characterization of these 
functions, amongst other things. The work Hayman and Kennedy [1976] 
gives a full account of these functions. 

Exercises 

1. Show that if U is a subharmonic function on G, B{ajr) ~ G, and J.L 
is a probability measure on [0, r] that is not the unit point mass at 

0, then u{a) ~ 2~ J[O,r] J:1I: u{a + tei9 ) dO dJ.L{t). 

2. Show that for any complex number Zo, the function u{z) = /z - zo/ 
is subharmonic. 

3. Show that Definition 4.12 extends Definition 6.3.1. 

4. A function ¢ : [a, b] -+ [-00,00) is convex if and only if conditions 
(a) and (b) from Definition 4.12 hold as well as 

4.23 
¢(U) - ¢(x) < ¢(y) - ¢(u) 

u-x - y-u 

for a < x < U < y < b. 

5. A function ¢ : [a, b] -+ [-00,00) is convex if and only if conditions 
(a) and (b) from Definition 4.12 hold as well as the condition that 
{x + iy : a < x < band ¢(x) ~ y} is a convex subset of C. 

6. Show that if U is subharmonic on C and J.L is a positive measure with 
compact support, then U * J.L is subharmonic. 

7. Let G be an open set and let a E G. If U is a subharmonic function 
on G \ {a} that is bounded above on a punctured neighborhood of 
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a, show that U can be defined at the point a in such a way that the 
resulting function is subharmonic on G. 

8. If u is a subharmonic function on n and 1" : G ~ n is an analytic 
function, then u 0 1" is subharmonic on G. (Hint: Use the Chain Rule 
to show that 8au ~ 0 as a distribution.) 

9. Let G1 and G2 be open sets with 8G1 ~ G2 and put G = G1 U G2 • If 
Uj is a subharmonic function on Gj,j = 1,2, and U1 :::; U2 on G1 nG2 , 

show that the function u defined on G by u = U1 on G1 and u = U2 

on G2 \ G1 is subharmonic. 

§5 The Logarithmic Potential 

Recall from Lemma 13.2.10 that the logarithm is locally integrable on the 
plane. Thus it is possible to form the convolution of the logarithm and any 
compactly supported measure. 

5.1 Definition. For a compactly supported measure It on C, the logarith­
mic potential of It is the function 

Lp.(z) = J log Iz - wl-1 dlt(w). 

So for any compactly supported measure It, the function Lp. is defined 
at every point of the plane. The elementary properties of the logarithmic 
potential are in the next proposition, where it is shown, in particular, that 
Lp. is a locally integrable function. Recall that {.t is the Cauchy transform 
of a compactly supported measure (18.5.1) 

5.2 Proposition. For a compactly supported measure It, the following hold. 

(a) Lp. is a locally integrable function. 

(b) Lp. is harmonic on the complement of the support of It. 

(c) If It is positive, Lp. is a superharmonic function on C. 

(d) 8 Lp. = _2- 1 {.t and aLp. = -2-1/i , the Cauchy transform of the 
conjugate of It. 

Proof. Part (a) is a consequence of Proposition 18.3.2 and the fact that a 
measure is finite on compact sets. Part (b) follows by differentiating under 
the integral sign. Part (c) is a consequence of Exercise 4.6. Part (d) follows 
by an application of Proposition 18.4.7; the details are left to the reader. 
o 
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Let's fix the measure J.L and let K = support J.L. Note that 

and hence LI'(z) + J.L(K) log Izl- 0 as Z - 00. This proves part of the next 
theorem. 

5.3 Theorem. If J.L is a compactly supported measure, then 

and LI'(z)+J.L(K) log Izi - 0 as z - 00. Moreover LI' is the unique solution 
of this equation in the sense that if h is a locally integrable function such 
that l:l.h = -271" J.L and h(z) + J.L(K) log Izl - 0 as z - 00, then h = LI' a.e. 
[Areal· 

Proof. The fact that l:l.LI' = -271" J.L is just a combination of (5.2.d) and 
Theorem 18.5.4. It only remains to demonstrate uniqueness. So let h be a 
locally integrable function as in the statement of the theorem. Thus l:l.(LI'­
h) = 0 as a distribution. By Weyl's Lemma, LI' - h is equal a.e. to a function 
v that is harmonic on C. But we also have that v(z) - 0 as z - 00. Thus 
v must be a bounded harmonic function on the plane and hence constant. 
Thus v == 0, or h = Lw 0 

5.4 Corollary. If J.L is a compactly supported measure, G is an open set, 
and LI'(z) = 0 a.e. [Areal on G, then IJ.LI(G) = o. 
Proof. If ¢ E V(G), then J ¢dJ.L = _(271")-1 J l:l.¢dA = O. 0 

5.5 Corollary. If J.L is a compactly supported measure and G is an open 
set such that LI' is harmonic on G, then IJ.LI(G) = o. 

Why define the logarithmic potential? From the preceding theorem we 
have that for a fixed w, l:l.(loglz - wi) = -271"8w , where 8w is the unit 
point mass at w. Thus the logarithmic potential is the convolution of the 
measure J.L with this fundamental solution of the Laplacian and LI' solves 
the differential equation l:l.T = -271" J.L. 

The reader may have noticed several analogies between the Cauchy trans­
form and the logarithmic potential. Indeed Proposition 5.2 shows that there 
is a specific relation between the two. Recall that a function u is harmonic 
if and only if au is analytic. This will perhaps bring (5.2) a little more into 
focus. Also as we progress it will become apparent that the logarithmic 
potential plays a role in the study of approximation by harmonic functions 
like the role played by the Cauchy transform in rational approximation. 
For example, see Theorem 18.6.2. But for now we will concentrate on an 
application to the characterization of subharmonic functions. 
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5.6 Theorem. If u is a locally integrable function on the open set G, then 
the following statements are equivalent. 

(a) The function u is equal to a subharmonic function a.e. [Area] in G. 

(b) The Laplacian of u in the sense of distributions is positive. 

( c ) There is a positive extended real-valued measure 1/ on G such that if 
Gl is a bounded open set with cl G l ~ G and I-L == 1/IGl , then there 
is a harmonic function h on Gl with 

ulGl = h - 211" L/-, a.e.[Area]. 

Proof. (a) implies (b). Assume that u is a subharmonic function on Gj it 
must be shown that, for every ¢ in V( G) such that ¢ ~ 0, J u!:l.¢ dA ~ O. 
So fix such a ¢ and let 0 < ro < 2-l dist(supp¢,8G). Let K = {z : 
dist(z,supp¢) ::; ro}. Let r be arbitrary with 0 < r < ro. So if z E K, then 
B(zj r) ~ G and 211" u(z) ::; J:7r u(z + rei8 ) dO. Therefore 

Hence 

211" fa u(z)¢(z)dA(z) < L ¢(z) 127r u(z+rei8 )dOdA(z) 

L u(z) 127r ¢(z - rei8 ) dO dA(z). 

5.7 0::; L u(z) [1
27r 

¢(z - rei8 ) dO - 211"¢(Z)] dA(z). 

Now look at the Taylor expansion of ¢ about any point z in supp ¢ to 
get 

r27r 10 [¢(z) + [(8¢)(z)][-re-i8] + [(8¢)(z)][rei8] 

+~[(88¢)(z)]lrei812 + ~[(82¢)(z)][rei8]2 

+~ [(82 ¢ )(z)][re-i8 ]2 + w(z - rei8 )] dO 

211"¢(z) + 211" r2 [(88¢) (z)] + Wl(z,r). 

Now the nature of the remainder term WI (z, r) is such that there is a 
constant M with IWl(z,r)1 ~ M r 3 for all z in K. Substituting into (5.7) 
and dividing by r2, we get 

o < L u(z) [i!:l.¢(z) + r-2W l (z, r)] dA(z) 

i L u(z) !:l.¢(z) dA(z) + L u(z) r-2Wl(z,r) dA(z). 
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Since I WI (z, r) I S; M r3 for all Z in K, this second integral can be made as 
small as desired for a suitably small choice of r. So letting r ---+ 0, we get 
that 

OS; J ul::l.¢dA. 

(b) implies (c). Since l::l.u is a positive distribution on G, there is a positive 
regular Borel measure v on G such that l::l.u = v (18.4.9). (It may be that v 
is unbounded.) That is, for every ¢ in V(G), J ul::l.¢dA = J ¢dv. Let G I 
be any bounded open set with cl GI ~ G and put UI = ulGI and J-t = vIGI. 
So J-t has compact support and L/-L is well defined. Also, as distributions on 
G b l::l.(UI + 271" L/-L) = O. By Weyl's Lemma, there is a harmonic function h 
on GI such that UI + 271" L/-L = h. That is, UI = h - 271" Lw 

(c) implies (a). Since L/-L is superharmonic, (c) implies that, for every 
closed disk B contained in G, U equals a subharmonic function a.e. [Area] 
on the interior of B. Part (a) now follows by Corollary 4.22. 0 

Part (c) of the preceding theorem is called the Riesz Decomposition 
Theorem for subharmonic functions. Another version of this will be seen 
in Theorem 21.4.10 below. 

5.8 Corollary. Ifu E C2(G), then u is subharmonic if and only if l::l.u 2: O. 

The reader can now proceed, if desired, to the next section. A few es­
sential properties of the logarithmic potential are appropriately obtained 
here, however. We will see these used in Chapter 21. The key to the proof 
of each of these results is the following lemma. 

5.9 Lemma. If J-t is a positive measure with support contained in the com­
pact set K and a E K such that L/-L(a) < 00, then for any c > 0 there is 
aD> 0 with the property that for Iz - al < D and K any point in K with 
dist(z, K) = Iz - KI we have 

Proof. Notice that the fact that L/-L(a) < 00 implies that J-t does not have 
an atom at a. So if c > 0, there is a p > 0 such that for D = B(aj p), 
J-t(D) < c. Look at the two logarithmic potentials 

SO U2 is harmonic on int D (5.3). For each z in C let K(Z) be any point 
in K such that Iz - K(z)1 = dist(z,K). (So K(Z) is not a function.) Now if 
z ---+ a, K(Z) ---+ a. Therefore D > 0 can be chosen so that D < p and for 
Iz - al < D we have IK(Z) - al < p and IU2(Z) - U2(K(Z))1 < c. 
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For all win K, Iw - K(z)1 s Iw - zi + Iz - K(z)1 s 21w - zI. Hence 

U1(Z) < Iv log 1 w - 2K(Z) 1-1 
dJ..l(w) 

= log2J..l(D)+U1(K(Z)) 

< clog 2 + U1(K(Z)). 

Thus for Iz - al < 8, 

Lp.(z) U1(Z) + U2(Z) 

o 

< clog2+U1(K(Z))+U2(K(Z))+e 

< e(l + log 2) + Lp.(K(Z)). 
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The next result is often referred to as the Maximum Principle for the 
logarithmic potential. 

5.10 Proposition. If J..l is a positive measure with support contained in 
the compact set K and if Lp.(z) S M for all Z in K, then Lp.(z) S M for 
all Z in c. 
Proof. Without loss of generality we may assume that M < 00. By the 
Maximum Principle, Lp. S M in all the bounded components of the com­
plement of K. Let G be the unbounded component of C \ K. 

Fix e > o. The preceding lemma implies that for any point a in K there 
is a 8 > 0 with the property that whenever Iz - al < 8 there is a point K in 
B(a; 8) n K for which Lp.(z) < e + Lp.(K) S e + M. That is, Lp. S e + M 
on B(a; 8). The collection of all such disks B(a; 8) covers K. Extracting a 
finite sub cover we get an open neighborhood U of K such that Lp. S e + M 
on U. But Lp.(z) --+ -00 as Z --+ 00. Therefore Lp.(z) S e + M in G by the 
Maximum Principle. Since e was arbitrary, this completes the proof. 0 

Here are two important points about the last proposition. First, the 
upper bound M in this result may be infinite. For example, if K is the 
singleton {a}, then the only positive measures J..l supported on K are of the 
form J..l = f38a for some f3 ~ o. In this case Lp. = 00 on K. There are non­
trivial examples of compact sets K for which each measure J..l supported on 
K has sUPK Lp.(z) = 00. See (21.8.17) below. The other point is that this 
result says nothing about the lower bound of the logarithmic potential. In 
fact, for a compactly supported measure J..l, Lp. is always bounded below on 
its support (Exercise 1) while, according to Theorem 5.3, Lp.(z) --+ -00 as 
Z --+ 00. 

The next result is called the Continuity Principle for the logarithmic 
potential. 
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5.11 Proposition. If p, is a positive measure with support contained in the 
compact set K, a E K such that LIJ-(a) < 00, and if LIJ-IK is continuous at a 
as a function from K into the extended real numbers, then LIJ- is continuous 
at a as a function defined on C. 

Proof. Fix t: > 0 and choose 80 > 0 such that if I>, E K and la - 1>,1 < 80 , 

then ILIJ-(I>,) - LIJ-(a) 1 < t:. Now apply Lemma 5.9 to get a 8 with 0 < 
8 < 80 such that whenever Iz - al < 8 there is a point I>, in B(aj 8) n K 
for which LIJ-(z) < t: + LIJ-(/1,). But this implies LIJ-(z) < t: + LIJ-(a) + t:. 
What this says is that limsuPz-+a LIJ-(z) ::; LIJ-(a). But LIJ- is lsc and so 
LIJ-(a) ::; liminfz-+a LIJ-(z). 0 

Potential theory is a vast subject. If other kernel functions are used be­
sides log Iz - wl- 1 , other potentials are defined and the theory carries over 
to n-dimensional Euclidean space. Indeed, the logarithmic potential is pe­
culiar and annoying in that it is not positivej a cause of pain and extra effort 
later in this book. Various properties and uses of these general potentials 
are found in the literature. In particular, most have properties analogous 
to those for the logarithmic potential found in the last two propositions. 
The reader interested in these matters can consult Brelot [1959], Carleson 
[1967], Choquet [1955], Frostman [1935], Hedberg [1972b], Helms [1975], 
Landkof [1972]' and Wermer [1974]. 

Exercises 

1. For a positive compactly supported measure p" show that LIJ-(z) > 
-00 for all Z in C, and for any compact set K there is a constant m 
such that m::; LIJ-(z) for all Z in K. 

2. If p" p,l, P,2, • .. are measures whose supports are contained in the 
compact set K and P,n --+ P, weak* in M(K), show that LIJ-(z) ::; 
liminfnLIJ-n(z) for all Z in C. 

3. Let G be an open set and K be a compact subset of G. Show that if u 
is a real-valued harmonic function on G \ K, then u = Uo + U1, where 
U1 is harmonic on G, Uo is harmonic on C\K, and there is a constant a 
such that uo(z)+alog Izi --+ 0 as Z --+ 00. (Hint: Let ¢ E CC' such that 
0::; ¢ ::; 1, supp¢ ~ G, and ¢ == 1 on K/j == {z : dist(z, K) ::; 8} ~ G. 
Define the function'll: G --+ R by'll = (1-¢)u on G\K and 'II = 0 on 
intK/j. Let p, be the measure (.6.W)XC\K and put V = _(211")-1Lw 
Show that V is a subharmonic function that is locally integrable, 
.6.V = p" and, if a = _(211")-1p,(L), then V(z) + a log Izl --+ 0 as 
z --+ 00. Define the function Uo : C \ K --+ R by letting Uo = u¢ + V 
on G\K and Uo = Von the complement ofsupp ¢. Define U1 : G --+ R 
by letting U1 = 'II - V on G \ K and U1 = -Von intK/j.) 
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4. Show that the functions Uo and Ul in Exercise 3 are unique. 

5. In Exercise 3, show that if both G and U are bounded, then so is Ul' 

§6 An Application: Approximation by Harmonic Functions 

In this section we will see that the logarithmic potential plays a role in 
approximation by harmonic functions similar to the role played by the 
Cauchy transform in approximation by rational functions (see §18.6). 

6.1 Definition. If K is a compact subset of C, let H(K) be the uniform 
closure in C(K) of the functions that are harmonic in a neighborhood of 
K. HR(K) denotes the real-valued functions in H(K). 

Note that H(K) is a Banach space but is not a Banach algebra. On the 
other hand, if a function belongs to H(K), then so do its real and imaginary 
parts. This will be helpful below, since a measure annihilates H(K) if and 
only if its real and imaginary parts also annihilate H(K). This was not the 
case when we studied the algebra R(K). 

6.2 Theorem. If K is a compact subset of C, J.L is a real-valued measure 
on K, and {al' a2, ... } is chosen so that each bounded component of the 
complement of K contains one element of this sequence, then the following 
are equivalent. 

(a) J.L J.. H(K). 

(b) L/L(z) = 0 for all z in C \ K. 

(c) J.L J.. R(K) and L/L(aj) = 0 for j = 1,2, ... 

Proof. (a) implies (b). If z fI K, then w --+ log Iz - wi is harmonic in a 
neighborhood of K. Thus (b). 

(b) implies (c). Since L I' vanishes identically off K, P, = - 28 L I' == 0 on 
C \ K. By Theorem 18.6.2, J.L J.. R(K). 

(c) implies (a). Since J.L is real-valued, Theorem 18.6.2 together with 
Proposition 5.2.d imply that 8L/L and aLI' vanish on the complement of 
K. Thus L/L is constant on components ofC\Kj the other condition in part 
(c) implies that L/L vanishes On all the bounded components ofC\K. On the 
other hand, for lal sufficiently large there is a branch of log(z - a) defined 
in a neighborhood of K so that this function belongs to R(K) by Runge's 
Theorem. Thus L/L also is identically 0 in the unbounded component of 
C\K. 0 

Note that the only place in the proof of the preceding theorem where 
the fact that J.L is real-valued was used was in the proof that (c) implies 
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(a). Conditions (a) and (b) are equivalent for complex measures. In fact, if 
L/-, ::::::: 0 on C\K, then Lv::::::: 0 there, where v is either the real or imaginary 
part of f.L. 

The next theorem can be taken as the analogue of Runge's Theorem. To 
set the notation, fix K and let E be a subset of C \ K that meets each 
bounded component of C \ K. Let HR (K, E) be the uniform closure of all 
the functions of the form Re f + L~=l Ck log Iz - akl, where f is analytic 
in a neighborhood of K, n::::: 1, the constants Ck are real, and ak E E for 
1 ::; k ::; n. 

6.3 Theorem. If K is a compact subset ofC and E is a set that meets each 
bounded component ofC \ K, then HR(K, E) = H(K), where HR(K, E) is 
defined as above. 

Proof. Clearly HR(K, E) ~ H(K). It suffices to show that if f.L is a real­
valued measure supported on K and f.L..l HR(K, E), then f.L..l H(K). But 
since J Re f df.L = 0 for every function f analytic in a neighborhood of K 
and f.L is real-valued, f.L ..l R(K). Also L/-,(a) = 0 for all a in E. By the 
preceding theorem, f.L ..l H(K). 0 

The proof of the next corollary is similar to the proof of Corollary 8.1.14. 

6.4 Corollary. If G is an open subset of C and E is a subset of C \ G that 
meets every component of C \ G, then every real-valued harmonic function u 
on G can be approximated uniformly on compact subsets of G by functions 
of the form 

n 

Ref(z) + L bk log Iz - akl, 
k=l 

where f is analytic on G, n::::: 1, and al,"" an are points from E. 

We will return to the logarithmic potential when we take up the study 
of potential theory in the plane in Chapter 21. 

Exercises 

1. Let K be a compact subset of IC. For f.L in M(K) and </> a smooth 
function with compact support, let f.Le/> ::::::: </>f.L + IT-I (11,8 </> + tie </»A -
(2IT)-1 L/-'t::..</>A. Prove the following. (a) L/-'<I> = </>Lw (b) f.L ..l H(K) 
if and only if f.Le/> ..l H(K) for all smooth functions </> with com­
pact support. (c) H(K) = C(K) if and only if for every closed disk 
D, H(D n K) = C(D n K). (Compare with Exercise 18.6.1.) 

2. If K is either a closed disk or a closed annulus, show that H(K) is 
the space of continuous functions on K that are harmonic on int K. 
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§7 The Dirichlet Problem 

This topic was discussed in §lOA and we will return to examine various 
aspects of the subject in the remainder of this book. We begin by recalling 
the following definition. 

7.1 Definition. A Dirichlet set is an open subset of Coo with the property 
that for each continuous function u : 000 G ---- C there is a continuous 
function h : cl ooG ---- C such that h is harmonic on G and hloooG = u. 
The function h is called the classical solution of the Dirichlet problem with 
boundary values u. A connected Dirichlet set is called a Dirichlet region. 

The sets G in this definition are allowed to contain the point at infinity, 
so let's be clear about what is meant by being harmonic (or subharmonic) 
at infinity. Suppose K is a compact subset of C and u : C \ K ---- JR. is 
harmonic. Thus u(z-l) is harmonic in a deleted neighborhood of o. We 
say that u is harmonic at infinity if U(z-l) has a harmonic extension to a 
neighborhood of o. According to Theorem 15.1.3, there is a real constant 
c and an analytic function h defined in this punctured neighborhood such 
that u(z-l) = clog Izl + Re h(z). Thus u(z) = -c log Izl + Re h(z-l). So u 
is harmonic at 00 precisely when this constant c is 0 and h has a removable 
singularity at o. In most of the proofs we will assume that G is contained 
in the finite plane. Usually the most general case can be reduced to this 
one by an examination of the image of G under an appropriate Miibius 
transformation chosen so that this image is contained in C. 

Some of the results of § lOA will be used here. It is shown there that if each 
component of oooG consists of more that one point, then G is a Dirichlet 
set. It is also shown there that the punctured disk is not a Dirichlet set. 

In this section we will not concentrate on the classical solution of the 
Dirichlet problem. This topic will be encountered in §10 below, when we 
discuss regular points. Even though there are open subsets of C that are 
not Dirichlet sets, each function on oooG gives rise to a "candidate" for the 
solution of the Dirichlet problem as we saw in Theorem 10.3.11. We recall 
this result in a somewhat different form to accommodate our new definition 
of a subharmonic function and to extend the functions that are admissible 
as boundary values. Let JR.00 = JR. u {±oo} with the obvious topology; that 
is, JR.00 is the "two point" compactification of JR.. An extended real-valued 
function is one that takes its values in JR.00 • 

7.2 Definition. If u is any extended real-valued function defined on oooG, 
let 

p(u, G) {if; : if; is subharmonic on G, if; is bounded above, and 

limsupif;(z) ::; u(a) for every a in OooG} , 
z--a 
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p( u, G) = {"p:"p is superharmonic on G, "p is bounded below, 

and lim inf"p(z) 2': u(a) for every a on 8ooG}. 
z-+a 

These collections of functions are sometimes called the lower and upper 
Perron families, respectively, associated with u and G. It is somewhat useful 
to observe that - p( -u, G) = p( u, G). Also define functions u and U on G 
by 

u(z) sup{</>(z): </> E p(u,G)}, 

u(z) inf{"p(z) :"p E p(u,G)}. 

These functions are called the lower and upper Perron junctions, respec­
tively, associated with u and G. They will also be denoted by ua and ua 
if the dependence on G needs to be emphasized, which will be necessary at 
certain times. 

Note that p( u, G) contains the identically -00 function, so that it is a 
non-empty family of functions. Thus u is well defined, though it may be 
the identically -00 function. Of course if u is a bounded function, then 
p( u, G) contains some finite constant functions and so u is a bounded 
function. Similar comments apply to p(u,G) and u. Usually results will 
be stated for the lower Perron family or function associated with u and G; 
the corresponding statements and proofs for the upper family and function 
will be left to the reader. The proof of the next proposition is left to the 
reader. (See Corollary 4.18.) 

7.3 Proposition. If </>1 and </>2 E p( u, G), then so is </>1 V</>2. If </> E p( u, G) 
and B(a;r) ~ G, then the harmonic modification of </> on B(a;r) also 
belongs to p( u, G). 

7.4 Lemma. Assume that P is a family of subharmonic junctions on G 
with the properties: 

(i) if </>1 and </>2 E P, then so is </>1 V </>2; 

(ii) if </> E P and B(ajr) ~ G, then the harmonic modification of </> on 
B(a; r) also belongs to P. 

If h(z) = sup{</>(z) : </> E P}, then on each component ofG either h == 00 

or h is harmonic. 

Proof. The proof of this lemma is like the proof of Theorem 10.3.11, but 
where Corollary 4.18 is used rather than Corollary 10.3.7. The details are 
left to the reader. 0 

7.5 Proposition. 

(a) If u is any junction, u and u are harmonic junctions on any compo­
nent of G on which they are not identically ±oo. 
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(b) If c is a non-negative real number, then @ = cu and cu = cU. 

(c) If c is a non-positive real number, then @ = cU and cu = cu. 

(d) If v is a finite-valued function on oooG such that v and v are finite - -on G, then u + v::; (u + v) ::; (u + v) ::; U + V. 

(e) Ifu is a bounded function, -Ilulloo ::; u::; u::; Ilulloo . 

Proof. Part (a) is immediate from Proposition 7.3 and the preceding 
lemma. The proofs of parts (b) and (c) are routine. The proof of (d) is 
a combination of basic mathematics and an application of the Maximum 
Principle, which implies that if if> E P(u, G) and 'l/J E p(u, G), then if> ::; 'l/J. 
The proof of (e) follows by observing that certain constant functions belong 
to the appropriate families of subharmonic and superharmonic functions. 
o 

If u E CR(OooG) and there is a classical solution h of the Dirichlet prob­
lem with boundary values u, then u = u = h (Exercise 1). So in order to 
solve the Dirichlet problem, it must be that u = U. Suppose that this does 
indeed happen and u = U. Define h : clooG ~ R. by letting h = u = u on 
G and h = u on oooG. There are two difficulties here. First, how do we 
know that h is continuous on clooG? Indeed, it will not always be so since 
we cannot always solve the Dirichlet problem. Second, how can we decide 
whether u = u? The first question was discussed in §1O.4 and will receive 
a more complete discussion as we progress. The second question has an 
affirmative answer in most situations and will be addressed shortly. But 
first we show that it is only necessary to consider connected open sets. As 
is customary, results will be stated and proved for lower Perron functions, 
while the analogous results for the upper Perron functions will be left to 
the reader to state and verify. 

1.6 Proposition. If G is any open set, H is the union of some collection 
of components of G, u: oooG ~ [-00,00], and v = uloooH, then ua = VH 
onH. 

Proof. It is easy to see that if if> E P(u, G), then if>IH E P(v, H); thus 
ua ::; VH on H. Now suppose if> E P(u, G) and if>o E P(v, H) and define if>l 
on G by if>l(Z) = if>(z) V if>o(z) for Z in Hand if>l(Z) = if>(z) otherwise. The 
reader can check that if>l E P(u,G) and, of course, if>o(z) ::; if>l(Z) for Z in 
H. Thus VH(Z) ::; ua(z) for all Z in H. 0 

The previous proposition is generalized in Proposition 21.1.13 below. 

1.1 Corollary. IfG is any open set and u : oooG ~ [-00,00], then u = u if 
and only if for each component H ofG, VH = VH on H, where v = uloooH. 

1.8 Proposition. Let G be an arbitrary open set and assume u is an 
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arbitrary extended real-valued function on 800 G. 

(a) There is a sequence {cPn} in P(u,G) such that for every Z in G, 
{cPn(z)} is increasing and cPn(z) - u(z). If 0: is a real constant such 
that u( z) 2 0: for all Z in 800 G, the sequence {cPn} can be chosen such 
that cPn 2 0: for all n. 

(b) There is an increasing sequence {un} of upper semicontinuous func­
tions on 800G such that each Un is bounded above, Un ~ u, and 
Un (z) - u( z) for all z in G. If 0: is a real constant such that u( z) 2 0: 

for all z in 800 G, the sequence {un} can be chosen such that Un 2 0: 

for all n. 

Proof. (a) This will only be proved under the additional assumption that 
G is connected. The proof of the general case is left to the reader. If P( u, G) 
only contains the constantly -00 function, u == -00 and we can put cPn == 
-00 for all n. Assume that u is not identically -00. Fix a point a in G 
and let {cPn} be a sequence in P(u,G) such that cPn(a) - u(a); it can be 
assumed that cPl is not identically -00. Replacing cPn by cPl V ... V cPn, 
we may assume that for each z in G, {cPn(z)} is an increasing sequence. 
Now write G as the union of regions {Gn } such that for every n 2 1, a E 
Gn , cl Gn ~ G n+b and 8 Gn is a Jordan system. Let ¢n be the function on 
G that agrees with cPn on G \ Gn and on Gn is the solution of the Dirichlet 
problem with boundary values cPn. It follows from the Maximum Principle 
that {¢n} is also an increasing sequence, each ¢n E P(u,G), and cPn ~ ¢n' 
Thus ¢n(a) - u(a). 

Let h(z) = limn ¢n(z) = sUPn ¢n(z). So h ~ u and by Harnack's Theo­
rem either h == 00 or h is harmonic. If h == 00, then so is u and we are done. 
Otherwise, h ~ u and h(a) = u(a) and so, by the Maximum Principle, 
h=u. 

If u 2 0:, then replace each cPn by cPn V 0:. 

(b) First assume that u is bounded above. Let {cPn} be as in part (a) and 
define un(() = limsupz--+( cPn(Z) for all ( in 800 G. According to Exercise 
3.8, Un is upper semicontinuous and clearly Un ~ u; since cPn is bounded 
above, so is Un. Also cPn E P(f, G) and so cPn ~ Un ~ U. Thus un(Z) - u(z) 
for all Z in G. 

If u is not bounded above, consider u A m, obtain a sequence {u~} of 
usc functions as in the preceding paragraph, and put Un = u~. 0 

To facilitate the discussion we make the following definition. 

7.9 Definition. Say that a function u : 800G - Roo is solvable if u = it 
and this function is finite-valued on G. If u is a solvable function, then u 
will be called the solution of the Dirichlet problem with boundary values u. 
If G is an open set such that every continuous function on 800G is solvable, 
say that G is a solvable set. 
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Because U and U are harmonic functions and U ~ U on G, in order for U 

to be solvable it suffices, by the Maximum Principle, that the functions are 
equal and finite at one point of each component of G. In Theorem 21.1.12 
below the solvable functions will be characterized for solvable open sets G. 
Solvable sets will be dealt with at length as we progress through this chapter 
and given another characterization in §10. From Chapter 10 we know that 
all regions whose boundary has no trivial components is a solvable set. It 
is also the case that <C is solvable; a somewhat unfortunate turn of events 
as most results on solvable sets will have to omit this particular one. 

The tiresome aspect of considering open sets G that are not connected is 
that a function U on o=G can be solvable on some components while not 
being solvable on others. However in light of Corollary 7.7 we have that the 
function U is solvable on G if and only if it is solvable for each component 
ofG. 

7.10 Proposition. If S(G) is the collection of all finite-valued solvable 
functions on G, then S(G) is a real linear space. If U and v E S(G) and 
a, (3 E JR, then au+ (3v = au+ (3v. If S= (G) is the collection of all bounded 
solvable functions on o=G, and S=(G) is endowed with the supremum 
norm, then S= (G) is a real Banach space. If {un} is a sequence in S= ( G) 
and Un ---+ U in the supremum norm, then Un ---+ U uniformly on G. 

Proof. The fact that S = S( G) is a real linear space is a consequence 
of (b), (c), and (d) of Proposition 7.5. If Proposition 7.5 is massaged in 
the appropriate manner, it will produce the fact that, if u and v E S and 
a, (3 E JR, then a~ (3v = au + (3v. The massaging is left to the reader. 

To show that S= = S=(G) is complete, let {un} be a sequence of 
functions in S= and assume u : a G ---+ JR is a bounded function such 
that Ilun - ulloc ---+ O. Using parts (d) and (e) of Proposition 7.5, we 

have that U = (u~) ~ (u~) + Un ~ Ilu - unll + Un; also 
,---- -, II II'S·' u = u - Un + Un 2:: U - Un + Un 2:: - u - Un + Un. Ince Un = Un, 
o ~ u - U ~ 211u - unll. Hence u E S=. 

Using (7.5.e) we have that lu(z) - un(z)1 = lu -==-Un(z) I ~ Ilu - unll=. 
Thus Un ---+ U uniformly on G. 0 

We will retain this notation. For any open set G, S= = S=(G) will 
denote the bounded solvable functions defined on o=G furnished with the 
supremum norm and S = S(G) will denote the collection of all solvable 
functions. 

7.11 Proposition. Assume G is connected. If for each n 2:: 1, Un E S(G) 
with Un 2:: 0 and if u == :En Un, then either: 

(a) u E S(G) and u = :En Un, where the convergence of this series is 
uniform on compact subsets of G; or 
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(b) U U == 00 and Ln un(z) converges to 00 uniformly on compact 
subsets of G. 

Proof· Let Vn = LZ=l Uk; so Vn E S(G) and Vn = LZ=l Uk. Since Vn :S 
u, vn :S U. Thus Ln Un :S U. Similarly, Ln Un :S u. 

Note that since Un 2': 0, Proposition 7.8 implies we may restrict our 
attention to the positive functions in p(un , G). Fix a point Zo in G and 
an € > O. For each n 2': 1, let 'l/Jn E p(un, G) such that 'l/Jn is positive and 
'l/Jn(ZO) < un(zo) + €/2n. Ac(::ording to Proposition 4.6.c, 'I/J == Ln 'l/Jn is 
superharmonic. If a E 80C!G, then 

OC! OC! 

liminf 'I/J(z) 2': "" liminf 'l/Jn(z) 2': "" un(a) = u(a). 
z----+a ~ z-+a ~ 

n=l n=l 

Thus'I/J E P(u, G). Hence u(zo) :S 'I/J(zo) :S Ln un(zo) + €. Since Zo and € 

were arbitrary, this implies that U :S Ln Un. Since the reverse inequality 
was already established, this implies that Ln Un :S U :S U = Ln Un = 
Ln Un· Thus U = U. 

If u is solvable, then because the harmonic functions in the sum u(z) = 
Ln Un (z) are all positive, the convergence is uniform on compact sets. Part 
(b) also follows by Harnack's Theorem. D 

7.12 Corollary. Assume G is connected. If {un} is an increasing sequence 
of solvable functions on 80C!G and u(() == limn un((), then either U is solv­
able and un(z) --+ u(z) uniformly on compact subsets of G or U = U == 00 

and un(z) --+ 00 uniformly on compact subsets of G. 

This allows us to prove a useful fact about solvable open sets as defined 
in (7.9). 

7.13 Corollary. IfG is a solvable set, then every bounded real-valued Borel 
function on 80C!G is solvable. 

Proof. The hypothesis implies that SOC! is a collection of bounded func­
tions on 80C!G that contains the continuous functions and, according to 
Corollary 7.12, contains the bounded pointwise limit of any increasing or 
decreasing sequence in SOC!. This implies that SOC! contains the bounded 
Borel functions. (A result from Il1easure theory says that if we take the 
increasing limits of continuous functions, then take the decreasing limits of 
the resulting functions, and continue to repeat this traqsfinitely up to the 
first uncountable ordinal, the resulting class of functions is precisely the 
Borel functions.) D 

Now to get a rich supply of examples of solvable sets. The next lemma 
extends Exercise 1. 
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7.14 Lemma. If ¢ is a real-valued function that is continuous on clooG 
and subharmonic on G, then ¢laooG is solvable. 

Proof. Let u = ¢laooG and ¢1 = ¢IGj it follows that ¢1 E p(u, G) and 
hence that ¢1 ::; u on G. Thus lim inf z-+a u( z) 2:: lim inf z-+a ¢1 (z) = ¢( a) = 
u(a). That is, U E P(u,G). Therefore u ::; u. But we always have that 
u ::; u by (7.5.e). Thus u is solvable. 0 

The next theorem is due to Wiener. 

7.15 Theorem. If G is a bounded open set, then G is solvable. 

Proof. Let u be a real-valued continuous function on a G and let {Pn(z, zn 
be a sequence of polynomials in z and z that converges to u uniformly 
on aGo (The boundedness of G is being used here.) Let en be a positive 
constant that is sufficiently large that d(Pn + enlzl2) > 0 on cl G (again 
the boundedness of G). By Corollary 5.8, Pn + enlzI2 is subharmonic on 
G. The preceding lemma implies that Pn + enlzl2 is solvable. Thus both 
Pn + cn lzl2 and enlzl2 are solvable. Therefore Pn is solvable by Proposition 
7.10. This same proposition implies that u, the limit of {Pn}, is solvable. 
o 

With a little work this collection of solvable sets can be enlarged. This 
requires a preliminary result that has independent interest. 

7.16 Proposition. If G is a solvable set and T : clooG --+ clooO is a 
homeomorphism such that T is analytic on G, then 0 is a solvable set. 

Proof. It is not difficult to see that with the assumptions on T, for any 
function v: aooo --+ lR and u = v 0 T, p(u, G) = {¢ 0 T : ¢ E p(v, On and 
P(u,G) = {'¢ 0 T: '¢ E p(v,On. The rest readily follows from this. 0 

7.17 Theorem. If G is not dense in C or if G is a Dirichlet set, then G 
is a solvable set. 

Proof. Suppose G is not dense. So there is a disk B( aj r) that is dis­
joint from the closure of G. But then the image of G under the Mobius 
transformation (z - a) -1 is contained in B( aj r). By Theorem 7.15 and the 
preceding proposition, G is a solvable set. 

If G is a Dirichlet set, then for every continuous function u on aooG there 
is a classical solution h of the Dirichlet problem. According to Lemma 7.14 
(or Exercise 1) this implies that u is solvable. 0 

7.18 Corollary. If G is not connected, then G is solvable. 

Proof. According to Corollary 7.7, G is solvable if and only if each com­
ponent of G is solvable. But if G is not connected, then no component of 
G is dense and hence each component is a solvable set. 0 
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An examination of the preceding theorem and its corollary leads one to 
believe that an open subset of a solvable set is also solvable. This is the case 
and will follow after we characterize solvable sets in Theorem 10.7 below. 

This last result leaves the candidates for non-solvable sets to those of 
the form G = C \ F, where F is a closed set without interior in C. If no 
component of F is a singleton, then G is a Dirichlet set (10.4.17) and so G 
is solvable. So a typical example would be to take G = Coo \ K, where K 
is a Cantor set. Note that such open sets are necessarily connected. 

It is not difficult to get an example of a non-solvable set. In fact the 
punctured plane is such an example. To see this we first prove a lemma 
that will be used in a later section as well. 

7.19 Lemma. If tP is a subharmonic function on the punctured plane, Co, 
such that tP ~ 0 and limsupz-+o tP(z) ~ a for some a, then tP ~ a. 

Proof. Let e > 0; by hypothesis, there is a 6 > 0 such that tP(z) < a + e 
for Izl ~ 6. Take b to be any point in Co and let r be an arbitrary number 
with r > Ibl. If hr(z) = [log(6/r)J-l[a + eJlog Iz/rl, then hr is harmonic in 
a neighborhood of the closure of the annulus A = ann(O; 6, r). For Izl = 6, 
it is easy to see that hr(z) ~ tP(z). For Izl = r, hr(z) = 0 ~ tP(z). Thus the 
Maximum Principle implies that hr ~ tP on cl A; in particular, tP(b) ~ hr(b). 
Since r was arbitrary, tP(b) ~ limr -+oo hr(b) = a + e. Since e was arbitrary, 
tP(b) ~ a. 0 

7.20 Example. The punctured plane Co is not a solvable set. Define 
u(O) = 0 and u(oo) = 1. If tP E P(u, Co), then limsupz-+otP(z) ~ 0 and 
limsupz-+oo tP(z) ~ 1. Applying the preceding lemma to the subharmonic 
function tP - 1, we have that tP - 1 ~ -1 so that tP ~ 0; thus it ~ O. If 
1/J E P(u, Co) and the preceding lemma is applied to -1/J(I/z), we deduce 
that 1/J ~ 1; thus it ~ 1. Therefore Co is not solvable. 

Exercises 

1. Suppose h is a continuous function on clooG that is harmonic on G 
and put u = hloooG. Show that it = it = h. 

2. In Proposition 7.8 show that the sequence {tPn} converges to it uni­
formly on compact subsets of G. 

3. If a is a real constant, tP E P(u,G) such that tP(z) ~ a for all z in G, 
and Zo E oooG with u(zo) = a, then tP(z) --.. a as z --.. Zo, z in G. 

4. Show that if u and v are solvable functions, then so are max( u, v) 
and min(u, v). 

5. Show that if F = {an}, where an --.. 00, then G = C \ F is not a 
solvable set. 
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6. Show that C is a solvable set. 

§8 Harmonic Majorants 

This short section presents a result that will be useful to us in this chapter 
as well as when we begin the study of Hardy spaces on arbitrary regions in 
the plane. 

8.1 Theorem. Let G be an arbitrary open set in the plane. Ifu is a subhar­
monic function on G that is not identically -00 on any of its components, 
and if there is a harmonic function 9 on G such that 9 ;:::: u on G, then 
there is a unique harmonic function h on G such that: 

(a) h;:::: u on G; 

(b) if f is any harmonic function on G such that f ;:::: u, then f ;:::: h. 

Proof. Clearly it suffices to assume that G is connected. Let {r n} be a 
sequence of smooth positively oriented Jordan systems in G such that if 
Gn = ins r n, then cl Gn ~ Gn+1 and G = UnGn. Let hn be the solution 
of the Dirichlet Problem on Gn with boundary values u. Note that if 1/J E 
p( u, Gn), then u :S 1/J on Gn; hence u :S hn on Gn. For any n, hn+1 is 
continuous on cl Gn and dominates u there. Thus hn+l ;:::: hn on Gn. If 
n is fixed, this implies that hn :S hn+1 :S hn+2 :S ... on Gn. This same 
type argument also shows that on Gn, hn+k :S 9 for all k ;:::: 0, where 9 is 
the harmonic function hypothesized in the statement of the theorem. Thus 
Harnack's Theorem, and a little thought, shows that h(z) == limn hn(z) 
defines a harmonic function on G such that h :S g. Also since hn+k ;:::: u on 
Gn , h;:::: u on G. 

Now suppose f is as in condition (b). The Maximum Principle shows 
that for each n ;:::: 1, f;:::: hn on Gn . Thus f ;:::: h. 

The uniqueness of the function h is a direct consequence of part (b). 0 

8.2 Definition. If G is an open set and u is a subharmonic function on 
G that is not identically -00 on any of its components and if there is 
a harmonic function h on G that satisfies conditions (a) and (b) of the 
preceding theorem, then h is called the least harmonic majorant of u. In a 
similar way, the greatest harmonic minorant of a superharmonic function 
is defined. 

So Theorem 8.1 can be rephrased as saying that a subharmonic function 
that has a harmonic majorant has a least harmonic majorant. Particular 
information about the form of the least harmonic majorant of a subhar­
monic function can be gleaned from the proof of Theorem 8.1 and is usefully 
recorded. 
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8.3 Corollary. With the notation of the preceding theorem, if G is con­
nected and {Gn} is any sequence of Dirichlet regions such that cl Gn ~ 
Gn+1 and G = uGn, and if hn is the solution of the Dirichlet Problem on 
Gn with boundary values ulGn, then h(z) = limn hn(z) is the least har­
monic majomnt of u. 

Exercises 

1. If G is a bounded Dirichlet region and u : cl G ---+ [-00,00) is an 
upper semicontinuous function that is subharmonic on G and not 
identically -00, then u has a least harmonic majorant. 

2. Fix an open set Gin C and let Hb(G) denote the real-valued bounded 
harmonic functions on G. For u and v in H b (G), let u V v be the 
least harmonic majorant of max{ u, v} and let u /\ v be the greatest 
harmonic minorant of min{u, v}. Show that, with these definitions of 
join and meet, Hb(G) is a Banach lattice. 

§9 The Green Function 

We extend the definition of a Green function that was given in §1O.5. 

9.1 Definition. For an open subset G of Coo a Green function is a function 
9 : G x G ---+ (-00,00] having the following properties: 

(a) for each a in G the function ga(z) = g(z, a) is positive and harmonic 
onG\{a}; 

(b) for each a i- 00 in G, z ---+ g(z, a) + log Iz - al is harmonic in a 
neighborhood of a; if 00 E G, z ---+ g(z, 00) -log Izl is harmonic in a 
neighborhood of 00; 

(c) 9 is the smallest function from G x G into (-00,00] that satisfies 
properties (a) and (b). 

Several observations and notes are needed before we proceed. If in part 
(b) 00 rt. G, then the function g(z, a) + log Iz - al is harmonic throughout 
G; the restriction to a neighborhood of a is only needed when G contains 
the point at infinity. Also the reason for the statement that if 00 E G, 
z ---+ g(z, 00) - log Izl is harmonic in a neighborhood of 00 rather than 
throughout G is due to the possibility that 0 E G. After all if 0 E G, then 
g(z, 00) is harmonic near 0 and log Izl is not. See Exercise 1. 

Why the minus sign in g(z, 00) - log Izl? Don't forget that to say that 
g(z, 00) -log Izl is harmonic near 00 is to say that g(Z-l, 00) - log Iz-11 = 
g(z-l, 00) + log Izl is harmonic near O. 
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The next point to be made is that this definition extends Definition 
10.5.1. So let G be a region in C (we need not consider the case that 
00 rt- G) and let g(z, a) = ga(z) be as in Definition 10.5.1. Note that 
ga(z) ~ 00 as Z ~ a while ga(z) ~ 0 as Z approaches any point on 
the extended boundary of G. Thus 9 is a positive harmonic function on 
G \ {a}. Clearly condition (b) above is also satisfied. It remains to show 
that 9 is the smallest such function. So let f : G x G ~ (-00, ool be a 
function having properties (a) and (b) in Definition 9.1. If fa(z) = fez, a), 
then fa(z) - ga(z) = [fa(z) + log Iz - all - [ga(z) + log Iz - all is harmonic 
on G. Since fa is positive and for any w in fJooG, ga(z) ~ 0 as z ~ w, 
liminfz-+w[fa(z) - ga(z)l 2: o. Therefore the Maximum Principle implies 
that fa(z) 2: ga(z) for all z in G. 

The essence of the generality that the above definition has over Defini­
tion 10.5.1 lies in its applicability to arbitrary open sets, not just Dirichlet 
regions. The fact that G is not assumed to be connected does not truly rep­
resent a gain in generality. The Green function for an open set is obtained 
by piecing together Green functions for each of the components of G. In 
most of the proofs only regions will be considered as this obviates the need 
for certain awkward phrasings. 

9.2 Proposition. Let G be a region in the extended plane. 

(a) If there is a Green function for G, then it is unique. In fact if a is 
a fixed point in G and f is a positive harmonic function on G \ {a} 
such that fez) + log Iz - al is harmonic near a and f is the smallest 
such function, then fez) = g(z, a) for all z in G. 

(b) If 9 is the Green function for G and a E G, then ga(z) = g(z, a) for 
z =f. a and ga (a) = 00 defines a superharmonic function on G. 

(c) If n is another region in Coo, T : n ~ G is a conformal equivalence, 
and 9 is the Green function for G, then h((, a) = g(T((), T(a)) is the 
Green function for n. 

(d) If G is a simply connected region in the extended plane and for each a 
in G, Ta : G ~ ]J]l is the Riemann map with Ta(a) = 0 and T~(O) > 0, 
theng(z,a) = -logITa(z)1 is the GreenfunctionforG. 

(e) The greatest harmonic minorant of the superharmonic function ga 
defined in (b) is the zero function. 

Proof. The point here is that to get uniqueness it is only necessary to 
verify that the properties hold for one fixed choice of the singularity a. 
If f is as described, then, as in the argument that Definition 9.1 extends 
Definition 10.5.1, we have that f 2: ga on G. Since f is the smallest such 
function, f = gao 

Part (b) is an easy exercise. To prove part (c) it suffices to assume that 
neither G nor n contains 00. If h is as in (c), then clearly h is positive 
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and for each a in n, ( - h((, a) is harmonic on n \ {a}. If 7(a) = 
a, h((, a) + log I( - al is the composition of ga + log Iz - al with 7 and 
therefore must be harmonic on n. It remains to verify condition (c) of the 
definition. But if f is another function on n x n satisfying conditions (a) 
and (b), f 0 (7-1 x 7-1 ) is such a function on G x G. The fact that 9 is 
the smallest such function on G x G implies that h is the smallest such 
function on n x n. 

We note that -log[lz - aI/II - (lzlJ is the Green function for JD). If we 
fix a point a in G, then for any point bin G, 'T/,(z) = C[7a(Z) - 7a(b)J/[1 -
7a(b)7a(z)J for some constant c (dependent on b) with Icl = 1. With these 
observations, part (d) follows from part (c). 

To prove (e) first note that 0 is a harmonic minorant of ga. Let ha be 
the greatest harmonic minorant of ga; so 0 ~ ha ~ gao Thus ga - ha is 
a positive superharmonic function on G that is harmonic on G \ {a} and 
such that (ga - ha) + log Iz - al is harmonic on G. From the definition of 
the Green function we have that ga - ha ~ ga, so that ha ~ o. 0 

Part (d) of the preceding proposition can be used to compute the Green 
function for a simply connected region provided we know the conformal 
equivalence. See Exercise 2. 

Of course the Green function may not exist for a specific region G. This 
question of existence is crucial and is, as we shall see, intricately connected 
to other questions about harmonic functions. Note that if there is a Green 
function 9 for G, then there are non-constant negative subharmonic func­
tions on G; viz, -ga for each a in G. This leads us to the following classi­
fication of regions. 

9.3 Definition. An open set G in Coo is hyperbolic if there is a subharmonic 
function on G that is bounded above and not constant on any component 
of G. Otherwise G is called parabolic. 

The comments preceding the definition show that if G has a Green func­
tion, then G is hyperbolic. By subtracting a constant function, we see that 
to say that G is hyperbolic is equivalent to the statement that there is 
a negative subharmonic function on G that is not constant on any com­
ponent of G. Every bounded region is hyperbolic since Re z is a bounded 
subharmonic function. Since any region that is conformally equivalent to 
a hyperbolic region is clearly hyperbolic, this says that any region that is 
not dense in the extended plane is hyperbolic. Thus the only candidates for 
a parabolic region are those of the form Coo \ F, where F is some closed 
subset of Coo. 

9.4 Proposition. If G is an open set that is not connected, then G is 
hyperbolic. An open subset of a hyperbolic set is hyperbolic. 

Proof. If G is not connected, then no component of G is dense. Hence on 
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each component we can find a non-constant negative subharmonic function. 
The proof of the second statement is trivial. 0 

9.5 Proposition. 

(a) If G is a solvable region and v G is not a singleton, then G is hyper­
bolic. 

(b) If G is parabolic, then K = Coo \ G is totally disconnected and K = 
vK = K. 

( c ) C is a parabolic region. 

Proof. (a) Assume that 00 rt G. Since G is not the whole plane, vooG 
has at least 2 points (7.20). Let u : vooG ---t [0,1] be a continuous function 
that assumes both the values 0 and 1. If ¢ E p(u, G), then ¢ - 1 is a 
negative subharmonic function. If G were parabolic, then it would follow 
that each function in p( u, G) is a constant and that it == O. Similarly, if G 
were parabolic, it would follow that it == 1 and so G is not solvable. 

(b) Assume that 00 rt G. If K =f. v K, then G is not dense and therefore 
solvable; by (a) G cannot be parabolic. Similarly, if K =f. K, G is not 
connected and is thus hyperbolic (9.4). If K is not totally disconnected, it 
contains a component X that has infinitely many points. Put H = Coo \ X. 
Let T : H ---t][)) be the Riemann map with T(OO) = 0 and put ¢ = log ITI. SO 
¢ is a subharmonic function on H with ¢ :.::; 0 and H must be hyperbolic. 
Therefore G is hyperbolic, a contradiction. 

(c) Let ¢ be a negative finite-valued subharmonic function on C and fix 
two points a and b. Since limsuPz-+a ¢(z) :.::; ¢(a), Lemma 7.19 implies that 
¢(a) ~ ¢(z) for all z in C; in particular, ¢(a) ~ ¢(b). Reversing the roles 
of a and b, we get that ¢(a) = ¢(b). Therefore ¢ is constant. 0 

In Theorem 10.7 in the next section it will be shown that a hyperbolic 
region is solvable, thus establishing the converse to part (a) of the preced­
ing proposition. But now we concentrate on the connection of hyperbolic 
regions to the existence of the Green function. 

9.6 Proposition. Let G be a region in Coo and let 'Y be a Jordan curve 
in G such that H = ins 'Y ~ G. Let u denote the characteristic function 
of'Y defined on Voo (G \ cl H) with it the corresponding Perron function on 
G \ clH. 

(a) u( z) < 1 for all z in G \ cl H if and only if G is hyperbolic. 

(b) u( z) == 1 on G \ cl H if and only if G is parabolic. 

Proof. By the Maximum Principle u(z) :.::; 1 on n == G \ cl H. Also n is 
connected (why?) and so if it(z) = 1 for any point in n, it is identically 
1. Thus the statements (a) and (b) are equivalent. So assume that G is 
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hyperbolic and let us show that u(z) < 1 on n. Let ¢ be a negative sub­
harmonic function on G that is not constant. Without loss of generality we 
may assume that sup{¢(z) : z E G} = O. Put M = max{¢(z) : z E 1'}; so 
M ::::; O. By the Maximum Principle M < O. By normalization, it may be 
assumed that M = -1. 

By Theorems 10.4.3 and 10.4.9, u(z) ----+ 1 as z approaches any point on 
T Since u is positive and ¢(z) ::::; -1 on 1', -¢ E P(u, n); thus u ::::; -¢ 
on n. Since sUPe ¢(z) = 0, there is a point a in G with ¢(a) > -1. But 
¢(z) ::::; -1 for all z in cl H (why?) and so a E n. Thus u(a) < 1 and so 
u(z) < 1 for all z in n. 

Now assume that u(z) < 1 for all z in n and define ¢ : G ----+ ~ by letting 
¢(z) = -u(z) for z in nand ¢(z) = -1 for z in cl H. It is left to the 
reader to verify that ¢ is subharmonic on G. Clearly it is negative and, by 
assumption, it is not constant. 0 

Let us underscore the fact used in the preceding proof that the function 
u has a continuous extension to l' where it is constantly 1. 

9.7 Theorem. The region G in Coo has a Green function if and only if G 
is hyperbolic. 

Proof. We have already observed that a necessary condition for G to have 
a Green function is that G be hyperbolic; so assume that G is hyperbolic. 
Fix a in G, a =f. 00; we will produce the Green function with singularity at 
a. (The case where a = 00 is left to the reader.) 

Define u on 800 [G \ {all = 800 G u {a} by u(a) = 00 and u() = 0 for ( 
in 800 G. Let 9 be the upper Perron function u on G\ {a} corresponding to 
the boundary function u. Clearly 9 is a non-negative harmonic function on 
G \ {a}. To see that 9 satisfies condition (b) of Definition 9.1 takes a bit of 
cleverness. 

Choose r > 0 such that B = B(a; r) <;;; G and let R > r such that 
B(a; R) <;;; G. Observe that G\B is a solvable set, let X be the characteristic 
function of the circle 8 B, and put h = X, the Perron function of X on G \ B. 
So 0 ::::; h ::::; 1; according to the preceding proposition, h(z) < 1 for all z in 
G \ B. Thus m = max{h(z) : Iz - al = R} < 1. Choose a positive constant 
M with mM < M + 10g(rjR) and define a function 'l/;o On G by 

{ 
M h(z) 

'l/;o(z) = 
M + log Iz:al 

z tJ- G\B 

z E B. 

Claim. 'l/;o is a superharmonic function on G. 

It is clear that 'l/;o is lower semicontinuous; in fact it is a continuous 
function from G into ~oo. The only place we have to check the integral 
condition is when Iz - al = r. To check this we first verify that M h(w) < 
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M +log[r/lw-all for r < Iw-al < R. Indeed, if Iw-al = r, h(w) = 1 and 
so Mh(w) = M = M + log[r/lw - all; if Iw - al = R, Mh(w) ::; Mm < 
M + log[r/lw - all. The desired inequality now holds by the Maximum 
Principle. Now if Iz - al = rand 8 < R - r, this implies that 

1 1271" r 
- 'l/Jo(z + 8e ilJ ) dO::; M + log -I --I = 'l/Jo(z). 
27T 0 Z - a 

This proves the claim. 
Note that the function 'l/Jo belongs to the Perron family p( u, G \ {a}) 

and so the harmonic function g satisfies g (z) ::; 'l/Jo (z) for all z in G \ {a}. 
If z E Band z -=I- a, g(z) + log Iz - al ::; 'l/Jo(z) + log Iz - al = M + logr, 
a constant. Therefore g(z) + log Iz - al admits a harmonic extension to 
B(a; r). This says that g satisfies conditions (a) and (b) of Definition 9.l. 

Now to verify condition (c) of the definition. Assume that k is another 
function having properties (a) and (b). So k is a superharmonic function 
on G. Now limz ---+a k(z) = 00 = u(a). Since k is positive, liminfz---+( k(z) ~ 
0= u(() for (in 8oo G. Therefore k E p(u,G\ {a}) and so k ~ g. Hence g 
is the Green function for G with singularity at a. D 

The next result can be viewed as a computational device, but in reality 
it is only a theoretical aid. 

9.8 Proposition. Let {Gn} be a sequence of open sets such that Gn ~ 
Gn+1 and G = UnGn is hyperbolic. If gn is the Green function for Gn 
and g is the Green function for G, then for each a in G, gn(z, a) i g(z, a) 
uniformly on compact subsets of G \ {a}. 

Proof. Fix the point a in G; we will only consider those n for which 
a E Gn. Note that the restriction of gn+l to Gn satisfies conditions (a) 
and (b) of Definition 9.l. Hence gn+1(z,a) ~ gn(z,a) for all z in Gn. Thus 
k(z, a) = limn gn(z, a) exists uniformly on compact subsets of G \ {a} and 
either ka is harmonic or ka == 00. But the same type of argument shows that 
g(z, a) ~ gn(z, a) for all n and all z in Gn. Thus g(z, a) ~ k(z, a) and so ka 
is a harmonic function on G \ {a}. Clearly k ~ 0 and k(z, a) + log Iz - al is 
harmonic near a. That is, k satisfies properties (a) and (b) in the definition 
of a Green function. Therefore, k(z,a) ~ g(z,a). Since we have already 
shown that g ~ k, we get that g = k, proving the proposition. D 

Recall the information obtained about the Green function for an analytic 
Jordan region in §15.2. In particular, Theorem 15.2.5 gives a formula for the 
solution of the Dirichlet problem for such regions involving the conjugate 
differential of the Green function. We can use this material together with 
the preceding proposition to obtain information about the Green function 
for any hyperbolic region. 

9.9 Theorem. If G is a hyperbolic region, a and b are points in G, and g 
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is the Green function for G, then g(a, b) = g(b, a). 

Proof. First assume that G is an analytic Jordan region with positively 
oriented boundary r = ho, ... , 'Yn}, with 'Yo as the outer boundary. Let 
al = a and a2 = b. For j = 1,2, put gj(z) = g(z,aj) and r/j = BB(aj;r) 
with positive orientation. (Here r is chosen so that B( aj; r) ~ G and "II n 
"12 = 0.) So A = ho, ... ,'Yn, -"II, -TJ2} is a positively oriented Jordan 
system and both gl and g2 are harmonic on the inside of A. By Corollary 
15.2.3, 0 = fA (gidg2 - g2dgt). Since gl and g2 vanish on r, Lemma 15.2.4 
implies that 

o -1 (gidg2 - g2 dg1) 
1Jl +1J2 

-27r g2(at} + 27r gl (a2) + .B(r), 

where .B(r) -> 0 as r -> O. 
This proves the theorem for the case of an analytic Jordan region. The 

proof of the general case follows by taking a sequence {Gn } of analytic Jor­
dan regions such that Gn ~ Gn+! and G = unGn and applying Proposition 
9.8. 0 

We finish with a result that will prove useful in further developments. 

9.10 Proposition. If G is a hyperbolic region in C, a E G, and 9 is the 
Green function for G, then 

g(z, a) inf { ~(z) : ~ is a positive superharmonic function on G such 

that ~(z) + log Iz - al is superharmonic near a}. 

Proof. Let ~ be a positive superharmonic function on G such that v(z) == 
~(z) + log Iz - al is superharmonic on G. Since z -> g(z, a) is a super­
harmonic function having these properties, it suffices to show that ~(z) ::::: 
ga(z) = g(z,a) for all z in G. To this end, first note that v(a) :::; liminfz---+a 
[~(z) + log Iz - all and so ~(z) -> 00 as z -> a. Thus liminfz---+a ~(z) = 
00 = limz---+a ga(Z). 

Now let {Gn } be a sequence of bounded Dirichlet regions, each of which 
contains the point a and such that G n ~ Gn+1 and G = UnGn- Let gn be 
the Green function for Gn with pole at a. According to Proposition 9.8, 
gn(z) -> ga(z) uniformly on compact subsets of G \ {a}. If ~n = ~IGn' 
then for any (in BGn , liminfz---+(~n(z) ::::: 0 = limsupz---+(gn(z). By the 
Maximum Principle, ~n ::::: gn on Gn and the proposition follows. 0 

Additional results on the Green function can be found in Theorem 21.1.19 
and through the remainder of Chapter 21. 
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Exercises 

1. If 00 E G and a ¢. G, then g(z, 00) - log Iz - al is harmonic in G. 

2. Use Proposition 9.2 to find the Green function for ]JJ) as well as the 
upper half plane. 

3. If G is a hyperbolic region in Coo and 00 E G, show that g(z, 00) = 
inf {1/I(z) : 1/1 is a positive superharmonic function on G such that 
1/1 ( z) - log I z I is superharmonic near oo}. 

4. Let p(z) = zn +alzn- 1 + ... +an and put G = Coo \ {z E C : Ip(z)1 ~ 
R}. Show that G is connected and g(z, 00) = n-1[log Ip(z)I-IogR]. 

§1O Regular Points for the Dirichlet Problem 

Here we return to some of the ideas connected with the solution of the 
Dirichlet problem in the classical sense. Specifically, we will study the 
boundary behavior of the solution of the Dirichlet problem and how this 
behavior collates with the actual values of the boundary function. In §lOA 
the concept of a barrier was introduced and it was shown that each point 
of 800G has a barrier if and only if G is a Dirichlet region. We begin by 
examining more closely the idea of a barrierj in the process some of the 
results from §lOA will be reproved. 

Recall the notation that for a in 800G and r > 0, G(aj r) = B(aj r) n G. 

10.1 Theorem. If G is an open subset of Coo and a E 8ooG, then the 
following are equivalent. 

(a) There is a barrier for G at a. 

(b) There is a negative sub harmonic function 4> on G such that 4>( z) - 0 
as z - a and for every open neighborhood U of a, sup{4>(z) : z E 
G\U} < O. 

(c) For every r > 0 there is a negative non-constant subharmonic function 
4> on G(aj r) such that 4>(z) - 0 as z - a in G(aj r). 

(d) For every r > 0, ifu is the solution of the Dirichlet problem on G(aj r) 
with boundary values (- d(a, () (d is the metric), then u(z) - 0 as 
z - a in G(ajr). 

(e) There is an r > 0 and a negative non-constant subharmonic function 
4> on G(aj r) such that 4>(z) - 0 as z - a in G(aj r). 

(f) There is an r > 0 such that if u is the solution of the Dirichlet problem 
on G(aj r) with boundary values ( - d(a, () (d is the metric), then 
u(z) - 0 as z - a in G(ajr). 
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Note: if a =I- 00, then the metric in (d) and (f) can be taken to be the 
usual absolute value; otherwise it is the metric of the extended plane. 

Proof. In this proof it will be assumed that a is a finite boundary point 
of G; the proof of the case where a = 00 is left to the reader. 

( a) implies (b). Let {'l/Jr} be a barrier for G at a and let {r n} be any 
sequence of radii converging to o. Extend 'l/Jr to G by letting it be identically 
1 on G \ G(a;r). Put 'l/Jn = 'l/Jrn and ¢ = En(-2-n)'l/Jn. By (4.6.e) ¢ is 
subharmonic and clearly 0 ~ ¢ ~ -1. Since 'l/Jn(z) --+ 0 as z --+ a for each 
n, it is easy to check that ¢( z) --+ 0 as z --+ a. Finally, if r > 0 and n is chosen 
so that rn < r, then for z in G\B(a;r), ¢(z)::; (-2-n)'l/Jn(z) = -2-n. 

(b) implies (c). This is trivial. 
(c) implies (d). Let 0 < e < r2; put Be = B(a;e). If G n aBe =I- 0, 

write G n aBe as the disjoint union of a non-empty compact set Ke and a 
relatively open set U whose arc length as a subset of the circle is less than 
27re/r. Let 9 be the solution of the Dirichlet problem on the disk Be with 
boundary values rxu. Observe that 0 ::; 9 ::; r and 9 is continuous at the 
points of U with g() = r there. Writing 9 as the Poisson integral on the 
disk Be it is easy to see that g(a) < e. If G n aBe = 0, let 9 == O. 

Let ¢ be as in the statement of (c) and define () : G(a; e) --+ IR by 
() = r(¢/a)+g+e, where a = max{¢(z) : z EKe}. Since ¢ is negative and 
usc, a < O. Note that () is superharmonic on G(a; e) and () ~ e there. Now 
let", be any function in P(I( - ai, G(a; r)). 

Claim. For any (in aG(a;e), limsupz-+("'(z)::; liminfz-+(()(z). 

In fact, aG(a; e) = (Be naG) u (G n a Be). If ( E Be naG, then 
limsupz-+("'(z) ::; I( - al < e ::; liminfz-+(()(z). If ( E G n aBe, then 
limsupz-+( ",(z) ::; rand liminfz-+( ()(z) ~ r lim infz-+((¢(z)/a)+liminfz-+( 
g(z)+e.1f ( EKe, then this gives that liminfz-+( ()(z) ~ r+liminfz-+( g(z)+ 
e ~ r. If ( E U, then we get that liminfz-+( ()(z) ~ O+liminfz-+( g(z) +e = 
r + e ~ r. This proves the claim. 

The Maximum Principle implies", ::; () on G(a; e); so if u is as in (d), then 
u::; () there. Since ¢(z) --+ 0 as z --+ a, limsuPz-+a()(z) = limz-+a()(z) = 
g(a) + e < 2e. Thus 0 ::; limsuPz-+a u(z) < 2e. Since e was arbitrary, 
u(z) --+ 0 as z --+ a. 

(d) implies (f). This is trivial. 
(f) implies (a). Let rand u be as in the statement of (f). Note that 

u(z) = r when z E GnaBr, so that if'I/Jr = r-1u on G(a;r) and 'l/Jr == 1 
on G \ B(a; r), then 'l/Jr is superharmonic on G, 0::; 'l/Jr ::; 1, 'l/Jr(z) --+ 0 as 
z --+ a, and 'l/Jr(z) --+ 1 as z --+ ( on G n a Br. 

Now let 0 < s < r and let v be the solution of the Dirichlet problem 
on G(a; s) with boundary values I( - al. Since Iz - al is a subharmonic 
function, Iz - al E P(I( - ai, G(a; r)); therefore Iz - al ::; u(z) on G(a; r). 
Thus u E P(I( -ai, G(a; s)) and so v(z) ::; u(z) for all z in G(a; s). But this 
implies that v(z) --+ 0 as z --+ a. But s was arbitrary, so if the argument 
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of the preceding paragraph is applied to the function v, we get a barrier 
{-IPs : 0 < s ::; r}. 

It is trivial that (c) implies (e) and the proof that (c) implies (d) given 
above shows that (e) implies (f). 0 

Note that the existence of a barrier for G at any of its boundary points 
implies the existence of a non-constant negative subharmonic function on 
G. Thus a region is hyperbolic if there is a barrier at one of its boundary 
points. 

In the next lemma it is important to emphasize that the set G is not 
assumed to be solvable. 

10.2 Lemma. Assume there is a barrier for G at a and f is a real-valued 
function defined on Goo G . 

(a) If f is bounded below, then 

lim inf j(z) ~ min {liminf fee), f(a)} . 
z-a (_a 

(E8""G 

(b) If f is bounded above, then 

lim sup j(z) ::; max {limsUPf«(), f(a)} . 
z_a (-a 

(E8""G 

(The reason for taking the minimum and maximum in parts (a) and (b), 
respectively, is that the definition of the limits inferior and superior of f as 
z approaches a does not use the value of f at a.) 

Proof. It suffices to prove only part (a). Let p be the right hand side of the 
inequality in (a) and let m be a constant such that inf{f«() : ( E GooG} > 
m. We will only consider the case that a #- 00. If p > /3 > m, let r > 0 such 
that fee) > /3 for ( in GG n B r , Br = B(a;r). Put u = the solution of 
the Dirichlet problem on G(a; r) with boundary values I( - al; so u(z) -+ 0 
as z -+ a by the preceding theorem. If u is extended to all of G by setting 
u = r on G \ Br , then u is superharmonic (verify!). It is easy to check 
that /3 - r- 1 (/3 - m)u belongs to the lower Perron family for (I, G). Thus 
j ~ /3 - r- 1 (/3 - m)u and so 

lim inf j(z) ~ lim inf [/3 - /3 - m u] = /3. 
z~a z~a r 

Since /3 was an arbitrary number smaller than p, we have proved the lemma. 
o 
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10.3 Definition. Say that a point a on the extended boundary of an 
open set G is a regular boundary point for G if for every bounded function 
f : oooG ---- IR that is continuous at a, 

lim j(z) = f(a) = lim j(z). 
z----+a z----+a 

So the open set G is a Dirichlet set if and only if every extended boundary 
point of G is a regular boundary point. The next proposition was essentially 
proved in Theorem 10.4.3. Half the proof was given there; the other half 
comes from the preceding lemma. 

10.4 Proposition. There is a barrier for G at the point a in oooG if and 
only if a is a regular boundary point of G. 

The next small result is an emphasis of the fact that the condition that 
a point a is a regular point for G is a local property. That is, this condition 
is only affected by the disposition of G near a. This is clear from Theorem 
10.1. 

10.5 Proposition. If a is a regular point for the open set G and H is an 
open subset of G such that a E oooH, then a is a regular point for H. 

10.6 Lemma. IfG is a region and there is a negative subharmonic function 
<P on G whose least harmonic majomnt is 0, then there is a negative subhar­
monic function <Po on G that is not identically -00 such that if ( E oooG 
and limsupz-->( <p(z) < 0, then <Po(z) ---- -00 as z ---- (. 

Proof. Let {Gn } be a sequence of smooth Jordan regions with cl Gn <:;;; 

G n+! and G = UnGn- For each n define the function <Pn on G by <Pn = <P 
on G \ Gn and <Pn = the solution of the Dirichlet problem on G n with 
boundary values <plo Gn . According to Corollary 8.3 and the hypothesis, 
<Pn(z) ---- 0 as n ---- 00. Fix a point a in G; passing to a subsequence if 
necessary, it can be assumed that Ln l<Pn(a)1 < 00. By Proposition 4.6.e, 
<Po(z) == Ln <Pn(z) is a negative subharmonic function; by construction it 
is not identically -00. 

Now fix a point ( in oooG and assume that limsupz-->( <p(z) < O. Let 
r> 0 such that <p(z) ::::; -0 < 0 for z in G((; r). Let n be an arbitrary but 
fixed positive integer. There is an rn < r such that B((; rn) n cl Gn = 0. 
If z E G((; rn ), then for 1 ::::; m ::::; n, <Pm(z) = <p(z) ::::; -0. Thus <Po(z) ::::; 
L~=l <Pm(z) ::::; -no for z in G((; rn). Since n was arbitrary, <Po(z) ---- -00 
as z ____ (. 0 

Now for the promised converse to Proposition 9.5. 

10.7 Theorem. If G is a region in Coo such that oooG has at least two 
points, then G is solvable if and only if it is hyperbolic. 
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Proof. It suffices to assume that G is hyperbolic and prove that it is solv­
able. Since G is hyperbolic, it has a Green function g; let <p(z) = -g(z,a) 
for some a in G. So <P is a negative subharmonic function with 0 as its least 
harmonic majorant (9.2). Let <Po be the negative subharmonic function as 
in the preceding lemma. 

To show that G is solvable, let f : 800G ---+ IR be a continuous function 
and fix an arbitrary positive f:. 

Claim. If ( E 800 G, limz-+( sup[j(z) + f:<po(z)] ~ f((). 

If <p(z) ---+ 0 as z ---+ (, then ( is a regular boundary point (10.1) and 
so j(z) ---+ f(() as z ---+ (. Since <Po ~ 0, this proves the claim in this 
case. In the other case, limsupz-+( <p(z) < 0 and so the lemma implies that 
<Po(z) ---+ -00 as z ---+ (. This proves the claim in this case also. 

But the claim implies that j + f:<po E P(f, G) and so we have that j + 
f:<po ~ j ~ j. Since f: was arbitrary, j = j and so G is solvable. 0 

From this point on the term "solvable set" will be dropped in favor of 
"hyperbolic set" since this is standard in the literature. 

Now let's turn our attention to a consideration of the irregular points of 
an open set. Recall that at the end of §1O.3 it was shown that the origin is 
not a regular point of the punctured disk. That same proof can be used to 
prove the following. 

10.8 Proposition. If G is an open set and a is an isolated point of 800 G, 
then a is an irregular point of G. 

10.9 Proposition. If G is an open set and a E 800 G, then a is a regular 
point if and only if for every component H of G either a is a regular point 
of H or a tJ- clooH. 

Proof. Assume a is a regular point of G; let r > 0 and let <p be a negative 
non-constant subharmonic function on G(a; r) such that <p(z) ---+ 0 as z ---+ a. 
If H is a component such that a E clooH, then a E 800H and <PI = <pIH(a; r) 
is a non-constant negative subharmonic function such that <PI(Z) ---+ 0 as 
z ---+ a. 

For the converse, it only makes sense to assume that G is not connected. 
So each component of G is a hyperbolic region. Let {Hn} be the com­
ponents of G and for each n let hn be defined on 800Hn by hn(() = 
min{d((, a), lin}. Let Un be the solution of the Dirichlet problem on Hn 
with boundary values hn- Note that if a E 8ooHn, then a is a regular point 
of Hn by assumption and so un(z) ---+ 0 as z ---+ a. Define u on G by letting 
u = -Un on Hn. So u is a non-constant negative harmonic function. 

Claim. lim z -+a u(z) = o. 
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To see this, let c > 0 and choose no > c-1. For 1 :::; n :::; no, let rn > 0 
such that either B(a; rn)nclooHn = 0 or un(z) < c for Z in Hn(a; rn). Thus 
lu(z)1 < c for z in G(a; r), where r = min{rn : 1 :::; n :::; no}. By Theorem 
10.1, a is a regular point of G. 0 

10.10 Corollary. If {Hn} are the components of G, then every point in 
800G \ un800Hn is a regular point. 

So in a search for irregular points it suffices to examine the boundary 
points of the components of G. The next proposition says that in such a 
search we can ignore those points that belong to the boundary of more 
than one component. 

10.11 Proposition. If a E 800G and a is an irregular point, then there is 
a unique component H of G such that a E 800 H. 

Proof. Assume a is an irregular point and let {Hk} be the collection of 
those components of G such that a belongs to their boundary. The pre­
ceding corollary says that this is a non-empty collection. Suppose there 
is more than one such component. If k is arbitrary and j :f. k, then 
a E clooHj ~ Coo \ Hk and clooHj is connected. By Theorem 10.4.9 this 
implies a is a regular point of Hk for each k ~ 1. By Proposition 10.9, a is 
a regular point of G, a contradiction. 0 

10.12 Corollary. If a E 800G and there is a component H of G such that 
a is a regular point of H, then a is a regular point of G. 

Proof. If a were an irregular point of G, then the preceding proposition 
would imply that H is the unique component of G that has a as a bound­
ary point. Thus the assumption that a is regular for H contradicts the 
assumption that it is irregular for G. 0 

Later (§21.6) we will return to an examination of irregular points. 

Exercises 

1. Let G = II)) \ [{O}UU:=l Dn], where Dn = B(an;rn) with 0 < an < 1 
and the radii rn chosen so that rn < an and the disks {Dn} are 
pairwise disjoint. Show that G is a Dirichlet region. 

2. Let G = II)) \ U:=l D n , where {Dn} is a sequence of pairwise disjoint 
closed disks such that the accumulation points of their centers is 
precisely the unit circle, 8 II)). Show that G is a Dirichlet region. 
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§11 The Dirichlet Principle and Sobolev Spaces 

In this section a classical approach to the Dirichlet problem is explored. The 
idea is that if G is a region and if f is a function on 8 G, then the solution 
of the Dirichlet problem with boundary values f is the function U on G 
that "equals" f on the boundary and minimizes the integral J lV'ul 2 dA. 
This will be made precise and proven as the section develops. 

We begin by defining a Sobolev space that is suitable for our needs. We 
will only scratch the surface of the theory of Sobolev spaces; indeed, we 
will use little of this subject other than some of the elementary language. 
A fuller introduction can be found in Adams [1975] and Evans and Gariepy 
[1992]. 

Recall that Cr:' is the collection of infinitely differentiable functions on 
C that have compact support. 

11.1 Definition. If 4>, 'If; E Cr:', define 

(4), 'If;) = J # dA + J 84>8'1f; dA + J 84>8"ifi dA 

and let Wr = Wr(C) be the completion of Cr:' with respect to the norm 
defined by this inner product. 

Of course it must be shown that (., .) defines an inner product on Cr:', but 
this is a routine exercise for the reader to execute. (Recall that 8'1f; = 8"ifi 
and 8"ifi = 8'1f;). To record the notation, note that 

The space Wr is an example of a Sobolev space. The superscript 2 in 
Wr is there because we have used an L2 type norm. The subscript 1 refers 
to the fact that only one derivative of the functions is used in defining the 
norm. The first task is to get an internal characterization of the functions 
that belong to Wr. The term weak derivative of a function u will mean the 
derivative of u in the sense of distributions. 

11.2 Theorem. A function u belongs to Wr if and only if u E L2 and 
each of the weak derivatives 8u and 8u is a function in L2. 

Proof. First assume that u E Wr and let {4>n} be a sequence in Cr:' 
such that Ilu - 4>nll -+ 0 as n -+ 00. This implies that 4>n -+ U in L2 and 
that {84>n} and {84>n} are Cauchy sequences in L2. Let Ul and U2 E L2 

such that 84>n -+ Ul and 84>n -+ U2 in the L2 norm. If 'If; E Cr:', then 
J Ul 'If;dA = limn J(84)n) 'If;dA = -limn J 4>n 8'1f;dA = - J u8'1f;dA. Hence 
Ul = 8u, the weak derivative of u. Similarly U2 = 8u. 
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Conversely, suppose that u, OU, and 8u belong to L2. For each n ~ 1, 
let in E Cr:' such that 0 ::; in ::; 1, in(z) = 1 for Izl ::; n, in(z) = 0 for 
Izl ~ n + 1, and loinl, 18inl ::; 2 throughout C. Let Un = uin; so Un has 
compact support, Un E L2, and Un -+ U in L2. Also the weak derivative 
oUn = (oin)u+ in(ou) and in(ou) -+ OU in L2. On the other hand 

J I (oin) uI 2dA 1 I (oin) uI 2dA 
n~lzl~n+l 

< 41 luI 2dA 
n~lzl~n+l 

-+ 0 

as n -+ 00. Hence oUn -+ OU in L2. Similarly 8un -+ 8u in L2. This 
argument shows that it suffices to show that U E wl under the additional 
assumption that U has compact support. 

Now let {¢e} be a mollifier. Since U has compact support, ¢e * U -+ U 
in L2 and ¢e * U E Cr:' (18.3.6). Since OU E L2 and has compact support, 
o(¢e * u) = ¢e * ou -+ OU in L2. Similarly 8(¢e * u) -+ 8u in L2. Hence 
¢e * U -+ U in Wl. 0 

Now to give wl another inner product that is equivalent to the original 
when we restrict the supports to lie in a fixed bounded set. This is done 
in the next proposition, though the definition of this new inner product 
comes after this result. 

11.3 Proposition. IiG is a bounded open set in C, then there is a constant 
M > 0 such that for all ¢ in Cr:' (G) 

"¢"~? ::; M2 [J lo¢12 dA + J 18¢12dA] . 

Proof. Clearly it suffices to show that there is a constant M such that 

J 1¢12 dA ::; M2 [J lo¢12 dA + J 18¢12 dA] . 

To this end, let Q be an open square, Q = {z : IRe zl < R, 11m zl < R}, 
that contains the closure of G. If ¢ E Cr:'(G) and 01¢ is its derivative with 
respect to the first variable, then for z = x + iy 

1¢(z)1 = 11."'R 01¢(t + iy) dtl 

< [1."'R 12dtf/2 [1.: IOl¢(t + iY)12 dtf/2 

< ..!2ii [1: liM(t + iy) dtl' ]'" 
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Thus I: Ic/>(x + iy)1 2dx ~ 4R2 I: Ilhc/>(x + iy)12 dx, 

from which we get that 

f 1c/>1 2dA = k 1c/>12dA 

< 4R2 k [181 C/>1 2 + 1~C/>12] dA 

= 8R2 f [18C/>12 + 18c/>12] dA. 

o 

The preceding inequality is called the Poincare Inequality. 

o 

261 

11.4 Definition. For a bounded open set G, let wl (G) = the closure of 
o 

C~ (G) in Wl. The inner product on wl (G) is defined by 

11.5 (u,v)a = f 0u8vdA+ f 8uavdA. 

o 

The norm on Wl (G) is denoted by Ilullb = (u,u)a. 
By the preceding proposition, the inner product defined in (11.5) is equiv-

o 

alent to the one inherited from Wl. When discussing Wl (G) we will almost 
always use the inner product (11.5). 

o 

Now to prove a few facts about the functions in wl and wl (G). Most 
of these results are intuitively clear, but they do require proofs since their 
truth is not obvious. 

11.6 Lemma. Ilu E wl with weak derivative 81u, then there is a function 
u* in wl such that: 

(i) u* = u a.e. [Area]; 

(ii) 81u* = 81u a.e. [Area]; 

(iii) u* is absolutely continuous when restricted to a.e. line parallel to the 
real axis. 

Proof As in the proof of Theorem 11.2, it can be assumed that u has 
compact support. Since 81 u E L2 and has compact support, 81 u E L1. This 
implies that for a.e. yin JR, the function x -+ 81u(x + iy) is an integrable 
function on JR. Define u* on C by 

u*(x+iy) = i~ 81u(t + iy)dt 
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when this integral exists. Thus u* is absolutely continuous on almost every 
line parallel to the real axis and 81u* = (hu a.e. [Area]. It remains to show 
that u* = u a.e. [Area]. 

Let f and 9 be functions in Cgo(IR) with f(x) = 1 in a neighborhood of 
Re(supp u) and 9 arbitrary. Let </>(x+iy) = f(x)g(y); so </> E Cgo(C). Thus 
J </>(81u) = - J(81</»u = 0 since 81</> = f'(x)g(y) = 0 in a neighborhood of 
Re(suppu). Therefore 

o = J </>(81u) dA 

i: g(y) [I: 81u(X+iY)dX] dy. 

But 9 was arbitrary so we get that 

11.7 i: 81u(x+iy)dx=O 

for almost all y in R 
Now if </> is any function in Cgo(C), then using integration by parts with 

81~=</>' 

J </>u*dA = i: [I: </>(x + iy) i~ 81u(t+iY)dtdX] dy 

i: {[~(X+iY) iXoo 81U(t+iY)dt]~=_oo 
- i: ~(x + iy)81u(x + iy) dx} dy. 

Now apply (11.7) to get 

J </>u*dA = - J ~81UdA. 
If 'IjJ is a function in Cgo(C) such that 'IjJ = 1 in a neighborhood of supp u, 
then 

J </>u*dA - J ~'ljJ81u dA 

= J 81(~'IjJ)U dA 

J </>udA. 

Since </> was arbitrary, u· = u a.e. [Area]. 0 
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11.8 Lemma. If u E wl and u is real-valued, then for every constant 
s ;:::: 0 the function Us == mine u, s) E Wl and Ilusll $ Iluli. In particular 
u+ = max(u,O) = -min(-u,O), u- = -min(u,O), and lui = u+ + u­
belong to wl. 
Proof. Let u* be the function obtained in Lemma 11.6. Thus u: = min(u*, 
s) is absolutely continuous on the same lines as u*. Also 01 u: = 01 U a.e. 
[Area] for u: < s and 01U: = 0 a.e. [Area] for u: > s. On the set where 
u: = s it is not difficult to show that 01 u: = 0 a.e. [Area]. Thus 01 u: E L2. 
But u* = u a.e. [Area] so u* = Us a.e. [Area]. Thus 01Us E L2; similarly 
~us E L2. Since Us clearly belongs to L2, we have that Us E wl by 
Theorem 11.2. 

The proof of the remainder of the lemma is left as an exercise. 0 

o 

11.9 Proposition. Let G be a bounded open set. Ifu Ewl (G), then u = 0 
a.e. [Area] on C \ G. If u E wl and u is zero off some compact subset of 

o 

G, then u Ewl (G). 
o 

Proof. First assume that u EWl (G) and let {c/>n} be a sequence in ego (G) 
such that Ilc/>n - ull --+ o. So in particular, J Ic/>n - ul 2dA --+ O. By passing 
to a subsequence if necessary, it can be assumed that c/>n --+ u a.e. [Area]. 
Since each c/>n vanishes off G, u = 0 a.e. [Area] off G. 

Now assume that u E wl and u = 0 off K, a compact subset of G. 
It suffices to assume that u is real-valued. By Lemma 11.8 it also can be 
assumed that u ;:::: 0 and u is bounded. If {c/>eJ is a mollifier, then c/>e * u E 
ego (G) for all sufficiently small c. It is left to the reader to use Proposition 
18.3.6 and the fact that o( c/>e * u) = c/>e * OU and B( c/>e * u) = c/>e * Bu to show 

o 

that Ilc/>e * u - ull --+ O. Hence u Ewl (G). 0 

The preceding result can be improved siginificantly to give a character-
o 

ization of those functions in Wl that belong to wl (G). Using the notion 
o 

of capacity (§21.7) it can be shown that if u E Wl, then u Ewl (G) if 
and only if u is zero off G except for a set having capacity zero. This result 
exceeds the purpose of this book and will be avoided except for its role in 
justifying a certain point of view, which we now examine. The interested 
reader can see Bagby [1972] or Aleman, Richter, and Ross [preprint] for 
another description. 

Now we return to the study of the Dirichlet problem. The idea here 
is to use the preceding proposition to replace or weaken the idea of two 
functions having the same boundary values. Specifically we will say that 

o 

two functions u and v in wl agree on oG if u - v Ewl (G). (Of course the 
functions will be restricted in some further way.) Since Proposition 11.9 
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says that u - v is 0 a.e. on C \ G, this is safe. In light of the referred result 
that u - v must vanish on the complement of G except for a set of capacity 
0, the stability of the ground on which this statement is based is increased. 

Another essential ingredient in this mathematical stew is the next propo­
sition. A small abuse of the language will be employed here; for a function 
u in Wf we will say that u is harmonic (or analytic) on the open set G if u 
is equal a.e. [Area] on G to a function that is harmonic (or analytic) on G. 

11.10 Proposition. If u E Wf and G is a bounded open set, then u is 
o 

harmonic on G if and only if for every v in Wf (G) 

(u, v)a = J [8uBv + auav]dA = O. 

Proof. First notice that in the above integral the fact that the function 
o 

v belongs to Wf (G) implies that it is 0 off G and so the integral can be 
taken over G. Consider u as a distribution on G. For any if> in Cgo(G) 

(u, if»a = -28au(if». 

Thus the condition in the proposition is equivalent to the condition that 
8au = 0 as a distribution on G. According to Weyl's Lemma (18.4.10) this 
is equivalent to the condition that u is harmonic on G. 0 

11.11 Corollary. If G and 0 are bounded open sets with cl G ~ 0 and 
o 0 

u EWf (0), then u is harmonic on G if and only ifu ..lWf (G). 

11.12 Dirichlet Principle. Let G and 0 be bounded open sets with cl 
o 

G ~ 0 and let f EWf (0). 

o 0 

(a) If u EWf (0) such that u is harmonic on G and u - f EWf (G), then 

o 0 

for all v in Wf (0) such that v - f EWf (G). 
o 

(b) If u is the orthogonal projection of f onto Wf (G).l.., then u is harmonic 
o 

onG andu-fEWf (G). 

o 0 

Proof. Let P denote the orthogonal projection of Wf (0) onto Wf (G).l... 
o 

Note that for functions w in Wf (G), Ilwlla = Ilwllo. We therefore drop 
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the subscripts G and 0 from the notation for the norm and inner product 
while in this proof. 

o 

(a) Since u is harmonic on G, the preceding corollary implies u -LWl 
(G). Thus Pf = P(f - u) + Pu = u. Hence if v is as described in (a), 
Ilull = IIPfl1 = IIP(f - v) + Pvll = IIPvl1 ~ Ilvll, proving (a). 

o 

(b) Now assume that u = Pf Ewl (G)-L. By Corollary 11.11, u is 
o 

harmonic on G. Also P(u - f) = 0, so u - f Ewl (G). 0 

Can the Dirichlet Principle be used to solve the Dirichlet problem? The 
answer is yes if the region G and the boundary values are suitably restricted. 
Indeed this was the classical way in which the Dirichlet problem was solved. 
Let's look more closely at this. First, as we mentioned before, the condition 

o 

that u - f Ewl (G) says that u and f agree on aG. So if we are given a 
continuous function 9 on aG, we would like to get a region 0 containing cl 

o 

G and a function f in wl (0) that agrees with 9 on aG. This is not always 
possible if 9 is only assumed continuous. 

Let 9 E C(a][J)); we want to get a region 0 that contains cl ][J) and a 
o 

function f in wl (0) with fla][J) = g. Clearly we can take 0 to be an open 
disk about 0 with radius> 1. Thus J~1r la f(reiO)1 2dO < 00 for almost all r, 
o ~ r < 1+e:. It is left as an exercise for the reader to show that this implies 
(is equivalent to?) the statement that g(eiO ) has a Fourier series E cneiO 

with E Inllcn l2 < 00. Clearly there are functions in C(a][J)) that do not have 
such a Fourier series, so without a restriction on the boundary functions 
the Dirichlet Principle cannot be used to solve the Dirichlet problem. Once 
the boundary function is restricted, however, the Dirichlet Principle does 
give the corresponding solution of the Dirichlet problem. Before seeing this, 
the stage must be set. 

11.13 Lemma. If G is a Jordan region and 8 < 80 = min{diam "( : 
o 

"( is a boundary curve of G}, then for every a in a G and all ¢ in Wl (G), 

Proof Without loss of generality we may prove the lemma for functions 
¢ that belong to C;;" (G). Fix a in aG and let "( be the component of aG 
that contains a. If 0 < 8 < 80 , aB(a; 8) n"( =I- 0. For ¢ in C;;"(G), since 
support ¢ c:;:; G for each r, 0 < r < 8, there is a Or with ¢(a + reiOr) = O. 
Hence 



266 19. Harmonic Functions Redux 

Applying the Cauchy-Schwarz Inequality and extending the interval of in­
tegration gives 

Thus 

r27r r27r 18</> 12 10 I</>(a + rei8WdO :=; 471'2 10 80 (a + reit ) dt. 

Observe that 2[18</>12 + 1'8</>1 2) = r-2[18</>/801 2 + 18</>/8rI2]. Now for r < 8, 

r27r 
I</>(a + rei8WdO :=; 471'282 r27r I~ 8</> (a+reit )1 2 

dt. 10 10 r2 80 

Now integrate with respect to r dr with 0 < r < 8 and we get 

< 471'282 r 112 8</> 12 dA 
1B(a:6) r 80 

< 871'282 r [18</>12 + 18</>12)dA. 0 
1B(a:6) 

The reader will note similarities between the proof of the next lemma 
and that of Theorem 7.15. 

11.14 Lemma. Let G be a bounded region, let {Gn } be a sequence of Jordan 
regions such that cl G n ~ Gn+! for all nand G = UnGn, and let f be a 
continuous function on cl G. If u is the solution of the Dirichlet problem 
for G with boundary values fl8G and, for each n, Un is the solution of the 
Dirichlet problem for G n with boundary values fl8Gn, then un(z) -+ u(z) 
for all Z in G. 

Proof. Fix ao in G I ; it will be shown that un(ao) -+ u(ao). The proof is 
obtained by considering several special classes of functions f. In each such 
case u and Un are as in the statement of the lemma. 

First assume that f = p, a polynomial in Z and z that is subharmonic in 
a neighborhood of cl G. For each n ~ 1 define Vn : C -+ C by letting Vn = P 
on C \ Gn and letting Vn = Un on Gn . So Vn is subharmonic on C; since 
Gn is a Dirichlet region, Vn is also continuous. By the Maximum Principle, 
Vn ~ P on Gn· 

Because cl Gn ~ Gn +l , another application of the Maximum Principle 
implies that Vn :=; Vn+! on C. Moreover, each Vn belongs to the Perron 
family pep, G) and so, on G, Vn :=; p, the solution of the Dirichlet problem 
on G with boundary values p. Thus v(z) == limn vn(z) = limn un(z) is 
a harmonic function on G and v :=; p = u. On the other hand, we have 
that Vn ~ P on Gn so that v ~ p on G and, hence, v E Pep, G). Thus 
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v ~ U so that, in fact, v = u. This proves the lemma whenever I is such a 
polynomial. 

Now let I be any polynomial in z and z and choose a constant c > 0 
such that 1+ clzl 2 is subharmonic in a neighborhood of cl G (see the proof 
of Theorem 7.15). Let Vn (respectively, v) be the solution of the Dirichlet 
problem on Gn (respectively, G) with boundary values clzl 2 • According 
to the preceding paragraph, un(z) + vn(z) - u(z) + v(z) for all z in G. 
But clzl 2 is also subharmonic, so again the preceding paragraph implies 
vn(z) - v(z) for all z in G. Thus the lemma holds for all polynomials. 

Now let I be arbitrary and let 15 > 0; pick a polynomial p such that 
I/(z) - p(z)1 < 15 for all z in cl G. Let Vn (respectively, v) be the solution 
of the Dirichlet problem on Gn (respectively, G) with boundary values p. 
Now on 8Gn, p - 15 ::; I ::; p + 15; hence Vn - 15 ::; Un ::; Vn + 15 on Gn. 
Similarly, v - 15 ::; U ::; v + 15 on G. It follows that Iu - unl ::; Iv - vnl + 215 

on Gn and so the lemma holds. 0 

The preceding lemma will be generalized in Theorem 21.10.9 below. 

11.15 Theorem. Let G be a bounded region, let 0 be an open set with cl 
o 

G ~ 0, and assume that I eWt (0) such that I is continuous on cl G. II 
o 0 

u is the orthogonal projection 01 I onto Wt (O)n Wt (G).L, then u is the 
solution 01 the Dirichlet problem on G with boundary values I. 

Prool. We already know from the Dirichlet Principle that u is harmonic 
on G. We first prove this theorem for the case that G is a Jordan region. 
Then Lemma 11.14 can be used to prove it for arbitrary bounded regions. 

The assumption that G is a Jordan region guarantees that every point 
of 8G is a regular point; so we need to show that, for each a in 8G, u(z)­
I(z) - 0 as z - a with z in G. So fix a in 8G and let 00 be as in Lemma 
11.13; let 15 > 0 be arbitrary. Since I is uniformly continuous on cl G, there 
is a 01 > 0 such that I/(z) - l(w)1 < 15 for z,w in cl G with Iz - wi < 01. 
Now let 0 be less than both 01 and 00/2; 0 will be further restricted later in 
such a way that it only depends on the point a. Fix z in G with Iz - al < o. 
Letting 02 = dist(z,8G) ::; Iz - ai, the Mean Value Property of harmonic 
functions implies 

u(z) - I(z) = 

11.16 

Now I/(w) - l(z)1 < 15 for all win B(z; 02) so the absolute value of the last 
of these two summands is less than 15. Also the Cauchy-Schwarz Inequality 
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gives that 

Now B(z; 82) ~ B(a; 28) and 28 < 80 . Using Lemma 11.13, this transforms 
the preceding inequality into 

I [ (u - I)dAI
2 

:5 
lB(z:62) 

1r8~ [ lu - fl2dA 
lB(a:26) 

:5 321r38~ [ [I8(u - 1)12 + 18(u - 1)12]dA. 
lB(a;26) 

Using (11.16) this gives 

1 

lu(z) - f(z)1 :5 v'321r [ [ [I8(u - fW + 18(u - fW]dA] '2 + c. 
lB(a;26) 

Because 8( u - I) and 8( u - I) are square integrable, 8 can be chosen 
sufficiently small, depending on a, that lu(z) - f(z)1 < 2c when Iz - al < 8. 

This proves the theorem for the case that G is a Jordan region. The 
details in applying Lemma 11.14 to obtain the arbitrary case are left to the 
reader. 0 

Exercises 

1. Show that 8¢8'¢ + 8¢8fij = ! ("~ ¢ . vfij) for ¢ and '¢ in C~. 

o 

2. Show that if u E wf and ¢ E C~(G), then ¢u Ewf (G). 

o 

3. Prove a version of Lemma 11.8 for functions in wf (G). 



Chapter 20 

Hardy Spaces on the Disk 

In this chapter the classical theory of the Hardy spaces on the open unit 
disk will be explored. The structure of the functions belonging to the spaces 
HP will be determined, and this will be applied to characterize the invariant 
subspaces of multiplication by the independent variable on a Hardy space. 

§1 Definitions and Elementary Properties 

Here we introduce the Hardy spaces HP of analytic functions on the open 
unit disk. 

1.1 Definition. If f : lI) -+ C is a measurable function and 1 ::; p < 00, 

define 

also define 

For any value of p, 1 ::; p ::; 00, let HP denote the space of all analytic 
functions on lI) for which Ilfllp == sUPr<1 Mp(r, f) < 00. 

If f : lI) -+ C and 0 < r < 1, denote by fr the function defined on alI) by 
fr(z) = f(rz) (as in §19.1). Thus for any such r, Mp(r, f) is the V' norm 
of fr' From this observation it follows that II· lip is a norm on HP. In fact, 
we will see that HP is a Banach space (1.5). 

Also from standard LP space theory, HP ~ Hr ~ HI if 1 ::; r ::; p. 
In particular Hoo is the space of bounded analytic functions on ]]) and 
Hoo ~ HP for all p. 

The same definition applies for 0 < p < 1, though the "norm" for this 
range of values of p must be redefined (without taking the p-th root). This 
will not be pursued here. The interested reader can consult Duren [1970), 
Hoffman [1962]' or Koosis [1980) for this topic. 

1.2 Proposition. If f : ]]) -+ C is an analytic function and 1 ::; P ::; 00, 

then IIfllp = limr-+l- Mp(r, f). 

Proof. Assume that p is finite. From Example 19.4.16 we know that z -+ 
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If(z}IP is a continuous subharmonic function and so (19.4.9) Mp(r, f) is an 
increasing function of r. Therefore the supremum must equal the limit. 

By the Maximum Modulus Theorem Moo(r, f) is also an increasing func­
tion of r. Thus the proposition also holds for p = 00. 0 

Note that if f E HI, then, by Theorem 19.2.12, there is a measure J.L on 
{)][)l such that f = ji. Also if 1 < p :::; 00 and f E HP, then f = 9 for some 
gin LP({)][)l). Moreover in the case that p > 1, fr -+ 9 a.e. [m] as r -+ 1. 
In particular, each function in HP, 1 :::; p :::; 00, has non-tangential limits 
at almost every point of {)][)l. 

There are two questions that occur here. First, when p > 1, which func­
tions 9 in Lp can arise in this way? Note that when we answer this question 
we will have identified HP with a certain subspace of £P and thus have the 
possibility of combining measure theory with the theory of analytic func­
tions. 

The second question concerns the case when p = 1. Here the theory 
becomes more subtle and difficult. If f E HI, then Theorem 19.2.12 says 
that the radial limit function 9 for f exists and 9 = the Radon-Nikodym 
derivative of J.L with respect to m, where f = ji. It will turn out that J.L is 
absolutely continuous with respect to Lebesgue measure so that, indeed, 
f = g. This is the F and M Riesz Theorem proved in §3 below. For now 
we content ourselves with complete information when p > 1 and partial 
information when p = 1. Recall (18.7.1) that for any function f (respec­
tively, measure J.L), j (respectively, fi,) denotes the Fourier transform of f 
(respectively, J.L). 

1.3 Theorem. If 1 :::; p :::; 00 and f E £P such that j(n) = 0 for n < 0, 
then i, the Poisson integral of f, belongs to HP. Moreover: 

(a) Ilfllp = Ilillp ; 

(b) if 1:::; p < 00, Ilir - flip -+ 0 as r -+ 1-; 

(c) ifp = 00, ir -+ f weak* in Loo as r -+ 1-. 

Proof. If z = reifJ E ][)l and Iwl = 1, then PzCw) = L::'=-oo rlnleinfJwn. 
Hence 

Jez) J few) PzCW) dm(w) 

J few) f: rlnleinfJwn dm(w) 
n=-CX) 

= f: rlnleinfJ J f(w)wn dm(w), 
n=-CX) 
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since the series converges uniformly in w. Therefore 

00 00 

j(z) = L rlnlei8 j(n) = L j(n)zn 
n=-oo n=O 

since, by hypothesis, i(n) = 0 when n < o. Thus j has a power series 
expansion in JI)) and so f is analytic on JI)). 

Also for 1 ~ p < 00, Iljr - flip ~ 0 as r ~ 1- (19.1.4). If p = 00, then 
Iljrlloo ~ Ilflloo. Hence, in either case, sUPr Mp(r, j) = sUPr Ilirllp < 00 

and so j E HP. The remaining details are easily deduced from Theorem 
19.1.4. 0 

What about the converse of the preceding theorem? Here is where we 
must assume that p > 1 and postpone consideration of the case where 
p = 1 until later. Suppose that f E HP, 1 ~ p ~ 00, and let 9 be the non­
tangential limit function of f. That is, g(w) = limf(rw) = limfr(w) a.e. 
[m] on {} JI)). By Theorem 19.2.12, 9 E LP. Now if 1 < p < 00, Ilfr - gllp ~ o. 
Thus 

g(n) ! g(w) wn dm(w) 

}!!p_! fr(w)wn dm(w) 

lim jr(n). 
r-->l-

But f(z) = L~ anzn for Izl < 1, with convergence uniform on proper 
subdisks of JI)). It follows (how?) that jr(n) = anrn if n ~ 0 and jr(n) = 0 
if n < o. Therefore g(n) = an if n ~ 0 and g(n) = 0 if n < o. By Theorem 
1.3, 9 E HP. But also (see the proof of Theorem 1.3) for Izl < 1, 

00 00 

g(z) = Lg(n)zn = Lanzn. 
o 0 

Hence 9 = f and the desired converse is obtained. 
If p = 00, then it is not necessarily true that fr ~ 9 in Loo norm, but 

it is true that fr ~ 9 weak· as r ~ 1-. Since wn E L1 for every n, the 
argument of the preceding paragraph shows that g( n) = 0 for n < 0 and 
9 = f· This discussion can be summarized as follows. 

1.4 Theorem. If 1 < p :::; 00 and f E HP, then g(w) = limr-->1- f(rw) 
defines a function 9 in LP with g( n) = 0 for n < 0 and 9 = f· 

These last two theorems establish a correspondence between functions 
in HP (defined on JI))) and the functions in 

1-f.P == {f E LP : j(n) = 0 for n < O}, 
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but only when p > 1. Now it is easy to see that 1-lP is a closed subspace of 
LP and we are led to the following. 

1.5 Theorem. III < p ::; 00, then the map that takes I in HP to its 
boundary values establishes an isometry of HP onto the closed subspace 1-lP 
of LP. Thus HP is a Banach space. For p = 2, HP is a Hilbert space with 
{l,z,z2, ... } as an orthonormal basis. For p = 00, Hoo is the dual of a 
Banach space since 1-l00 is a weak* closed subspace of L oo . 

Because of this result we can identify the functions in HP, 1 < p ::; 00, 

with their radial or non-tangential limits. Henceforward this identification 
will be made without fanfare. In §3 we will prove this assertion for p = 1; 
but first, in the next section, we will investigate another class of analytic 
functions on JI). This information will be used to derive the correspondence 
between HI and 1-l1. 

Exercises 

1. Supply the details in the proof of Corollary 1.5. 

2. Let A = {f E C(8JI)) : j(n) = 0 for n < O}. If I E A, show that its 
Poisson integral, j, is an analytic function on JI). Also if 9 : cl JI) ~ C 
is defined by g(z) = j(z) for Izl < 1 and g(z) = I(z) for Izl = 1, then 
9 is continuous. Conversely, if 9 is a continuous function on cl JI) that 
is analytic on JI) and I = gI8JI), then g(z) = j(z) for Izl < 1. (See §4.) 

3. Give a direct proof that HI is a Banach space. 

4. Show that (1 - Z)-I rj. HI. 

5. If 1 ::; p < 00 and lal < 1, define La : HP ~ C by La(l) = I(a) for 
all I in HP. Show that La E (HP)* and IILal1 = (1- laI2)-I/p. For 
p = 2, find the unique function ka in H2 such that La (I) = (I, ka) 
for all I in H2. 

6. Prove Littlewood's Subordination Theorem: If f and 9 are analytic 
functions on JI), f is subordinate to 9 (17.1.1), and 9 E HP, then 
IE HP and Ilfllp ::; Ilgllp· 

§2 The Nevanlinna Class 

In this section we will study another collection of analytic functions which 
is not a Banach space but includes all the Hardy spaces HP. 
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2.1 Definition. A function f is in the Nevanlinna class (or of bounded 
characteristic) if f is an analytic function on lD> and 

1 1211" sup - log+ If{reiO)1 dO < 00. 
r<l 211" 0 

The N evanlinna class is denoted by N. 

Note that since log+ If(z)1 is a subharmonic function (Example 19.4.7) 
and is also continuous, 2~ Ig1l" log+ If{reiO)1 dO is an increasing function of 
r (19.4.9). Thus the definition of a function in the Nevanlinna class can 
be weakened by only stipulating the finiteness of the supremum over a 
sequence {rn} with rn ---+ 1. Also 

1 1211" . 1 1211" . sup -2 log+ If{re,o)1 dO = lim -2 log+ If{re,o)ldO. 
r<l 11" 0 r-->l- 11" 0 

Since log x ::; xP for x ~ 1, we have the following. 

2.2 Proposition. If 1 ::; p::; 00, then HP ~ N. 

Thus every result for the Nevanlinna class is a result about functions 
belonging to all the Hardy classes. Our immediate goal is to give a charac­
terization of functions in N (Theorem 2.10 below) and to study the zeros of 
these functions. In the next section we will obtain a factorization theorem 
for this class. We begin with an elementary but important result. 

2.3 Lemma. If {an} is a sequence in lD>, the following statements are 
equivalent. 

(a) L~=l (1 - lanD < 00. 

(b) n~=l Ian I converges. 

(c) L~=llog lanl < 00. 

(d) n~=l ~ (t~inzz) converges uniformly and absolutely on compact 
subsets of lD>. 

Proof. The proof that (a), (b), and (c) are equivalent can be found in §7.5. 
The fact that (a) implies (d) is Exercise 7.5.4. By evaluating the infinite 
product in (d) at z = 0, (b) can be deduced from (d). 0 

2.4 Definition. A sequence {an} satisfying one of the equivalent conditions 
in the preceding lemma is called a Blaschke sequence. If {an} is a Blaschke 
sequence and m is an integer, m ~ 0, then the function 

2.5 
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is called a Blaschke product. 

The factor zm in the definition of a Blaschke product is there to allow b 
to have a zero at the origin. 

2.6 Proposition. If b is the Blaschke product defined by (2.5), then b E 

HOO and Ib{w)1 = 1 a.e. [m] on 8lI)). The zeros ofb are precisely the points 
aI, a2, ... and, provided m > 0, the origin. 

Proof. Let bn denote the product of zm with the first n factors in (2.5). 
It is easy to see that Ibn{z)1 ~ 1 on cl lI)) and Ibn{w)1 = 1 for w in 8lI)). By 
(2.3) Ib{z)1 ~ Ion lI)) and so b E HOO. Also for n > k, 

jlbn-bkl2dm = 2 [l-Rejbnbk dm] 

2 [1 - Re j !: dm] . 

Because n > k, bn/bk is analytic on lI)). Thus the mean value property 
implies that 

Hence 

j Ibn - bk l2dm = 2[1- IT lajl]· 
j=k+1 

But Lemma 2.3 implies that the right hand side of this last equation can 
be made arbitrarily small for sufficiently large n and k. Therefore {bn } is 
a Cauchy sequence in H2 and must converge to some function f. If Izl < 1 
and Pz is the Poisson kernel, then Pz E L2 and so bn{z) = I Pzbn dm -t 

I Pz f dm. Hence it must be that f = b. That is, bn -t b in H2. 
Because we have convergence in the L2 norm, there is a subsequence 

{bnk } such that bnk(w) -t b{w) a.e. [m]. Since Ibnkl = 1 a.e. on 8lI)), it 
follows that Ibl = 1 a.e. on 8 lI)). Finally, the statement about the zeros of 
the Blaschke product follows from (7.5.9). D 

We obtained a useful fact in the course of the preceding proof that is 
worth recording. 

2.7 Corollary. If {an} is a Blaschke sequence, b is the corresponding 
Blaschke product, and bn is the finite Blaschke product with zeros aI, ... , an, 
then there is a sequence of integers {nk} such that bnk -> b a.e. on 8lI)). 

The next result is the reason for our concern with Blaschke sequences. 
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2.8 Theorem. II I is in the Nevanlinna class and I is not identically 0, 
then the zeros 01 I lorm a Blaschke sequence. Moreover, ilb is the Blaschke 
product with the same zeros as I, then fib EN. II IE HP, then fib E HP. 

Prool. It suffices to assume that 1(0) =f. O. By Jensen's Formula (11.1.2) 

2.9 2~ 127r log II(reiO)1 dO = log 11(0)1 + L log (I:kl) , 
o lakl<r 

where ab a2, ... are the zeros of I, repeated as often as their multiplicity, 
and r is chosen so that lakl =f. r for any k. But logx ::; log+ x and so, since 
lEN, there is a finite constant M > 0 such that 2; J~7r log II(reiO)1 dO ::; 

M for all r < 1. This implies, with a small argument, that L:~=llog ( r!kT) < 
00. By Lemma 2.3, {ak} is a Blaschke sequence. 

Now to show that lib E N, when b is the Blaschke product with the 
same zeros as I. It is left as an exercise to show that if I has a zero at 
z = 0 of order m, then I I zm E N. Thus we may assume that 1(0) =f. 0 
and hence b(O) =f. O. If 9 = lib, then 9 is an analytic function on II) and 
never vanishes. If z E II) with Ig(z)1 ::; 1, then II(z)1 ::; Ib(z)1 ::; 1 and so 
log+ Ig(z)1 = 0 < -log Ib(z)1 = log+ II(z)l-log Ib(z)l· If Ig(z)1 > 1, then 
log+ Ig(z)1 = log Ig(z)1 = log II(z)1 - log Ib(z)1 ::; log+ II(z)1 - log Ib(z)l· 
Thus we have that, for all z in II), 

log+ Ig(z)1 ::; log+ II(z)l-log Ib(z)l· 

But log Ibl is a subharmonic function and so for 0 < r < 1, 

1 1 r27r 1 r27r 
271' log+ Ig(reiO)ldO < 271' 10 log+ II(reiO)ldO - 271' 10 log Ib(reiO)ldO 

< ~ r27r log+ II(reiO)ldO -log Ib(O)I. 
271' 10 

Since b(O) =f. 0, this implies that gEN. 
Now to show that lib E HP when IE HP. Let ab a2, ... be the zeros of I, 

repeated as often as their multiplicities, and let bn be the Blaschke product 
with zeros ab ... , an· Put gn = I Ibn and let M 2: f II(rw)IPdm(w) for all 
r < 1. If e > 0, there is an ro such that for ro ::; Izl ::; 1, Ibn(z)1 > 1 - e. 
Therefore 

J Ign(Tw)IPdm(w) < 

< 

(1 ~ c)p J II(rw)IP dm(w) 

M 
(1 - e)p 

for TO < T < 1. Letting T --+ 1, we get that gn belongs to HP. Since e was 
arbitrary, we can let c --+ 0 to see that Ilgn lip ::; M for all n. By Corollary 
2.7 there is a subsequence {gnk} such that gnk --+ 9 == lib a.e. on 8 II). 
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Therefore 9nk - 9 weakly in V. Since each 9n belongs to HP (why?), 
9 E HP. 0 

Here is the promised characterization of functions in the Nevanlinna 
class. 

2.10 Theorem. (F and R Nevanlinna) If 1 is an analytic function on D, 
then 1 belon9S to the Nevanlinna class il and only il 1 = 91/92 for two 
bounded analytic functions 91 and 92. 

Proof. First assume that 1 is the quotient of the two bounded analytic 
functions 91 and 92. It can be further assumed that 19i(z)1 :5 1 for z in D, 
i = 1,2. Since f must be analytic, it also can be assumed that 92 has no 
zeros in D. It follows that log 19i (z) I :5 0 and so log 111 = log 1911- log 1921 :5 
-log 1921; hence log+ 111 :5 -log 1921 on D. This implies that 

since log 1921 is harmonic. Thus 1 EN. 
Now assume that 1 E N. By Theorem 2.8 we may assume that 1 does 

not vanish on D. Hence u = log 111 is a harmonic function. Thus 

u(o) = j log 11rl dm 

j log+ 11rl dm -log-Ilrl dm. 

(Here log- x = - min{log x, o}.) Since 1 E N and the left hand side of this 
equation is independent of r, it follows that sUPr<1 J log-Ifrldm < 00. 

Therefore 

supllur lll = supj 1 log 11rll dm 
r<1 r<1 

~~~ {log+ 11rl dm + j log-Ilrldm} 

< 00. 

By Theorem 19.1.7, there is a measure 11 on aD such that u(z) = ji.(z) = 
J Pz dl1. Since u is real-valued, 11 is a real-valued measure. Let 11 = 11+ - 11-
be the Hahn decomposition of 11 and put u± = 11-±; so u+ and u_ are 
non-negative harmonic functions on D. 

Now D is simply connected and 1 is a non-vanishing analytic function, 
so there is an analytic function h on D such that 1 = eh ; stipulate that 
h(O) = log 11(0)1 so that h is unique. Thus u = Re h and it follows (by 
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uniqueness) that 

h(z) = -- dJ-l(w). j W+z 
w-z 

Also let 

Thus h = h+ - h_ and Re h± = u± ~ O. Put 91 = e-h - and 92 = e-h+; 
so 91 and 92 are analytic functions on ][)l with no zeros. Also 19i(z)1 = 
exp(-Reh±(z)) = exp(-u±(z» ::; 1. That is, 91 and 92 belong to H oo . 

Finally, 91/92 = exp(-h_)/exp(-h+) = exp(h+ - h_) = I. 0 

2.11 Theorem. II lEN and I is not constantly 0, then I has a non­
tangential limit a. e. on 8][)l and log I/( eill ) I E L 1 · 

Proof. We begin by proving the corollary if I E H OO • So assume that 
11/1100 ::; 1; we may also assume that 1(0) i- o. By Fatou's Theorem, I 
has non-tangential limits a.e. on 8][)l; thus Ir(w) ....... I(w) a.e. on 8][)l. By 
Fatou's Lemma (from real variables) 

faD Ilog I/(w)11 dm(w) < r~If- inf j Ilog I/r(w)11 dm(w) 

r~If- inf [- j log I/r(w)1 dm(W)] . 

But log III is subharmonic, so log 1/(0)1 ::; J log I/rl dm. Hence 

[ Ilog I/(w)11 dm(w) ::; -log 1/(0)1 < 00. JaD 
Thus log III E L 1 . 

Now let lEN. By the preceding theorem, 1=91/92 for two bounded 
analytic functions 91 and 92· Since log 19i I E L 1 , neither g1 nor g2 can vanish 
on a subset of 8][)l with positive measure. Thus the fact that both 91 and 92 
have non-zero non-tangential limits a.e. on 8][)l implies that the same is true 
of I. Also, because log 19i I E L 1 , it follows that log III = log 1911-log 1921 E 
L 1 . 0 

The condition that log I/(eill)1 is integrable is to say that I is log inte­
grable. 

2.12 Corollary. II lEN and I( w) = 0 on a subset 018][)l having positive 
measure, then I is identically O. 

2.13 Corollary. II IE HP and I(w) = 0 on a subset o18][)l havin9 positive 
measure, then I is identically O. 
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Exercise 

1. Suppose f is an analytic function on {z : Rez > O} and fen) = 0 for 
all n ~ 1. Show that if f is bounded, then f = o. 

§3 Factorization of Functions in the Nevanlinna Class 

In this section we will give a canonical factorization of functions in the 
class N. This will also factor functions in the Hardy spaces HP. Actually 
the strategy is to factor bounded analytic functions and then use Theorem 
2.10 to factor functions in N. 

3.1 Definition. An inner function is a bounded analytic function </> on JI)) 

such that I </>(w) I = 1 a.e. [m]. 

It follows that every Blaschke product is an inner function, but there are 
some additional ones. 

3.2 Proposition. If I.L is a positive singular measure on () JI)) and 

3.3 </>(z) = exp ( - J: ~; dl.L(W)) , 

then </> is an inner function. 

Proof. It is easy to see that </> is well defined and analytic on JI)). Let 
u(z) = -p,(z) = - J Pz(w)dl.L(w) = -ReJ :!~ dl.L(w)j so I</>(z) I = eU(z). 
Since I.L is a positive measure, u(z) ::; 0 for all z in JI)). Also the fact that 
I.L is a singular measure implies, by Fatou's Theorem, that u(rw) -+ 0 as 
r -+ 1- a.e. [m]. Hence if Iwi = 1 and both </> and u have a non-tangential 
limit at w, then I </>(w) I = limr->l_I</>(rw)1 = limr->l- e-u(rw) = 1 a.e. [m]. 
Therefore </> is inner. D 

An inner function </> as defined in (3.3) is called a singular inner function. 
It will turn out that singular functions are the inner functions with no zeros 
in JI)). At this point the reader might be advised to work Exercise 12 to 
see that the correspondence between singular inner functions and positive 
singular measures I.L as described by (3.3) is bijective. 

We come now to another class of analytic functions that are, in a certain 
sense, complementary to the inner functions. The idea here is to use formula 
(3.3) but with an absolutely continuous measure. It is also not required that 
the measure be positive. 

3.4 Definition. An analytic function f : JI)) -+ C is an outer function if 
there is a real-valued function h on JI)) that is integrable with respect to 
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Lebesgue measure and such that 

3.5 f(z) = exp (/: ~: h(w) dm(W») 

for all z in JI). 

It is clear that (3.5) defines an analytic function on JI) that has no zeros. 
Also the fact that h is real-valued implies that the harmonic function log If I 
is precisely the Poisson transform of h. 

3.6 Proposition. II I is the outer function defined by (3.5), then I is in 
the Nevanlinna class and h = log III a.e. [m] on aJl). Moreover, IE HP il 
and only il eh E V. 

Prool. As we already observed, log III = h on JI). Thus 

But Theorem 19.1.7 implies that this last term is uniformly bounded in r. 
Therefore lEN. Also Fatou's Theorem implies that I has non-tangential 
limits a.e. on aJl) and so, when the limit exists, h(w) = limr-+l- h(rw) = 
limr-+l_10g I/(rw)l. This proves the first part of the proposition. 

Since I/IP = (eh)P = ePh , 

/ I I (rw)IP dm(w) / ephr(w) dm(w) 

/ exp (/ ph(z) Prw(z) dm(z») dm(w). 

Since the exponential function is convex and Prw(z) dm(z) is a probability 
measure, Proposition 19.4.13 implies that 

/ I I (rw)IP dm(w) < / / exp(ph(z» Prw(z) dm(z) dm(w) 

/ exp(ph(z)) (/ Prw(z) dm(w») dm(z) 

J exp(ph(z)) dm(z) 

J(eh)P dm, 

since J Prw(z) dm(w) = J Prz(w) dm(w) = 1. So if eh E LP, then I E HP. 
Conversely, if IE HP, then l(ei6 ) E LP and, since eh = III, eh E £P. 0 
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We are now in a position to prove one of the main results of this section. 

3.7 Factorization Theorem. If f E H oo , then 

f(z) = cb(z) ¢(z) F(z), 

where c is a constant with Icl = 1, b is a Blaschke product, ¢ is a singular 
inner junction, and F is an outer function in HOO. Conversely, any function 
having this form belongs to HOO. 

Proof. Assume that f is a bounded analytic function with Ilflloo S; 1. 
By Theorem 2.8, f = cbg, where b is a Blaschke product, 9 is a bounded 
analytic function on ]])) with g(O) > 0, and c is a constant with Icl = 1. It 
also follows that Ilglloo S; 1. Let 9 = e-k for a unique analytic function 
k : ]])) -+ C with k(O) = log Ig(O) I. Thus u == Re k = -log Igl ?: O. That 
is, u is a non-negative harmonic function on ]])). By Herglotz's Theorem, 
u(z) = f Pz(w) dJl(w) for some positive measure Jl on 8]])). Therefore 

k(z) = -- dJl(w), j W+z 
w-z 

(Why?) Let Jl = Jla + Jls be the Lebesgue decomposition of Jl with respect to 
m, with Jla «m and Jls ..1 m, and let h be the Radon-Nikodym derivative 
of Jla with respect to m; so Jla = h m. It follows that h ?: 0 a.e. [m] since 
Jl is a positive measure. Define 

F(z) = exp (j: ~; [-h(w)] dm(w)) 

and let ¢ be the singular inner function corresponding to the measure Jls. 
It is easy to see that 9 = e- k = ¢F. By (3.6), -h = log IFI a.e. [m]. Also 
log Igl = -Rek = -u and u(rw) -+ h(w) a.e. [m] by Theorem 19.2.12. 
Thus -h = log Igl on 8]])) and this implies that Igl = IFI on 8]])). Therefore 
FE Hoo. 

The converse is clear. 0 

In light of Theorem 2.10 we can now factor functions in N. 

3.8 Corollary. If f is a function in the Nevanlinna class, then 

[ ¢1 (z)] 
f(z) = cb(z) ¢2(Z) F(z), 

where c is a constant with Icl = 1, b is a Blaschke product, ¢1 and ¢2 are 
singular inner functions, and F is an outer junction in N. 

Now concentrate on HP for finite p. It will be shown that Theorem 3.7 
extends to this situation with the factor F an outer function in HP. To do 
this we will first prove a result that has some independent interest. 
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3.9 Proposition. If f E HI, then f = hk for two functions hand k in 
H2. 

Proof. Let b be the Blaschke product with the same zeros as f. By Theo­
rem 2.8, f = bg, where 9 E HI and 9 has no zeros in lIJ>. Since lIJ> is simply 
connected, there is an analytic function h on lIJ> such that h2 = g. Since 
9 E HI, hE H2. Also k = bh E H2. Clearly, f = hk. 0 

3.10 Theorem. If 1:::; p:::; 00 and f E HP, then 

f(z) = c b(z) <jJ(z) F(z), 

where c is a constant with Icl = 1, b is a Blaschke product, <jJ is a singular 
inner function, and F is an outer function in HP. Conversely, any function 
having this form belongs to HP. 

Proof. In light of Theorem 3.7 it remains to consider the case where p < 
00. Before getting into the proper part of the proof, the reader is asked to 
establish the inequality 

Ilog+ a - log+ bl :::; la - bl, 

valid for all positive numbers a and b. (Just consider various cases.) Hence 

/ Ilog+ If(rw)I-Iog+ If(w)11 dm(w) < / If(rw) - f(w)1 dm(w) 

1 

< [/ If(rw) - f(w)IPdm(w)] P • 

Since this last quantity converges to 0 as r --+ 1-, we obtain that 

3.11 rl!.rr- / Ilog+ If(rw)1 -log+ If(w)11 dm(w) = O. 

3.12 Claim. If f E HP, then log If(z)1 :::; J Pz(w) log If(w)1 dm(w) for 
Izl < 1. 

To see this, fix z in lIJ>. By Theorem 2.8, f = b g, where b is a Blaschke 
product and 9 is a function in HP with no zeros. Hence, log If I = log Ibl + 
log Igl :::; log Igl. Since If(w)1 = Ig(w)1 on 8lIJ>, it suffices to prove the claim 
for the function g. 

Because 9 does not vanish on lIJ>, log Igl is a harmonic function on lIJ>, 
and so, for 0 < r < 1, log Igrl is harmonic in a neighborhood of cl lIJ>. 
Thus log Igr(z)1 = J PAw) log Igr(w)1 dm(w). But for Izl < 1, Pz E LOO. 
Therefore (3.11) implies that 

rl!.rr- / Pz(w) log+ Igr(w)1 dm(w) = J Pz(w) log+ Ig(w)1 dm(w). 
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Now Fatou's Lemma implies that J Pz(w) 10g-lg(w)1 dm(w) :::; liminfr_>l_ 
J Pz(w) 10g-lgr(w)1 dm(w). Hence 

log Ig(w)1 lim log Igr(w)1 
r-+l-

r~rp-J Pz(w) [log+ Igr(w)1 -log- Igr(w)l] dm(w) 

< J Pz log+ Igl dm - J Pz log-Igl dm 

J Pz log Igl dm, 

thus proving (3.12). 
Now to complete the proof of this theorem. Let f = cb(¢d¢2) F as in 

Corollary 3.8 and put ¢ = ¢d¢2. Since If(w)1 = IF(w)1 a.e. [m] on 8lI)), 
FE HP. Also I¢I = 1 a.e. [m] on 8lI)). So if it can be shown that Ib(z) ¢(z)1 :::; 
1 on lI)), this will show that b ¢ is an inner function and complete the proof. 
But for Izl < 1, 

log IF(z)1 J Pz(w) log IF(w)1 dm(w) 

J Pz(w) log If(w)1 dm(w) 

> log If(z)1 

by (3.12). Therefore 1 2: I H:~ I = Ib(z) ¢(z)l· D 

It is now possible to obtain the promised extension to HI of Theorems 
1.4 and 1.5. The result is stated for all p, though it is only necessary to 
offer a proof for the case that p = 1. The subspace HP of LP is defined as 
before (1.5). 

3.13 Theorem. If f E HP, 1 :::; p :::; 00, then g(w) = limr--+I- f(rw) 
defines a function in LP such that g( n) = 0 for n < 0, g = f, and 
Ilgllp = limr--+I-Ilfrllp· Thus the map that takes a function f in HP onto 
its boundary values 9 is an isometric isomorphism of HP onto the subspace 
HP of LP. For p = 00, this map is also a weak* homeomorphism. 

Proof. We can assume that p = 1. If f E HI, then f = hk for functions 
hand k in H2 (3.9); also, let hand k denote the respective boundary 
functions in H2. By Theorem 1.4, h = h, k = k, Ilhr - hl12 ~ 0, and 
Ilkr - kl12 ~ o. If 0 < r, s < 1, then 

J If(rw) - f(sw)1 dm(w) :::; J Ih(rw)[k(rw) - k(sw)] 1 dm(w) + 

J Ik(sw)[h(rw) - h(sw)]1 dm(w) 
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< IIhr l1 2 11kr - ks l1 2 + IIks l1 2 11hr - hs 11 2 • 

If M = max{llhI1 2 , Ilk11 2 } and c > 0, then there is an ro < 1 such that 
Ilkr -ks l1 2 < c/2M and Ilhr-hs l1 2 < c/2M for r, s > roo Hence Ilfr- fsl11 < 
c whenever r, s > roo That is, {fr} is a Cauchy net in L1. Let FELl such 
that Ilfr - Fill -+ 0 as r -+ 1- . By Theorem 3.8, f = F. By Fatou's 
Theorem, F(w) = limr-.1- f(rw) = g(w) a.e. [m] on al!)). But since fr -+ 9 
in L1 norm, Jr(n) -+ yen) for all n. Thus yen) = 0 for n < O. It is also clear 
that IIfrl11 -+ Ilg111. 0 

We will henceforth make no distinction between functions in the Hardy 
spaces HP and their boundary values. That is, with no warning we will 
consider functions in HP as functions on l!)) or on al!)) unless there is a 
distinct expository advantage in making a distinction. 

We have seen that if f E LP, 1::; p ::; 00, and J(n) = 0 for all n < 0, then 
f is the boundary function of a function in HP. We are therefore justified 
in calling functions in LP whose negative Fourier coefficients are 0 analytic 
functions. What are the "analytic measures?" That is, if p, is a regular 
Borel measure on al!)) and jl( n) = 0 for n < 0, what can we conclude, if 
anything, about p, and jl? The answer, contained in the F and M Riesz 
Theorem below, is that we get nothing new, since such measures must be 
absolutely continuous with respect to Lebesgue measure and therefore have 
Radon-Nikodym derivatives equal to a function in the Hardy space H1. 

3.14 The F and M Riesz Theorem. If p, E M(al!))) and jl(n) = 0 for 
n < 0, then p,« m and dp,/dm E H1. 

Proof. By familiar arguments (see, for example, the proof of Theorem 
1.3), if f = jl, then fez) = L:'=o jl(n)zn for Izl < 1. Thus f is an analytic 
function. Also, Ilfrlh ::; 11p,11 and so f E H1. If g(w) = limr-.1- f(rw), 
then Theorem 3.13 implies that 9 = f. Hence p,---=-g = o. But now an 
easy computation shows that for every integer n, p,-::-g(n) = 0, and so 
jl(n) = yen) for all n. Since the trigonometric polynomials are dense in 
C(al!))), it follows that p, = gm. 0 

We close this section with a discussion of weak convergence in the HP 
spaces. Part of this discussion (the part for p > 1) could have been pre­
sented earlier, while the consideration of the case where p = 1 is dependent 
on the F and M Riesz Theorem. We begin with the case p > 1. 

3.15 Proposition. If 1 < p::; 00, f E HP, and Un} is a sequence in HP, 
then the following statements are equivalent. 

(a) fn -+ f weakly in LP (weak* in LOO if p = 00). 

(b) sUPn Ilfnllp < 00 and fn(z) -+ fez) uniformly on compact subsets of 
l!)). 
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(c) sUPn Ilfnllp < 00 and fn(z) --+ f(z) for all z in][)). 

(d) sUPn Ilfnllp < 00 and f~k)(O) --+ f(k)(O) for all k ? o. 

Proof. (a) implies (b). By the Principle of Uniform Boundedness, sUPnllfnllp 
< 00. If K is a compact subset of][)), let s = sup{lzl : z E K}; so s < 1. Let 
s < r < 1; by Cauchy's Theorem, for any analytic function h on ][)) and z 
in K, 

h(z) = ~ f h(() d( = ~ f27r h(.reiO ) dO. 
271"z J1C:I=r ( - z 271" Jo re'o - z 

Now if h E HP, hr --+ h in LP norm. So letting r --+ 1 in the preceding 
equation gives that 

h(z) = ~ f27r ~(eiO) dO 
271" Jo e'o - z 

for all z in K. By Exercise 6, {(eiO - Z)-l : z E K} is compact in Lq, where 
q is the index dual to p. By Exercise 7, fn(z) --+ f(z) uniformly on K. 

(c) implies (a). Assume that 1 < p < 00. The fact that {in} is norm 
bounded implies, by the reflexivity of LP, that there is a function 9 in 
LP such that fn --+cl 9 weakly in LP. Since Lq is separable, there is a 
subsequence {ink} such that fnk --+ 9 weakly. If p = 00, then the fact that 
Ll is separable implies there is a 9 in Loo and a subsequence {ink} such 
that f nk --+ 9 weak*. In either case, for all integers m, g( m) = lim ink (m). 
Hence 9 E Hp. Also, the fact that (e iO - Z)-l E Lq implies that g(z) = 
(g, (eiO - Z)-l) = limnk--+oo(fnk' (eiO - Z)-l) = limnk --+oo fnk(Z) = f(z). 
Hence f is the unique weak (respectively, weak*) cluster point of {in} and 
so fn --+ f weakly (respectively, weak*). 

It is clear that (b) implies (c) and the proof that (d) is equivalent to the 
remaining conditions is left to the reader. 0 

What happens if p = I? By the F and M Riesz Theorem, HI can be 
identified, isometrically and isomorphicly, with £ == {J-l E M(8][))) : fJ,{n) = 
o for n < O}. Now it is easy to see that this is a weak* closed subspace 
of M = M(8][))). So if £1. = {f E C(8][))) : J f hdm = 0 for all h in HI}, 
then HI ~ (C(8][)))j £1.)*. That is, HI is the dual of a Banach space 
and therefore has a weak* topology. In fact, this is precisely the relative 
weak* topology it inherits via its identification with the subspace £ of M. 
Thus a sequence {in} in HI converges weak* to f in HI if and only if 
J gfndm --+ J gf dm for all 9 in C(8][))). We therefore have the following 
analogue of the preceding proposition. 

3.16 Proposition. If f E HI and {in} is a sequence in HI, then the 
following statements are equivalent. 

(a) fn --+ f weak* in HI. 
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(b) SUPn Il/nlll < 00 and In(z) --. I(z) unilormly on compact subsets 01 
IDl. 

(c) SUPn Il/nlll < 00 and In(z) --. I(z) lor all z in IDl. 

(d) SUPn Il/nlll < 00 and IAk)(O) --. (0) lor all k ~ O. 

The proof is left to the reader. 

Exercises 

1. Let <PI and <P2 be singular inner functions corresponding to the singu­
lar measures /-Ll and /-L2' If <P is the function <PIi<P2 in the Nevanlinna 
class, show that <P is an inner function if and only if /-Ll ~ /-L2' 

2. Let F be the collection of all inner functions and observe that F is a 
semigroup under multiplication. If <P E F, characterize all the divisors 
of <p. Apply this to the singular inner function <p corresponding to the 
measure 0:61. where 61 is the unit point mass at 1 and 0: > O. 

3. If <p is an inner function, is it possible for 1/<p to belong to some HP 
space? Can 1/ <p belong to some V space? If I is any HP function 
such that 1/1 E HI, what can you say about I? 

4. If I E HI and Re/(z) > 0 for all z, show that I is an outer function. 
If <p is an inner function, show that 1 + <p is outer. 

5. If.6. is a measurable subset of {) IDl having positive Lebesgue measure 
and a and b are two positive numbers, show that there is an outer 
function I in HOO with I/(w)1 = a a.e. on .6. and I/(w)1 = b a.e. on 
{) IDl \ .6.. Show that if h E V, 1 ::; p ::; 00, and h ~ 0, then there 
is a function I in HP such that h = III a.e. on {) IDl if and only if 
logh E Llj show that the function I can be chosen to be an outer 
function. 

6. If 1 ::; q < 00, the function z --. (eiO - Z)-l is a continuous function 
from IDl into Lq. Thus for any compact subset K of IDl, {(eiO - Z)-l : 
z E K} is a compact subset of Lq. 

7. If X is a Banach space, {xn} is a sequence in X such that Xn --. 0 
weakly, and K is a norm compact subset of X*, then sup{lx*(xn)1 : 
x· E K} --. 0 as n --. 00. 

8. Prove that condition (d) in Proposition 3.15 is equivalent to the re­
maining ones. 

9. Prove Proposition 3.16. 
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10. Show that for 1 in L1, J I¢dm = 0 for all ¢ in Hoo if and only if 
1 E H1 and 1(0) = o. Denote this subspace of H1 by HJ. Show that 
H OO is isometrically isomorphic to (L1/ HJ)*. 

11. Let bn be the Blaschke product with a zero of multiplicity n at 1- ~. 
Show that {bn } converges weak* in HOO. What is its limit? 

12. (a) Show that if /L is a complex valued measure on 81l)), (3.3) defines 
an analytic function ¢ on Il)) with no zeros. (b) Show that I(z) = 
- J ~!~ d/L( w) is the unique analytic function on Il)) such that ¢ = ef 

and 1(0) = -/L(81l))). (c) Show that I(n)(o) = -2n! J wnd/L(w) for 
n ~ O. (d) Show that if /L is a singular measure and ¢ == 1, then 
/L = o. (e) Show that if /L is a real-valued measure and ¢ == 1, then 
/L = o. (f) Now assume that /L1 and /L2 are two positive singular 
measures that represent the same singular inner function ¢. That is, 
assume that exp( - J ~"!:.~ d/L1 (w)) = exp( - J ~!~ d/L2 (w)) = ¢( z). 
Show that /L1 = /L2· 

13. If ¢ is an inner function, find all the points a on 8 Il)) such that ¢ has 
a continuous extension to Il)) U {a}. 

§4 The Disk Algebra 

Here we study an algebra of continuous functions on the closed disk (or the 
unit circle) that is related to the Hardy spaces. 

4.1 Definition. The disk algebra is the algebra A of all continuous func­
tions 1 on cl Il)) that are analytic on Il)). 

It is easy to see that A is a Banach algebra with the supremum norm. In 
fact, it is a closed subalgebra of Hoo. In light of the recent sections of this 
book, the proof of the next result should offer little difficulty to the reader. 
(This was covered in Exercise 1.2.) 

4.2 Theorem. The map 1 ---+ 1181l)) is an isometric isomorphism 01 A 
onto the subalgebra A = {g E C(81l))) : g(n) = 0 for n < O} of C(81l))). 
Furthermore, if 9 E A and 1 = g, then 1181l)) = 9 and Ir ---+ 9 unilormly on 
81l)). 

We will no longer make a distinction between the disk algebra A and the 
algebra A consisting of its boundary values. That is, we will often think of 
A as a subalgebra of C(81l))). 

4.3 Proposition. The analytic polynomials are uniformly dense in the disk 
algebra. 
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Proof. This is easy to prove if you first observe that the Cesaro means 
of a function in the disk algebra are analytic polyrtomials and then apply 
Theorem 18.7.5. 0 

4.4 Theorem. If p : A -- C is a non-zero homomorphism, then there is 
a point a in ell!)) such that p(f) = f(a) for all f in A. Thus the maximal 
ideal space of A is homeomorphic to ell!)), and under this identification the 
Gelfand transform is the identity map. 

Proof. If p : A -- C is a non-zero homomorphism, let a = p(z). Since 
Ilpll = 1, lal :::; 1. It follows by algebraic manipulation that p(P) = pea) 
for all polynomials in z. In light of the precedirlg proposition, p(f) = f(a) 
for all f in A. Conversely, if lal :::; 1 and p(f) = f(a) for all f in A, 
then p is a homomorphism. Thus p -- p(z) is a one-to-one correspondence 
between the maximal ideal space and ell!)). The proof of the fact that this 
correspondence is a homeomorphism and the concomitant fact about the 
Gelfand transform is left to the reader. 0 

4.5 Proposition. {Re pial!)) : p is an analytic polynomial} is uniformly 
dense in CIR(al!))). 

Proof. If g(w) = E~=-n Ckwk, where C_k = Ck, then 9 = Rep for some 
analytic polynomial. On the other hand, the Cesaro means of any function 
in CR (al!))) are such trigonometric polynomials and the means converge 
uniformly on al!)) (18.7.5). 0 

4.6 Corollary. If J-L is a real-valued measure on al!)) such that J p dJ-L = 0 
for every analytic polynomial p, then J-L = O. 

4.7 Corollary. If J-L is a real-valued measure on al!)) such that J p dJ-L = 0 
for every analytic polynomial p with p(O) = 0, then there is a real constant 
c such that J-L = em. 

Proof. Let c = J 1dm = J-L(al!))). It is easy to check that, if v = J-L - em, 
then J pdv = 0 for all polynomials p. The result now follows from the 
preceding corollary. 0 

This essentially completes the information we will see here about the 
disk algebra. There is more information available in the references. 

Now we turn our attention to some related matters that will be of use 
later. Note that this puts the finishing touches to the proof of Theorem 
14.5.8. 

4.8 Theorem. If f E HI, the following statements are equivalent. 

(a) The function () -- f(e i9 ) is of bounded variation on [0,211"]. 
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(b) The function f belongs to the disk algebra and 0 -+ f(e iO ) is absolutely 
continuous. 

(c) The derivative of f belongs to HI. 

Proof. (a) implies (b). Let u(O) = f(e iO ); we are assuming here that u is 
a function of bounded variation. But since f E HI, 2~ f;7r u( O)einO dO = 
f f( W )wn dm( w) = 0 for n ;::: 1. Using integration by parts, this implies 
that, for n ;::: 1, 

o 

The F and M Riesz Theorem now implies that u is an absolutely continu­
ous function whose negative Fourier coefficients vanish. In particular, u is 
continuous and, since f = il, f E A. 

(b) implies (c). Since u(O) = f(e iO ) is absolutely continuous, for 0 < r < 1 
and for all 0, 

1 127r f(re iO ) = - Pr(O - t)f(eit)dt. 
271' 0 

Differentiating both sides with respect to 0 gives 

'0 '0 1 1211' 8 't ire' f'(re' ) = - -(Pr(O - t)]f(e' )dt. 
271' 0 80 

Since Pr is an even function, this implies 

1 1211' 8 
ireio f'(re iO ) = - -8 [Pr(O - t)]u(t) dt. 

271' 0 t 

Since u is absolutely continuous, integration by parts yields 

1 127r irei°f'(reio ) = - Pr(O-t)u'(t)dt. 
271' 0 

This implies that izJ'(z) is an analytic function on ][)) that is the Poisson 
integral of the LI function u'. Hence iz J' (z) belongs to HI. But this implies 
that J' E HI. 

(c) implies (b). Let h denote the boundary values of J'. So hELl, h( -n) = 
o for n > 0, and J' is the Poisson integral of h. Let g(8) = f~ i eit h(t) dt; 
so g(O) = O. Also g(271') = f027r i eith(t)dt = ifo211' ci(-t)dt = ih(-l) = O. 
Now 9 is absolutely continuous and g' (8) = ieiO h( 8) a.e. For n < 0, 

g(n) = 
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_~ ~ r27r g(O) d(e- inB ) 
m 271" 10 

__ 1_ e-inB g(O) 127r + _1._ r27r e-inB g'(O) dO 
271"n 0 271"m 10 

_1_ r27r h(O) e-i(n-l)B dO 
271"n 10 

1 ~ 

271"n h(n -1) 

= o. 
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Thus 9 belongs to the disk algebra and 918 j[)) = 9 is absolutely continuous. 
Since we have already shown that (b) implies (c), we have that g' E HI. 
Moreover an examination of the proof that (b) implies (c) reveals that 

!!...g( eiB ) = lim ieiB g(reiB ). 
dO r-+l-

But ddBg(eiB ) = ieiBh(O) = ieiB l'(eiB ). Thus 

lim [f'(reiB ) - g'(reiB )] = 0 
r-+l-

a.e. Since I' - g' E HI, f' = g'. Therefore there is a constant C such that 
f = g+C. This implies that f E A and 0 --t f(e iB ) is absolutely continuous. 

Since it is clear that (b) implies (a), this completes the proof. 0 

It is worth recording the following fact that surfaced in the preceding 
proof. 

4.9 Corollary. If f belongs to the disk algebm and 0 --t f(e iB ) is absolutely 
continuous, then 

4.10 Corollary. If f belongs to the disk algebm and 0 --t f(e iB ) is abso­
lutely continuous, then the length of the curve 0 --t f(e iB ) is 271"111'111. 

Exercises 

1. Show that the only inner functions that belong to A are the finite 
Blaschke products. 

2. Show that the function f(z) = (1 - z) exp [~] is continuous as a 

function on 8][)), but there is no function in A that equals f on 8 j[)). 
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3. Let K be a compact subset of alI)) having zero Lebesgue measure. 
(a) Show that there is an integrable, continuous function w : alI)) -+ 

[-00, -1] such that w(z) = -00 if and only if z E K. (b) Prove the 
result of Fatou that says there is a function f in A with fez) = 0 if 
and only if z E K. 

4. Let "I be a rectifiable Jordan curve and G = ins "I; let r : lI)) -+ G be 
a Riemann map and extend r to be a homeomorphism of cl lI)) onto 
cl G. Generalize Corollary 4.10 by showing that, if ~ is a Borel subset 
of "I, the arc length measure of ~ is 271" f,-l(Ll.) Ir'(w)1 dm(w). 

5. Keep the notation of the preceding exercise. Show that if E is a subset 
of a lI)), then m(E) = 0 if and only if r(E) is a measurable subset of 
"I with arc length measure O. 

6. Keep the notation of Exercise 4. Let a = eio< and let a : [0,1] -+ 

lI)) U {a} be a curve with a(l) = a and la(t)1 < 1 for 0 ~ t < 1. 
Assume that a has a well defined direction at a that is not tangent 
to alI)); that is, assume that () == limt--+l- arg[a(t) - a] exists and 
() #- a ± 71"/2. If It r( eit ) exists at t = a, does the angle between r 0 a 
and "I exist at rea) and is it equal to ()? Is this true a.e. on alI))? 

§5 The Invariant Subspaces of HP 

The purpose of this section is to prove the following theorem (Beurling 
[1949]). 

5.1 Beurling's Theorem. Ifl ~ p < 00 and M is a closed linear subspace 
of HP such that zM ~ M and M #- (0), then there is a unique inner 
function ¢ with ¢(O) ~ 0 such that M = ¢HP. Ifp = 00 and M is a weak* 
closed subspace of HOO such that zM ~ M and M #- (0), then there is a 
unique inner function ¢ with ¢(O) ~ 0 such that M = ¢Hoo. 

A subspace M of HP such that zM ~ M is called an invariant subspace 
of HP. Strictly speaking, such a subspace is an invariant subspace of the 
operator defined by multiplication by the independent variable. Clearly if 
M = ¢HP for some inner function ¢, then M is a closed invariant subspace 
of HP. So Beurling's Theorem characterizes the invariant subspaces of HP. 

Beurling's Theorem is one of the most celebrated in functional analysis. 
It is one of the first results that make a deep connection between operator 
theory and function theory. For a proof in the case that p = 2 that uses 
only operator theory, see Theorem 1.4.12 in Conway [1991]. The proof here 
will require some additional work. 

Begin by introducing an additional class of functions related to the 
Nevanlinna class. Let N+ denote those functions f in the class N that 
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have a factorization f = c b ¢ F, where c E C with Icl = 1, b is a Blaschke 
product, ¢ is an inner function, and F is an outer function. Referring to 
the factorization of functions in the Nevanlinna class (Corollary 3.8), we 
see that the functions in N+ are precisely those in N for which no inner 
function is required in the denominator of this factorization. The first re­
sult will be stated but not proved. Its somewhat difficult proof is left to 
the reader. (Also see Duren [1970], Theorem 2.10.) 

5.2 Theorem. If fEN, then f E N+ if and only if 

1 1211" . 1 1211" . 
lim - log+ If(ret9 )1 dO = - log+ If(et9 )1 dO. 

T ..... l- 211" 0 211" 0 

Note that if ¢ is a singular inner function, 1/¢ E N but 1/¢ (j. N+. For 
f = 1 j ¢ the left hand side of this equality is finite and not 0 while the right 
hand side is o. 

The next result is an easy consequence of the definition on the class N+. 

5.3 Proposition. If f E N+ and f E V, 1:::; p:::; 00, then f E HP. 

To facilitate the proof of Beurling's Theorem introduce the notation [fl = 
the closed linear span of {J, zf, z2 f, ... } in HP whenever f E HP, 1:::; p < 
00. Note that [fl = cl {pf : p is a polynomial} and [fl is the smallest 
invariant subspace of HP that contains the function f. If f E Hoo, [fl is 
the weak* closed linear span of the same set. 

5.4 Lemma. If f is an outer function in HP, 1:::; p:::; 00, then [fl = HP. 

Proof. If [fl =I=- HP, then there is a continuous linear functional L on HP 
(L is weak* continuous if p = 00) such that L(p f) = 0 for every polynomial 
p but L =I=- o. Let q be the index conjugate to p and let 9 E Lq such that 
L( h) = J hg dm for every h in HP. So J p f 9 dm = 0 for every polynomial 
p, but there is at least one integer n ~ 0 with J zng dm =I=- o. Thus 9 (j. H8, 
the Hq functions that vanish at O. On the other hand we do have that 
J zn f 9 dm = 0 for all n ~ 0, so that k = f 9 E HJ. 

Now f has no zeros in ]])l and so kj f is an analytic function on ]])l. Since 
k E HJ and f E HP, log I kl and log I f I both belong to Ll. Therefore 
log Ikj fl = log Ikl-Iog If I E Ll. Using the fact that f is outer and k E HI, 
it follows that kj f E N+. But on a]])l, kj f = 9 E Lq. Thus Proposition 5.3 
implies that 9 E H8, a contradiction. 0 

We now fix our attention on the case p = 2. 

5.5 Lemma. Beurling's Theorem is true for p = 2. 

Proof. First, let 9 be a function in M such that the order of its zero at 
z = 0 is the smallest of all the functions in M. It must be that 9 (j. zM. 
Indeed, if 9 E zM, then 9 = zf for some fin M; but the order of the zero 
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of I at 0 is one less than the order of the zero of g at 0, a contradiction. 
Thus M properly contains zM. 

Let I¢ E M n (zM)-L with 11¢112 = 1. So for all n :::: 1, 0 = (¢, ¢zn) = 
J 1¢1 2 zndm. By taking complex conjugates we see that all the Fourier co­
efficients of 1¢12 are zero except possibly for the coefficient for n = O. Thus 
1¢12 is the constant function. Since 11¢112 = 1, we have that I¢I == 1, and so 
¢ is an inner function. 

Claim. dim[M n (zM)-L] = 1. 

Indeed let 'l/J be a function in Mn(zM)-L such that 'l/J -'- ¢ and 11'l/J112 = 1. 
It is left to the reader to show that {zn¢, zk'l/J : n, k :::: O} is an orthonormal 
set in £2. Therefore for any n, k :::: 0, 0 = (zn¢, zk'l/J) = J znzk¢¢dm. Thus 
0= J h¢¢dm for every h in £l(Oj[))) and so ¢¢ = O. Since both ¢ and 'l/J 
must be inner functions, this is impossible. This contradiction shows that 
dim[M n (zM)-L] = 1 and hence is spanned by ¢. 

Let N = [¢]; so N:s M. Let hEM nN-L. So h -'- ¢; since dim[M n 
(zM)-L] = 1, this says that h E zM. But an easy argument shows that 
dim[zM n (Z2 M)-L] = 1. Since h -'- z¢, we also get that h E z2 M. Con­
tinuing this argument we arrive at the fact that h E zn M for all n :::: 1. 
But this says that h is an analytic function with a zero at z = 0 of infinite 
order. Hence h = 0 and it must be that M = N = [¢]. 0 

Now we prove Beurling's Theorem for the case p = 00. 

5.6 Lemma. If M is a weak* closed invariant subspace of HOC and M I:­
(0), then there is an inner function ¢ such that M = ¢HOC. 

Proof. Let N be the closure of M in H2. It is immediate that N is an 
invariant subspace of H2. By Lemma 5.5 there is an inner function ¢ such 
that N = ¢H2. It is claimed that M = ¢Hoc. Actually it is easy to see 
that M ~ ¢Hoc since M ~ N n HOC. 

For the other inclusion, let Un} ~ M such that Ilfn - ¢112 -> O. By 
passing to a subsequence if necessary, we may assume that fn -> ¢ a.e. 
[m] on oj[)). Since M ~ ¢Hoc , for each n there is a function hn in Hoc 
such that In = ¢hn . Define Vn on oj[)) by vn(w) = 1 when Ihn(w)1 :S 1 and 
vn(w) = Ihn(w)1 otherwise. Now V;;:l E £00 and 10g(V;;:1) E £1. Thus there 
is an outer function gn in Hoc such that Ignl = V;;:l on oj[)) (Proposition 
3.6). But In -> ¢ a.e on oj[)) and so hn = ¢In -> ¢¢ = 1 a.e. on oj[)). 
This in turn implies that gn -> 1 a.e. on 0 j[)). But Ilgn II oc :S 1 for all n 
and so gn -> 1 weak* in Hoc. By Proposition 3.15, gn(z) -> 1 for all z in 
j[)). Thus gn(z)fn(z) -> ¢(z) for z in j[)). But Ilgnfnlloc = Ilv;;:lhn ll oc :S 1. 
By Proposition 3.15, gnfn -> ¢ weak* in Hoc. Since gnfn E M, ¢ E M. 
Therefore ¢Hoc ~ M. 0 

The proof of the next lemma is immediate from the factorization of 
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functions in HP. The details are left to the reader. 

5.7 Lemma. If ¢ and 1/J are inner junctions, then ¢HP = 1/JHP if and only 
if there is a scalar a with lal = 1 and 1/J = a¢. 

Proof of Beurlin9's Theorem. Let M be an invariant subspace of HP, 1 ~ 
P < 00. Because Lq ~ Ll, M n H oo is weak* closed and invariant in HOO. 
If 9 E M and 9 = 9091 with 90 outer and 91 inner, let {Pn} be a sequence 
of polynomials such that IIPn90 - Illp --+ 0 (Lemma 5.4). It follows that 
Pn9 --+ 91 in Lp and so 91 E M n HOO. That is, the inner factor of every 
function in M belongs to M n Hoo. In particular, M n Hoo =1= (0). Thus 
(Lemma 5.6) there is an inner function ¢ such that M n HOO = ¢Hoo. 

We now show that M = ¢HP. In fact if 9 E M and 9 = 9091 as in 
the preceding paragraph, 91 E ¢Hoo j let 91 = # for some 1/J in Hoo. So 
9 = ¢1/J90 E ¢HP j that is, M ~ ¢HP. On the other hand, ¢ E M and so 
¢p E M for every polynomial p. By taking limits we get that ¢HP ~ M. 

The uniqueness statement follows immediately from Lemma 5.7. 0 

Some notes are in order. First, Hoo is a Banach algebra and the invariant 
subspaces of H oo are precisely the ideals of this algebra. So Beurling's 
Theorem characterizes the weak· closed ideals of Hoo. In Exercise 1 the 
weak· continuous homomorphisms from Hoo into C are characterized. A 
discussion of the Banach Algebra HOO is a story by itself. (For example, see 
Garnett [1981].) 

Second, if C = the collection of invariant subspaces of HP, then C forms 
a lattice where the join and meet operations are defined as follows. If M 
andNEC, 

M V N = cl [span(M uN)], 
MAN MnN. 

It is left to the reader to check that C with these operations satisfies the 
axioms of a lattice. In the exercises Beurling's Theorem is applied to the 
study of this lattice. Also see §3.1O in Conway [1991]. 

Exercises 

1. If p : Hoo --+ C is a non-zero weak· continuous homomorphism, show 
that there is a unique point a in II) such that p(f) = f (a) for all f in 
HOO. 

Exercises 2 through 14 are interdependent. 

2. Let I denote the set of all inner functions ¢ of the form 



294 20. Hardy Spaces 

where k ~ 0, b is a Blaschke product with b(O) > 0 (possibly b == 1), 
and 1/J is a singular inner function (possibly 1/J == 1). Call this the 
canonical factorization of a function in I. Show that for an inner 
function 4>, 4>(n) (0) > 0 for the first positive integer n with 4>(n) (0) =I- 0 
if and only if 4> E I. 

3. Note that I is a semigroup under multiplication and that 1 is the 
identity of I. Show that this semigroup has no zero divisors; that 
is, if 4> and 1/J E I and # = 1, then 4> = 1/J = 1. Show that this 
makes it possible to define the greatest common divisor and least 
common multiple of two functions in I, and that they are unique 
when they exist. If 4>1 and 4>2 E I, then gcd(4)1, 4>2) = the greatest 
common divisor of 4>1 and 4>2 and lcm(4)1, 4>2) = the least common 
multiple of 4>1 and 4>2 when they exist. The next exercise guarantees 
the existence. 

4. If 4>1 and 4>2 E I and 1 :::; p :::; 00, then: (a) 4>IHP 1\4>2HP = 4>HP, where 
4> = lcm(4)1 , 4>2); (b) 4>I HP V 4>2 HP = 4>Hp , where 4> = gcd(4)1, 4>2). 

5. For <iJ1 and 4>2 in I, say that 4>1 ~ 4>2 if 4>214>1; that is, if 4>1 is a multiple 
of 4>2. Henceforth it will always be assumed that I has this ordering. It 
is customary to define 4>1 V 4>2 == lcm( 4>1, 4>2) and 4>11\4>2 == gcd( 4>1, 4>2); 
with these definitions show that I becomes a lattice and the map 
4> -+ 4>HP is a lattice anti-isomorphism from I onto Co, the lattice of 
non-zero invariant subspaces of HP. 

6. Let 4>1, 4>2 E I and let 4>j = zkj bj1/Jj be the canonical factorization of 
4>j,j = 1,2. Furthermore, let J.tj be the positive singular measure on 
8lIJ) associated with the singular function 1/Jj. Prove that 4>1 ~ 4>2 if 
and only if: (i) kl ~ k2 ; (ii) the zeros of b1 contain the zeros of b2 , 

counting multiplicities; (iii) J.tl ~ J.t2. 

7. Let J.tl and J.t2 be two positive measures on a compact set X and 
set J.t = J.tl + J.t2; set h = the Radon-Nikodym derivative of J.tj with 
respect to J.t,g = max(h, h), and h = min(h, h)· Put l/ = gJ.t and 
'f/ = hJ.t. Prove the following. (a) J.t1, J.t2 :::; l/ and if 0' is any positive 
measure on X such that J.t1, J.t2 :::; 0', then l/ :::; 0'. (b) J.tl, J.t2 ~ 'f/ and 
if 0' is any positive measure on X such that J.tl, J.t2 ~ 0', then 'f/ ~ 0'. 

For two positive measures J.tl and J.t2, the measures l/ and 'f/ will be 
denoted by J.tl V J.t2 and J.tl 1\ J.t2, respectively. 

8. Let 4>1 and 4>2 be functions in I with canonical factorizations 4>j = 
zkj bj1/Jj, where bj is a Blaschke product with zeros Zj, each repeated 
as often as its multiplicity, and 1/Jj is a singular inner function with 
corresponding singular measure J.tj. Let kl V k2 = max(k1, k2) and 
kl1\k2 = min(kl' k2); b1 Vb2 = the Blaschke product with zeros ZlUZ2 
and b1 1\ b2 = the Blaschke product with zeros Zl n Z2; 1/Jl V 1/J2 = 
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the singular inner function with measure ILl V 1L2 and 1/Jl 1\ 1/J2 = the 
singular inner function with measure ILl 1\ 1L2. Prove the following. 
(a) (PI V¢2 = zk1 Vk2 (bl Vb2)(1/Jl V1/J2) and ¢lHP 1\¢2HP = (¢l V¢2)HP. 
(b) ¢ll\¢2 = ZklAk2(bl l\b2)(1/Jll\1/J2) and¢lHPI\¢2HP = (¢ll\¢2)HP. 

9. With the notation of the preceding exercise, ¢lHP V ¢2HP = HP if 
and only if kl = k2 = 0, Zl n Z2 = 0, and ILl .1. 1L2· 

10. Show that if 1 ~ p < 00 and Ml and M2 are non-zero invariant sub­
spaces of HP, then M l nM2 =I- (0). State and prove the corresponding 
fact for weak* closed ideals of HOC>. 

11. Using the notation of Exercise 8, show that if kl = k2 = 0, Zl 
and Z2 have disjoint closures, and ILl and JL2 have disjoint closed 
supports, then ¢lHP + ¢2HP = HP. Show that ¢lHP + ¢2HP = HP 
if and only if there are functions Ul and U2 in HOC> such that ¢l Ul + 
¢2U2 = 1. (Remark. This condition is equivalent to the requirement 
that inf{l¢l(z)1 + 1¢2(Z)1 : Izl < I} > O. This is a consequence of the 
Corona Theorem (Carleson [1962])). 

12. If {¢d ~ [, describe the inner functions ¢ and 1/J such that V ¢iHP = 
¢HP and A ¢iHP = 1/JHP. Give necessary and sufficient conditions 
that V ¢iHP = HP. That A ¢iHP = (0). 

13. Let ¢ be the singular inner function corresponding to the measure 
alh, a > O. If Ml and M2 are invariant subspaces for HP, 1 ~ p < 
00, and both contain ¢HP, show that either Ml ~ M2 or M2 ~ M l . 
(See Sarason [1965] for more on this situation.) 

14. Let Ml and M2 be invariant subspaces of HP such that Ml ~ M 2. 
If ¢l and ¢2 are the corresponding functions in [, give a necessary and 
sufficient condition in terms of ¢l and ¢2 that dim(M2/ Md < 00. If 
dim(M2/ M l ) > 1, show that there is an invariant subspace M such 
that Ml ~ M ~ M2 and M =I- Ml or M 2. 

15. (Conway [1973]) Endow [ with the relative weak* topology from HOC>, 
and for each ¢ in [ let P", be the orthogonal projection of H2 onto 
¢H2. Show that if a sequence {¢n} in [ converges weak* to ¢ in [, 
then P"'n --+ P", in the strong operator topology. 

16. Show that the inner functions are weak* dense in the unit ball of HOC>. 

§6 Szego's Theorem 

In this section we will study the spaces PP(JL), the closure of the polynomials 
in £P(JL) for a measure JL supported on the unit circle. For p = 00, POC>(IL) 
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denotes the weak* closure of the polynomials in L'X) (/1,). In particular we 
will prove Szego's Theorem (6.6). 

Let A denote the disk algebra (§4) and let Ao = {f E A : f(O) = O}; so 
Ao is a maximal ideal in the algebra A. If p, is a positive measure on 8lJ), let 
Pg(p,) be the closure of Ao in U(p,). (p = oo?) Since PP(p,) is the closure 
of A in U(p,), we have that dim[PP(p,)/ Pg(p,)] ::::; 1. If p, = m, Lebesgue 
measure on 8lJ), then this dimension equals 1. Can it be O? The answer is 
easily seen to be yes by taking p, to be the unit point mass at 1. However 
the general answer is the key to this section. 

First, a few recollections from measure theory. If p, is a measure and p, = 
v + "1, where v and "1 are mutually singular measures, then for 1 ::::; p ::::; 00 

the space U(p,) splits into a direct sum, U(p,) = U(v) EB U("1). For a 
function f in U(p,) this decomposition is achieved by restricting f to the 
two disjoint carriers of the mutually singular measures. Thus for f = 9 EB h, 
Ilfllp = Ilgllp + Ilhllp when 1 ::::; p < 00 and Ilflloo = max{llglloo, Ilhll oo }. 
This natural decomposition will be always lurking in the background of the 
discussion that follows. 

6.1 Proposition. If 1 ::::; p ::::; 00 and p, is a positive measure on 8 lJ) with 
p, = P,a + P,s the Lebesgue decomposition of p, with respect to m, then 

Proof. It is rudimentary that Pg(p,) <:;;; Pg(P,a)EBU(P,s) <:;;; U(P,a)EBU(P,s). 
If p-I + q-I = 1, let 9 E Lq(p,) = Lq(P,a) EB Lq(P,s) such that f gfdp, = 0 
for all f in Ao. Thus f zngdp, = 0 for all n 2:: 1. By the F and M Riesz 
Theorem, gp,« m. Thus 9 = 0 a.e. [P,s] and so 9 E Lq(P,a) and 9 ..1. LP(p's). 
Consequently 9 ..1. Pg(P,a) EB U(P,s). The proposition now follows by the 
Hahn-Banach Theorem. 0 

6.2 Corollary. If 1 ::::; p < 00 and p, is a positive measure on 8 lJ) with 
absolutely continuous part P,a, then 

We have seen that if h is a non-negative function in L 1 (m), then logh 
may fail to be integrable. In fact, log h E £1 if and only if there is a function 
f in HI with h = If I (Proposition 3.6). Because logx ::::; x-I for x > 0, 
the only way that log h can fail to be integrable is for flog hdm = -00; 

that is, the approximating sums for the integral must diverge to -00. If 
this is indeed the case, then the expression exp [J log hdm] that appears in 
the subsequent text is to be interpreted as 0 (what else?). 
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6.3 Proposition. If h is a non-negative function in Ll(m), then 

exp [J log h dm] = inf {J he9 dm: 9 E LMm) and J 9 dm = o}. 
Proof. If 9 E Lk{m) and J 9dm = 0, then Jlog{he9)dm = J{logh + 
9)dm = Jloghdm. Thus letting J.L = m in Proposition 19.4.13 and replac­
ing h by log{he9 ), we get 

exp [J logh dm] ::; inf {J he9dm: 9 E LMm) and J 9 dm = o}. 
If c > 0, let Ce = J log{h + c)dm and put ge = Ce - log{h + c). Thus 

geLk(m) and J gedm = O. Also J hege dm = J heCe{h+c)-ldm = eCe J h{h+ 
c)-ldm. Now Ce - J log hdm by monotone convergence. On the other 
hand, J h(h + c)-ldm - 1. Thus J hege dm - exp (J log hdm] , proving 
the proposition. 0 

6.4 Lemma. If h is a non-negative lunction in Ll(m) and 9 E £k{m) with 
J 9dm = 0, then there exists a sequence 01 functions {9n} in LR'{m) such 
that J 9ndm = 0 lor all n ~ 1 and J he9n dm - J he9dm as n - 00. 

Prool. Let In = 9 if 191 ::; n and 0 otherwise. Then 

J hefndm = [ he9dm + [ h dm. 
J191 $.n J191 >n 

Since h and 9 E Ll{m), ~91>n h dm - 0 as n - 00. By the Monotone 

Convergence Theorem, ~91$.n he9dm - J he9dm. Therefore J hefndm -

J he9dm. Let 9n = In - J In. Then J he9n dm = exp (- J In) J hefndm. 
Since J In - J 9 = 0, exp (- J In) - 1 and so J he9n dm - J he9dm. 0 

6.5 Proposition. II hE Ll(m) and h ~ 0, then 

exp [J log h dm] = /flo [J heRe f dm] . 

Proof. Let a == inffEAo (J heRef dm] and (3 == inf {J he9dm : 9 E L~(m) 
and J 9 dm = O}. By Proposition 6.3, it must be shown that a = (3. But if 
I E Ao, then J ReI dm = 0 and so a ~ (3. To obtain the other inequality, 
we first use the preceding lemma to see that (3 = inf {J he9dm : 9 E LR'{m) 
and J9dm=0}. Since for any polynomial p, JRep dm = Rep{O), it 
follows from Proposition 4.5 that {ReI: I E Ao} is uniformly dense in 
{9 E C IR{8lDl) : J 9 dm = O}. Thus if 9 E LR'{m) with J 9 dm = 0, then 
there is a sequence of functions {In} from Ao such that {ReIn} is uni­
formly bounded and ReIn - 9 a.e. on 8lDl. By the Lebesgue Dominated 
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Convergence Theorem, J heRefndm ---- J hegdm. Hence a ::; J hegdm. But 
g was arbitrary, so a ::; (3. D 

6.6 Szego's Theorem. If 1 ::; p < 00, p, is a positive measure on 8J[)l, 
p, = P,a + P,8 is the Lebesgue decomposition of J1, with respect to m, and h is 
the Radon-Nikodym derivative of P,a with respect to m, then 

Proof. Using the preceding proposition, 

exp [/ log h dm] = g~nt / heP Re 9 dm. 

But epRe 9 = leglP and if g E A o, then f = 1 - eg E Ao. Hence epRe 9 = 
11 - flP and 

6.7 exp [/ logh dm] ~ /ft / 11- flPh dm. 

Now let g E Ao and apply (6.7) to the function h = 11 - giP. Since 
11 - f - g + fglP is subharmonic, this yields 

exp [/ log 11- glPdm] > inf /11 - f - g + fglPdm 
fEAo 

> 1. 

This says that log 11 - glP E L1 and a == J log 11 - glPdm ~ O. Put k = 
log 11 - glP - a and c = ea. Thus J k dm = 0, c ~ 1, and cek = 11 - giP. 
By Proposition 6.3, applied to the original function h, exp [J log h dm] ::; 
J hekdm::; cJ hekdm = J 11- glPh dm. Combining this with (6.7) we get 
that 

exp [/ logh dm] = g~nt / 11- glPh dm. 

The theorem now follows from Corollary 6.2. D 

Of course the left hand side of the equation in Szego's Theorem is pre­
cisely the distance in LP(p,) from the constant function 1 to the space 
PC(p,). If this distance is zero, then 1 E PC(p,). But this implies that, for 
n ~ 1, zzn = zn-l E PC(p,). Thus PC(p,) is invariant for multiplication 
by z as well as z. Therefore PC(p,) contains all polynomials in z and z and 
must equal LP (p, ). This proves the next corollary. 

6.8 Corollary. If 1 ::; p < 00, p, is a positive measure on 8J[)l, and J1, = 
P,a + P,8 is the Lebesgue decomposition of p, with respect to m, then PC(p,) = 
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LP (J.L) if and only if 

Note that the condition in the preceding corollary is independent of p. 
The condition for p = 00 is different and less restrictive on J.L. The proof of 
the final proposition of this section is immediate from Proposition 6.1. 

6.9 Proposition. If J.L is a positive measure on alDl, then P~(J.L) f:. LOO(J.L) 
if and only if m ~ J.L. 

Exercises 

1. Without using any of the results of this section, show that if a > 0 
and r = {ei8 : 7r ~ 181 ~ a}, then every continuous function on r is 
the uniform limit of analytic polynomials. 

2. If T : lDl - lDl is an analytic function and f E HP, is f 0 T in HP? 

3. Give an example of a measure J.L on a lDl such that J.L and m are mutu­
ally absolutely continuous and P!(J.L) = LP(J.L). Note that P~(J.L) f:. 
LOO(J.L). 

4. If f E L2, show that the closed linear span in L2 of the functions 
{znf : n ~ O} is L2 if and only if: (i) f does not vanish on a set of 
positive measurej (ii) log If I is not Lebesgue integrable. What hap­
pens for LP with p f:. 2? 

5. For 1 ::; p ::; 00 and J.L a positive measure on alDl, show that the 
following are equivalent: (a) P6(J.L) f:. LP(J.L)j (b) PP(J.L) f:. LP(J.L)j (c) 
P6(J.L) f:. PP(J.L). 



Chapter 21 

Potential Theory in the Plane 

In this chapter we will continue the study of the Dirichlet problem. The 
emphasis here will be on finding the limits of the results and employing 
measure theory to do so. 

Potential theory is most fully developed in the literature for n-dimensional 
Euclidean space with n 2': 3. There is an essential difference between the 
plane and ]Rn for n 2': 3; the standard potential for C is the logarithmic 
potential of §19.5, while for higher dimensions it is a Newtonian potential. 
Classical works on complex analysis treat the case n = 2, but usually from 
a classical point of view. In this chapter the treatment of the classical re­
sults will be from a more modern point of view. Many of the results carry 
over to higher dimensions and the interested readers are invited to pursue 
this at their convenience. Good general references for this are Brelot [1959], 
Carleson [1967], Helms [1975], Landkof [1972], and Wermer [1974]. 

§1 Harmonic Measure 

If G is a hyperbolic open set in the extended plane and u is a real-valued 
continuous function on 000 G, then u is a solvable function for the Dirichlet 
problem. This leads to the following elementary result. 

1.1 Proposition. If G is a hyperbolic open set and a E G, the map u --+ 

u(a) is a positive linear functional of norm 1 on the space CJR(oooG). 

Proof. Proposition 19.7.10 implies that u --+ u is linear. If u is a positive 
function in CJR(oooG), then 0 E P(u, G); hence u 2': O. Therefore u --+ u(a) 
is a positive linear functional. Since i = 1, this functional has norm 1. 0 

According to the preceding proposition, for each a in G there is a unique 
probability measure Wa supported on oooG such that 

1.2 

for each u in CR(oooG). 

u(a) = f u dwa 
JaooG 

1.3 Definition. For any hyperbolic open set G and any point a in G, the 
unique probability measure Wa supported on oooG and satisfying (1.2) for 
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every u in CR(aooG) is called harmonic measure for G at a. To indicate the 
dependence of the measure on G, the notation w;; will be used. If K is a 
compact subset of C and a E int K, then harmonic measure for K at a is 
the same as harmonic measure for int K at a. 

The point to remember here is that harmonic measure is only defined 
for hyperbolic sets. If K is compact, then G = int K is bounded and thus 
hyperbolic. In this book there will be little need for harmonic measure on 
a compact set. 

The next result is left as an exercise for the reader. 

1.4 Proposition. If G is a hyperbolic set and a E G, then (1.2) holds for 
all bounded Borel functions u. 

Note that this proposition says that wa(~) = X6.(a) for any Borel subset 
of aooG and any point a in G. 

From the comments following Theorem 15.2.5 we see that, for an ana­
lytic Jordan region, harmonic measure at the point a is absolutely contin­
uous with respect to arc length measure on the boundary; and the Radon­
Nikodym derivative is aga/an, the derivative of the Green function with 
respect to the exterior normal to the boundary. An interpretation of The­
orem 10.2.4 shows that if G = ][)) and a E ][)), then dwa = Pa dm, where Pa 
is the Poisson kernel at a and m is normalized arc length measure on a][)). 
Thus in these examples, harmonic measure and arc length measure on the 
boundary are mutually absolutely continuous. (Recall that two measures I-L 
and l/ are said to be mutually absolutely continuous if they have the same 
sets of measure 0.) This is not an isolated incident. 

1.5 Theorem. If G is a bounded simply connected region such that a G 
is a rectifiable Jordan curve, then harmonic measure for G and arc length 
measure on a G are mutually absolutely continuous. 

Proof. Fix a in G and let r : ][)) -+ G be the Riemann map such that 
r(O) = a and r'(O) > O. By Theorem 14.5.6 (also see Theorem 20.4.8), 
r extends to a homeomorphism r : cl ][)) -+ cl G. Thus () -+ r(ei6 ) is a 
parameterization of aG. Since aG is a rectifiable curve, Theorem 14.5.8 
implies that () -+ r(ei6 ) is absolutely continuous and r' is in the space HI. 

According to (20.4.9) the derivative of the function () -+ r(ei6 ) is iei6r'(ei6 ), 

where r'(ei6 ) is the radial limit of r'. So if u : aG -+ IR is a continuous 
function, the measure I-L defined on a G by 

Ju dl-L = ~ [27r u(r(ei6 » Ir'(ei6 )1 d() 
2n 10 

is (non-normalized) arc length measure. 

Claim. If E is a Borel subset of 8][)), then m(E) 
l-L(r(E» = o. 

o if and only if 
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From the above formula, we know that for any Borel set ~ contained in 
aG, J1.(~) = IT- 1 (D..) IT'I dm. Assume that m(E) = O. Since T is a homeo­

morphism, E = T-l(T(E» and so J1.(T(E)) = IE IT'I dm = O. Conversely, if 
J1.(T(E)) = 0, then T' = 0 a.e. [m] on E. Since T' E HI and is not the zero 
function, this implies that m(E) = o. 

On the other hand, if u E CIR(aG), then u 0 T E CIR(al!))). Let h be the 
solution of the Dirichlet problem on l!)) with boundary values u 0 T. It is 
easy to see that h 0 T- 1 is the solution ofthe Dirichlet problem on G with 
boundary values u. That is, h 0 T- 1 = u. Hence 

J u dwa = u(a) = h(O) = J u 0 T dm. 

Since u was arbitrary, this implies that Wa = mOT-I. Thus for a Borel 
subset ~ of aG, wa(~) = 0 if and only if m(T-l(~» = o. In light of the 
claim, this proves the theorem. 0 

The above result has an extension to a finitely connected Jordan region 
with rectifiable boundary. If G is such a region and its boundary r = a G 
consists of analytic curves, then this is immediate from Theorem 15.2.5. If 
r only consists of rectifiable curves, then a more careful analysis is needed. 
Also see Exercise 4. 

In Exercise 2 part of a fact that emerged from the preceding proof is 
extracted for later use. The basic problem that is touched on in that exercise 
is the following. If T : G --t n is a surjective analytic function, can harmonic 
measure for n be expressed in terms of harmonic measure for G? The next 
proposition settles this for bounded Dirichlet regions. 

1.6 Proposition. Suppose G is a bounded Dirichlet region, T : l!)) --t G is 
an analytic function with T(O) = a, and i denotes the mdiallimit function 
OIT. lli(al!))) ~ aG, then w~ = m 0 i-I. 

Prool. Let I : a G --t lR be a continuous function and j the solution of 
the Dirichlet problem on G with boundary values I; so j extends to a 
continuous function on cl G with j = I on aGo If a E al!)) such that T has 
a radial limit at a and r --t 1-, then j 0 T(ra) --t I(i(a» = 10 Tea). That 
is, the bounded harmonic function JOT on l!)) has radial limits equal to 10 i 
a.e. on a l!)). Therefore JOT = I-;;i and so 

J Idw<; =i(T(O»=I-;;i(O) = J loidm= J Idmoi- 1 . 

o 

In general, we will not be so concerned with the exact form of harmonic 
measure but rather with its measure class; that is, with the sets of harmonic 
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measure O. When two measures f-L and v are mutually absolutely continu­
ous, we can form the two Radon-Nikodym derivatives df-L/dv and dv/df-L. 
Say that f-L and v are boundedly mutually absolutely continuous if they are 
mutually absolutely continuous and the two Radon-Nikodym derivatives 
are bounded functions. 

1. 7 Theorem. If G is a hyperbolic open subset of the plane and a and b 
belong to the same component of G, then the harmonic measures for G at a 
and b, Wa and Wb, are boundedly mutually absolutely continuous. Moreover, 
there is a constant P > 0 (depending only on a, b, and G) such that if H 
is any hyperbolic open set containing G and f-La and f-Lb are the harmonic 
measures for H at a and b, then Pf-La ::; f-Lb ::; p-1f-La. 

Proof. This follows from Harnack's Inequality. If B(a; R) ~ G, Ib - al = 
r < R, and u is a positive continuous function on 800G, then Harnack's 
Inequality implies that piL(a) ::; u(b) ::; p- 1u(a), where P = (R-r)/(R+r). 
Thus P J u dwa ::; J u dwb ::; p-1 J U dwa · 

But this implies that p wa(.6.) ::; Wb(~) ::; p-1 wa(~) for every Borel set 
~ contained in 800 G. Thus Wa and Wb are boundedly mutually absolutely 
continuous and 

< dwb < -1 
P-dw -p 

a 

Note that this constant p depends on a, b, and G alone. Thus the same 
inequalities hold for f-La and f-Lb: 

< df-Lb < -1 
P- -d -P f-La 

If a and b belong to the same component of G, then there are points 
ao, . .. ,an and positive numbers Ha, ... , Rn such that: (i) a = ao, b = an; 
(ii) laj - aj-ll < R j , 1 ::; j ::; n; (iii) B(aj; R j ) ~ G. By the preceding 
paragraph, for 1 ::; j ::; n, Waj and waj _1 are boundedly mutually abso­
lutely continuous with constant Pj. Thus Wa and Wb are mutually absolutely 
continuous and 

hence 

dwa dwao dwa1 
dwb dwa1 dwa2 

< dwb < -1 
P - dwa - P 

where P = PIP2 ... Pn. Similarly, the same inequality holds for the measures 
f-La and f-Lb. 0 

This result has some interesting consequences. If f-L and v are boundedly 
mutually absolutely continuous measures, then the identity mapping on 
bounded Borel functions induces a bounded bijection of V(f-L) onto LP(v) 
for all p. (See Exercise 3.) Thus we can legitimately say that V(f-L) = LP(v) 
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in this case. So if a and b belong to the same component of G, V(wa ) = 
LP(Wb) for all p. We are led to the following definition for regions only. 

1.8 Definition. If G is a region and 1 :S p < 00, LP(oG) == V(wa), where 
a is any point in G. 

So the preceding discussion says that the definition of this space LP ( 0 G) 
does not depend on the choice of point a in G, though the value of the 
norm of a function in the space will depend on the choice of a. We return 
to the case of an arbitrary (not necessarily connected) hyperbolic open set 
G. 

1.9 Proposition. If a E G and G is hyperbolic, then for any Borel set .6. 
disjoint from the boundary of the component ofG that contains a, wa(.6.) = 
O. Thus the support ofwa is contained in oooGa, where Ga is the component 
of G that contains a. 

Proof. Note that if the notation is as in the statement of the theorem 
and ¢ E p(X6., G), then limsupz--+( ¢(z) :S X6.() = 0 for ( in oGa. Thus 

¢I = max{ ¢, O} E p(X6., G) and ¢I vanishes on Ga and so we have that 
0= x;;.(a) = wa(.6.). D 

In light of the last few results it is tempting to believe that the harmonic 
measures for points in distinct components of G are mutually singular. This 
is not the case, as the next example demonstrates. 

1.10 Example. A string of beads is a compact set 

where {.6.n } is a sequence of open disks in II)) having the following properties: 

(i) cl.6.n n cl .6.m = 0 for n =I- m; 

(ii) the center of each .6.n lies on the interval [-1,1]; 

(iii) [-1,1] \ Un .6.n contains no interval; 

(iv) [-1,1] n K has positive one-dimensional Lebesgue measure. 

To construct K, first construct a Cantor set in [-1, 1] with positive Lebesgue 
measure and replace each deleted subinterval of [-1,1] with an open disk 
.6.n . The details of the construction of this set are left to the reader. 

Notice that G = int K has two components, each of which is simply 
connected with a boundary that is a rectifiable Jordan curve; denote these 
components by Q+ and Q_. Let a± E Q± and let W± = harmonic measure 
for G at the point a±. Since oQ± is a rectifiable Jordan curve (why?), W± 
and arc length measure on oQ± are mutually absolutely continuous (1.5). 
Thus W+ and w_ are not mutually singular. 
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We now characterize solvable functions for a hyperbolic open set. 
But first we will see a lemma. 

1.11 Lemma. If G is a hyperbolic set, a E G, and f : 800 G ~ [-00,00) 
is an upper semicontinuous function that is bounded above and satisfies 
j(a) > -00, then f E Ll(wa ). 

Proof. According to Theorem 19.3.6 there is a decreasing sequence Un} 
of continuous functions on 800G such that for each (in 8oo G, fn(() 1 f((). 
By Corollary 19.7.12, jn(a) ~ j(a). On the other hand, the Monotone 
Convergence Theorem implies that J fn dwa ~ J f dwa • By (1.2), j(a) = 
J f dwa • Since f is bounded above and J f dwa > -00, f E Ll(wa ). 0 

1.12 Brelot's Theorem. Let G be a hyperbolic set and let u be an extended 
real-valued function on 8ooG. If u is solvable, then for all Z in G, u is 
integrable with respect to W z and 

u(z) = J u dwz . 

Conversely, if for each component of G there is a point a in that component 
such that u E Ll(Wa ), then u is solvable. 

Proof. By Corollary 19.7.7 it suffices to assume that G is connected. As­
sume that u is solvable and fix a point Z in G. According to Proposi­
tion 19.7.8.b there is an increasing sequence of upper semicontinuous func­
tions {un} on 800G such that each Un is bounded above, Un ::; u, and 
un(z) ~ u(z). Similarly, there is a decreasing sequence of lower semicon­
tinuous functions {vn} on 800G such that each Vn is bounded below, Vn ~ u, 
and vn(z) ~ u(z). Because u is solvable, it can be assumed that un(z) and 
vn(z) are all finite numbers. By the preceding lemma, each Un and Vn is in­
tegrable with respect to W z • But un::; u ::; Vn and so u E L 1 (wz ). Moreover, 
J undwz = un(z) ::; u(z) ::; vn(z) = J vndwz · Since 0 = limn J(vn -un) dwz , 

we have that u(z) = J u dwz • 

Now assume that there is a point a in G such that u E Ll(Wa ). By 
Theorem 1.7, u is integrable with respect to W z for each z in G. It suffices 
to assume that u ~ o. From measure theory there is a sequence of non­
negative bounded Borel functions {un} such that u = :En Un. Since each Un 
is solvable, for each z in G, 0::; :En un(z) = :En J Un dwz = J u dwz < 00. 
According to Proposition 19.7.11, u is a solvable function. 0 

The next result will be used later and could have been proved earlier. 
It was postponed until now because the corollary is the chief objective 
here and this was meaningless until harmonic measure was introduced. 
Note that the next proposition generalizes Proposition 19.7.6. (The result 
is quite useful in spite of the fact that its statement is longer than its proof, 
usually a sign of mathematical banality.) 
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1.13 Proposition. Let G be a hyperbolic open set and let 9 : oooG -IR be 
a bounded Borel function; denote by fJ the solution of the Dirichlet Problem 
on G with boundary values g. If H is an open subset ofG and h : oooH -IR 
is defined by h(() = fJ(() for ( in oooH n G and h(() = g(() for ( in 
oooH n oooG, then h is a solvable function for Hand h = fJ on H. 

Proof. In fact, if ¢ E P(g, G), then ¢IH E P(h, H); hence fJ ::; h on H. 
Similarly, 9 2: h on H. Since G is hyperbolic, we get that h = h = fJ on H. 
o 

1.14 Corollary. If G is a hyperbolic open set and H an open subset of G, 
then for any Borel subset ~ of oooG n oooH, w[! (~) ::; w~(~) for all a in 
H. 

Proof. Note that z - wf' (~) is the solution of the Dirichlet problem on G 
with boundary values 9 = X<1. If h : oooH -IR is defined by h(z) = wf'(~) 
for z in oooHnG and h(z) = g(z) for z in oooHnoooG, then the preceding 
proposition implies that for z in H, 

w?(~) = h(z) = f h dw: 2: w: (~) 

since h 2: X<1 on oooH. 0 

1.15 Corollary. Let G and 0 be hyperbolic open sets with G ~ o. If K 
is a compact subset of oooG such that w~\K (K) = 0 for all a in G, then 
w~(K) = 0 for all a in G. 

Proof. First observe that the hypothesis implies that K is a subset of 
000 (0 \ K) n oooG. So the preceding corollary implies w~(K) ::; w~\K (K) 
for all a in G. 0 

The section concludes with an application of harmonic measure to obtain 
a formula for the Green function of a hyperbolic open set. In order to set 
the stage for this, we must first show that the logarithm is integrable with 
respect to harmonic measure. Using Theorem 1.12, this will produce a 
solution of the Dirichlet problem with logarithmic boundary values and 
lead to the sought formula. 

1.16 Lemma. If 0 is a hyperbolic open subset of Coo such that 00 E 0 and 
0: E 00, then for every b in 0, Wb( {o:}) = 0 and the function ( - log I( -0:1 
belongs to Ll(Wb). 

Proof. Let g(z, 00) be the Green function for 0 with singularity at 00 and 
put h(z) = g(z, 00) -log Iz - 0:1. So h(z) = g(z, 00) -log Izl-Iog 11 - 0:/ zl 
and h is a harmonic function on O. Now 00 is bounded and so there is a 
constant C such that log I( - 0:1 ::; C on 0 O. 
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Let {Un} be a sequence of continuous functions on an such that Un :;::: 
-C, Un() i log I( - al-1 for ( in an and ( f:. a, and un(a) f:. OOj put 
hn = Un. So {hn } is an increasing sequence of harmonic functions on n. If 
q, E P(un , n) and ( E an, then limsupz-+dq,(z) + log Iz - all ~ un () + 
log I( - al ~ 0 ~ liminfz-+( g(z, 00). According to the Maximum Principle, 
q,(z) + log Iz - al ~ g(z,oo) on nj hence q, ~ h on n and so hn ~ h. 
Therefore for each n, 

h(b) :;::: hn(b) 

J Undwb 

un(a) Wb( {a}) + [ Un dwb 
JaO\{OI.} 

> un(a)Wb({a}) - C. 

So if Wb(a) > 0, the right hand side converges to 00 as n -+ 00, a contra­
diction. 

To show the integrability of the logarithm, take the limit in the above 
inequality to get 

00 > h(b) :;::: - J log '( - al dwb :;::: -C. 

Thus log I( - al E L1(Wb). 0 

Amongst other things, the preceding lemma says that harmonic measure 
has no atoms for regions of that type. In the above lemma note that if a E C \ an, log '( - a' is a bounded continuous function on the boundary 
and is thus integrable. The next result is part of the reason for the preceding 
lemma and the succeeding proposition is another. 

1.17 Proposition. If G is hyperbolic, then Wa has no atoms. 

Proof. This is immediate from the preceding lemma since, by the choice 
of a suitable Mobius transformation, any hyperbolic open set G can be 
mapped onto a hyperbolic open set n such that 00 E n. Once this is done 
we need only apply Exercise 2 and the preceding lemma. 0 

1.18 Proposition. If G is hyperbolic and a E C, then the function ( -+ 

log I( - al belongs to L1(Wb) for every b in G. 

Proof. Without loss of generality we may assume that 0 E G. Let r(z) = 
z-1 and put n = r(G). So 00 E n. According to Exercise 2, WP/b = wf 0 r 

and wf = WP/b or (since r = r-1). Fix b in G. By Lemma 1.16, log I( -.81 E 

L 1(wP/b) for every .8 in Cj thus log 1(-1 -.81 E £l(wf). Taking.8 = 0 gives 

that log 1(' = -log ,(,-1 E L1(wf). Taking .8 = 1/a, a f:. 0, gives that 
log '( - al = log 1(-1 -.81 + log 1(' + log lal E L1(wf). 0 
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It should be emphasized that in the next theorem the open set is assumed 
to not contain the point 00. For a hyperbolic open set that contains 00 the 
formula for the Green function is in the succeeding theorem. 

1.19 Theorem. If G is a hyperbolic open set contained in C, a E G, and 
g(z, a) is the Green function for G with singularity at a, then 

g(z, a) = J log I( - al dwz() -log Iz - al· 

Proof. According to the preceding proposition the integral in this formula 
is well defined. Let h(z, a) denote the right hand side of the above equation 
and fix a in G. Clearly h is harmonic in G \ {a}. If t/J E P(1og I( - ai, G), 
then t/J(z) -log Iz - al is superharmonic on G and, for ( in oocG, 

lim inf[t/J(z) -log Iz - all = lim inf t/J(z) -log I( - al 
z~' z~' 

~ O. 

But J log I( - al dwz = inf{t/J(z) : t/J E P(1og I( - ai, Gn. So h(z, a) ~ 0 for 
all z in G. Clearly h(z, a) + log Iz - al is harmonic near a. By the definition 
of the Green function, h(z, a) ~ g(z, a). 

On the other hand, let t/J be a positive superharmonic function on G such 
that t/J(z)+log Iz-al is also superharmonic. It follows that lim infz~' [t/J(z) + 
log Iz - all ~ log I( - al· Thus t/J(z) + log Iz - al ~ J log I( - al dwz • Applying 
Proposition 19.9.10 we get that g(z, a) ~ h(z, a). 0 

1.20 Theorem. If 0 is a hyperbolic open set in the extended plane such 
that 00 E 0, 0 E 0, andg(w,o) is the Green function for 0 with singularity 
at 0 =f. 00, then for every w =f. 00 

g(w,o) = r log I( - 01 dw~«) -log Iw - 01 + g(w, 00). Jan 
If (3 is a point not in 0, then for every choice of distinct 0 and w in 0 

In particular, for w =f. 00 in 0, 

g(w,oo) = Ian log I (~ ~ %) I dw~«) 
- r log I( - (31 dw~«) + log Iw - (31. Jan 

Proof. In this proof the Green function for 0 will be denoted by gn. Take 
any point (3 that does not belong to 0 and let r(w) = (w - (3)-1; put 
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G = T(O). So G is hyperbolic, 00 tic G, and 0 = T(OO) E G. If gG is the 
Green function for G, then for every wand a in 0 

l\w, a) gG(T(W), T(a)) 

1 log I~ - T(a)1 mu:(w)(~) -log IT(w) - T(a)1 
aooG 

r log 1_1 __ 1_1 dw~«() -log 1_1 ___ 1_1 
Jan (-(3 a-(3 w-(3 a-(3 

fan log I (~ =;) (: = ~) I mu~«(). 
This gives all but the first of the formulas in the theorem. To obtain the 
first, assume neither w nor a is 00 and use the properties of the logarithm 
and the fact that harmonic measure is a probability measure. This gives 

D 

r log I( - al mu~«() -log Iw - al Jan 
+ log Iw - (31 - r log I( - (31 dw~«() Jan 

r log I( - al mu~«() -log Iw - al + gn(w, (0). Jan 

Exercises 

1. Prove Proposition 1.4. 

2. If T : G ----> 0 is a conformal equivalence that extends to a homeo­
morphism between the closures in the extended plane, a E G, and 
a = T(a), then w~ 0 T- 1 = w~. 

3. Assume that J-t and v are finite measures on the same set X. (a) Show 
that if J-t and v are mutually absolutely continuous (but not necessar­
ily boundedly so), then the identity mapping on the bounded Borel 
functions induces an isometric isomorphism of LOO(J-t) onto LOO(v) 
that is a homeomorphism for the weak* topology. (b) Conversely, 
show that if T : LOO(J-t) ----> LOO(v) is an isometric isomorphism that is 
the identity on characteristic functions and T is a weak* homeomor­
phism, then J-t and v are mutually absolutely continuous. (c) If J-t and 
v are mutually absolutely continuous and ¢ = dJ-t/dv, show that for 
1 :::; p < 00, the map T f = f ¢1/p defines an isometric isomorphism 
of P(J-t) onto P(v) such that T( uf) = uT(f) for all u in LOO(J-t) 
and f in LP(J-t). (d) Conversely, if there is an isometric isomorphism 
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T: LP(JL) -+ V(v) such that T(uf) = u T(f) for all bounded Borel 
functions u and all f in V(JL), then JL and v are mutually absolutely 
continuous. 

4. (Spraker [1989]) Suppose'Y is a smooth Jordan curve, G = ins r, and 
a E G. Show that if w:; = normalized arc length measure on 'Y, then 
'Y is a circle and a is its center. 

5. For R > 0, put G = Coo \B(O; R) and show that for every continuous 
function f on 8G, I f dw~ = 2~ Ig1r f(R e-i9 ) dO. 

6. If G = Coo \ [0,1]' what is harmonic measure for G at oo? 

§2 * The Sweep of a Measure 

If G is a hyperbolic open set and u E C(800G) , let, as usual, u be the 
solution of the Dirichlet problem. Thus if JL is a bounded regular Borel 
measure carried by G, IG U dJL is well defined and finite. In fact, IIG u dJLI :5 
IIJLII IIulioo :5 IIJLII IIullaooG. That is, u -+ IG U dJL is a bounded linear 
functional on C(8ooG). Thus there is a measure fi, supported on 800G such 
that 

2.1 

for every u in C(800G). 

2.2 Definition. If G is a hyperbolic open set and JL E M(G), the sweep of 
JL is the measure fi, defined by (2.1). 

Caution here, intrepid reader. The notation for the sweep of a measure 
is the same as that for the Cauchy transform. This coincidence does not 
reflect on humanity or provide a commentary on the lack of notational 
imagination. Though unfortunate, the notation is traditional. 

Note that if a E G and Wa is harmonic measure for G at a, then for 
every continuous function u on 8ooG, u(a) = IaooG u dwa. Equivalently, 
IG U dfja = IaooG u dwa. Thus the sweep of fja is Wa. 

There is often in the literature the desire to discuss the sweep of a mea­
sure JL carried by a compact subset K of C. In this case the sweep of JL is 

JLI8 K + JLI(i~K). 
The next proof is left to the reader. 

*This section can be skipped if desired, as the remainder of the book does not 
depend on it. 
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2.3 Proposition. The map I-" --+ P, is a contractive linear map of M(G) 
into M(800G). 

Often we are not so interested in harmonic measure itself but rather with 
its measure class (that is, the collection of measures that have the same 
sets of measure 0 as harmonic measure). This applies to non-connected 
hyperbolic open sets as well as regions. With this in mind, let us introduce 
the following idea. 

2.4 Definition. Let G be a hyperbolic open set with components G b G 2 , ••• 

and for each n ~ 1 pick a point an in Gn. If Wn is harmonic measure for 
G at an and w = En 2-nwn, then harmonic measure for G is any measure 
on 800G that has the same sets of measure zero as w. 

Thus harmonic measure for a hyperbolic open set is actually a mea­
sure class [w], rather than a specific measure. This means it is impossible 
to define the LP space of the class if 1 < p < 00. Indeed if the points 
an in Definition 2.4 are replaced by points a~ with w~ the corresponding 
harmonic measure, the spaces LP(wn ) and LP(w~) are isomorphic via the 
identity map but not isometrically isomorphic. Thus, in the presence of 
an infinite number of components, the spaces LP(w) and LP(w' ) may not 
even be isomorphic under the identity map. We can, however, define the 
L1 space and the Loo space since the definitions of these spaces actually 
only depend on the collection of sets of measure o. 

2.5 Definition. If G is a hyperbolic open set and w is harmonic measure 
for G, define 

= {f: f is w - essentially bounded}, 

{I-" E M(800G) : 1-"« w}. 

As usual, functions in Loo(800G) are identified if they agree a.e. [w]. 
Thus Loo(800G) = Loo(w) and the definition of the norm on Loo(800 G) is 
independent of which form of harmonic measure for G we choose. The same 
is not quite true for L1(800G). If wand w' are two harmonic measures for 
G that are not boundedly mutually absolutely continuous, then L1(W) and 
L1(W' ) can be significantly different if we define these spaces as spaces of 
integrable functions. In fact, these spaces may not be equal as sets, let alone 
isometric as Banach spaces. But the definition of L1(800G) given above as a 
subspace of M(800G) with the total variation norm removes this ambiguity. 

2.6 Proposition. If I-" E M(G), then p" the sweep of 1-", belongs to L1(800G). 

Proof. Adopt the notation of Definition 2.4 and let .6. be a compact subset 
of 800 G with w(.6.) = o. It suffices to assume that I-" ~ 0 and show that 
M.6.) = O. Let {un} be a sequence of continuous functions on 800G such 
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that XA ~ Un ~ 1 for all n ~ 1 and {un (z)} decreases monotonically to 
XA(Z) for each z in aooG. If a E G, then un(a) = fUn dwa -+ Wa(~) = O. 
Since 0 ~ Un (a) ~ 1 for all n ~ 1 and for all a in G, it( ~) = lim f Un dft, = 

lim fa Un dJ.L = O. 0 

Exercises 

1. Suppose that int K is a Dirichlet set and show that U -+ U is a 
bounded linear map of C (a K) into C (K). 

What is the dual of this map? 

2. If J.L is a positive measure carried by II)) , define Rp. : alI)) -+ lR by 
Rp. «) = f PC;dJ.L, where Pc; is the Poisson kernel. Let m be normal­
ized arc length measure on alI)). (a) Show that Rp. is a non-negative 
function in Ll(m). (b) If 1 E H oo , show that fID 1/1 2dJ.L ~ f 1/12 Rp.dm. 
(c) Prove that ft, = Rp.m. 

§3 The Robin Constant 

Recall that, for a compact subset K of C, the Green function for Coo \ K 
near the point at infinity is precisely the Green function for Coo \ K. Keep 
this in mind while reading the definition of the Robin constant below. 

3.1 Definition. If K is any compact subset of C such that Coo \ K is 
hyperbolic, then the Robin constant for K is the number rob(K) defined 
by 

rob(K) = lim [g(z, oo) -log Izl]' z->oo 

where 9 is the Green function for Coo \ K. If Coo \ K is parabolic, define 
rob(K) = 00. 

First note that when Coo \ K is hyperbolic, rob(K) < 00 from the def­
inition of the Green function. So rob(K) = 00 if and only if Coo \ K is 
parabolic. Next, the remarks preceding the definition show that rob(K) = 
rob(aK) = rob(K) if Coo \ K is hyperbolic; Proposition 19.9.5 implies the 
same thing in the parabolic case. Another observation that will be useful 
in the sequel is that for any complex number a 

rob(K) = lim [g(z, 00) -log Iz - all. z->oo 

Indeed, log Izl-Iog Iz - al = log 11- ajzl -+ 0 as z -+ 00. 

The following results often make it easier to compute the Robin constant 
of a compact connected set. 
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3.2 Proposition. Let K be a compact connected subset of C and let G be 
the component of Coo \ K that contains 00. If r : G ---+ II} is the Riemann 
map with r(oo) = 0 and p = r'(oo) > 0, then rob(K) = -logp. If f = 
r- 1 : II} ---+ G, then p = limw ...... ow few) = Res(fjO). 

Proof. Note that p = r'(oo) = limz ...... oo z r(z) = limw ...... o w few), which is 
the residue of f at the simple pole at o. Thus it suffices to prove the first 
statement. To this end, we observe that -log Jr(z)J = g(z,oo), the Green 
function for G with singularity at 00 (19.9.2). Thus 

rob(K) lim [-log Jr(z)J-log JzJl 
z ...... oo 

lim -log Jz r(z)J 
z ...... oo 

= -logp. 

o 

3.3 Corollary. If K is a closed disk of mdius R, rob(K) = -log R. 

For the next corollary see Example 14.1.4. 

3.4 Corollary. If K is a stmight line segment of length L, rob(K) 
-log(L/4). 

We will see the Robin constant again in §1O. 

3.5 Proposition. Let K be a compact subset of C such that Coo \ K 
is hyperbolic, let'Y = rob(K), and let G be the component of Coo \ K that 
contains 00. If w is harmonic measure for G at 00 and Lw is its logarithmic 
potential, then 

Lw(a) = { : - g(a, 00) if a E G 

I if art clG 

and Lw(z) ~ 'Y for all z in C. 

Proof. It can be assumed without loss of generality that K = k. Theorem 
1.20 implies that g(z, a) = J log Jz - aJ dwz «() -log Jz - aJ + g(z, 00) for all 
finite a and z in G, z # a. But g(z, a) = g(a, z) and so 

Lwz (a) = J log J( - aJ-1 dwz «() 

= [g(z, 00) -log Jz - aJl- g(a, z). 

Letting z ---+ 00 and using the fact Lw(a) ---+ Lw(a) (Exercise 1), we get that 
Lw(a) = 'Y - g(a, 00) for any finite point a in G. 

Now suppose that art cl G. Once again we invoke Theorem 1.20 to get 
that 

g(z, 00) -log Jz - aJ = J log Jz - aJ-1dwz «(). 
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Letting Z -+ 00 shows that Lw(a) =, for a ~ cl G. 
Finally, the fact that the Green function is positive implies that Lw(z) ::; 

, for all Z in C \ aGo But Lw is lsc and so for each ( in aG, Lw«() ::; 
liminfz-+t; Lw(z) ::; ,. D 

Exercises 

1. If G is any hyperbolic region and {zn} is a sequence in G that con­
verges to Z in G, then wZn -+ W z in the weak* topology on M(aooG). 

2. If K is a closed arc on a circle of radius R that has length 0 R, show 
that rob(K) = -log[R sin(O /4)]. 

3. If K is the ellipse x2/a2 + y2/b2 = 1, then rob(K) = -log[(a + b)/2]. 

4. Let p(z) = Zn + alZn-1 + ... + an and put K = {z E C : Ip(z)1 ::; R}. 
Show that rob(K) = -n-Itog R. (See Exercise 19.9.3.) 

5. If R > 0, show that (2rr)-1 J~7r log Iz - Rei8 1-1dO equals log R-1 if 
Izi < R and log Izl-1 if Izi > R. 

6. Let R > 0 and let f.L be the restriction of area measure to B(a; r). Show 
that Lp,(z) = rrR2log Izl-1 if Izl 2': Rand Lp,(z) = rrR2[logR-1 + 
1/2] - rrlzl2/2 for Izl ::; R. 

7. Let f.L be a positive measure on the plane with compact support con­
tained in the disk D = B(a; R). Show that 2~ J~7r Lp,(a + Rei8 )dO = 
I 1f.L1Ilog R-1 • 

§4 The Green Potential 

In this section G will always be a hyperbolic open set and 9 its Green 
function. We will define a potential associated with the Green function 9 
and a positive measure f.L carried by G. To justify the definition, we first 
prove the following. 

4.1 Proposition. If f.L is a finite positive measure on G and 

4.2 Gp,(z) = J g(z, w) df.L(w), 

then G p, defines a positive superharmonic function on G that is not identi­
cally infinite on any component of G. 

Proof. First note that because both the Green function and the measure 
are positive, the function Gp, is well defined, though it may be that Gp,(z) = 
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00 for some z. For n;::: 1, let gn(z,w) = min{g(z,w),n} and put In(z) = 
f gn(Z,W) dJ-L(w). By Proposition 19.4.6, gn is superharmonic. Since J-L is 
positive, each function In is superharmonic. Another application of (19.4.6) 
shows that G,.. is superharmonic. 

Suppose there is a disk B = B(aj r) contained in G with J-L(B) = O. Let 
C ;::: g(z, a) for all z in G\B. Then G,..(a) = fC\B g(a, w) d,..(w) :::; C IIJ-LII < 
00. 

Now return to the case that J-L is arbitrary and let B be any disk contained 
in G. Let v = J-LIB and 'f/ = J-LI(G \ B). Clearly G,.. = Gv + G'1 and, 
by the preceding paragraph, neither Gv nor G'1 are identically 00 on the 
component containing B. By Proposition 19.4.11, G,.. is not identically 00 

on this arbitrary component. 0 

Because the Green function is positive, the function (4.2) is well defined 
even if the measure J-L-is not finite (though it must be assumed to be a posi­
tive measure). In case J-L is not finite, the Green potential may be identically 
00 on some components of G. There may also be some positive measures 
J-L that are infinite but such that the function (4.2) is finite valued. See 
Example 4.4 below. 

4.3 Definition. If G is a hyperbolic open set and J-L is a positive (extended 
real-valued) measure on G, the Green potential of J-L is the function G,.. 
defined in (4.2). 

4.4 Example. If G is the unit disk II)) , the Green function is given by 
g(z, w) = -log(lz - willI - zwl). Thus for any positive measure J-L on II)), 

G,..(z) = L,..(z) - J log 11 - zwl-1dJ-L(w). 

If {an} is any sequence of points in II)) and J-L = Ln Dan' then 

00 I I z-an 
G,..(z) = L:log 1- ' 

n=l zan 

and this function is finite-valued for z # an if Ln(1 - lanD < 00 (see 
Exercise 8.5.4). 

Shortly we will see a connection between the Green potential and the 
logarithmic potential of a compactly supported measure similar to the one 
exhibited for the disk in the preceding example. Each potential has its 
advantages. The Green potential is always positive and this has important 
consequences. In addition, the Green potential readily extends to higher 
dimensional spaces with important applications similar to the ones we will 
see below. This is not the case for the logarithmic potential. On the other 
hand, the definition of G,.. depends on the choice of the open set G and is 
only defined there, while the definition of L,.. is universal. 
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When we discuss the Green potential, it will always be understood that 
there is an underlying hyperbolic open set G whose Green function is used 
to define this potential. 

4.5 Theorem. If G is a hyperbolic open set, W z is harmonic measure for 
G at z, and J-L is a positive measure with compact support contained in G, 
then 

for all z in G. 

Proof. Recall (1.16) that for any z, w in G the function ( - log I( - wi 
belongs to LI(wz ). Since J-L has compact support, it follows that log I( -wi E 
LI(wz x J-L). Indeed, for z fixed the function w - flogl( - wi dwz (() is 
harmonic on G and thus bounded on supp J-L. Therefore Fubini's Theorem 
applies and we get that 

From Theorem 1.19 it follows that 

g(z, w) = - r log I( - wl-I dwz(() + log Iz - wi-I. 
JaG 

Integrating both sides with respect to J-L and using the preceding equation 
gives the formula for G I-' in the theorem. 0 

The subsequent corollary follows from the observation that as a function 
of z the integral in (4.5) is harmonic on G. 

4.6 Corollary. If J-L is a positive measure on G with compact support, then 
GI-' - LI-' is a harmonic function on G. 

4.7 Corollary. If J-L is a positive measure on G with compact support, then, 
considering G I-' as a distribution on G, 

l:1GI-' = -27rJ-L. 

Consequently if H is an open subset of G such that GI-' equals a harmonic 
function a.e. [Area) on H, J-L(H) = O. 

4.8 Corollary. If J-L and v are two positive measures on G with compact 
support and there is a harmonic function h on an open subset H of G with 
GI-' - Gv = h on H, then J-LIH = vlH. 

As a positive superharmonic function G I-' has a least harmonic minorant 
(19.8.2), which must be non-negative. From Proposition 19.9.2 we also know 
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that for any point a in G the greatest harmonic minorant of the function 
ga(z) = g(z,a) is the constantly 0 function. This carries over to the Green 
potential of a positive measure. 

4.9 Proposition. If JL is a positive measure on G, then the greatest har­
monic minomnt of the function GJ-L is O. 

Proof. Let {Gn } be a sequence of open subsets of G whose union is G 
such that cl Gn ~ Gn+! and a Gn is a finite system of Jordan curves. For 
z in Gn let w~ be harmonic measure for Gn at z. If 

then {hn } is an increasing sequence and h(z) = limn hn(z) for all z is the 
greatest harmonic minorant of GJ-L (19.8.3). In a similar way define 

gn(Z, w) = r g(w, () dw~(() JaGn 

where 9 is the Green function for G. Extend the definition of gn by let­
ting gn(z, w) = g(z, w) for z in G \ Gn; so for each w, z --+ gn(z, w) 
is superharmonic on G. Since the greatest harmonic minorant of 9 is 0, 
Corollary 19.8.3 implies that limn gn(z, w) = 0 for all z and w. But the 
Green function is positive, so we can apply Fubini's Theorem to get that 
hn(z) = J gn(z, w) dJL(w). On the other hand, the Maximum Principle im­
plies gn(z, w) S g(z, w) for all n. So Lebesgue's Dominated Convergence 
Theorem implies that hn(z) --+ 0; that is, h = O. 0 

We are now in a position to prove another Riesz Decomposition The­
orem for subharmonic functions. (See Theorem 19.5.6.) After reading the 
statement of the theorem, the reader should look at Exercise 2. 

4.10 Riesz Decomposition Theorem. If u is a subharmonic function 
on G that is not identically -00 on any component, then there is a positive 
measure JL (possibly infinite-valued) such that for every bounded open subset 
H of G with c1H <;;:: G there is a harmonic function h on H with u(z) = 

h(z)-GJ-L/H(z) for all z in H. The function h is the least harmonic majomnt 
of u on H. If u is negative and h is the least harmonic majomnt of u on 
G, then u = h - G J-L on G. 

Proof. As in the proof of Theorem 19.5.6, JL = flu in the sense of distri­
butions; and for any such open set H, if v = JLIH, the harmonic function 
h on H exists such that u = h - G" on H. Since the Green potential is 
positive, u S h on H so that h is a harmonic majorant. If k is another 
harmonic function on H with u S k, then G" = h - u ;:::: h - k. Since the 
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greatest harmonic minorant of Gv is 0, we have that, on H, 0 ~ h - k or 
k ~ h. Therefore h is the least harmonic majorant of u on H. 

Now assume that u :5 0 on G. Write G = UnHn, where each Hn is a 
finitely connected Jordan region with cl Hn ~ H n+1; let gn be the Green 
function for Hn. From the Maximum Principle we have that gn :5 gn+1 so 
that if /Ln = /LIHn, GI-'n :5 GI-'n+l on Gn. In fact by monotone convergence, 
GI-'n (z) - GI-'(z) for all z in G. Let hn be the least harmonic majorant of 
u on Hn so that u = hn - GI-'n there. Since u :5 0, hn :5 O. Clearly {hn} is 
increasing. Therefore h(z) = limn hn{z) is a harmonic function on G and 
u = h - Gw It is easy to see that h is the least harmonic majorant of u. 0 

4.11 Corollary. If u is a positive superharmonic function on G that is not 
identically infinite on any component of G, then u is the Green potential 
of a positive measure on G if and only if the greatest harmonic minorant 
ofu is O. 

The next proposition is proved like Proposition 19.5.11. 

4.12 Proposition. If /L is a positive measure with compact support K in 
G and GI-'IK is continuous at a point a of K, then GI-' is continuous at a. 

Exercises 

1. What is the connection between the formula in Theorem 4.5 relating 
the Green potential and the logarithmic potential of a positive mea­
sure with compact support, and the formula obtained in Example 4.4 
for GI-' in the case that G = JI)). 

2. Let G be a hyperbolic open set and let H be an open subset of G. 
Suppose /L is a positive measure with compact support contained in 
H and define the Green potentials G~ and G{! of /L using the Green 
functions for G and H, respectively. Show that there is a positive 
harmonic function h on H such that G~(z) = G{! (z) + h(z) for all z 
in G. 

3. Prove versions of (4.7), (4.8), and (4.9) for the case that /L is any 
positive measure on G for which GI-' is finite-valued. 

4. Let /L be a positive measure with compact support K in G and assume 
that G I-' (z) < 00 for every point z in K. Show that for every € > 0 
there is a compact subset A of K with /L(K \ A) < € such that GI-'IA 
is continuous on G. 

5. Show that if f is a positive Borel function on G that is integrable 
with respect to area measure and /L = f . AIG, then GI-' is continuous 
on G. 
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6. If G is a hyperbolic open set, K is a compact subset of G, and {J.tn} 
is a sequence of positive measures with supp J.tn ~ K for all n ~ 1 
such that J.tn ---+ J.t weak* in M (K), then G /L (z) :=:; lim inf n G /Ln (z) for 
all z in G. 

7. If J.t is a positive measure with compact support contained in the open 
disk D, show that Gf? (z) ---+ 0 as z approaches any point of 0 D. 

§5 Polar Sets 

In this section we begin a discussion that will evolve to occupy a significant 
portion of our attention. The basic idea is to examine sets that in the sense 
of harmonic functions are small. 

Almost every mathematical theory has a concept of smallness or negli­
gibility. An example already seen by the reader is the set of zeros of an 
analytic function: such a set must be discrete, which is small by the stan­
dards of all save the finitely oriented amongst us. Another example is a set 
of area O. In measure theory we are conditioned to regard this as a kind 
of ultimate smallness. In the setting of the theory of analytic or harmonic 
functions, this turns out to be quite large and certainly not negligible. The 
appropriate idea of a small compact set in the sense we want is one whose 
complement in the extended plane is a parabolic region. 

That said, we first examine results concerning subsets of the boundary of 
a hyperbolic set G that have harmonic measure zero; that is, subsets ~ of 
oeoG such that for every a in G, ~ is Wa - measurable and Wa (~) = O. There 
is a temptation to aim at a greater degree of generality by considering an 
arbitrary open set G, not just the hyperbolic ones, and discussing subsets 
~ of oeoG that have inner and outer harmonic measure zero. For example, 
a set ~ might be said to have outer harmonic measure zero if X~(z) = 0 
for all z in G. Similarly, we would say that ~ has inner harmonic measure 
zero if X~(z) = 0 for all z in G. It is an illusion, however, that this is added 
generality. 

Indeed, suppose G is not hyperbolic and ~ is any subset of oeoG. A 
function in p(X~, G) is a positive superharmonic function. Since G is not 
hyperbolic, it is parabolic. Thus the only functions in p(X~, G) are con­
stants; in fact, these constant functions must be at least 1. Thus every 
subset of oeoG has outer harmonic measure 1. Similarly, if G is not hyper­
bolic, then the functions in p(X~, G) must be negative constants and so 
every subset of oeoG has inner harmonic measure zero. 

So we will restrict our attention to hyperbolic sets. Here one could define 
the inner and outer harmonic measure of arbitrary subsets of oeoG, not just 
the Borel sets. A set is then harmonically measurable when its outer and 
inner harmonic measure agree. That is, a set ~ is harmonically measurable 
if and only if x~ is a solvable function. In fact, Theorem 1.12 says that 
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such sets are precisely those that are measurable with respect to harmonic 
measure. Attention usually will be restricted to Borel sets, though we will 
examine arbitrary sets of harmonic measure zero. Recall from measure the­
ory that any subset of a set of measure zero is a measurable set having 
measure zero. 

There are many examples of sets that have harmonic measure zero. 
For example, we have already seen that if G is the inside of a rectifiable 

Jordan curve (or system of curves), then harmonic measure on BG and 
arc length measure are mutually absolutely continuous (Theorem 1.5). So 
subsets of arc length zero have harmonic measure zero. We begin by charac­
terizing sets of harmonic measure zero in terms of subharmonic functions. 
To simplify matters, agree to say that for a hyperbolic set G a subset ~ of 
BocG is harmonically measurable if for every a in G, ~ is wa-measurable. 

5.1 Theorem. If G is a hyperbolic set and ~ is a harmonically measurable 
subset of BocG, the following are equivalent. 

(a) wa(~) = 0 for all a in G. 

(b) If cf> is a subharmonic function on G that is bounded above and satis­
fies 

lim supcf>(z) ~ 0 
z-+( 

for every ( in BocG \~, then cf> ~ o. 
(c) There is a negative subharmonic function cf> on G that is not identi­

cally -00 on any component of G and satisfies 

lim cf>(z) = -00 
z-+( 

for all ( in ~. 

Proof. (a) implies (b). Assume wa(~) = 0 for all a in G and let cf> be a 
subharmonic function as in part (b). Let M be a positive constant such 
that cf>(z) ~ M for all z in G. Thus M-1cf> E p(G,X~) and so for every a 
in G, 0 ~ M-1cf>(a) ~ x~(a) = wa(~) = o. 

(b) implies (c). Note that (b) implies that cf> ~ 0 for every cf> in p(X~, G). 
Thus for all a in G, 0 = x~(a) = X~(a). According to Proposition 19.7.8 
there is a sequence {cf>n} in P ( - X~, G) such that cf>n (z) ---> 0 for every z 
in G. Since cf>n E p( -X~, G), cf>n ~ O. Fix a point a in G; by passing to a 
subsequence if necessary, it can be assumed that lcf>n(a)1 < 2-n for all n 21. 
Let cf> = Ln cf>n; it follows by Proposition 19.4.6 that cf> is subharmonic. 
Temporarily assume that G is connected. The restriction on the value of 
cf>n at the point a shows that cf> is not identically -00 on G and clearly 
cf> ~ O. If ( E ~, then fix N 2 1 and choose ti > 0 such that for 1 ~ n ~ N 

1 
sup{cf>n(z) : Z E G, Iz - (I < ti} < -1 - N· 
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Again letting G((j 8) = B((j 8) n G we have that 

N 

sup{4>(z) : z E G((j8)} ::; LSUP{4>n(Z): Z E G((jo)} 
n=l 

00 

+ L sup{4>n(z): Z E G((j 8)} 
n=N+l 

< -N + 1. 

Hence 
lim sup4>(z) = -00. 
z--+( 

In case G is not connected, let G b G2 , .•. be its components and for each 
k ~ 1 use the preceding paragraph to find a negative subharmonic function 
4>k that is not identically -00 on Gk and such that limz--+( 4>k(Z) = -00 

for all ( in ~ n BGk. Define 4> on G by letting it equal 4>k + k on Gk. This 
works. 

( c) implies ( a). If such a subharmonic function 4> exists, let 4>n = max { -1, 
n- l 4>}. It is easy to check that the sequence {4>n} ~ P(-X1l.,G). If bEG 
and 4>(b) > -00, then 4>n(b) --> 0 as n --> 00. Thus Wb(~) = O. Since each 
component of G contains such a point b, wa(~) = 0 for all a in G (Theorem 
1.7). 0 

Note that condition (b) in the preceding theorem is a generalized maxi­
mum principle. This also gives a proof of Exercise 13.5.7. 

5.2 Corollary. If G is a hyperbolic set, h is a bounded harmonic function 
on G, and there is a subset ~ of BooG having harmonic measure zero such 
that h(z) --> 0 as z approaches any point of BooG \~, then h == O. 

Proof. Part (b) of the preceding theorem applied to h and -h implies that 
both these functions are negative. 0 

The next proposition is one like several others below that show that cer­
tain sets are removable singularities for various classes of functions. In this 
case we see that sets of harmonic measure zero are removable singularities 
for bounded harmonic functions. 

5.3 Proposition. Let F be a relatively closed subset ofG such that BooFnG 
has harmonic measure zero with respect to the set G \ F. If h : G \ F --> IR 
is a bounded harmonic function, then h has a harmonic extension to G. 

Proof. By the use of an appropriate Mobius transformation, it can be 
assumed that F is a bounded set. Let G = UnGn, where each G n is an open 
set whose boundary consists of a finite number of smooth Jordan curves and 
cl Gn ~ Gn+l' Fix n for the moment and let 4> E P(XoFncl G n j Gn \F) with 
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¢ ~ o. Extend ¢ to all of G \ F by setting ¢ = X8Fncl G n on 8(Gn \ F) = 
(8Gn \ F) U (8F n cl Gn) and ¢ = 0 off cl (Gn \ F). The reader can 
check that this extension of ¢ is usc on G \ F. By Proposition 19.4.17, ¢ 
is subharmonic on G \ F. It can be checked that ¢ E P(X8FnG,G \ F) 
and of course ¢ ~ O. From the hypothesis we have that ¢ == O. Thus 
w<;n \F (8 F n cl Gn ) = 0 for all z in Gn . 

Now define 9 : 8Gn -+ lR by 9 = h on 8Gn \F and 9 = 0 on 8Gn nF; let 
9 be the corresponding solution of the Dirichlet problem on Gn (remember 
that Gn is a Jordan region). Thus h - 9 is a bounded harmonic function 
on Gn \F. If (E 8Gn \F, h(z) - g(z) -+ 0 as z -+ (with z in Gn \F. By 
Corollary 5.2, h-9 == 0 on Gn \F. Therefore 9 is a harmonic extension of h 
to Gn . Since n was chosen arbitrarily, this shows that h can be harmonically 
extended to all of G. 0 

Subsets of the boundary of a hyperbolic set that have harmonic measure 
zero can be considered as sets that are locally small; their smallness is 
defined relative to the particular open set. We now turn to an examination 
of sets that are universally small relative to the study of harmonic functions. 

5.4 Definition. A set Z is a polar set if there is a non-constant subhar­
monic function u on C such that Z ~ {z : u(z) = -oo}. 

Consideration of the function log Iz - al shows that a singleton is polar. 
A slight improvement shows that finite sets are polar and an application of 
Lemma 5.6 below shows that all countable sets are polar. From properties 
of subharmonic functions it follows that every polar set must be Lebesgue 
measurable with A( Z) = O. Indeed, if u is as in the definition and E = {z : 
u(z) = -oo}, then E = nn{z : u(z) < -n} so that E is a Gc set. Since 
u is not identically -00, A(E) = 0 (19.4.11). Since Z ~ E, Z is Lebesgue 
measurable and A(Z) = O. In particular, polar sets have no interior. 

The next result says that the property of being a polar set is locally 
verifiable. 

5.5 Proposition. A set Z is polar if and only if there is an open set G 
that contains Z and a sub harmonic function v on G that is not identically 
-00 on any component ofG and such that Z ~ {z E G: v(z) = -oo}. 

Proof. Assume there is an open set G that contains Z for which there is a 
subharmonic function v on G that is not identically -00 on any component 
of G and with Z ~ {z E G: v(z) = -oo}. Replacing G by {z : v(z) < O}, 
we may assume that v < 0 on G. Let G = UnGn, where cl Gn is a compact 
subset of Gn +1 . Let dn = diamGn . Let 11- be the positive measure on G 
that defines the positive distribution dv (19.5.6 and 18.4.9). Note that 
I1-(Gn) < 00 for all n. According to Theorem 4.10 there is a harmonic 
function hn on Gn such that if I1-n = I1-IGn, then v = hn - GI-'n on Gn. Also 
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GI-'n = LI-'n - fn' where fn is harmonic on Gn. If we define 

Un(Z) = - [ log -I dn 1 dJ1.(w) , 
JGn Z - W 

then we arrive at the equation v(z) = un(z) + kn(z) for all Z in Gn, where 
kn = fn + hn - dnJ1.(Gn ) is harmonic on Gn. It is clear that Un is a sub­
harmonic function on C with un(z) ::; 0 for Z in Gn and un(z) = -00 on 
Z n Gn. Since J1.IGn has compact support, Un is not identically -00. Thus 
un(z) > -00 a.e. [Area] (19.4.11). Pick a point a with un(a) > -00 for 
all n ~ 1 and choose constants Cn > 0 such that Ln enun(a) > -00. Put 
U = Ln cnUn· If m ~ 1 is fixed and n ~ m, un(z) ::; 0 for Z in Gm . It 
follows from Proposition 19.4.6 that U is subharmonic. Since u(a) > -00, 

U is not identically -00. It is routine to see that Z <;::;; {z : u(z) = -oo}. 
The converse is obvious. 0 

5.6 Lemma. If {Zn} is a sequence of polar sets, then UnZn is polar. 

Proof. According to Proposition 5.5, there is a subharmonic function Un 
on C that is not identically -00 such that Zn <;::;; {z : un(z) = -oo}. Let 
a E C such that Un (a) > -00 for all n. For each n ~ 1 there is a constant 
kn such that un(z) ::; kn < 00 for Z in B(O; n). Choose constants en > 0 
such that Ln en[kn - un(a)] < 00. By (19.4.6), U = Ln cn[un - kn] is a 
subharmonic function on C, u(a) > -00, and Z <;::;; {z : u(z) = -oo}. 0 

Using this lemma we see that to show a set is polar it suffices to show 
that every bounded subset of it is polar. 

5.7 Proposition. If K is a non-trivial compact connected set, then K is 
not a polar set. 

Proof. Suppose U is a subharmonic function on C such that u(z) = -00 

on K; it will be shown that U is identically -00. Let G be a bounded 
open subset of {z : u(z) < O} that contains K. Now use the Riemann 
Mapping Theorem to get a conformal equivalence r : lIJl - Coo \ K with 
r(O) = 00. Note that if {Zn} is a sequence in lIJl such that IZnl - 1, all the 
limit points of {r(znH lie in K. Thus U 0 r is a subharmonic function on 
lIJl and U 0 r(z) - -00 as Z approaches any point on the unit circle. By the 
Maximum Principle, U 0 r is identically -00 and thus so is u. 0 

5.8 Corollary. If Z is a polar set, then every compact subset of Z is totally 
disconnected. 

5.9 Proposition. If Z is a polar set and G is a bounded open set, then, 
for every point a in G, Z n 8G is w;:-measurable and w;:(Z n 8G) = O. 

Proof. Without loss of generality we may assume that there is a non­
constant subharmonic function v on C such that Z = {z : v(z) = -oo}. By 
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a previous argument, Z n 8 G is a G li set and therefore w~ -measurable. To 
show that w~(Z n 8G) = 0, it suffices to show that w~(K) = 0 for every 
compact subset K of Z n 8G. Let U be a bounded open set that contains 
K and put H = G u U. Since cl H is compact, there is a finite constant 
M such that v(z) ::::; M for all z in cl H. Thus v - M is a negative non­
constant subharmonic function on H that is -00 on K. By Theorem 5.1, 
w:!\K(K) = 0 for all a in H\K. But G ~ H\K and K ~ 8Gn8(H\K). 
By Corollary 1.14, w~(K) ::::; w:!\K (K) = 0 for all a in G. 0 

The preceding proposition will be extended to all hyperbolic open sets 
G (Theorem 8.4, below) but some additional theory will be required. 

We will rejoin the examination of arbitrary polar sets later (Theorem 
7.5), but now we turn our attention to compact polar sets and their relation 
with some recently acquired friends. There are compact sets K contained 
in the boundary of an open set G such that w~ (K) = 0 for all a in G 
and K is not polar. For example, if G is the unit square (with vertices 
0, 1, 1 + i, and i) and K is the usual Cantor ternary set, then 8 G is a 
rectifiable Jordan curve and so w~(K) = 0 for all a in G. But K is not 
polar (8.16). If, however, K has harmonic measure zero for every open set 
whose boundary contains it, then K is polar. This as well as the equivalence 
of additional conditions will be seen in the next theorem. Remember (5.8) 
that compact polar sets must be totally disconnected and thus without 
interior. 

5.10 Theorem. For a compact totally disconnected set K, the following 
are equivalent. 

(a) K is a polar set. 

(b) If G is any bounded region with K ~ 8 G, then w~ (K) = 0 for every 
point a in G. 

(c) If G is a bounded region that contains K and u is a bounded harmonic 
function on G \ K, then u admits a harmonic extension to G. 

(d) If"! is a Jordan curve such that K ~ G == ins,,!, then w~\K (K) = 0 
for every point a in G \ K. 

(e) There is a bounded region G that contains K and there is a point a 
in G \ K such that w~\K (K) = o. 

(f) IfG is any bounded region containing K, then w~\K (K) = 0 for every 
point a in G \ K. 

(g) C \ K is parabolic. 

(h) The only bounded harmonic functions on C \ K are the constant func­
tions. 

(i) There is no positive non-zero measure 11- on K such that Lp. is bounded 
above. 
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As might be expected, the proof of this theorem requires a lemma. It is 
perhaps surprising that it only requires one. 

5.11 Lemma. If G is a hyperbolic set and .6. is a measurable subset of 
aooG such that 0 < wa (.6.) < 1 for some point a in G, then 

inf wz (.6.) = 0 and supwz(.6.) = 1. 
zEG zEG 

Proof. Put M = sup{wz(.6.) : z E G}; so 0 < M ~ 1. If ¢ E p(Xt;., G), 
then ¢ ~ Xt;. ~ M and so ¢IM ~ 1. Hence ¢1M E p(Xt;., G), so that 
¢IM ~ Xt;.; equivalently, ¢ ~ MXt;.· Taking the supremum over all such ¢ 
gives that Xt;. ~ M Xt;.. From the hypothesis we have that M = 1. 

The proof of the statement about the infimum is similar. 0 

Proof of Theorem 5.10. That (a) implies (b) is immediate from Proposi­
tion 5.9. 

(b) implies (c). This is a consequence of Proposition 5.3. 
(c) implies (d). Let 'Y be a Jordan curve such that K ~ G == ins 'Y and 

put u(z) = w<f\K (K). So u is the solution of the Dirichlet problem on 
G \ K with boundary values XK. According to (c) u has an extension to a 
harmonic function h : G -+ [0,1]. But XK is continuous at points of 'Y, so 
u, and thus h, extends continuously to cl G with h(z) = XK(Z) = 0 for Z 
in 'Y = a G. But then the Maximum Principle implies h == O. This implies 
(d). 

(d) implies (e). This is trivial. 
(e) implies (g). Suppose (g) does not hold. That is, assume that C \ K 

is hyperbolic; so there is a subharmonic function ¢ on C \ K such that 
¢ ~ 0 and ¢ is not constant. By Exercise 19.4.7 we can assume that ¢ 
is subharmonic on Coo \ K. Let G be any bounded region in the plane 
that contains K. Put m = max{¢(z) : z E aG}. Note that because ¢ is 
subharmonic at 00, ¢(z) ~ m for z in C\ G. Let M = sup{ ¢(z) : z E G\K} 
and observe that m ~ M. 

Claim. There is a point a in G \ K with ¢(a) > m and so m < M. 

Otherwise we would have that ¢ ~ m on C \ K and ¢ attains its maximum 
value at an interior point (in a G), thus contradicting the assumption that 
¢ is not constant. 

Define ¢1 = (¢ - m) I (M - m). It is left to the reader to check that for 
every ( in a(G \ K), limsupz--+( ¢l(Z) ::::: XK((). Hence ¢1 E P(XK, G \ K). 

The claim shows that there is a point a in G \ K with ¢l(a) > o. By 

definition this implies wC;;\K (K) > O. Now G \ K is connected and so this 

implies that w<f\K (K) > 0 for all z in G \ K. Since G was arbitrary, this 
says that condition (e) does not hold. 
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(g) implies (f). Suppose (f) does not hold; so there is a bounded region 
G containing K and a point a in G \ K with w;;\K (K) > O. Thus there is a 
function ¢ in P(XK, G \ K) with ¢(a) > o. By replacing ¢ with max{¢, O} 
we may assume that ¢ ~ 0 on G \ K. But then for any ( in 8G, 0 ~ 
limsupz--+<; ¢(z) ~ XK(() = O. Thus ¢(z) -+ 0 as z approaches any point of 
8 G. If we extend ¢ to be defined on all of C \ K by setting ¢( z) = 0 for z rt 
G, then it follows that ¢ is usc. By Proposition 19.4.17, ¢ is subharmonic 
on C \ K. Clearly ¢ ~ 1 and not constant. Therefore C \ K is hyperbolic. 

(f) implies (a). Let G be a bounded region that contains K so that 
wf\K (K) = 0 for all z in G \ K. According to Theorem 5.1 there is a 
subharmonic function ¢ on G \ K such that ¢ ~ 0, ¢ is not identically -00, 

and ¢(z) -+ -00 as z approaches any point of K. If ¢ is extended to be 
defined on G by letting ¢(z) = -00 for z in K, then ¢ is subharmonic on 
G and this shows that K is polar. 

(c) implies (h). Let h be a bounded harmonic function on C \ K. If G is 
any bounded region that contains K, then hl(G\K) admits a continuation 
to G by condition (c). Thus h has a continuation to a bounded harmonic 
function on C and must therefore be constant. 

(h) implies (g). Suppose (g) is not true; so G = C \ K is hyperbolic and 
not the whole plane. This implies that K has more than one point. Let 
a E G. Since Wa has no atoms, there is a Borel set .6. ~ K = 8G such 
that 0 < wa (.6.) < 1. It follows from Lemma 5.11 that h(z) = wz (.6.) is a 
non-constant bounded harmonic function on G and so (h) is not true. 

(c) implies (i). Assume that J-L is a positive measure supported on K such 
that there is a constant M with Lp. ~ M; it will be shown that J-L = O. Let G 
be a bounded open set containing K. If d = diam G, then Lp.(z) ~ d-111J-L11 
for all z in cl G. Thus Lp. is a bounded harmonic function on G \ K. By 
(c), Lp. has a harmonic extension to G. By Corollary 19.5.5, J-L = O. 

(i) implies (g). Assume that C\K is hyperbolic. If W is harmonic measure 
for Coo \ Kat 00, Proposition 3.5 implies Lw is bounded above by rob(K). 
D 

Condition (i) will be seen in the future. This particular characterization 
of polar sets will resurface in §7 when the notion of logarithmic capacity is 
encountered. 

Exercises 

1. If G is an open set with components {Hn} and.6. = 800 G\ un800Hn, 
then .6. has harmonic measure zero. 

2. Show that if K is a compact subset of C, then C \ K is parabolic if 
and only if Coo \ K is parabolic. 
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§6 More on Regular Points 

In this section the results obtained on polar sets will be applied to obtain 
a more accurate and complete picture of the sets of regular and irregular 
points of a hyperbolic open set. The first result along this line general­
izes the fact that isolated points in the boundary of a region are irregular 
(19.10.8). 

6.1 Proposition. If K is a polar set contained in the hyperbolic set G, 
then no point of K is a regular point for G \ K. 

Proof. Let a E K and put n = G \ Kj fix r > 0 such that B = B(aj r) 
has cl B ~ G. If h is the solution of the Dirichlet problem on B n n with 
boundary values Ie - ai, then h(z) = r on a B n n since a B is a connected 
subset of the boundary of Bnn. We want to show that limsuPz---+a h(z) > O. 

Recall that K is totally disconnected and let L be a compact subset of 
K n B such that a ELand L is relatively open in K. There is an open set 
U in C such that L = K n U j without loss of generality it can be assumed 
that U ~ B. Now L is a polar set and h is a bounded harmonic function 
on U \ Lj thus h has a harmonic extension to U. Denote this extension by 
hI' So limsuPz---+a h(z) = limz---+a hl(z) = hl(a). But hI ~ 0, so, by the 
Maximum Principle, hl(a) > O. 0 

The next theorem gives an additional list of conditions that can be added 
to those in Theorem 19.10.1 that are equivalent to the regularity of a point. 
These are given in terms of the Green function. 

6.2 Theorem. If G is a hyperbolic region and a E aoo G, then the following 
are equivalent. 

(a) a is a regular point of G. 

(b) There is a point w in G such that if g( z, w) is the Green function for 
G with pole at w, then g(z,w) ~ 0 as z ~ a. 

(c) For every w in G, if g( z, w) is the Green function for G with pole at 
w, then g(z,w) ~ 0 as z ~ a. 

Proof. It is trivial that (c) implies (b) and the fact that (b) implies (a) 
is immediate from Theorem 19.10.1 and the fact that the Green function 
is a positive superharmonic function. It remains to prove that (a) implies 
(c). Assume that a is a regular point for G and fix an arbitrary point 
w in G. Without loss of generality we can assume w = 00. Let r > 0 
and put B = B(aj r). Let u be the solution of the Dirichlet problem on 
G( aj r) = B n G with boundary values Xa B. According to Proposition 
19.10.5, a is a regular point for the open set G(aj r)j thus u(z) ~ 0 as 
z~ainG(ajr). 
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Let 0 < rl < r and put BI = B(a; rd. If m = sup{ u(z) : z E <3 B I}, 
then 0 < m < 1. Let h(z) = 1 - (1 - m)[log(lz - al/r)/log(rtJr)] for 
rl ::; Iz - al ::; r. Note that h(z) = 1 for Iz - al = r and h(z) = m for 
Iz - al = rl' 

Put H = G(a; r) \cl BI and define v: <3 H ----- IR by letting v(z) = u(z) for 
z in <3 HnG(a; r) = <3 BlnG(aj r) and v(z) = X8B(Z) for z in <3 Hn<3G(a; r). 
If v is the solution of the Dirichlet problem on H with boundary values v, 
then Proposition 1.13 implies v(z) = u(z) for z in H. It is left as an exercise 
for the reader to verify that hE P(v, H). Hence h ~ v = u on H. 

Now let C = (1 - m)-Itog(r/rl) > O. So Ch(z) = C + log(r-Ilz - al) 
and hence 

6.3 C u(z) ::; C + log(r-Ilz - al) on H. 

Define the function 'Ij; on G by setting 'Ij;(z) = C + log(r-Ilz - al) for z in 
G\B(a; r) and 'Ij;(z) = C u(z) for z in G(a; r). Since u extends continuously 
to Gn<3 B and is equal to 1 there, 'Ij; is a continuous function on G. It is left 
to the reader to verify that (6.3) implies that 'Ij; is superharmonic. Since'lj; is 
clearly positive and 'Ij;(z)-log Izl is also superharmonic near 00, 'Ij; ~ g(z, 00) 
by Proposition 19.9.10. Therefore on G(a; r), 0 ::; g(z,oo) ::; C u(z) ----- 0 
as z ----- a. 0 

The next lemma is stated and proved for bounded regions. It is also true 
for unbounded regions; see Exercise 1. 

6.4 Lemma. If G is a bounded region, a E G, and Gn == {z E G : 
gG(z,a) > n- l }, then Gn is connected, gGn(z,a) = gG(z,a) - n- l , and 
w;:n(<3G n <3Gn) = O. 

Proof. If Gn is not connected, there is a component H of Gn that does 
not contain a. Define 'Ij; on G by letting 'Ij;(z) = n- l for z in H and 
'Ij;(z) = gG(z,a) elsewhere. It is left as an exercise to show that 'Ij; is 
superharmonic, 'Ij; ~ 0, and 'Ij;(z) + log Iz - al is also superharmonic. By 
Proposition 19.9.10, 'Ij;(z} ~ gG(z, a). But on H, 'Ij;(z) = n- l < gG(z, a), a 
contradiction. Therefore Gn is connected. 

Now fix n ~ 1 and define h on Gn by h(z) = gG(z, a) - n-l. It is easily 
checked that h ~ 0, h is harmonic on Gn \ {a}, and h(z) + log Iz - al is 
harmonic near a. By definition of the Green function, h(z) ~ gGn(z,a) on 
Gn . On the other hand, h(z) _gGn(z, a) is harmonic on Gn and, for any (in 
<3Gn , limsupz-+dh(z)-gGn(z,a)] ::; limsupz-+( h(z)-liminfz->( gGn(z,a) ::; 
O. Thus h( z) ::; gGn (z, a) and so equality holds. 

Finally put Kn = <3Gn8Gn and let ¢ E P(XKn,Gn ); without loss of 
generality we may assume that ¢ ~ 0 (19.7.8). So for any ( in <3Gn n G, 
0::; liminfz->(¢(z) ::; limsupz-+(¢(z) ::; XKn(() = 0; that is, for all (in 
<3Gn n G, ¢(z) ----- 0 as z ----- ( with z in Gn . So if'lj; is defined on G by 
'Ij;(z) = gG(z,a) - n-l¢(z) for z in Gn and 'Ij;(z) = gG(z,a) otherwise, 'Ij; 
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is a positive superharmonic function on G such that 1/J(z) + log Iz - al is 
also superharmonic (verify!). Thus 1/J(z) ~ gG(z,a) by (19.9.10). But this 
implies ¢ ::; 0 so that ¢ == O. Therefore wfn (Kn) = O. 0 

6.5 Theorem. If G is hyperbolic and E is the set of irregular points for 
G, then E is a polar set that is the union of a sequence of compact subsets 
of 8ooG. 

Proof. In light of Corollary 19.10.10 it suffices to assume that G is con­
nected. First consider the case that G is bounded, so that the preceding 
lemma applies; adopt its notation. Let Kn = 8G n 8Gn; by Theorem 6.2, 
E = UnKn is the set of irregular points of G. It only remains to show that 
each set Kn is polar. This will be done by using Theorem 5.1O.i. 

Note that for each n ~ 1, 

gGn+1 (z, a) gGn+1 (a, z) 

= flOg Iz - (I dw~n+l () -log Iz - al· 

The right hand side of this equation is upper semicontinuous throughout 
C. So for any point w in Kn 

flOg Iw - (I dw~n+l() -log Iw - al 

~ limsup{gGn+1 (z,a): z E Gn} 

~ limsup{gG(z,a) - _1_ : z E Gn } 
z--+w n + 1 

1 1 
>----. 
- n n+1 

Hence 

flOg Iw - (I dw~n+l() > log Iw - al + n(n ~ 1) 

for all w in Kn. If it were the case that Kn is not a polar set, then there 
is a probability measure 11- supported on Kn and a finite constant M such 
that Lp.(z) ::; M for all z. But 

Lp.(a) flOg Iw - al-1 dp.(w) 

> f Jloglw-(I-ldw~n+l()dl1-(W) 
J Lp.() dw~n+l() 

6.6 u(a), 
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where u is the solution of the Dirichlet problem on Gn+1 with boundary val­
ues Lw Now LI-' -u is harmonic on Gn +! and bounded since LI-' is bounded 
below on compact sets (Exercise 19.5.1). But for each ( in 8 Gn+1 n G, as 
z --+ ( with z in Gn +! it holds that 

By Theorem 6.2 this implies that points in 8Gn+1 nG are regular for Gn +!. 
Hence LI-'(z)-u(z) --+ 0 as z --+ (in 8Gn+1 nG. Also 8Gn+!n8G = Kn+l 

and w;:n+l (Kn +1 ) = 0 by the preceding lemma. Therefore Corollary 5.2 
implies LI-' - u == 0, contradicting (6.6). Thus no such measure J-t exists and 
Kn is polar. 

Now let G be a not necessarily bounded hyperbolic open set and put 
Gk = G n B(O; k). If Ek is the set of irregular points of Gk, then the fact 
that each component of 8 B{O; k) n G is a non-trivial arc of a circle implies 
that Ek ~ 8G. By Proposition 19.10.5 this implies that UkEk ~ E. The 
use of barriers shows that E = UkEk. The general result now follows from 
the proof of the bounded case. 0 

6.7 Corollary. If G is a bounded open set, the collection of irregular points 
has harmonic measure zero. 

Proof. This is immediate from the preceding theorem and Proposition 5.9. 
o 

The preceding corollary will be extended to hyperbolic open sets G in 
Corollary 8.4 below. 

Exercises 

1. Use Proposition 19.9.8 to prove Lemma 6.4 for unbounded regions. 

2. If G is hyperbolic, K is a compact subset of G, and ( is a regular 
boundary point of G, show that as z --+ (, g(w, z) --+ 0 uniformly for 
winK. 

§7 Logarithmic Capacity: Part 1 

Recall that, for a compact set K, M(K) is the set ofregular Borel measures 
on K. For a non-compact set E, let MC(E) be all the measures that belong 
to M{K) for some compact subset K of E. (The superscript "c" here stands 
for "compact.") That is, MC(E) is the set of regular Borel measures whose 
support is compact and contained in E. M+'(E) will denote the positive 
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measures belonging to MC(E) and MR(E) is the set of real-valued measures 
belonging to MC(E). If E is any set, let 

MJ(E) == {Jl : Jl E M~(E) and L~ E L1(IJlIH. 

It may occur that M'j(E) = 0 (for example, if E is a single point). If 
Jl E M'j(E), let 

For such measures Jl, I (Jl) is a well defined finite number. Indeed I (Jl) = 
J L~dJl. The number I(Jl) is called the energy integral of Jl. The use of 
this term, as well as the term logarithmic potential, is in analogy with the 
terminology for electrostatic potentials in three dimensions. 

7.1 Lemma. If Jl E M+(E), then either Jl E M'j(E) or 

lim fmin{L~,n} dJl = +00. 
n-+oo 

Proof. This is a direct consequence of the fact that the logarithmic po­
tential of a positive measure is bounded below on compact sets. 0 

In light of this lemma we can define I(Jl) = J L~dJl for all positive 
measures, where we admit the possibility that I(Jl) = 00. Another piece of 
notation is that Mf(E) will denote all the probability measures in MC(E). 
That is, Mf(E) = {Jl E M+(E) : IIJlII == Jl(suPPJl) = I}. 

7.2 Definition. If E is any set such that M'j(E) -:f 0, define 

v(E) == inf{I(Jl) : Jl E Mf(E)}. 

The logarithmic capacity of such a set E is defined by 

If E is such that M'j(E) = 0, define v(E) = 00 and c(E) = O. A property 
that holds at all points except for a set of capacity zero is said to hold 
quasi-everywhere. This is abbreviated "q.e." 

The term capacity is used in analysis in a variety of ways. The com­
mon thread here is that it is a way of associating with sets a number that 
measures the smallness of the set relative to the theory under discussion. 
Another role of capacities is to assist in making estimates. That is, a set 
having small capacity will imply the existence of certain functions having 
rather precise technical properties. An instance of this occurs in §14 below, 
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where Wiener's criterion for the regularity of a boundary point is estab­
lished. In the present case, it will shortly be proved that a compact set K 
has zero capacity if and only if it is polar (Theorem 7.5, below). In ]Rd for 
d ?: 3, there is an analogous notion of capacity where compact sets hav­
ing zero capacity are removable sets of singularities for bounded harmonic 
functions. (See Landkof [1972], p 133.) In the study of bounded analytic 
functions there is also a notion of analytic capacity with similar properties. 
(See Conway [1991], p 217.) There is also a general theory of capacity that 
originated in Choquet [1955]. (Also see Carleson [1967].) It is becoming 
common to refer to a capacity that fits into this general theory as a "true" 
or Choquet capacity. 

Unfortunately, the logarithmic capacity defined above is not a true ca­
pacity (nor is the analytic capacity used in the study of analytic functions). 

A modification of the logarithmic capacity can be made that produces 
a true capacity. The extra effort to do this is modest and it is therefore 
presented in conjunction with the development of logarithmic capacity. This 
will only be defined for subsets of the disk r][J). 

If p, E M+.(r][J)), define 

L~(z) = J log Iz:.r wi dp,(w) 

for all z in r][J). Note that L;(z) ?: 0 on r][J), though it may be infinite valued. 
Similarly define 

for p, in M+.(r][J)). 

7.3 Definition. For any subset E of r][J), define 

The r-logarithmic capacity of E is definEld by 

1 
c,.(E) = vr(E)· 

We note the equations L; = 11p,lllog2r + L,.. and [r(P,) = 11p,11 2 1og2r + 
[(p,), from which it follows that vr(E) = log2r + veE) for all subsets E of 
r][J). Thus a subset E of r][J) has logarithmic capacity zero if and only if it has 
r-logarithmic capacity zero; in fact, for such sets, cr(E) = [log(2r/c(E))]-1. 

The r-logarithmic capacity is a true or Choquet capacity defined on the 
subsets of r][J). However logarithmic capacity as defined in (7.2) is more 
closely related to the geometric properties of analytic and harmonic func­
tions on the plane. For example, it will be shown that, for any compact 
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set K, c(K) = e-'Y, where, is the Robin constant for K (Theorem 10.2 
below). The r-logarithmic capacity has also been heavily used in the study 
of analytic and harmonic functions; see Beurling [1939], Carleson [1967], 
and Richter, Ross, and Sundberg [1994]. 

It is also the case that the Green potential can be used to define a Green 
capacity (for subsets of the parent set G) that is a Choquet capacity. This 
will not be done here. The interested reader can look at Helms [1975]. Also 
see Landkof [1972] and Brelot [1959]. A distinct advantage of the Green 
capacity is that it generalizes to higher dimensional spaces. A disadvantage 
is that it is restricted to and dependent on the chosen set G. 

In what follows, results will only be stated for logarithmic capacity unless 
there is a difficulty with the corresponding fact for r-logarithmic capacity 
or a particular emphasis is called for. Of course, exact formulas or nu­
merical estimates for logarithmic capacity will not carry over directly to 
r-logarithmic capacity, though some modification will. The first result is a 
collection of elementary facts. The proofs are left to the reader. 

7.4 Proposition. 

(a) If El ~ E2, then C(El) ::; C(E2)' 

(b) For any set E, c(E) = sup{c(K) : K is a compact subset of E}. 

(c) IfT(z) = az+b, a =f. 0, then v(T(E» = veE) -log \a\ and c(T(E» = 
\a\ c(E). Thus c(E) = 0 if and only if c(T(E» = o. 

7.5 Theorem. If E is a Borel set, the following are equivalent. 

(a) E has positive capacity. 

(b) There is a non-zero measure J.L in M+(E) such that LI-' is bounded 
above. 

(c) There is a compact subset of E that is not polar. 

(d) There is a positive measure J.L with I(J.L) < 00 and J.L(E) > O. 

If K is a compact set that has positive capacity, then c(K) ~ e-'Y, where , 
is the Robin constant for K. 

Proof. In light of part (b) of the preceding proposition, it suffices to as­
sume that E is a compact set K. By part (c) of the preceding propo­
sition, with an appropriate choice of constants it can be assumed that 
K ~ B(O; 1/2). (This is a typical use of (7.4.c) and will be seen again in 
the course of this development.) The virtue of this additional assumption 
is that log \z - W\-l ~ 0 for all z, W in K. 

(a) implies (b). Let v E Ml(K) with I(v) < 00. Since K ~ B(O; 1/2), 
L,,(z) ~ 0 on K. Since L" E Ll(v), there is a constant M such that if 
F = {z E supp v : L,,(z) ::; M}, then v(F) > O. Now L" is a lower 
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semicontinuous function: thus F is compact. If p, = viF, then Ltt(z) < 
L,.,(z) :::; M for all z in F and hence throughout C (19.5.10). 

(b) implies (c). This is immediate from Theorem 5.10. 
(c) implies (d). By Theorem 5.10 there is a p, in M+(K) such that Ltt :::; 

M; hence I(p,) = I Lttdp, < 00. 

(d) implies (a). If p, is a positive measure with p,(K) > 0 and I(p,) < 00, 

then by the definition of v(K), v(K) < 00 and so c(K) > O. This completes 
the proof that statements (a) through (d) are equivalent. 

If c(K) > 0, G is the component of Coo \ K that contains 00, and w is 
harmonic measure for G at 00, then Proposition 3.5 states that Lw :::; 'Y on 
the plane. Thus v(K) :::; I(w) :::; I Lwdw :::; 'Y and so c(K) ~ e-"f. 0 

Think of the first of the following two corollaries as a result about ab­
solute continuity of measures with respect to logarithmic capacity, even 
though logarithmic capacity is not a measure. 

7.6 Corollary. If K is a compact set with c(K) > 0 and p, E M[(K), then 
1p,1(~) = 0 for every Borel set ~ with c(~) = O. 

The next corollary is immediate from Corollary 5.8. 

7.7 Corollary. If K is a compact set with logarithmic capacity 0, then K 
is a totally disconnected set. 

We know that polar sets have area zero; the next proposition refines this 
statement into a numerical lower bound for capacity in terms of area. 

7.8 Proposition. If E is a Borel set, then 

Area(E) 
c(E) ~ 

'Ire 

Proof. The proof is reminiscent of the proof of Proposition 18.5.3. By 
virtue of Proposition 7.4.b, we may assume that E is a compact set K. 
Without loss of generality we may also assume that the area of K is positive. 
If u is the logarithmic potential of the restriction of area measure to K, then 
u is a continuous function on the plane; by (19.5.10) it attains its maximum 
value on K. By translation, we may assume that 0 E K and u(z) :::; u(O) = 
IK log Iwl-1dA(w). If R is the radius with 'lrR2 = IKI = Area(K) and 
D = B(O; R), then Area(D) = Area(K) and Area(K \ D) = Area(D \ K). 

Therefore 

u(O) [log Iwl-1dA(w) + [ log Iwl-1dA(w) 
lKnD lK\D 

< [ log Iwl-1dA(w) + A(D \ K) 10gR 
lKnD 
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< r log Iwl-1dA(w) + r log Iwl-1dA(w) 
JKnD JD\K 

Iv log Iwl-1dA(w) 

= 211" foR r log r-1dr 

1 
= 1I"R2["2 + logR-1] 

A(K) log J A~;r 
Thus 

[[ log Iz - wl-1dA(z) dA(w) :::; A(K)210g ~. 

If f.L = A(K)-l AIK, then v(K) :::; I(f.L) :::; log "h e/A(K), whence the 
result. 0 

7.9 Theorem. If K is a compact set with positive capacity, then there is a 
probability measure f.L with support contained in K such that I(f.L) = v(K). 

Proof. Let {f.Ln} be a sequence in Ml (K) such that I(f.Ln) --+ v(K). 
But M1(K) is a compact metric space when it has the weak* topology. So 

by passing to a subsequence if necessary, it can be assumed that there is a 
measure f.L in Ml (K) such that f.Ln --+ f.L weak*. By Exercise 1, I(f.L) = v(K). 
o 

7.10 Definition. If K is a compact set and f.L E M1(K) such that I(f.L) = 
v (K), then f.L is called an equilibrium measure for K. The corresponding 
logarithmic potential LI-' is called a conductor or equilibrium potential of E. 

Later (10.2) it will be shown that there is only one equilibrium measure 
and we can speak of the equilibrium measure for a compact set. In the 
companion development of the r-Iogarithmic capacity, we must make a 
point explicit. The proof is straightforward. 

7.11 Proposition. If K is a compact subset of rJI)) and f.L is an equilibrium 
measure for K, then Ir(f.L) = vr(K). Conversely, if f.L is a probability mea­
sure on K such that Ir(f.L) = vr(K), then f.L is an equilibrium measure for 
K. 

7.12 Theorem. (Frostman [1935]) If K is a compact set and f.L is an 
equilibrium measure, then LI-' :::; v(K) on C and LI-' = v(K) everywhere on 
K except for an Fu set with capacity zero. 



21. 7. Logarithmic Capacity: Part 1 337 

Proof. Let v = v(K) and put E = {z E K: Lp,(z) < v}. So E = UnEn, 
where En = {z E K : Lp,(z) ~ v - n-1}. Because Lp, is lsc, each set En 
is closed and so E is an Fu set. It will be shown that c(En) = 0 for each 
n ~ 1. If there is an n ~ 1 such that c(En) > 0, let v E M1 (En) such that 
I(v) < 00. If 0 < 8 < 1, 1-'6 = (1 - 8)1-' + 8v E M1(K) and 

1(1-'6) (1 - 8)21(1-') + 82I(v) + 28(1 - 8) J Lp,dv 

= v-28v+28 J Lp,dv + 82A, 

where A = -v + I(v) - 2 I Lp,dv. Hence 

1(1-'6) < v - 28v + 28(v - n-1) + 82 A 

v + 8[-2n-1 + 8A] 

< v 

for a suitably small 8. Since 1-'6 E M1(K), this contradicts the definition of 
v. Hence c(En) = 0 for all n ~ 1. By Lemma 5.6 and Theorem 7.5, the 
countable union of sets of capacity zero has capacity zero and so Lp, ~ v 
q.e. 

Now we show that Lp, ~ v everywhere. Otherwise the Maximum Principle 
for the logarithmic potential implies there is a point a in F = supp I-' such 
that Lp,(a) > v. Since Lp, is lsc, there is an open neighborhood U of a 
with Lp, > v in Uj because a E F, I-'(U) > O. On F \ u, Lp, ~ v q.e by 
the first part of the proof. By (7.6), Lp, ~ v a.e. [1-']. Hence v = 1(1-') = 
Iu Lp,dl-' + IFw Lp,dl-' > Vl-'(U) + vl-'(F \ U) = v, a contradiction. 0 

7.13 Corollary. If K is compact with c(K) > 0 and I-' is an equilibrium 
measure, then Lp, is continuous at each point a where Lp,(a) = v(K). 

Proof. By Proposition 19.5.11, it suffices to show that Lp,IK is continuous 
at a. Since Lp, is lsc, v(K) = Lp,(a) ~ liminfz--+a Lp,(z) ~ limsuPz--+a Lp,(z) ~ 
v(K). 0 

7.14 Proposition. Let K be a compact set with c(K) > 0 and let I-' be an 
equilibrium measure. For every c > 0 there is a compact subset K1 of K 
with I-'(K \ Kt} < c and such that, if 1-'1 = I-'IK1, then Lp" is a continuous 
finite-valued function on C. 

Proof. Put c = c(K) and v = v(K). By Corollary 7.6 and Theorem 7.12, 
Lp, = v a.e. [1-']. Let K1 be a compact subset of K with I-'(K \ Kt} < c 
and Lp, = v on K 1. By the preceding corollary, Lp, is continuous at each 
point of K 1• Let 1-'1 be as in the statement of the proposition and put 
1-'2 = I-' -1-'1 = I-'I(K \ K1)' Now Lp, = Lp" + Lp,2 ~ v on C. Since both Lp" 
and Lp,2 are bounded below on compact sets, it follows that both functions 
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are bounded on compact subsets of the plane. In particular, both functions 
are finite-valued. Also LJ.£l = LJ.£ - LJ.£2 and thus LP.l is usc; since this 
function is also Isc, it follows that it is continuous. 0 

We conclude this section with a result that will be used later .. 

7.15 Proposition. If {Kn} is a sequence of compact sets such that Kn ;2 
Kn+1 for all nand nnKn = K, then c(Kn) -+ c(K). If c(K) > 0 and if 
J.Ln is an equilibrium measure for K n, the'(/, every weak* cluster point of the 
sequence {J.Ln} is an equilibrium measure for K. 

Proof. A rudimentary argument shows that if U is any open set containing 
K, then Kn ~ U for all sufficiently large n. In particular, there is no loss in 
generality in assuming that the sequence {Kn} is uniformly bounded. By 
Proposition 7.4.c we may assume that all the sets Kn ~ {z : Izl ~ 1/2}. 

From elementary considerations we know that c(K) ~ c(Kn+d ~ c(Kn) 
so that limn c(Kn) exists and is at least c(K). Equivalently, v(K) ::::: limn 
v(Kn). 

Let J.Ln be the equilibrium measure for Kn so that I(J.Ln) = v(Kn). 
There is a subsequence {J.Ln,,} that converges to a probability measure 
J.L in M (Coo). It is left to the reader to show that supp J.L ~ K. Since 
log Iz - Wi-I::::: 0 on Kb Fatou's LeJIlma implies that 

o 

v(K) < I(J.L) 

< liminfk f flog Iz - wl-1dJ.Ln,,(z) dJ.Ln,,(w) 

lim infkv(Kn ,,) 

limv(Kn ,,) 
k 

< v(K). 

7.16 Corollary. If K is a compact set and {Un} is a sequence of open 
sets such that Un ;2 Un+1 for all nand nnUn = K, then c(Un) -+ c(K). 
In particular, if E: > 0, there is an open set U that contains K with c(U) < 
c(K) + E:. 

Proof. For each n let Vn be an open neighborhood of K that is bounded 
with Kn = cl Vn ~ Un. So c(Kn) ~ c(Un) and the result follows from the 
proposition. 0 

Exercises 

1. If J.L, J.Lb J.L2, ... are positive measures whose supports are contained in 
the compact set K and J.Ln -+ J.L weak· in M(K), show that I(J.L) ~ 
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lim infn I(ILn). Use this to show that I: M+(K) ---> (-00,00] is lower 
semicontinuous. 

2. Prove the result for r-logarithmic capacity corresponding to Theorem 
7.12. 

3. Let G be a hyperbolic open set, let K be a compact subset of G 
with c(K) > 0, and let IL be an equilibrium measure for K. Combine 
Proposition 7.14 with Theorem 4.5 to show that for every E: > 0 there 
is a compact subset K1 with IL(K \ K 1) < E: such that if ILl = ILIK1' 
then G/J-l is a continuous finite-valued function on G. 

4. If K is a compact set and IL is a probability measure on K, show that 
inf{L/J-(z) : Z E K} ::; v(K). 

5. Suppose K is a compact subset of some disk of radius 1/2 and K = 
K1 U ... U K n , where each K j is compact and Ki n K j = 0 for i i:- j. 
Show that v(K) ::; V(K1) + ... + v(Kn). 

§8 Some Applications and Examples of Logarithmic Capacity 

Here we will give a few applications of the preceding section. Some of these 
applications will tie together loose ends that exist in earlier sections; many 
will be used to push our study of potential theory further. Later we will 
see some examples of sets with zero or positive capacity. 

We begin with an easy application of Corollary 7.6 that has important 
implications. 

8.1 Theorem. If G is a hyperbolic open set and E is a Borel subset of 
BooG with c(E) = 0, then wf(E) = 0 for all Z in G. 

Proof. Fix Z in G. Using a Mobius transformation, there is no loss of 
generality in assuming z = 00. So K = BooG = BG has c(K) > o. If ,= rob(K) and w = w~, then Lw ::; I and so I(w) ::; I; thus w E M'j(K). 
If E is a Borel set with c(E) = 0 and E ~ K, then Corollary 7.6 implies 
weE) = o. 0 

In light of the preceding theorem, the next few results are immediate 
from previous results in this chapter. Reference to the earlier versions of 
the results is given at the end of the statement. 

8.2 The Maximum Principle. If G is a hyperbolic open set, E is a 
Borel subset of BooG with c(E) = 0, and ¢ is a subharmonic function on 
the hyperbolic set G that is bounded above and satisfies 

lim ¢(z) ::; 0 
z-->( 
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for every ( in 800G \ E, then ¢ ~ o. (See Theorem 5.l.) 

8.3 Corollary. If G is a hyperbolic set, h is a bounded harmonic function 
on G, and there is a Borel subset E of 800G with c(E) = 0 such that 
h(z) -+ 0 as z approaches any point of 800G \ A, then h == O. 

8.4 Theorem. If Z is a polar set and G is a hyperbolic set, then for 
every point a in G, Z n 8G is w~ -measurable and w~(Z n 8G) = o. (See 
Proposition 5.9.) 

8.5 Corollary. If G is a hyperbolic open set, then the collection of irregular 
points for G is an Fer set with harmonic measure zero. (See Corollary 6.7.) 

Now to produce a few examples. We will start with a sufficient condition 
for a compact set to have capacity zero. Let K be a compact set with 
diameter less than or equal to 1. This assumption implies that log Iz -
wl-1 2:: 0 for all z, w in K. For r > 0 let N(r) be the smallest number 
of open disks of radius r that cover K. Note that if K has k elements, 
N(r) ~ k for all r. So the idea is that if N(r) does not grow too fast, K is 
a small set. 

8.6 Lemma. With K and N(r) as above, Jo1[r N(r)]-ldr < 00 if and only 
if Er' N(2-n )-1 < 00. 

Proof. N(r) is increasing so for 1/2n+1 ~ r ~ 1/2n , [r N(2-n - 1)]-1 ~ 
[r N(r)]-l ~ [r N(2-n )]-1. Hence 

log 2 12-
n 1 d log 2 

---,,.....;=;---,,..,- < -- r < -::-=-;-"---:-
N(2-n - 1 ) - 2-n-1 r N(r) - N(2-n )· 

o 

8.7 Proposition. With K and N(r) as above, c(K) = 0 if 

t 1 
10 r N(r) dr = 00. 

Proof. Assume that c(K) > 0 and let J1. be a probability measure on K 
with I(J1.) < 00. For each z in K, let U z be the increasing, right-continuous 
function on [0,1] defined by uz(r) = J1.(B(z; r». Using the change of vari­
ables formula, 

I(J1.) = J [1110gr-lduz(r)] dJ1.(z). 

Using integration by parts we get 

1110gr-lduz(r) = uz(r) logr-ll~ + 11 r-1uz(r) dr. 
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Now for 0 < r < 1, 

uz(r) logr-1 = for logr1duz(t) 

< ~ log Iz - wl-1dfL(W) 
J1J(z:r) 

and this converges to 0 as r ---+ O. Therefore 

Since U z is increasing, 

I(fL) > J [~1:~~1 ~ Uz(Tn-1)dr] dfL(Z) 

log 2 f: J fL(B(z; Tn-I)) dfL(Z). 
n=O 

Put N. = N(2-n) and let B(n) = B(z(n) 2-n) 1 < k < N. be disks n k k" _ _ n, 
that cover K. Now any disk of radius r can be covered by 16 disks of radius 
r /2. Hence for a fixed value of n, no point of K can belong to more than 
16 of the disks Bin+1). Indeed, if Z E Bin+1), then Bin+1) ~ B(z; 2-n). So 

if z belonged to more than 16 of the disks Bin+1), we could replace each of 
these by the 16 disks of radius 2-n - 1 that cover B(z; 2-n ) and reduce the 
size of N n+b contradicting its definition. Thus 

Now Bin+2) ~ B(z; 2-n - 1 ) whenever z E Bin+2). Therefore 

00 N n +2 

I(fL) ~ 1~~2 L L fL(Bin+2))2 
n=O k=l 

log 2 ~ ~2 (B(n+1))2 
16 ~ ~ fL k • 

n=l k=l 

Using the Cauchy-Schwarz Inequality, 

1 = fL(K)2 

< [NOH r {; fL(Bin+1)) 

N n +1 

< Nn+l L fL(Bin+1))2. 
k=l 
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Therefore 

and the proposition is proved. 0 

Now form a Cantor set contained in [0,1] as follows. Let {bn } be a strictly 
decreasing sequence of positive numbers less than 1 such that b1 + 2b2 + 
22b3+· .. ::; 1. Delete from [0, 1] the open subinterval oflength b1 centered in 
[0,1]. Let Kl be the union of the two closed intervals that remain; each has 
the same length, al. So 1 = 2al + b1 . Now from each of the two component 
intervals that make up Kl, delete the open middle interval of length b2 • 

Let K2 be the union of the 22 closed intervals that remain; each of these 
closed interval has length a2. So al = 2a2 + b2. Continue in this way to get 
a decreasing sequence of compact sets {Kn} satisfying the following for all 
n 2: 1: 

8.8 
(i) Kn has 2n components, each of which has length an; 

(ii) an-l = 2an + bn. 

It is left to the reader to prove the next proposition, which is standard 
measure theory. 

8.9 Proposition. If {Kn} satisfies (8.8), then K = nnKn is a totally 
disconnected set having Lebesgue measure limn 2nan = 1 - (b1 + 2b2 + 
22b3 + ... ). 

8.10 Theorem. If {Kn} is the sequence of compact sets satisfying (8.8) 
and K = nnKn, then c(K) > ° if and only if 

8.11 
00 1 L 2n loga;;-l < 00. 

n=l 

If c(K) > 0, then 

8.12 c{K) 2: exp [ -2 ~ 2: log a;;-l]. 

Proof. Assume (8.11) holds. For each n 2: 1 let Jln be the probability mea­
sure Jln = (2nan)-lmIKn, where m is Lebesgue measure on the line. The 
strategy here will be to show that there is a constant M such that I (Jln) ::; 
M for all n. This implies that v{Kn) ::; M so that c{Kn) 2: exp{ -M). The 
result will then follow from Proposition 7.15 and the estimate (8.12) will 
be obtained by giving the appropriate value of M. 
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Fix n ~ 1 and a point x in Kn. For every P ~ 0, let Lp = Kn n {y : 
ap+l ~ Iy - xl ~ ap}. (We take ao to be 1.) So 

8.13 flOg Iy - xl-1dJLn(Y) = f: 2n 1a (log IY - xl-1dy. 
p=O n iLp 

Note that for any P ~ 0 and y in Lp , log Iy - xl-1 ~ loga;~l' By drawing 
pictures it can be seen that there are at most 5 = 2·2 + 1 of the component 
intervals of Kn within a distance an-l of x. Continuing, there are at most 
2·2j + 1 of the component intervals of Kn within a distance an-j of x for 
1 ~ j ~ n. Thus for 0 ~ P ~ n - 1 and y in Lp , 

8.14 < 

For P ~ n, 

Now from (8.8.ii) ap ~ 2ap+l for all Pi so an ~ 2P- nap for all P ~ n. Hence 
rap - ap+l] ~ ap ~ 2n- Pan for all P ~ n. This gives that 

1 1 1 2 1 -2n log Iy - xl- dy ~ -2 10ga;+1 
an Lp p 

8.15 

for all P ~ n. 
Combining (8.14) and (8.15) with (8.13), we get 

which is a bound independent of n. Since x was an arbitrary point of K n , 

I (JLn) ~ M for all n and this proves half the theorem. The estimate for the 
capacity (8.12) follows from the preceding inequality. 

For the converse, assume c(K) > O. We will use Proposition 8.7, so adopt 
the notation from there. Using the fact that ao = 1 and the telescoping of 
the second series below, we get that 

00 1 00 1 L 2n+1 loga~l = L 2n+1 [loga~-!.l -loga~l]. 
n=l n=O 
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< 2 f: 1 rn ~ dr 
n=O N(an+1) Jan+l r 

< 2f: rn _1_ dr 
n=OJan+l r N(r) 

= 211 r ~(r) dr 

and this is finite by Proposition 8.7. 0 

8.16 Example. If K is the usual Cantor ternary set, then K has Lebesgue 
measure zero and positive capacity. In fact, in this case an = 3-n and so 

In fact, by evaluating this last sum we get that c(K) ~ 3-4 . 

8.17 Example. If K is the Cantor set as in (8.8) with an = exp( -2n), 
then c( K) = 0 and so K is an uncountable set that is polar. 

There is a strong connection between logarithmic capacity and Haus­
dorff measure. See Carleson [1967] and Tsuji [1975]. Also Landkof [1972] 
computes the logarithmic capacity as well as the Green capacity of several 
planar sets. 

§9 * Removable Singularities for Functions in the Bergman 
Space 

In this section we will use logarithmic capacity to characterize the remov­
able singularities for functions in the Bergman space. 

9.1 Definition. If G is an open set and a E 800 G, then a is a removable 
singularity for L~ (G) if there is a neighborhood U of a such that each 
function f in L~(G) has an analytic continuation to G U U. Let rem(G) 
denote the points in 800G that are removable singularities for L~(G). 

There is, of course, a concept of removable singularity for L~ (G). Some 
of the results below carryover in a straightforward manner to such points. 
This will not be done here as a key result (Theorem 9.5) for the case p = 2 

·This section can be skipped if desired, as the remainder of the book does not 
depend on it. 



21.9. Removable Singularities 345 

is not true for arbitrary p. There will be more said about this after that 
proof. 

Before giving some elementary properties of rem( G) and exhibiting some 
examples, let's prove a basic result that will be useful in these discussions. 

9.2 Lemma. If H = {z: Izl > R} and f(z) = E::'=oanz-n is analytic on 
H, then f E L~(H) if and only if ao = f(oo) = 0, al = 1'(00) = 0, and 
E::'=2I anI 2 R-(2n-2) < 00. 

If f is a bounded analytic function on H, f E L~(H) if and only if 
f(oo) = 1'(00) = o. 
Proof. A calculation shows that 

The first statement is now immediate. For the second statement note that 
by increasing R we may assume that f is analytic in a neighborhood of 
cl H. If, in addition, f(oo) = f'(oo) = 0, then f(z) = Z-2g(Z), where 9 is 
a bounded analytic function on H. 0 

If f is analytic in a set H as in the preceding lemma, the condition 
that f and its derivative vanish at infinity is that 0 = limz--+oo f(z) 
limz --+oo zf(z). 

9.3 Proposition. Fix an open set G and a point a in 8ooG. 

(a) If a is an isolated point of 8ooG, then a is removable for L~(G). 

(b) If B(ajo) n 800G has positive area for every 8 > 0, then a is not a 
removable singularity for L~ (G). 

(c) The set GUrem(G) is an open subset ofint[clooG]. 

(d) Area[rem(G)] = o. 

Proof. (a) If 00 is an isolated point of 8ooG, then the result follows by 
Lemma 9.2. So assume that a is an isolated point of 8Gj without loss of 
generality we may assume that a = O. Since 0 is isolated, f has a Laurent 
expansion, f(z) = E::'=-oo anzn. If R > 0 such that z E G when 0 < Izl ~ 
R, then, as in the proof of Lemma 9.2, 

From here we see that an = 0 for n < 0, and so 0 is a removable singularity. 
(b) Suppose a E rem( G) j we will only treat the case that a is a finite 

point. Let 8 > 0 and assume each f in L~(G) has an analytic extension to 
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G U B(a; 8). If Area(B(a; 8) n 8G) > 0, there is a compact set K contained 
in B(a; 8) n 8G with positive area. Write K as the disjoint union of two 
Borel sets El and E2 having equal area; let J.Lj = ArealEj and put J.L = 
J.Ll - J.L2· If I is the Cauchy transform of J.L, then I is analytic off K and 
1(00) = /,(00) = 0 (see 18.5.3). So if K ~ B(O; R), Lemma 9.2 implies 
I E L~( {z : Izl > R}); since I is bounded, I E L~(G). 

(c) From the definition of a removable singularity, G U rem(G) is open. 
For the second part of (c) it suffices to show that rem (G) n 8[clooG] = 0. 
If a E 8 [cloo G] and U is any neighborhood of a, let b E U \ [clooG]; put 
I(z) = (z - b)-2. According to Lemma 9.2, I E L~({z: Izl > R}) for any 
R> Ibl. It follows that I E L~(G) and so a ~ rem(G). 

(d) If it were the case that rem (G) had positive area, then we could 
find disjoint compact subsets Kl and K2 of rem(G) with Area(Kt} = 
Area(K2 ) > O. Let J.L = AIKl - AIK2. Let I = fl, the Cauchy trans­
form of J.L. By (18.5.2) I is a bounded analytic function on C \ (Kl u K 2) 
and 0 = 1(00) = /,(00). Thus I E L~(G). But Kl U K2 ~ rem (G) and so 
I can be extended to a bounded entire function; thus I is constant and so 
1= O. But this implies that AIKl = AIK2, a contradiction. 0 

So the typical case where rem( G) f:. 0 occurs when G = V \ K, where V 
is an open set and K is a compact subset of V with zero area. If we want 
to get K contained in rem(G), we must have that K is totally disconnected 
(Exercise 1). But more is required, as we will see in Theorem 9.5 below. 
First we need an elementary result about analytic functions. 

9.4 Lemma. II V is an open subset 01 C, K is a compact subset 01 V, 
and I : V \ K --+ C is an analytic function, then there are unique analytic 
functions 10: V --+ C and 100 : Coo \ K --+ C such that 100 (00) = 0 and 
I(z) = lo(z) + loo(z) lor z in V \ K. 

Prool. If z E V, let fo be a smooth Jordan system in V \ K such that 
K U {z} is included in the inside of f o. Let 

lo(z) = ~ f I(w) dw. 
27rzlro w-z 

Cauchy's Theorem implies that the definition of 10 (z) is independent of the 
Jordan system fo. Also, it is easy to see that 10 is an analytic function on 
V. 

Similarly, if z E C \ K, let f 00 be a smooth Jordan system in V \ K that 
contains K in its inside and has the point z in its outside. Let 

loo(z) = -~ f I(w) dw. 
27rzlroo w-z 

Once again the definition of loo(z) is independent of the choice of Jordan 
system f 00 and 100 : C \ K --+ C is an analytic function. It is also easy 
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to see that loo{z) -+ 0 as z -+ 00, so that 00 is a removable singularity. If 
z E V \ K, then ro and roo can be chosen above so that r == ro - roo is 
also a Jordan system with winding number about the point z equal to O. 
Thus Cauchy's Integral Formula implies that I{z) = lo{z) + loo{z). 

To see that 10 and 100 are unique, suppose go and goo are another pair 
of such functions. So lo{z) + loo{z) = go{z) + goo{z) on V \ K, so that 
lo{z) - go{z) = goo{z) - loo{z) there. This says that if h is defined on C by 
h{z) = lo{z) - go{z) for z in V and h(z) = goo(z) - loo(z) for z in C \ K, 
h is a well-defined entire function. Since h( 00) = 0, h == O. 0 

Suppose V is an open set, K is a compact subset of V, and G = V\K. As 
was pointed out, if K ~ rem(G), Area(K) = O. Thus when K ~ rem(G), 
the restriction map I -+ IIG is an isometric isomorphism of L~(V) onto 
L~{G). Equivalently, if I E L~(V) and I = 10 + 100 as in the preceding 
lemma, then it must be that 100 = O. 

We are now in a position to state and prove the main result of this 
section. 

9.5 Theorem. II K is a compact subset olC, then the lollowing are equiv­
alent. 

(a) K is a polar set. 

(b) L~{C \ K) = (O). 
(c) II V is any open set containing K, K ~ rem(V \ K). 

Prool. First we do the easy part of the proof and show that (b) and (c) 
are equivalent. If (c) is true and I E L~(C \ K), then taking V = C in (c) 
shows that I has a continuation to an entire function. But I{oo) = 0 and 
so 1==0. 

Now assume that (b) holds. Note that (b) says that K ~ rem{C \ K). 
(Actually, this is an equivalent formulation of (b).) By (9.3.d) Area (K) = O. 
Let V be any open set containing K. Fix a function I in L~{V \ K) and 
write I = 10 + 100 as in the preceding lemma. To prove (c) it must be 
shown that 100 = O. This will be done by showing that 100 E L~(C \ K). 

Observe that if a E C \ K, then 

lim z loo(z) - loo(a) = - 100 (a). 
%--+00 z - a 

Assume 100 ¥- 0 and choose points a and b in C \ K such that 100 (a) ¥- 0 ¥-
100 (b). Put 

9.6 g(z) = _1_ [/oo(Z) - loo(a)] __ 1_ [/oo(Z) - loo(b)] . 
100 (a) z - a 100 (b) z - b 

Clearly 9 is analytic in C \ K and from the prior observation 0 = g( 00) = 
g'{oo). Thus if R > max{lzl : z E K} and H = {z : Izl > R}, 9 E L~(H). 
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On the other hand, if W is an open set with K ~ W ~ cl W ~ V, leo = 
1-10 E L~(W \ K). If W is further restricted so that a, b rt cl W, then 
9 E L~(W \ K). Therefore 9 E L~(C \ K). By (b), 9 == o. This allows us 
to use (9.6) to solve for leo (z). Doing this we see that leo is a rational 
function with precisely one pole; denote this pole by c. If c rt V, then I has 
an analytic continuation to V. If c E V, then I is analytic on V \ { c}. Now 
I E L~(V\K), so c E K. 

Since Area( K) = 0, I E L~ (V \ {c} ). By Proposition 9.3.a, c is a remov­
able singularity for I. Thus I has a continuation to V. 

(b) implies (a). Without loss of generality we can assume that Area(K) = 
o and diam K < 1. Assume K is not polar; by Theorem 7.5, c(K) > O. We 
will exhibit a non-zero function that belongs to L~ (C \ K). Let K1 and K2 
be disjoint compact subsets of K, each of which has positive capacity. For 
j = 1, 2 let J.Lj be a probability measure on K j with logarithmic potential 
that is bounded above and put J.L = J.L1 - J.L2· So J.L is a non-zero measure 
carried by K and J.L(K) = o. If I(z) = fJ(z), the Cauchy transform of J.L, I 
is analytic in Ceo \ K with 0 = 1(00) = 1'(00) (18.5.2). Choose R > 1 such 
that K ~ B(O;R) and put H = {z: Izl > R}. By Lemma 9.2, I E L~(H). 

To show that I is square integrable over D = B(O; R), we first find 
an estimate. Let z, w E K with z =I- w and for 0 < c: < Iz - wl/2 put 
Be = B(w;c:) U B(z;c:). Note two things. Because z =I- w, the function 
( -+ [( ( - w) (( - z) ]-1 is locally integrable with respect to area measure. 
Thus r dA() = lim r dA(). 

lD (-w)(-z) e-+olD\B£ (-w)(-z) 

Also note that (( - Z)-l = 28dlog I( - zll. Thus Green's Theorem implies 
that 

Now 

r dA() 
lD\B£ ( - w)( - z) 

2 r 8 [log I( - zl] dA() 
lD\B£ (- W 

~ r log I( - zl d( 
~ llc;,I=R (- W 

-~ 1 logl( - zl d( 
~ c;,-wl=e (- w 

_~ r log I( - zl d( 
~ llc;,-zl=e (- w 

Ie = ~ r2
71" log Iw - z + c:ei9 1 i c: ei9 d() 

~ 10 
21T log Iz - wi· 
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Also 211" I iSI 
T _! 1 log c e . is d(} 

Je - 'S) Z c e . 
i 0 (z - w + ceO 

So 
c logc-1 

IJel :5 2n I I . z-w -c 
Finally 

I -1211" log IReiS - zl R is d() 
- Re'S e. o ' -w 

Put d = sup{lzl : z E K}. So d < R and IR eiS - wi ~ R - d. Also 
log IR eiS - zl :5 log 2R. Thus there is a constant C 1 depending only on R 
and K such that III :5 C1 10g 2R. Therefore 

I ( dA(() I < JD\B. (( - w)(( _ z) III + IIel-IJel 

< C1 log 2R + 2n log Iz - wl-1 

2 c logc-1 

+ n I I . z-w -c 

Letting c - 0 we see that there is a constant C that depends only on R 
and K such that 

9.7 

whenever w #- z. 

I ( dA(() 1< C log~ 
JD (( - w)(( - z) - Iz - wi 

Now the fact that L~l and L~2 are bounded above implies that the 
measure p, can have no atoms. Hence Ip, x p,1({(z, z) : z E K}) = 0 by 
Fubini's Theorem. So (9.7) holds a.e. [lp, x p,ll on K x K and 

[XK I (( ~il(Z) I dip, x p,1(z, w) 

:5 C { (log -I 2R I dlp,l(z) dlp,l(w) JKJK z-w 

= 4C log2R + I(Ip,1) 
< 00. 

From Fubini's Theorem we get that 

llfl2dA = l [[ ~p,~~] [[ i~z;] dA(() 

:5 [XK Il (( _ d~~~ _ z) I dip, x p,1(z, w) 

< 00. 
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Thus f E L~((C \ K). 
(a) implies (b). Now assume that K is polar; so K is totally disconnected 

and C \ K is connected. If f E L~(C \ K), then f has an expansion fez) = 
L::'=2 an z-n (9.2). To show that each such f is the zero function, we need 
only show that an = 0 for all n 2:: 2. Note that this is equivalent to showing 
that for all n 2:: 1, fr zn fez) dz = 0, where f is any smooth Jordan system 
surrounding K. 

Without loss of generality it can be assumed that K ~ lIJ). Let f be 
a finite collection of pairwise disjoint smooth positively oriented Jordan 
curves in lIJ) \ K such that K ~ ins f; put, = rob(f), the Robin constant 
of the point set f. 

Put W = Coo \ [f U ins f] = out f, let w be harmonic measure for W 
evaluated at 00, and let 9 be the Green function for W. If u = ,-I Lw , then 
u is harmonic on Wand, by (3.5), u(z) = 1 _,-lg(Z, 00) for all z in W, 
and u(z) = 1 for all z not in W (because 8W = f is a system of curves 
and so each point of f is a regular point). 

For e > 0, set fe = {z : u(z) = 1 - e} and Ee = fe U ins fe. The value 
of e can be chosen as small as desired with f e a smooth positive Jordan 
system that contains f in its inside. If U = {z : u(z) > O} \ Ee , U is a 
bounded open set that contains Ee and has a smooth boundary. Note that 
if Izl > 2, dist(z, f) > 1 and so Iz - wl- 1 < 1 for all w in f; thus u(z) < O. 
Hence U ~ 2lIJ). 

If 9 is any function analytic in a neighborhood of d[{z : u(z) > O} \ 
d[ins f]J, then 

[ g(z) dz = [ g(z) dz = -1 1 [ g(z) u(z) dz. 
Jr Jr. - e Jau 

Thus applying Green's Theorem we get 

1 2 1- 2 1 -9.8 g(z) dz = -1- 8[g u] dA = -1- 9 8u dA-
r -e u -e u 

Taking 9 = 8u in (9.8) and using the fact that u is real-valued, we get 

[ 8u(z) dz = -1 2 [18u12 dA. Jr. -e Ju 

Now fix n 2:: 1, let f E L~(C \ K), and let 9 = zn fin (9.8); this yields 
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According to (19.5.2), 8u = _(2,),)-lw, the Cauchy transform of w. Thus 

1 8u(z) dz 
r. 

_~ r r [_1 dw(()] dz 
2')' Jre Jr (-z 

2~ll. [z~(dZ] dw(() 

1 

2')" 

since r is in the inside of re' This combined with the fact that c was 
arbitrary gives that 

\ r zn fez) dZ\2 ~ 2n IlfW 
Jr rob(r) 

for any such system r. Since c(K) = 0, we can get a sequence of such curve 
systems {rk} that squeeze down to K. Thus rob(rk) -t 00; but Irk zn f 
remains constant. Thus this integral must be zero and so f = o. 0 

The first reference for the preceding result that the author is aware of is 
Carleson [1967], page 73. The proof above is based on Hedberg [1972a]. In 
this paper and its cousin, Hedberg [1972b], various capacities are introduced 
that are related to logarithmic capacity and Green capacity, and COnnec­
tions are made with removable singularities of certain spaces of analytic 
and harmonic functions. In particular, a q-capacity is defined, 1 < q ~ 2, 
and a compact set K has q-capacity 0 if and only if L~(C\K) = (0), where 
p and q are conjugate exponents. When 2 < q < 00 (1 < p < 2), the story is 
simpler. See Exercise 4. The reader can consult these references for details. 

9.9 Theorem. lfG is any open set and a E 8ooG, then a E rem(G) if and 
only if there is a neighborhood U of a such that c(elU \ G) = O. 

Proof. Suppose U is a neighborhood of a and c( el U \ G) = O. We assume 
that a is a finite point, the case that a = 00 being obtained from the 
finite case by applying a suitable Mobius transformation. Thus el U \ G is 
totally disconnected and there is another neighborhood V of a such that 
V n (el U \ G) is compact. Put n = G u V and K = V n (el U \ G). So 
K <;;; nand n \ K = G. By Theorem 9.5 each function in L~(G) has an 
analytic continuation to n and so a E rem(G). 

If c( el U \ G) > 0 for every neighborhood U of a, then for every such U 
there is a non-zero function f in L~ (C \ (el U \ G». Thus fiG E L~ (G) and 
f cannot be extended to U. 0 

Further results on spaces ~ (G \ K) can be found in Axler, Conway, and 
McDonald [1982] and Aleman, Richter, and Ross [preprint]. 
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Exercises 

1. If a E oooG and the component of oooG that contains a is not trivial, 
then a f{. rem(G). 

2. If a E oooG and for each f in L~(G) there is a neighborhood U of a 
such that f has an analytic continuation to G U U, then a E rem( G). 

3. In Lemma 9.4, show that if the function f is bounded, then so are fo 
and foo. 

4. If K is a compact subset of the bounded open set G, 1 ~ P < 2, and 
G \ K) = Ya(G), then K = 0. 

§10 Logarithmic Capacity: Part 2 

We resume the study begun in §7. 

10.1 Lemma. If K is a compact set with positive capacity and J.L is an 
equilibrium measure, then Lj.t(z) = v(K) for all Z in int K. 

Proof. Let a E int K and let B = B(aj r) such that cl B ~ int K. Since 
the logarithmic potential is superharmonic, (1Tr2)-1 fB Lj.tdA ~ Lj.t(a) ~ v. 
But Lj.t = v = v(K) q.e. in K and so Lj.t = v a.e. [Area] (7.12). Thus this 
integral equals v and we get Lj.t(a) = v. 0 

10.2 Theorem. If K is a compact set with positive capacity, then: 

(a) v(K) is the Robin constant'Y for K; 

(b) The equilibrium measure is unique. In fact, if G is the component 
of Coo \ K that contains 00, then the equilibrium measure for K is 
harmonic measure for G at 00. 

(c) The Robin constant of K is also given by the formulas 

rob(K)-l sup{J.L(K) : J.L E M+(K) : Lj.t ~ 1 on K} 

inf{J.L(K) : J.L E M+(K) : Lj.t 2 1 q.e. on K} 

Moreover if c(K) > 0, both the supremum and the infimum are attained for 
the measure 'Y-1w, where w is harmonic measure for G at 00. The measure 
'Y-1w is the only measure at which the supremum is attained. 

Proof. Adopt the notation in the statement of the theorem and put v = 
v(K). Let w be harmonic measure for G at 00, let J.L be an equilibrium 
measure for K, and let g be the Green function for G. By Proposition 3.5. 
Lw(z) = 'Y - g(z, 00) for all z in G and Lw ~ 'Y on C. 
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Now h(z) = v - L/1-(z) is a positive harmonic function on G except 
for the point 00. From (19.5.3), L/1-(z) + log Izi --+ 0 as Z --+ 00. Hence 
h(z) -log Izl --+ vas z --+ 00. 

By the definition of the Green function, 'Y - Lw(z) = g(z, 00) ::; h(z) = 
v - L/1-(z). Letting z --+ 00, we get that 'Y ::; v. Since we already know that 
v ::; 'Y (7.5), this proves (a). 

Note that I(w) = J Lwdw ::; 'Y = v. By the definition of v(K), I(w) = v 
and w is an equilibrium measure. Put v = w - f..£. From the preceding 
paragraph we have that Lv ;::: O. We also have that Lv ::; 'Y - L/1- and 
is therefore bounded above on compact sets. But v(K) = 0 implies that 
Lv(z) --+ 0 as z --+ 00; therefore Lv is a bounded harmonic function on 
Coo \ K. Now Theorem 7.12 implies there is an Fer set E with c(E) = 0 
such that Lw(z) = L/1-(z) = 'Y for z in K \ E. By Corollary 7.13, Lv(z) = 
Lw(z) - L/1-(z) --+ 0 as Z approaches any point of arC \ K] \ E. By the 
Maximum Principle, Lv = 0 in C \ K. But we also have that Lv(z) = 0 on 
int K from the preceding lemma. Hence Lv vanishes q.e. on C (off the set 
E) and thus Lv(z) = 0 a.e. [Area]. By Theorem 19.5.3, w - f..£ = v = O. 

To prove (c), let 0: = sup{f..£(K) : f..£ E M+(K) : L/1- ::; 1 on K}. Taking 
f..£ = 'Y-1W in this supremum shows that 0: ;::: 'Y-1. On the other hand, if 
f..£ E M+(K) with L/1- ::; Ion K, then f..£1 = f..£(K)-If..£ E M 1(K) and I(f..£I) ::; 
f..£(K)-I. Hence 'Y ::; inf{f..£(K)-1 : f..£ E M+(K) with L/1- ::; 1 on K} = 0:-1 
so that 0: ::; 'Y-1. This shows that 0: = 'Y-1 and the supremum is attained 
for the measure 'Y-1w. If f..£ is any positive measure supported by K such 
that L/1- ::; 1 and f..£(K) = 'Y-1, put f..£1 = 'Yf..£. So f..£1 is a probability measure 
and I(f..£d ::; 'Y. Hence f..£1 = 'YW by part (b). 

Now let /3 denote the infimum in part (c). If f..£ is any measure in M+(K) 
with L/1- ;::: 1 q.e. on K, then L/1- ;::: 1 a.e. [w]. Therefore 'Y-1 ::; 'Y-1 J L/1-dw = 
'Y-1 J Lwdf..£ ::; f..£(K). Thus 'Y-1 ::; /3. On the other hand, L/1- ;::: 1 q.e. on K 
for f..£ = 'Y-1W so that 'Y-1 = /3. 0 

So you noticed there is no uniqueness statement for the infimum ex­
pression for rob(K)-1 in part (c) in the preceding theorem. This is be­
cause there is no uniqueness statement! Consider the following example. 
Put K = {z : Izi ::; 1/2}. So rob(K) = log2 (3.3). If 80 is the unit 
point mass at Z = 0 and m is normalized arc length measure on a K, 
then it is left to the reader to check that for both f..£ = (log 2)-180 and 
f..£ = (log 2)-lm , L/1- ;::: 1 q.e. on K. Where does the proof of uniqueness for 
the expression for rob(K)-1 as a supremum break down when applied to 
the expression as an infimum? 

10.3 Corollary. If K is a compact set with positive capacity, G is the 
component of Coo \ K that contains 00, and w is harmonic measure for G 
at 00, then c(ak \ supp w) = 0 and c(K) = c(k) = c(ak). 

Proof. Let F = ak \ supp w. For each z in F, Lw is harmonic in a 
neighborhood of z. Since Lw ::; 'Y, the Maximum Principle implies L/1-(z) < 
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"f for all Z in F. But Theorem 7.12 implies Lp.(z) = "f q.e. on K, which 
includes ak. Hence c(F) = O. The rest of this corollary follows from the 
definition of the Robin constant. 0 

The next three corollaries follow from computations of the Robin con­
stant in §3. 

10.4 Corollary. If K is a closed disk of radius R, c(K) = R. 

10.5 Corollary. If K is a closed line segment of length L, c(K) = L/4. 

10.6 Corollary. Let K be a compact connected subset of C and let G be 
the component of Coo \ K that contains 00. If r : G -+ II) is the Riemann 
map with r(oo) = 0 and p = r'(oo) > 0, then c(K) = p. 

If we combine this last corollary with the proof of the Riemann Mapping 
Theorem, we have that for a compact connected set K 

c(K) = sup{II'(oo)1 : I is analytic on C \ k, 1(00) = 0, and III ~ I}. 

Thus in the case of compact connected sets, c(K) is the same as analytic 
capacity (Conway [1991]' p 217). 

Once again we record pertinent facts about the r-Iogarithmic capacity. 
The proof is left as an exercise for the reader. 

10.7 Theorem. If K is a compact subset of rlI), then 

sup{J.L(K) : J.L E M+(K) : L~ ~ 1 on K} 

inf{J.L(K) : J.L E M+(K) : L~ ~ 1 q.e. on K}. 

If c,.(K) > 0, both the supremum and the infimum are attained for the 
measure Cr(K)-lw, where w is harmonic measure for G = Coo \ k at 
00. The measure c,.(K)-lW is the only measure at which the supremum is 
attained. 

10.8 Proposition. Let K be a compact set with positive capacity and let 
G be the component of Coo \ K that contains 00. If w is harmonic measure 
for G at 00 and a E a G, then a is a regular point for G if and only if 
Lw(a) = v(K). 

Proof. If 9 is the Green function for G, then a is a regular point if and only 
if g(z, 00) -+ 0 as Z -+ a (5.2). On the other hand, Lw(z) = "f - g(z, 00), 

where "f = v(K). So if Lw(a) = "f, then the fact that Lw is lsc implies 
that "f = Lw(a) ~ liminfz-+a Lw(z) ~ limsuPz-+a Lw(z) ~ "f (3.5). Thus 
Lw(z) -+ "f as z -+ a and so g(z,oo) -+ 0 as z -+ a, showing that a is 
regular. 

Now assume that a is regular. Combining Theorem 10.2 with (7.12) we 
have that Lw = "f q.e. on C \ Gj so, in particular, this equality holds a.e. 
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[Area]. If € > 0, the regularity of the point a implies there is a 8 > 0 such 
that g(z,oo) < € for z in G(a;8). Thus 

, ~ Lw(a) > ~ r LwdA 
7r 8 1 B(a:6) 

~ r LwdA+ ~ r LwdA 
7r 8 1 B(a:6)\G 7r 8 lG(a:6) , ,-€ 

> 1r 82 Area(B(a; 8)) + 7r 82 Area(G(a; 8) 

> ,- €. D 

We turn now to an application of the uniqueness and identification of 
the equilibrium measure for a compact set. 

10.9 Theorem. Let G be a hyperbolic region in Coo with G = unGn and 
assume that a E Gn ~ G n+1 for all n. If wand Wn are the harmonic 
measures for G and Gn at a, then Wn -+ W weak* in M(Coo ). 

Proof. There is no loss in generality in assuming that a = 00. If K and 
Kn are the complements of G and G n, then K = nnKn and W and Wn are 
the equilibrium measures for K and Kn. Recall Proposition 7.15, where it 
is shown that every weak* cluster point of {wn } is an equilibrium measure 
for K. Since the equilibrium measure is unique and these measures lie in a 
compact metric space, Wn -+ W weak*. D 

Exercises 

1. Show that if E is any set and F is a set with c(F) = 0, then c(E) = 
c(E U F) = c(E \ F). 

2. If K is a closed arc on a circle of radius R that has length {} R, show 
that c(K) = Rsin({}/4). 

3. If K is the ellipse x2/a2 + y2/b2 = 1, then c(K) = (a + b)/2. 

4. Let p(z) = zn + alzn- 1 + ... + an and put K = {z E C : Ip(z)1 :S R}. 
Show that c(K) = yR. (See Exercise 19.9.3.) 

§11 The Transfinite Diameter and Logarithmic Capacity 

In this section we will identify the logarithmic capacity with another con­
stant associated with compact sets: the transfinite diameter. This identifi­
cation shows an intimate connection between the logarithmic capacity and 
the geometry of the plane. 
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Let K be a fixed compact set and for each integer n ~ 2 let K(n) = {z = 
(Zl,"" zn) E en : Zj E K for 1 :::; j :::; n}. Let Cn = n(n - 1)/2 = (;), the 
number of ways of choosing 2 things from n things. Define the constant 

Let's note a few facts. First, because of the compactness of K(n), this 
is a maximum and not just a supremum. Second, if K has N points, then 
8n (K) = 0 for n > N. So for the immediate future assume that K is infinite. 
In particular, 8n (K) > 0 for an infinite K. Also note that if Zj = Zk for some 
j < k, the product in (11.1) is zero. So the maximum can be taken over z in 
K(n) with Zj -I- Zk for 1 :::; j < k :::; n. Next observe that 82(K) = diam K. 

Finally, if z E K(n), then the Vandermonde of Z, V(z), is defined as the 
determinant 

It follows that 
V(z) = II (Zk - Zj). 

l:5,j<k:5,n 

11.2 Proposition. For any compact set K the sequence {8n (K)} is de­
creasing. 

Proof. Let z E K(n+1) such that 8n +1 = 8n+ 1(K) = !V(z)1 1/cn+ 1 • Thus 

8~++11 IZn+1 - zll·· ·I Zn+1 - znl II IZk - zjl 

l:5,j<k:5,n 

Similarly, for each k = 1, ... , n + 1 

8~+"11 :::; 8~n II IZk - zjl· 

#k 

Taking the product of these n + 1 inequalities gives that 

8~:il)Cn+l < [IT II IZk - Zj Il8~n+l)Cn 
k=l#k 

8n (n+1) 8n(n-l)(n+l)/2 n+l n . 

Performing the algebraic simplifications and taking the appropriate roots, 
we discover that 8n +1 :::; 8n . 0 
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11.3 Definition. For a compact set K the number 

is called the transfinite diameter of K. 

The existence of this limit is of course guaranteed by the preceding propo­
sition and it is clear why the terminology is used. For finite sets the trans­
finite diameter is zero, but there are examples of compact sets that are 
infinite and have zero transfinite diameter. Indeed the next theorem com­
bined with Example 8.17 furnishes such an example. 

11.4 Theorem. If K is a compact set, then the transfinite diameter of K 
equals its logarithmic capacity. 

Proof. If K is finite, then both ooo(K) and c(K) are zero. So assume that 
K is infinite. Let on = on(K) and 000 = ooo(K). 

Let w be the equilibrium measure for K and let Zl, ... , Zn be any points 
in K. Observe that 

L loglzk-Zjl-1~cnlogo;1 
l:5j<k:5n 

even if these points are not distinct. If L is the function defined on K(n) 
by L(Zb"" zn) = the left hand side of the preceding inequality and v = 
w x ... x w (n times), then v is a probability measure and so 

en log 0;1 < J L(Zl, ... ,zn)dv 

Thus 000 ~ c(K). 

n-1 n J L L log IZk - zjl-1dw(Zl)'" dw(zn) 
j=l k=j+1 

n-l n 

L L J J log IZk - zjl-1dw(zj)dw(Zk) 
j=l k=j+1 
cnI(w) 

cnrob(K). 

For the reverse inequality, choose an arbitrary e > O. By Corollary 7.16 
there is an open set U that contains K and satisfies c(U) < c(K) + e. Let 
n be sufficiently large that 1/...[ii:if < dist(K, a U) and let Zl, ... , Zn be 
points from K such that On = lV(z)11/cn • Put B j = B(zj; 1/...[ii:if). (So 
Area(Bj ) = n-1 .) Define T(Z) to be the number of disks B j that contain 
z. Note that T is a Borel function with 0 ::; T ::; n. If I-l is the measure T A, 
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then I-L > 0 and III-LII = Lj Area(Bj ) = 1. So I-L E Ml(U). Therefore 

v(U) ~ J J log Iz - wl-lr(z) r(w) dA(z) dA(w) 

= ~ li [~l" log Iz - WI-ldA(Z)] dA(w). 

Now for any w, z ---+ log Iz - wl- l is superharmonic. Thus IBk log Iz -
wl-ldA(z) ~ n-llog IZk - Wl-l. Thus 

v(U) ~ ~ ~ li [~lOgIZk - wrl] dA(w). 

Similarly for j 1: k, IB.log IZk - wl-ldA(w) ~ n-llog IZk - Zjl-l. If j = k, 
J 

then an evaluation of the integral using polar coordinates gives 

r log IZk - wrldA(w) = 21 (1 + logmr). 1B k n 

Hence 

v(U) < .!. [E .!.log IZk - Zjl-l + n 21 (1 + 10gmr)] 
n jf:.k n n 

2 1 
= n2 E log IZk - Zjl-l + 2n (1 + logmr) 

l~j<k~n 

2 n(n -1) 1 
= n2 2 10g6;;l + 2n (1 + logmr). 

Letting n ---+ 00 we get that v(U) ~ 10g6,;,l so that c(K) > c(U) - c ~ 
600 - c. Hence c(K) ~ 600 (K). 0 

The advantage of the transfinite diameter over logarithmic capacity is 
that the transfinite diameter is more geometric in its definition. After all, 
the definition of the logarithmic capacity of a set is given in terms of mea­
sures, while the definition of the transfinite diameter is in terms of distances. 
This is amplified in the next corollary, which would be more difficult to 
prove without the preceding theorem. 

11.5 Corollary. II K is a compact set and I : K ---+ L is a surjective 
function such that there is a constant M with I/(z) - l(w)1 ~ Mlz - wi lor 
all z, w in K, then c(L) ~ c(K). 

Proof Let (b ... , (n E L such that 6~"(L) = IHI(k -(jl : 1 ~ j < k ~ n} 
and pick Z1. ••• , Zn in K with I(zj) = (j. So 6~"(L) = IHI/(zk) - !(zj)1 : 
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1 S; j < k S; n} S; MO;'n(K)j equivalently, on(L) S; M1/cnOn(K). Letting 
n --- 00 gives the conclusion. D 

11.6 Corollary. If, is a rectifiable Jordan arc or curve and K is a compact 
subset of" then c(K) ~ IKI/4, where IKI denotes the arc length of K. 

Proof. Assume that, is parametrized by , : [0,1] --- <C with a = ,(0) 
a point in K. If z E K, z -I- a, there is a unique t in (0,1] such that 
,(t) = z. Define f : K --- [O,IKI] by fez) = IK n ,([0, t])l. It is clear 
that f is surjective. If z, w E K and z = ,(t), w = ,(s) with s < t, then 
If(z) - f(w)1 = IK n ,((s, t])1 S; 1I([s, t])1 S; Iz - wi since the shortest 
distance between two points is a straight line. According to the preceding 
corollary, c(K) ~ c([O, IKI]) = IKI/4 by Corollary 10.5. D 

11. 7 Corollary. If K is a compact connected set and d = diam K, then 
c(K) ~ d/4. 

Proof. Let a, bE K such that la - bl = d. By a rotation and translation 
of K, which does not change the capacity, we may assume that a = ° and 
b = d E lR. By the choice of a and b, ° S; Re z S; d for all z in K. Since 
K is connected, Re : K --- [0, d] is surjective. According to Corollary 11.5, 
c(K) ~ c([O,d]) = d/4 (10.5). D 

There is an equivalent expression for the transfinite diameter and hence 
the logarithmic capacity of a compact set connected to polynomial approx­
imation. This development is sketched below without proof. The interested 
reader can see Chapter VII of Goluzin [1969] and §16.2 of Hille [1962]. 

Let K be an infinite compact set and for n ~ 1 let P n be the vector space 
of all polynomials of degree at most n. If IlpilK == max{lp(z) I : z E K}, 
then II· 11K defines a norm on Pn . Let Mn be the collection of all monic 
polynomials of degree n. That is, Mn consists of all polynomials of the 
form p(z) = zn + alzn- 1 + ... + an. Define the constant 

Note that ° S; Mn < 00. It can be shown that there is a unique poly­
nomial Tn in Mn with IITnllK = Mn. The existence of Tn is easy but 
the uniqueness is not. The polynomial Tn is called the Tchebycheff poly­
nomial for K of order n. The Tchebycheff constant for K is defined by 
tch(K) == limn->DO y'Mn(K), which always exists and is finite. In fact, it 
is easy to see that tch(K) ::::: diam K. It turns out that the Tchebycheff 
constant and the transfinite diameter are the same. 

Exercise 

1. Let K be a compact set and suppose z = (Zl, ... , zn) E K(n) such 
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that 8~n = I11:-S;j<k:-S;n IZk - zjl. Show that Zl, ••• ,Zn belong to aK 
(the outer boundary of K). 

§12 The Refinement of a Sub harmonic Function 

Because of the intimate connection of subharmonic functions with so many 
of the properties of capacity and the solution of the Dirichlet problem, it is 
no surprise that the ability to manufacture these functions will extend the 
power of the theory and increase the depth of the results. In this section a 
new technique is developed that increases our proficiency at constructing 
subharmonic functions. In the next two sections this augmented skill will 
be put to good use as we prove Wiener's criterion for regularity. 

Let G be a hyperbolic open subset of C and suppose E is an arbitrary 
subset of G. For a negative subharmonic function u on G define 

IE(z) sup { ¢( z) : ¢ is a negative subharmonic function on G 

that is not identically - 00 on any component of G 

and ¢ :::; u on E} . 

The function IE is called the increased function of u relative to E. Be aware 
that in the notation for the increased function the role of G is suppressed. 
Also note that IE may fail to be usc and thus may not be subharmonic. To 
correct for this, define 

fE(z) = limsupIE(w) 
w--+z 

for all Z in G. The function fE is called the refinement of u relative to E. The 
term for this function most often seen in the literature is the French word 
"balayage." This word means "sweeping" or "brushing." The term and 
concept go back to Poincare and the idea is that the subharmonic function u 
is modified and polished (or brushed) to produce a better behaved function 
that still resembles u on the set E. That the function fE accomplishes this 
will be seen shortly. We are avoiding the word "sweep" in this context as 
it was used in §2 in a different way. 

Here are some of the properties of the increased function and the refine­
ment. Let <JIE be the set of negative subharmonic functions used to define 

IE' 

12.1 Proposition. If G is a hyperbolic open set, E and F are subsets of 
G, and u and v are negative subharmonic functions on G, then: 

(a) 

(b) 

fE is subharmonic on G; 

u < jU < fu < 0 on G' - E- E- , 
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( c) IJ; = u on E; 

(d) IJ; = iJ; on int E; 

(e) I; =- 0; 

(f) If E ~ F, iJ; ~ iF; 

(g) If u ::; v,iJ; ::; IE; 
(h) 1ft> 0, iku = t i~; 
(i) iu+v > i u + i v . 

E - E E' 

(j) IE = iJ; on G \ cl E and this function is harmonic there. 
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Proof. Part (a) is a direct application of (19.4.6). Parts (b) through (h) are 
easily deduced from the definitions, while part (i) follows from the relation 
q)'E + q)£ ~ q)~+v. To prove part (j) we will use Lemma 19.7.4. First note 
that if ¢l and ¢2 E q)'E, then so does ¢l V ¢2. Second, if ¢ E q)'E, D is 
a closed disk contained in G \ cl E, and ¢l is the harmonic modification 
of ¢ on D, then ¢l E q)'E. Hence IE is harmonic on G \ clEo Since IJ; is 
continuous there, IJ; = i E. 0 

It may be that strict inequality holds in part (b). See Exercise 1. In fact, 
this exercise is solved by looking at the proof that the origin is not a regular 
point for the punctured disk and this is no accident. It will be shown later 
in this section that IE = iE except on a polar set (Corollary 12.10). 

Now for one of the more useful applications of the refinement of a sub­
harmonic function. 

12.2 Proposition. If u is a negative subharmonic function on G and K 
is a compact subset of G, then there is a positive measure fJ- supported on 
K such that iX- = -GJL (the Green potential of fJ-). 

Proof. By Corollary 4.11 it suffices to show that the least harmonic ma­
jorant of iX- is O. First assume that G is connected and u is bounded on K; 
so there is a positive constant r such that u ~ -r on K. Fix a point a in 
G and let ga(z) = g(z, a) be the Green function for G with pole at a. Since 
ga is lsc, there is a positive constant s such that ga(z) ~ s for all z in K. 
So for t = rls > 0, -tga E q)'K and so -t ga ::; IJ;. Now ga is harmonic on 
G \ {a} and so -t 9a ::; iX- ::; O. Thus if h is a harmonic majorant of iX-, 
9a ~ -hit. Since the greatest harmonic minorant of 9a is 0, this implies 
h ~ 0 and so the least harmonic majorant of iX- must be o. 

Now assume that u is bounded on K but G is not connected. Because K 
is compact, there are at most a finite number of components G I , ... , Gn of 
G that meet K. Also K j == K n G j is compact. If H is a component of G 
different from G I , ... , Gn , then the fact that H n K = 0 yields that iX- = 0 
on H (12.1.e). This case now follows from the preceding paragraph applied 
to each of the components G I , ... , Gn . 
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Now for the arbitrary case. Let h be the least harmonic majorant of 1'K. 
Since 1'K ~ 0, h ~ 0, it must be shown that h ~ O. By Theorem 4.10 there 
is a positive measure f-L on G such that 1'K = h - Gw In fact, f-L = ~1'K 
in the sense of distributions. Since 1'K is harmonic on G \ K, sUpPf-L ~ K; 
in particular, f-L is a finite measure. If v = -Gp., then v is a negative 
subharmonic function on G and u = h + v. By (12.l.i), 1'K ~ 1'K + Ii(. 
Thus h is a harmonic majorant of Ii(. But h is bounded on K and so the 
least harmonic majorant of Ii( is O. That is, h ~ O. 0 

12.3 Corollary. If G is a hyperbolic open set, u a negative subharmonic 
function on G, and K a compact subset of G, then there is a positive 
measure f-L supported on K such that u(z) = -Gp.(z) for all z in int K. 

Proof. According to Proposition 12.1, 1'K = u on int K. Now use the 
preceding proposition. 0 

In the next proposition we will see how the refinement is used to show 
that subharmonic functions can be extended in some sense. 

12.4 Proposition. If u is a subharmonic function on the disk Br = B (a; r) 
and 0 < s < r, then there is a subharmonic function Ul on C such that 
Ul = U on Bs and Ul is finite on C \ clBs. In fact, Ul(Z) = 10g(lz - al/r) 
for Iz - al ~ r. 

Proof. Clearly, by decreasing r slightly, it can be assumed that u is subhar­
monic in a neighborhood of cl B r , and hence bounded above there. There 
is no loss in generality in assuming that u ~ 0 on cl Br. Put K = cl Bs 
and consider 1'K. From Proposition 12.1 we know that 1'K = u on Bs and 
is harmonic on Br \ K. If g is the Green function for Br, then Proposition 
12.2 implies there is a positive measure f-L supported on cl Bs such that 
1'K = -Gw 

But if' E {)Br , g(w,z) ~ 0 uniformly for w in K as z ~ , (Exercise 
6.2). Thus Gp.(z) ~ 0 as z ~ , for all , in {) Br . By Corollary 13.4.13 

1'K = -Gp. can be extended across the circle {) Br . That is, there is at> r 
and a function w defined on Bt such that w = 1'K on B r , w is harmonic 
on Bt \ cl Bs, and w :S O. Define Ul on C by letting Ul = i'K = w on Br 
and Ul(Z) = 10g(lz - al/r) on C \ Br . It follows from Exercise 19.4.9 that 
Ul is subharmonic. 0 

In the next two propositions we will construct subharmonic functions 
that have specified behavior relative to a polar set. These results are im­
provements of the definition of a polar set and Proposition 5.5. 

12.5 Proposition. If Z is a polar set and a ¢ Z, then there is a subhar­
monic function U on C such that U = -00 on Z and u(a) > -00. 
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Proof. By definition there is a subharmonic function v on C that is not 
constant with v(z) = -00 for all z in Z. Let {zn} be a sequence of points 
in Z and {rn} a sequence of radii with 0 < 2rn < IZn - al such that if 
Bn = B(zn; rn ), Z S;;; UnBn. By Proposition 12.4 there is a subharmonic 
function Un on C with Un = v on Bn and un(z) > -00 for Z ¢. cl Bn. In 
particular, un(z) > -00 for Iz - al ::; rn- Since Un is usc, there is a constant 
an such that -00 < un(z) + an ::; 0 for Iz - al ::; rn. Now choose positive 
scalars {l1n} so that Ln I1n[un(a)+anl > -00. Ifu(z) = Ln I1n [un (z)+an], 
then it is easy to check that U has the desired properties. 0 

12.6 Proposition. If G is a hyperbolic open set, Z is a polar set that 
is contained in G, and a E G \ Z, then there is a negative subharmonic 
function U on G with u(z) = -00 for all z in Z and u(a) > -00. 

Proof. First observe that it suffices to prove the proposition under the 
additional condition that there is an open disk D that contains Z with 
cl D S;;; G. Indeed, if the proposition is proved with this additional condition, 
then in the arbitrary case let {Bn} = {B(an;rn)} be a sequence of disks 
such that Z S;;; UnBn and cl Bn S;;; G for all n. According to the assumption, 
there is a negative subharmonic function Un on G such that un(a) > -00 

and Un (z) = - 00 for Z in Z n Bn- Let {l1n} be a sequence of positive scalars 
such that Ln I1nun(a) > -00 and put U = Ln I1nun. 

So assume that D = B(b; s) is an open disk with Z S;;; D and cl D S;;; G. 
Let r > s such that B(b; r) S;;; G. Using Proposition 12.4 and Proposition 
12.5, there is a subharmonic function won C such that w(z) = -00 for all 
z in Z, w(a) > -00, and w(z) = 10g(lz - bl/r) for z not in B = B(b;r). 
Let 9 be the Green function for G and let h be the harmonic function 
on G such that g(z, b) = h(z) - log Iz - bl for all z in G. So on G \ B, 
w(z) = log Iz - bl-Iogr = h(z) - g(z, b) -logr. 

Define u(z) = w(z) - h(z) + logr for z in G. So u is a subharmonic 
function on G and, for z in G \ cl B, u(z) = -g(z, b) ::; O. Since U is usc, 
this gives that u is bounded above on all of G. By Theorem 6.5 there is a 
polar set E contained in 800 G such that for C E 800 G \ E, g(z, b) ~ 0 as 
z ~ C. Thus for all C E 800 G \ E, u(z) ~ 0 as z ~ C. By Theorem 8.2, 
u ::; 0 on G. Clearly u(a) > -00. 0 

Now for a lemma about upper semicontinuous functions that could have 
been presented in §19.3 but has not been needed until now. This is the first 
of two lemmas that are needed for the proof of Theorem 12.9, the main 
result of this section. 

12.7 Lemma. For an arbitrary family of functions {Ii : i E I} on a 
separable metric space X and L any subset of I, define hex) = sup{!i(x) : 
i E L}. There is a countable subset J of I such that if 9 is any upper 
semicontinuous function on X with g(x) 2': hex) for all x in X, then 
g(x) 2': hex) for all x in X. 
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Proof. Before getting into the formal part of the proof, let's recall that 
an usc function is not allowed to assume the value 00; -00 is the only 
non-finite value it can take on. Thus the countable set J should be chosen 
so that, if there is a point x with JI(x) = 00, then hex) = 00. In this way 
if there is a point where JI(x) = 00, there can be no usc function 9 with 
g(x) ~ hex). 

Let { Un} be a countable base for the topology of X and for each n ~ 1 
let Mn == sup{JI(x) : x E Un}. If Mn < 00, there is a point Xl in Un with 
JI(xd + (2n)-1 > Mn. Thus there is an in in I with fin (xd + (2n)-1 > 
JI(xd. Thus for every n with Mn < 00, there is an in in I with 

If Mn = 00, then an argument similar to the preceding one shows that 
there is an in in I with 

sup lin(x) > n. 
xEUn 

Let J = {il ,i2 , ..• }. 

Suppose 9 is an usc function on X with 9 ~ h. Fix an Xo in X and 
let € > O. Note that if g(xo) = -00, there is nothing to verify; so assume 
that g(xo) is finite. From the definition of an usc function and the fact that 
{Un} is a neighborhood base, there is an integer n with n- l < € such that 
g(x) < g(xo) + € for all x in Un. Now if Mn = 00, 

g(xo) [g(xo) - sup g(x)] + [sup g(x) - sup fin (x)] + sup fin(x) 
xEUn xEUn xEUn xEUn 

> -€+O+n 
1 

> -€+-. 
€ 

Since € was arbitrary it must be that g(xo) = 00, an impossibility. Thus 
Mn < 00 for all n. Therefore 

g(xo) - sup JI(x) 
xEUn 

[g(xo) - sup g(x)] + [sup g(x) - sup fin (x)] 
xEUn xEUn xEUn 

+[ sup fin (x) - sup JI(x)] 
xEUn xEUn 

1 > -€+O -­
n 

> -2€. 

Since € was arbitrary, g(xo) ~ JI(xo). 0 

12.8 Lemma. If {JLi : i E I} is a family of positive measures on an open 
disk D having the following properties: 

(a) supp JLi ~ D for all i in I; 
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(b) for any i and j in I there is a k in I with G~k ~ min{G£,G{?;}; 

(c) SUPi J-Li(D) < 00; 

then there is a positive measure J-L supported on cl D such that G~ ~ 
infi G£ and G~ = infi G£ q.e. 

Proof. For any measure J-L on D put GIJ. = G~. According to Lemma 
12.7 there is a countable subset J of I such that if 9 is a lsc function 
with 9 ~ infj GlJ.j == 1/Jo, then 9 ~ infi GlJ.i == 1/J. Write {J-Lj : j E J} as 
a sequence {J-Ln}. By property (b) it can be assumed that GlJ.n 2:: GlJ.n+l 

for all n 2:: 1. By property (c) the sequence {J-Ln} can be replaced by a 
subsequence, so that it can be assumed that there is a positive measure J-L 
on cl D such that J-Ln -+ J-L weak* in M(cl D). By Exercise 4.6, for all z 
in D, GIJ.(z) ~ liminfn GlJ.n (z) = limn GlJ.n (z) = 1/Jo(z). Since GIJ. is a lsc 
function, the choice of the subset J implies GIJ. ~ 1/J ~ 1/Jo. 

Let E = {z ED: GIJ.(z) < 1/Jo(z)}; so E is a Borel set. The proof will be 
complete if it can be shown that c(E) = O. Suppose it is not. Then there 
is a compact subset K of E with c(K) > O. By Proposition 7.14 there is a 
positive measure v on K such that L" is continuous and finite-valued on 
C. But Theorem 4.5 implies that G,,(z) = L,,(z) - J L,,(() cUvP((). Since 
L" is continuous and disks are Dirichlet sets, G,,(z) -+ 0 as z approaches 
any point of {) D. Thus defining G,,( z) = 0 on {) D makes G" a continuous 
function on cl D. Therefore J G"dJ-Ln -+ J G"dJ-L. By Fatou's Lemma this 
implies J1/Jodv ~ limnJGlJ.ndv = limnJG"dJ-Ln = JG"dJ-L = JGlJ.dv. 
Thus J(GIJ. - 1/Jo)dv 2:: O. But GIJ. - 1/Jo < 0 on the support of v, so this is a 
contradiction and c(E) = O. 0 

Recall from Proposition 19.4.6 that if U is a family of subharmonic func­
tions that is locally bounded above, v = sup U, and u( z) = lim sUPw--+z v( w), 
then u is subharmonic. It was also shown there that if v is usc, then v = u. 
The question arises as to how badly can u and v differ. The next theorem 
answers this. 

12.9 Theorem. If U is a set of subharmonic functions on an open set G 
that is locally bounded above, v(z) = supU, and u(z) = limsupw--+z v(w), 
then u = v q.e. 

Proof. First enlarge U to include the functions defined as the maximum 
of any finite subset of U and realize that this does not change the value 
of v and u. Let <Po E U and observe that replacing U by the collection of 
functions {<p E U : <P 2:: <Po} does not change the value of v and u. So it can 
also be assumed that there is a function <Po in U such that <P 2:: <Po for all <P 
inU. 

We first prove a special case of the theorem and then this will be used 
to prove the theorem in total generality. 
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Claim. If G = D, an open disk, and each function in U is negative, then 
there is a Borel subset E of D with c(E) = 0 and u = von D \ E. 

Let K be any closed disk contained in D and for each function ¢ in U 
form the refinement it. So on int K, Proposition 12.1 implies it = It = ¢. 
Thus v = sup{it : ¢ E U} on int K. By Proposition 12.2 for each ¢ in 
U there is a positive measure J1-</> on K such that it = -G 1-'4> on D. Since 
¢1 V ¢2 E U whenever both ¢1 and ¢2 are, it follows that the family of 
measures {J1-</> : ¢ E U} satisfies conditions (a) and (b) of the preceding 
lemma. 

Let B be a closed disk contained in D with K C int B and consider the 
refinement iB 1. Once again there is a positive m;asure ." on B such that 
iB1 = -G'1 on D. Thus G'1 = -iB1 = 1 on int B. Thus for any ¢ in U, 

J1-</>(K) = fGTjdJ1-</> = f GI-'4>d." = - f itd." :::; - f itod." = f GI-'4>od." = 
f G'1dJ1-</>o = J1-</>o(K). Therefore Lemma 12.8 implies there is a positive 
measure J1- supported on K with GI-' :::; GI-'4> on D and GI-'(z) = inf{GI-'4>(z) : 
¢ E U} except for a Borel subset of D having capacity zero. (Actually, the 
lemma only gives that the support of J1- lies in cl D, but, since each J1-</> 
has its support in K, the proof of the lemma shows that sUpPJ1- ~ K.) It 
follows that on int K, -GI-' = u and sup{ -GI-'4>(z) : ¢ E U} = v(z) and 
there is a Borel subset EK of int K having zero capacity such that u = v 
on (intK) \ EK. But D can be written as the union of a sequence of such 
closed disks. Since the union of a countable number of polar sets is polar, 
this proves the claim. 

Now for the general case. Write G as the union of a sequence of open 
disks {Dn} with cl Dn ~ G. Since U is locally bounded above, for each 
n ~ 1 there is a constant Mn such that every ¢ in U satisfies ¢ :::; Mn on 
Dn. If the claim is applied to the family U - Mn = {¢ - Mn : ¢ E U}, we 
get that there is a Borel set En contained in Dn with c(En) = 0 such that 
u = v on Dn \ En. Taking E = UnEn proves the theorem. 0 

12.10 Corollary. IIG is a hyperbolic open set, u is a negative subharmonic 
/unction, E is a subset olG, and Z = {z E G: IE(z) =I- iE(z)}, then Z is 
a Borel set having capacity zero and Z ~ E. 

Prool. The fact that Z is a Borel set and c( Z) = 0 is immediate from the 
theorem. Now let a be any point in G \ Ej it will be shown that a fi. Z. 
According to Proposition 12.6 there is a negative subharmonic function v 
on G such that v(z) = -00 for z in Z n E and v(a) > -00. Thus for any 
€ > 0, i~ + €v :::; u on E. By definition this implies j~ + €V :::; I~ on G. 
Since v(a) > -00 and € is arbitrary, this implies that j~(a) :::; I~(a). Since 
I~ :::; j~, this completes the proof. 0 

12.11 Corollary. IIG is a hyperbolic open set, u is a negative subharmonic 
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function on G, E ~ G, and Z is a polar subset of E, then iE = i;;\z. 

Proof. From Proposition 12.1 we know that i;;\z ~ IE. Fix a in G \ Z 
and let w be any negative subharmonic function on G such that w ::; u 

on E \ Z. According to Proposition 12.6 there is a negative subharmonic 
function v on G with v(z) = -00 for all z in Z and v(a) > -00. Therefore 
for any € > 0, w+€V ::; u on all of E. Using the preceding corollary, iE(a) = 
IE(a) ~ w(a) + €v(a) for all € > O. Letting € -+ 0 gives that iE(a) ~ w(a) 
for all a in G\Z. Since Z has area 0, this implies that whenever B(bj r) ~ G, 
(7l"r2)-1 IB(b;r) iEdA ~ (7l"r2)-1 IB(b;r) w dA ~ w(a). By Proposition 19.4.9 

this implies that iE ~ w on G. Therefore by definition of IE\Z' iE ~ I;;\z. 
Taking lim sup's of both sides and using the observation at the beginning 
of the proof shows that iE = i;;\z. 0 

Exercises 

1. Let G = lIJ) and E = {O} and define u(z) = log 14 Show that IE(z) = 
o for z in lIJ) \ {O} and IE(O) = -00. Hence iE == 0 so that iE :f. IE 
on lIJ). 

2. Show that there is a subharmonic function u on C that is finite-valued 
everywhere but not continuous. (Hint: Let Z be a non-closed polar 
set, let a E cl Z such that a ~ Z, and let u be a subharmonic function 
as in Proposition 12.5. Now massage u.) 

3. Let G be a hyperbolic open set, let K be a compact subset of G, and 
let J-£ be the positive measure on K such that i1 = -GIJ. (12.2). Show 
that J-£(K) = sup {v(K) : v is a positive measure supported on K 
such that Gv ::; 1 on G}. So J-£ is the "equilibrium measure" for the 
Green potential. See Helms [1975], p 138, and Brelot [1959], p 52, for 
more detail. 

4. Let G be a hyperbolic open set and W a bounded open set with cl 
W ~ G. If u is a negative subharmonic function on G, show that 
on W, ic\w is the solution of the Dirichlet problem with boundary 
values u18W. 

§13 The Fine Topology 

This section introduces the fine topology as a prelude to proving in the 
next section Wiener's Criterion for a point to be a regular point for the 
solution of the Dirichlet problem. This topology was introduced by the 
French school, which proved the basic properties of the topology and its 
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connection with the regularity condition. See Brelot [1959J and the notes 
there as well as Helms [1975], both of which were used as a source for the 
preparation for this section and the next. 

13.1 Definition. The fine topology is the smallest topology on C that 
makes each subharmonic function continuous as a function from C into 
[-00,00). This topology will be denoted by F. 

Note that the discrete topology is one that makes every function, includ­
ing the subharmonic ones, continuous. Since the intersection of a collection 
of topologies is a topology, the fine topology is well defined. 

When we refer to a set that belongs to F we will say that the set is finely 
open. Similarly, we will use expressions such as finely closed, finely continu­
ous, etc., when these expressions refer to topological phenomena relative to 
the fine topology. If a set is called "open" with no modifying adjective, this 
will refer to the usual topology on the plane. A similar convention applies 
to other topological terms. For convenience the usual topology on C will 
be denoted by U. It is not hard to see that if U is finely open, then so is 
a + aU for all a in C and a > O. 

13.2 Proposition. 

(a) The fine topology is strictly larger than the usual topology on the plane. 

(b) If G is open and ¢> : G ---. [-00, 00) is a subharmonic function, then 
¢> is continuous ifG has the relative fine topology, Fe. 

(c) A base for the topology F consists of all sets of the form 

n 

W n n {z : ¢>k(Z) > Ck}, 
k=l 

where W E U, ¢>l,"" ¢>n are subharmonic functions, and Cl, ... , Cn 
are finite constants. 

(d) The fine topology is a Hausdorff topology. 

Proof. (a) To establish that U <:;; F, we need only show that each open disk 
belongs to F. But the observation that for any a the function log Iz - al is 
subharmonic and B(ajr) = {z: log Iz-a! < logr} shows this. To show that 
this containment is proper, we need only exhibit a subharmonic function 
that is not continuous. 

(b) Suppose {Zi} is a net in G that converges finely to a in G. We need 
to show that ¢>(Zi) ---. ¢>(a). Fix an open disk D whose closure is contained 
in G and let ¢>l be a subharmonic function on C such that ¢>l(Z) = ¢>(z) for 
all Z in D (12.4). By definition, ¢>l(Zi) ---. ¢>l(a) = ¢>(a). But by (a) there is 
an io such that Zi E D for i :::: io. Part (b) now follows. 
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(c) We observe that {z : ¢(z) < c} is open when ¢ is subharmonic, 
because subharmonic functions are upper semicontinuous. The proof of (c) 
is noW a routine exercise in the definitions that is best left to the reader. 

(d) This is immediate from (a). 0 

13.3 Corollary. Finely open sets are infinite. 

Proof. This follows immediately from part (c) of the preceding proposition 
if Proposition 19.4.8 is used to show that, for any subharmonic function ¢ 
and any real constant c, {z : ¢(z) > c} is infinite (or empty). 0 

Note that the last corollary shows that F is not the discrete topology. 

13.4 Proposition. Polar sets have no fine limit points. 

Proof. Let Z be a polar set. By replacing Z with Z\ {a}, it can be assumed 
that a ~ Z. By Proposition 12.5 there is a subharmonic function ¢ on C 
such that ¢ = -00 on Z and ¢(a) > a > -00. If U = {z : ¢(z) > a}, then 
U E F (13.2.a), a E U, and un Z = 0. 0 

13.5 Corollary. All countable subsets of C are finely closed and the finely 
compact sets are finite. Thus F is not a locally compact topology. 

Proof. Since countable sets are polar, they have no fine limit points by 
the preceding proposition. Hence they contain all their fine limit points and 
thus must be finely closed. Since no sequence can have a limit point, finely 
compact sets must be finite. Now combine this with the fact that finely 
open sets are infinite and it is clear that the fine topology is not locally 
compact. 0 

13.6 Corollary. Every subset of C is finely sequentially closed. In partic­
ular, the fine topology is not first countable. 

13.7 Definition. A subset E of C is thick at a point a if a is a fine limit 
point of E. If E is not thick at a, say that E is thin at a. 

So polar sets are thin at every point. Also since U ~ F, if E is thick at a, 
a is a limit point (in the usual sense) of E. It is the notion of thickness that 
is the prime reason for discussing the fine topology. This can be seen by the 
following argument. Let K be a compact set and let G be the component 
of Coo \ K that contains 00. Suppose a E {) G and K is thick at a. If w 
is harmonic measure for G at 00, then there is a polar set Z contained 
in K such that for all z in K \ z, Lw(z) = /, the Robin constant for K. 
Since polar sets are thin at every point and K is thick at a, a topological 
argument shows that K \ Z is thick at a. Thus there is a net {Zi} in K \ Z 
such that Zi --+ a (F). But then Lw(Zi) --+ Lw(a) since superharmonic 
functions are finely continuous; thus Lw(a) = / and by Proposition 10.8 
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this implies that a is a regular point for G. So each point of 8 G at which 
K is thick is a regular point for G. The converse of this will be proved in 
Theorem 13.16 below. 

Here is a bit of notation that will be useful in this study. If E is a subset 
of G, ¢ is a function defined on G, and a is a limit point of E in the usual 
topology, define 

E -lim sup ¢(z) = limsup{¢(z) : z E E, z --> a}. 
z-->a 

Similarly, define E - lim inf and E - lim. It is perhaps worthwhile to re­
mind the reader here that the definition of the various limits does not use 
the value of the function at the limit point. Thus E - lim sUPz-->a (z) = 
limr-->o[sup{¢(z) : z E E and 0 < Iz - al < r}] and E -limz-->a¢(z) = 
E-limsupz-->a ¢(z) = E-liminfz-->a ¢(z) when these two last limits agree. 

13.8 Theorem. If E is any non-empty subset of C and a is a limit point 
of E, then following are equivalent. 

(a) The set E is thin at a. 

(b) For every r > 0, En B(aj r) is thin at a. 

(c) There is a sub harmonic function ¢ defined on C such that ¢( a) > 
E -limsuPz-->a ¢(z) > -00. 

(d) For any r > 0 there is a positive measure J.L supported on B(aj r) such 
that LJ1.(a) < E -liminfz-->a LJ1.(z) < 00. 

(e) There is a subharmonic function ¢ defined on C such that ¢( a) > 
E -limz-->a ¢(z) = -00. 

(f) For any r > 0 there is a positive measure J.L supported on B(aj r) such 
that LJ1.(a) < E -limz-->a LJ1.(z) = 00. 

Proof. First, let's agree that (a) and (b) are equivalent by virtue of basic 
topology and the fact that B(aj r) E :F for all r > O. Also observe that it 
suffices to assume that a ¢. E. 

(a) implies (c). Assume that E is thip at a. So there is a set U in:F such 
that a E U and UnE = 0. From Propos~tion 13.2 there is a neighborhood W 
of a, subharmonic functions ¢I, ... , ¢n on C, and finite constants CI, ... , Cn 
such that 

n 

a E W n n {z : ¢k(Z) > cd <;;;; U. 
k=1 

Choose c > 0 such that ¢k(a) - c > Ck for 1 ::; k ::; n and set ¢ = ¢I + ... + 
¢n' Since each ¢k is usc, there is an r > 0 such that B = B (aj r) <;;;; Wand 
¢k(Z) < ¢k(a) +c/n for all Z in B. But a is a limit point of E so BnE -=1= 0j 
if Z E B n E, then Z ¢. U and so there is a k, 1 ::; k ::; n, with ¢k(Z) ::; Ck· 
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Thus 

¢(Z) ¢k(Z) + L ¢j(z) 
jf:-k 

< Ck + L[¢j(a) + c/n] 
j# 

'"' n-1 < ¢k(a) - c + L.J ¢j(a) + -n- c 
j# 

¢(a) - c/n. 
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Hence E -limsupz-+a ¢(z) :::; ¢(a) - c/n < ¢(a). If -00 < a < ¢(a) and ¢ 
is replaced by max{¢, a}, all the conditions in (c) are met. 

(c) implies (d). Let ¢ be as in part (b) and put D = B(a; r) with r < 1/2. 
By Theorem 19.5.6 there is a positive measure IL on D and a harmonic 
function h on D such that ¢ID = h - Lw Since h is continuous at a, 

-L,..(a) ¢(a) - h(a) 

> E -lim sup ¢(z) - h(a) 
z-+a 

= E -lim sup (-L,.. (z)) 
z-+a 

> -00 

and (d) follows. 
(d) implies (e). Let D = B(aj 1/2); so L,.. ~ 0 on D. Put C = E -

limsupz-+a[-L,..(z)] < -L,..(a). Let {cn} be a sequence of positive numbers 
such that cn < 1/2 and Cn -+ 0 monotonically; let Dn = B(a; en) and ILn = 
ILIDn. Since L,..(a) is finite, IL does not have an atom at a. By the Monotone 
Convergence Theorem, L,..n(a) -+ O. Replacing {en} by a subsequence if 
necessary, we can assume that Ln L"'n (a) < 00. If ¢ = - Ln L"'n' then ¢ 
is subharmonic on C and ¢( a) > -00. 

If hn = L"'n - L,.. = -L("'-"'n)' then hn is harmonic on Dn; so hn(z) -+ 

hn(a) as Z -+ a. If 0 < 0 < 1/2 and E6 = {z E E : 0 < Iz - al < o}, then 

sup{ -L"'n (z) : z E E6} :::; sup{ -L,..(z) : z E E6} + sup{ -hn(z) : z E E6}. 

Thus 

z-+a 

So for any m ~ 1, 
m 

= C - L"'n (a) + L,..(a) 
< C + L,..(a) 

< O. 

E -limsup L [-L"'n(z)] :::; m[C + L,..(a)]. 
z-+a n=l 
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E -limsupifJ(z) 
z-+a 
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00 

= E -limsup L [-L~n (z)] 
%--+a n=l 

m 

< E -limsup L [-L~n(z)] 
z-+a n=l 

< m[C + L~(a)] 
for all m ~ 1. Hence E -limz-+a ifJ(z) = -00 < ifJ(a). 

(e) implies (f). This is like the proof that (c) implies (d). 
(f) implies (a). Suppose I-' is as in (f). If E were thick at a, then there 

would exist a net {Zi} in E such that Zi -+ a in the fine topology. Since L~ is 
.1'-continuous, L~(Zi) -+ L~(a). But this is a contradiction since L~(a) < 00 

and L~(Zi) -+ 00. 0 

There are other statements equivalent to those in the preceding theorem 
that involve capacity; for example, see Meyers [1975]. 

13.9 Corollary. If E is a Borel set and 

1· 18B(a:r)nEI 0 
1m > , 

r-+O r 

where the absolute value signs denote arc length measure on the circle 
8 B(a; r), then E is thick at a. 

Proof. Suppose E is thin at a. By the preceding theorem there is a sub­
harmonic function ifJ defined on C such that ifJ(a) > E-limz-+a ifJ(z) = -00. 

Since ifJ is usc, there is a constant M such that M ~ ifJ(z) for Iz - al :5 1. 
Replacing ifJ by ifJ - M, it can be assumed that ifJ(z) :5 0 for Iz - al :5 1. 
Thus for r < 1 and a r = {() : a + re i8 E E}, 

1 r27r 
-00 < ¢(a) < 211' 10 ifJ(a + rei8 ) d() 

:5 2~ ir ifJ(a + rei8 ) d() 

:5 [measure(ar )] sup ifJ(a + rei8 ) 

211' 8Etl.r 

18 B(aj r) n EI 
211' r 

sup ifJ(z). 
zE8B(a;r) 

But sup{ifJ(z) : z E 8B(ajr)} -+ -00 as r -+ O. Therefore 18B(ajr) n 
EI/r -+ 0 as r -+ 0, contradicting the assumption. 0 

If the set E is contained in a hyperbolic open set, then the equivalent 
formulation of thinness can be improved. 
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13.10 Proposition. If G is a hyperbolic open set, E ~ G, and a is a limit 
point of E that belongs to G, then the following are equivalent. 

(a) E is thin at a. 

(b) There is a negative subharmonic function cP on G that is also bounded 
below and satisfies cP(a) > E -limsuPz_.a cP(z). 

(c) There is a negative subharmonic function cP defined on G such that 
cP(a) > E -limz---4a cP(z) = -00. 

Proof. (a) implies (b). Let D = B(a; s) be chosen such that cl D ~ G. By 
Theorem 13.8 it can be assumed that E ~ D and there is a subharmonic 
function cPl on C such that cPl(a) > E -limsuPz---4a cPl(Z). Let Br = B(a; r) 
be chosen with r > s such that cl Br ~ G. By Proposition 12.4 there is a 
subharmonic function (/>2 on C with cP2 = cPl on D and cP2(Z) = 10g(lz-al/r) 
for Iz - al > r. 

Let 9 be the Green function for G and let h be the harmonic function 
on G such that g(z, a) = h(z) - log Iz - al for z in G. Define cP3 : G --+ 

[-00,00) by cP3(Z) = cP2(Z) - h(z) + logr. So cP3 is subharmonic on G. 
For z in G \ cl B r , cP3(Z) = -g(z, a) :::; O. Since cP3 is usc, there is a 
constant M with cP3 :::; M on cl Br . Let cP4 = cP3 - M. So cP4 is a negative 
subharmonic function on G and it is easy to check that since cP2 = cPl on 
D, E -limsuPz---4a cP4(Z) < cP4(a). Now let cP = max{cP4, cP4(a) -I} and the 
proof is complete. 

(b) implies (c). The proof of this is similar to the corresponding proof in 
Theorem 13.8 and will not be given. 

(c) implies (a). Since subharmonic functions are finely continuous, a can­
not be a fine limit point of E. 0 

13.11 Definition. If G is any set and u is an extended real-valued function 
defined on G, say that u peaks at a point a in G if for every neighborhood 
V of a, u(a) > sup{u(z) : z E G \ V}. 

Note that if u peaks at a, then u attains its maximum value on G at 
the point a. This alone, however, will not guarantee that u peaks at a. The 
object here will be to find super harmonic functions on an open set G that 
peak at certain points. (Actually, sticking with the fixation of this book 
on subharmonic functions, we will be concerned with finding subharmonic 
functions u such that -u peaks at a.) If G is a hyperbolic open set and 
a E G, then the Green function g is a function such that 9a peaks at a, 
9a :::: 0, and ga is superharmonic. The next example will be used later. 

13.12 EXaIIlple. If R > 0 and JL is the restriction of area measure to 
B(a; R), then Lp, peaks at a. In fact, according to Exercise 3.6, Lp,(z) = 
7r R2 log Iz - al- 1 if Iz - al :::: Rand Lp,(z) = 7r R2[log R- 1 + 1/2J - 7rIZ -
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a1 2 /2 = L/-,{a) - 7rlz - a1 2 /2 for Iz - al ~ R. It is left to the reader to show 
that sup{L/-,{z): Iz - al > r} < L/-,{a) for any r > o. 

The first task is to relate peaking with thinness. 

13.13 Proposition. Let G be a hyperbolic open set, let a E G, and suppose 
u is a negative subharmonic function on G such that -u peaks at a. If E 
is a subset of G, then E is thin at a if and only if iE{a) > u{a). 

Proof. Since iE = iE\{a} (12.11), we may assume, without loss of gener­

ality, that a fj. E. But we also know that iE = IE on G \ E (12.1O) so that, 
in particular, iE (a) = IE (a). So we want to show that E is thin at a if and 
only if IE{a) > u{a). 

Assume that IE{a) > u{a). To show that E is thin at a, it is assumed 
that a is a limit point of E. From the definition of IE' there is a sub­
harmonic function ¢ on G such that ¢ ~ u on E and ¢(a) > u{a). Thus 
E -limsupz-+a ¢(z) ~ E - limsuPz-+a u{z) ~ u{a) < ¢(a). By Theorem 
13.8, E is thin at a. 

Now assume that E is thin at a. If a is not a limit point of E, then there 
is a neighborhood V of a such that V n E = 0 and cl V ~ G. Since -u 
peaks at a, u{a) < inf{u{z) : z E G\ V} ~ inf{IE(z) : z E G\ V}. But IE is 
harmonic on V (12.1) and so the Maximum Principle implies IE{z) > u{a) 
for all z in Vj in particular, this holds for z = a. So it can be assumed that 
a is a limit point of E and E is thin at a. 

By Proposition 13.10 there is a negative subharmonic function ¢ on G 
that is bounded below such that ¢(a) > E - limsuPz-+a ¢(z). Choose a 
constant M such that ¢(a) > M > E -limsuPz-+a ¢(z) and let D be an 
open disk about a such that M > ¢( z) for all z in D n E. For t > 0 define 
the function Wt = u{a) + t[¢ - M]. Thus for z in D n E, 

Wt{z) < u{a). 

Now u peaks at a so there is a constant C > 0 with u{z) - u{a) ~ C for 
all z in G \ D. Because ¢ is a bounded function, the parameter t can be 
chosen so small that tl¢{z) - MI ~ C for all z in G. Thus for z in G \ D, 
t[¢{z)-M] ~ C ~ u{z)-u{a). Therefore Wt{z) = u{a)+t[¢{z)-M] ~ u{z) 
for all z in G \ D. On the other hand, for z in D n E, Wt{z) < u{a) :s u(z) 
since -u peaks at a. Thus Wt :S u on E and so Wt :S IE. But Wt{a) = 
u{a) + t[¢{a) - M] > u{a), proving the proposition. 0 

The next result is often called the Fundamental Theorem for thinness. 
(It is probably best here to avoid the variety of possible minor jokes that 
such a title affords.) 

13.14 Theorem. If E is any set and Z = {a E E : E is thin at E}, then 
Z is a polar set. 
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Proof. Cover E by a sequence of open disks {Dn} each having radius less 
than 1/2 and let Zn = Z n Dn. Clearly Z = UnZn and if each Zn is shown 
to be a polar set, then so is Z. Thus it can be assumed that E ~ D, an open 
disk of radius < 1/2. Let I-" be the restriction of area measure to D and 
put u = -L,... So u is a negative subharmonic function on D. If a E Z, let 
r > 0 such that B(aj r) ~ D, put 1-"1 = I-"IB(aj r) and 1-"2 = I-"I[D \ B(aj r)J, 
and let Uj = - LJLj' j = 1,2. Clearly U = U1 + U2 and both U1 and U2 are 
negative subharmonic functions on D. By (13.12) -U1 peaks at a and so by 
the preceding proposition i~l(a) > u(a). Thus iE(a) ~ i~l(a) + i~2(a) > 
u(a) = IE(a), since a E E. Thus Z ~ {z : iE(a) > IE(an and this is a 
polar set by Corollary 12.10. 0 

13.15 Corollary. A set Z is polar if and only if it is thin at each of its 
points. 

Proof. The proof of one direction of the corollary is immediate from the 
theorem. The proof of the other direction was already done in (13.4). 0 

In Theorem 13.14 let us emphasize that the polar set Z is contained in 
E. Clearly the set of all points at which E is thin is not polar since it is 
thin at each point of C \ el E. But not even the set of points in el E at 
which E is thin is necessarily a polar set. For example, if E is the set of all 
points in C with rational real and imaginary points, then E is countable 
and hence polar and hence thin at every point. 

13.16 Theorem. If G is a hyperbolic open set and a E OOC) G, then a is a 
regular point of G if and only if COC) \ G is thick at a. 

Proof. Put E = COC) \ G. If E is thick at a, the argument given just after 
the definition of thickness shows that a is a regular point for G. 

For the converse, assume that a is a regular point of G. By (19.10.1) there 
is a non-constant negative subharmonic function U on D \ E = G(aj r) 
such that (D \ E) - limz--+a u(z) = O. Also assume that E is thin at 
a and let's work toward a contradiction. According to Proposition 13.10 
there is a bounded subharmonic function </> on D such that </>( a) > E -
limsuPz--+a </>(z). By changing scale it may be assumed that </>(a) = 1 and 
E -limsuPz--+a</>(z) < -1. Choose 0, 0 < 0 < 1, so that D1 = B(ajo) 
satisfies el D1 ~ D and </>(z) ::; -1 for all z in (el D 1) n (E \ {a}). The 
contradiction to the assumption that E is thin at a will be obtained by 
showing that there is a positive scalar t such that </> ::; -t u on D1 \ E. 
Indeed once this is shown it follows that (D1 \ E) - limsuPz--+a </>(z) ::; 
(D1 \ E) -limsupz--+a[-t u(z)l = o. But E -limsuPz--+a </>(z) < -1, so we 
get that 1 = </>(a) = limsuPz--+a </>(z) ::; 0, a contradiction. 

It will be shown that there is a positive scalar t such that for any c > 0 

13.17 (D1 \ E) -limsup(--+z[</>«() + t u«() + clog I( - all::; 0 
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for all z in 8 (Dl \ E) = (8 Dl \ E) U (8 En cl Dt). If this is shown to 
hold, then the Maximum Principle implies that, for every c > 0, ¢ + t u + 
clog Iz - al ::; 0 on Dl \ E. Letting c --+ 0 shows that ¢ ::; -t u, as desired. 

From the properties of ¢ there is an open set W containing 8 Dl n E 
such that ¢ < 0 on W. Thus no matter how the positive number t is 
chosen, (13.17) holds for all z in W n (8 Dl \ E). Also ¢ is bounded and u 
is negative and usc, so t > 0 can be chosen with ¢ + t u < 0 on 8 Dl \ W; 
fix this choice of t. Combining this with the preceding observation shows 
that (13.17) holds for all z in 8 Dl \ E. If z E 8 En cl Dl and z i:- a, 
then ¢(z) ::; -1 and so ¢((,) < 0 in a neighborhood of z. Thus (Dl \ E) -
limsupt;---+zl¢((') + t u((,) + clogi(' - ai] ::; cloglz - ai ::; clog8 < 0, so 
(13.17) holds for z in 8 En cl Dl and z i:- a. If z = a, then (13.17) also 
holds, since the left hand side is -00. 0 

Remarks. The fine topology is fully studied in the literature. In addi­
tion to Brelot [1959] and Helms [1975], cited in the introduction of this 
section, the following sources are useful: Hedberg [1972b], Hedberg [1993], 
and Landkof [1972]. 

Exercises 

1. Suppose the set E is thin at a and f : C --+ C is a mapping such that 
If(z) - f(w)1 ::; Iz - wi and If(a) - f(z)1 = la - zi for all z,w in C. 
Show that f(E) is thin at a. 

2. Is there a set E such that both E and C \ E are thin at a? 

§14 Wiener's Criterion for Regular Points 

In this section Wiener's Criterion for the regularity of a boundary point will 
be stated and proved. This statement is in terms of logarithmic capacity. 

14.1 Definition. For any subset E in C, define the outer capacity of E as 
the number 

c*(E) = inf{c(U) : U is open and contains E}. 

It is clear that 
c*(E) = exp(-v*(E)), 

where 
v*(E) = sup{v(U) : U is open and contains E}. 

It is a standard fact about capacities that c*(E) = c(E) for a collection of 
sets that includes the Borel sets. This is not proved in this book, but we 
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have seen that this is the case when E is compact (Corollary 7.16). The 
reader interested in this fact can see Carleson [1967]. 

14.2 Wiener's Criterion. Let E be a set, a E C, and 0 < 1 < 1/2; for 
each n ;::: 1, let En = En {z : >.n+1 ~ Iz - al ~ >.n}. The set E is thick at 
a if and only if 

00 

14.3 ~ IOg[C*~n)-l] = 00. 

First a few observations and corollaries. Note that the condition (14.3) 
is equivalent to 

00 

14.4 L v. (~n) = 00. 
n=l 

The reason for the restriction>. < 1/2 is to guarantee that diam En < 1 
for all n ;::: 1 and thus that c· (En) < 1 for all n. Thus the series does not 
diverge by virtue of having one of its terms equal to 00. This also assures 
that each term in the series is positive. 

To dispose of the trivialities, observe that a is not a limit point if and 
only if En = 0 for all n larger than some no. In this case c· (En) = 0 for 
n ;::: no and the series in (14.3) is convergent. The same holds of course if 
En is polar for all large n. 

Originally Wiener stated his criterion as a necessary and sufficient con­
dition for a point to be a regular point for the solution of the Dirichlet 
problem. The following corollary is immediate from Wiener's Criterion and 
Theorem 13.16. All the corollaries below will be stated for finite boundary 
points of the hyperbolic open set G. The condition for the regularity of the 
point at 00 is obtained by inversion. 

14.5 Corollary. If G is a hyperbolic open set, a E 8G, 0 < 1 < 1/2, and 
Kn = {z E C \ G : >.n+1 ~ Iz - al ~ >.n}, then a is a regular point if and 
only if 

00 

~ 109[C(;n)-l] = 00. 

14.6 Corollary. With the notation of the preceding corollary, if J.Ln is the 
equilibrium measure for K n , then a is a regular point of G if and only if 

~ LI-'n(a) _ 00 

~ log[c(Kn)-l] - . 

Proof. Put Vn = log[c(Kn)-l]. For z in Kn, >.nH ~ Iz - al ~ >.n and so 
n ~ [log >.-l]-ltog Iz - al-1 ~ n+ 1. Hence n ~ [log >.-1]-1 LI-'n (a) ~ n + 1 
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and so the two series En n/vn and En LI-'n (a)/vn simultaneously converge 
or diverge. 0 

Now observe that the function xlogx-1 is increasing for 0 < x < e-1. 

Adopting the notation of the preceding corollary, Kn ~ An == {Z : An+! ::; 
Iz-al ::; An} and so c(Kn) ::; c(An) = An (10.6). So if en = c(Kn), we have 
that Cn log c;;: 1 ::; An log A -n = nAn log A -1. Thus the following corollary 
follows from Corollary 14.5. 

14.7 Corollary. With the notation of Corollary 14.5, if En c(Kn)/ An = 
00, then a is a regular point of G. 

14.8 Corollary. If G is a hyperbolic open set, a E 8G, and, for r > 0, 
c(r) == c«C \ G) n B(aj r)) and 

. logr-1 
hmsuPr-+o 1 () 1 > 0, ogc r -

then a is a regular point of G. 

Proof. Assume that a = 0 and put Er = (C \ G) n B(ajr) and v(r) = 
10gc(r)-1. Fix A, 0 < A < 1/2, and let {Kn} and {J.Ln} be as in Corollary 
14.6 above. Put Vn = 10gc(Kn)-lj so LI-'n = v;;:l q.e. on Kn-

Suppose a is not a regular point of G and let c > OJ it will be shown 
that the lim sup in this corollary is less than this arbitrary c. According to 
Corollary 14.6, En LI-'n (a)/vn < 00. Thus there is an integer N such that 

f Ll-'n(O) < ~ 
Vn 2 

n=m 

for all m ~ N. Fix r < AN and let m be such that Am+! < r ::; Am. Let 
7J be the positive measure supported on Er such that L1} = 1 q.e. on Er 
and 7J(Er ) = v(r)-l. For each n let tPn(W) = IKn log Iz - wl-1d7J(z) and 
tP = E::'=m tPn. Note that with Bn = (C \ G) n {z : An+1 ::; Izl < An} 

tP(O) = I. in log Izl-1d7J(z) 

= iTn log Izl- 1d7J(z) + nf+1kn log Izl- 1d7J(z) + 

+ nf+! in \Bn log Izl-1d7J(z) 

L1}(O) + f r log Izl- 1d7J(z). 
n=m+1 J Kn \Bn 
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So L1]{O) ::; 'IjI(0) ::; 2L1](0). 
Now LJ.tn = Vn q.e. on Kn and hence 1J(Kn) = v;:;-l fKn LJ.tnd1J = v;:;-l fKn 

'IjIndJ.Ln. But L1] = 1 q.e. on Er and log JZ-wJ-l 2:: 0 on Er, so for J.Ln almost 
all z in K n, 1 = L1](z) = fEr log Jz - wJ-1d1J(w) 2:: 'IjIn(z). Therefore 

for all n and so 

1J(Kn) ::; V;:;-l 

'IjIn(O) [log JzJ-1d1J(z) 
1Kn 

< (n+l)(logA- 1 )1J(Kn) 
n+l 1 < v-1 -- n logA­

n n 

< 2V;:;-1 LJ.tn (0). 

Combining this with previous inequalities we get 

L1](O) < 'IjI(0) 
00 

= L 'IjIn(O) 
n=m 

< 2 f: LJ.tn(O) 
n=m Vn 

< c. 

But basic inequalities show that L1](O) 2:: v(r)-llogr-1 and so we have 
that v(r)-110gr-1 ---> 0 as r ---> o. 0 

14.9 Corollary. With the notation of Corollary 14.5, if Kn = Area(Kn) 
and ~n Kn/ A2n = 00, then a is a regular point. 

Proof. According to Proposition 7.8, en == c(Kn) 2:: [Kn/7rejI/2. Since 
Kn ~ B(a; An) we also have that Kn ~ 7rA2n. Hence 

Kn = Fn Fn < v'7iy'7r€ Cn . 
A2n An An - An 

Thus a is a regular point by Corollary 14.7. 0 

Now to begin the proof of Wiener's Criterion. 

14.10 Lemma. ffU is a bounded open set, then there is a positive measure 
J.L supported on 8U such that J.L(8U) = l/v(U) and LJ.t = 1 on u. 
Proof. Write U as the union of a sequence of compact sets {Kn} with 
Kn ~ intKn+1 • So c(Kn) i c(U) and Vn = v(Kn) 1 v(U) = v. Let Vn be the 
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equilibrium measure for Kn and put J-ln = v;;lvn. Now IIJ-lnll = J-ln(U) = 
v;;1 ::; v-I < 00. So {J-ln} is a uniformly bounded sequence of positive 
measures in M (cl U); by passing to a subsequence if needed, it can be 
assumed that there is a positive measure J-l on cl U such that J-ln -+ J-l weak* . 
Because supp J-ln ~ aKn, supp J-l ~ au. Also v;;1 = J-ln(cl U) = fldJ-ln-+ 
J-l(cl U); thus J-l(aU) = V-I. Finally, fix a z in U and pick m with z in int 
Km. By (10.1) L/l-n(z) = 1 for all n ~ m. But it is easy to use Tiezte's 
Extension Theorem to show that J-ln -+ J-l weak* in M(cl U\int Km). Since 
w -+ log Iz - wl-1 is continuous there, L/l-n (z) -+ L/l-(z). D 

14.11 Lemma. If 0 < A < 1/2, there is a constant C C(A) such 
that for n ~ 1, if An+l ::; Izl ::; An and w satisfies either Iwl ::; An+2 or 
An-I::; Iwl ::; 1/2, then log Iz - wl- 1 ::; Clog Iwl-1. 

Proof. Put L = A-1 and draw circles centered at 0 with radii An+2, An+l, 
An, and An-\ fix z with An+1 ::; Izl ::; An. First, suppose Iwl ::; An+2 and 
examine the picture to see that Iw - zl ~ An+1 - An+2 = An+2(L -1). Thus 
Iw - z\-1 ::; Ln+2(L _1)-1::; IW\-I(L _1)-1. Thus 

log Iw - ZI-1 

log Iwl-1 < 

< 

< 

1 + 10g(L - 1)-1 
log Iwl-1 

1 + 10g(L - 1)-1 
(n + 2) 10gL 

1 + 10g(L - 1)-1 
210gL 

Now suppose An - 1 ::; Iwl ::; 1/2. Another examination of the picture 
shows that Iw - zl ~ An- 1 - An = An- 1(1_ A) and so Iw - zl-1 ::; Ln- 1 (1_ 
A)-I::; \wl-1 (1 - A)-I. Thus 

D 

log Iw - ZI-1 

log Iwl- 1 < 

< 

1 + 10g(1 - A)-1 
log Iwl-1 

1 + 10g(1 - A)-1 
log 2 

Proof of Wiener's Criterion. By translation it can be assumed that the 
point a = O. Also recall (13.8) that a set E is thick at 0 if and only if for 
every r > 0, En rJD) is thick at O. Thus in this proof it suffices to assume 
that E ~ ~JD). Thus log Iz - Wi-I> 0 for all z, w in E. As pointed out 
in the discussion following the statement of (14.2), it can be assumed that 
v*(En) > 0 for all n. We will prove the contrapositive of (14.2). 

Assume that the series (14.3) converges and choose an arbitrary sequence 
of positive numbers {en} such that En nen < 00. Now for each n choose 
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an open set Un that contains En such that cl Unn{z: Izl ~ >.n+2} = 0 and 

111 
--- < -- < ---+en· 
v*(En) - v(Un) v*(En) 

By Lemma 14.10 for each n there is a positive measure ILn supported on 
aUn with ILn(aUn) = v(Un)-l and L"'n(z) = 1 for all z in Un. For each 
n define the subharmonic function <Pn = - E~=n L",/o. Note that <Pn is 
negative on !][)). 

Note that for any k ~ 1 and z in aUk, Izl ~ >.k+2 and so 

L",/o(O) flog Izl-1dlLk(Z) 
lau/o 

< (log >.-(k+2»)lLk(a Uk) 

< (k+2)10g>.-1 [V*(~k) +ek]. 

Since both Ek k/v*(Ek) and Ek kek converge, this implies there is an n 
such that <Pn(O) > -1; fix this value of n. If k ~ nand z E Ek, which is 
contained in Uk, then L",/o(z) = 1. Since each L",/c is non-negative on E, 
this shows that <Pn ~ -Ion 

00 

U Ek = En {z : 0 < Izl ~ >.n}. 
k=n 

Hence E -limsupz--+o <Pn(z) ~ -1 < <Pn(O). By (13.10), E is thin at O. 
Now suppose that E is thin at 0; it can be assumed that 0 is a limit 

point of E. So (13.8) there is a positive measure IL with compact support 
contained in !][)) such that L",(O) < E - limz--+o L",(z) = +00. Put an = 
inf{L",(z) : z E En}; so an - 00. Let 8 be an arbitrary positive number; 
since L", is lsc, {z : L",(z) > an - 8} is an open set containing En. Put 
Un = {z : L",(z) > an - 8} n {z : >.n+! ~ Izl ~ >.n}. So Un is a Borel set 
that contains En; it suffices to show that En n/v(Un) < 00. 

Let {en} be a sequence of positive numbers such that En ncn < 00 

and for each n choose a compact subset Kn of Un such that v(Kn)-l > 
V(Un)-l - en. It is therefore sufficient to show that 

00 

~ (~) < 00. 
n=l V n 

Breaking this sum into 6 separate sums, we see that it suffices to show that 

~ 6n+j 
LJ ---;-c=----=---:- < 00 
n=l v(K6n+j ) 

for j = 0, 1, ... ,5. This will be shown for j = o. (By only considering 
the series consisting of every sixth term, this will separate the sets K6n+j 
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sufficiently that estimates such as in Lemma 14.11 can be applied.) Note 
that K6n ~ U6n ~ An == {z : A6n+2 < Izl < A6n- 1 }. 

Claim. K6k n An = 0 for k =I- n. 

To see this, first assume that k > n; so k = n + p, p ~ 1. Thus A 6k = 
A6n+6p < A6n+2 and so K6k nAn = 0. Now assume that k < n; so k = 

n - p, p ~ 1. Thus A6k+ 1 = A6n- 6p+l > A6n - 1 . This proves the claim. In 
particular, the sets {K6n } are pairwise disjoint. 

Now K = {O} U Un K 6n is a compact subset of !][)) and u = -LJ.L is a 
negative subharmonic function there. If ¢ = iK, then Proposition 12.2 says 
there is a positive measure v supported on K such that ¢ = -Gv = -Lv+h 
for some harmonic function h on !][)). Because -00 < u(O) ~ ¢(O) and h is 
harmonic, Lv(O) < 00. Thus v( {O}) = O. Write 

Lv(z) = [ log Iz - wl- 1dv(w) + 1 log Iz - wl- 1dv(w). 
} K 6n Uko'n K6k 

According to Lemma 14.11 there is a constant C depending only on A such 
that for z in K6n and w in Uk#nK6k, loglw - zl-1 ~ Cloglwl-1. Thus 
for all z in K 6n , 

Thus 

14.12 

By (12.10) there is a polar set Z contained in K such that -Lv + h = 
¢ = u = -LJ.L on K \ Z. Let Ihl ~ M on K. Therefore on Kn \ Z, Lv = 
-¢ + h = LJ.L + h ~ an - 8 - M and so (K \ Z) -limz-+o Lv(z) = 00. So 
if C1 is any number with C1 - Cllvll ~ c > 0, there is an integer m such 
that Lv(z) ~ CIon [Un>mK6nJ \ Z. 

Hence if n ~ m and z E K 6n , (14.12) implies 

Thus v(K6n )-1 ~ c-1v(K6n ) by Theorem 10.2. But for z in K 6n , A6n+1 ~ 
Izl ~ A6n, so that 6n log A -1 ~ log Izl-1 ~ (6n + 1) log A-I. Therefore 

n=l 

1 00 [ 

< clo A-I L J~ log Izl- 1dv(z) 
g n=1 K 6n 
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< 00. 

o 
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