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Preface 

Permutation groups arguably form the oldest part of group theory. Their 
study dates back to the early years of the nineteenth century and, indeed, 
for a long time groups were always understood to be permutation groups. 
Although, of course, this is no longer true, permutation groups continue 
to play an important role in modern group theory through the ubiquity of 
group actions and the concrete representations which permutation groups 
provide for abstract groups. Today, both finite and infinite permutation 
groups are lively topics of research. 

In this book we have tried to present something of the sweep of the 
development of permutation groups, explaining where the problems have 
come from as well as how they have been solved. Where appropriate we deal 
with finite and infinite groups together. Some of the theorems we consider 
arose in the last century or the earlier parts of this century, but most of 
the book deals with work done over the last few decades. In particular, the 
kinds of problem in finite permutation groups which can be usefully tackled 
has completely changed since the classification of finite simple groups was 
announced in 1979 (see Appendix A). One chapter of this book is devoted to 
the proof of the pivotal O'Nan-Scott Theorem which links the classification 
of finite simple groups directly to problems in finite permutation groups. 
We have described some of the applications of the O'Nan-Scott Theorem, 
even though in many cases the proofs are too technical for consideration 
here. 

This book is intended as an introduction to permutation groups. It can 
be used as a text for a graduate or advanced undergraduate level course, 
or for independent study. The reader should have had a general introduc­
tion to group theory, and know about such things as the Sylow theorems, 
composition series and automorphism groups, but we have kept the pre­
requisites modest and recall specific facts as needed. Material in the first 
three chapters of the book is basic, but later chapters can be read largely 
independently of one another, so the text can be adapted for a variety of 
courses. An instructor should first cover Chapters 1 to 3 and then select 
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vi Preface 

material from further chapters depending on the interests of the class and 
the time available. 

Our own experiences in learning have led us to take considerable trouble 
to include a large number of examples and exercises; there are over 600 of 
the latter. Exercises range from simple to moderately difficult, and include 
results (often with hints) which are referred to later. As the subject devel­
ops, we encourage the reader to accept the invitation of becoming involved 
in the process of discovery by working through these exercises. Keep in 
mind Shakespeare's advice: "Things done without example, in their issue 
are to be fear'd" (King Henry the Eighth, I.ii.90). 

Although it has been a very active field during the past 20 to 30 years, 
no general introduction to permutation groups has appeared since H. 
Wielandt's influential book Finite Permutation Groups was published in 
1964. This is a pity since the area is both interesting and accessible. Our 
book makes no attempt to be encyclopedic and some choices have been a 
little arbitrary, but we have tried to include topics indicative of the cur­
rent development of the subject. Each chapter ends with a short section of 
notes and a selection of references to the extensive literature; again there 
has been no attempt to be exhaustive and many important papers have 
had to be omitted. 

We have personally known a great deal of pleasure as our understanding 
of this subject has grown. We hope that some of this pleasure is reflected 
in the book, and will be evident to the reader. A book like this owes a clear 
debt to the many mathematicians who have contributed to the subject; 
especially Camille Jordan (whose Traite de substitutions et des equations 
algebriques was the first text book on the subject) and Helmut Wielandt, 
but also, more personally, to Peter Neumann and Peter Cameron. We thank 
Bill Kantor, Joachim Neubiiser and Laci Pyber who each read parts of an 
early version of the manuscript and gave useful advice. Although we have 
taken considerable care over the manuscript, we expect that inevitably 
some errors will remain; if you find any, we should be grateful to hear from 
you. 

Finally, we thank our families who have continued to support and 
encourage us in this project over a period of more than a decade. 

Acknowledgement. The tables in Appendix B were originally published as 
Tables 2, 3 and 4 of: John D. Dixon and Brian Mortimer, Primitive per­
mutation groups of degree less than 1000, Math. Proc. Cambridge Phil. 
Soc. 103 (1988) 213-238. They are reprinted with permission of Cambridge 
University Press. 
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Notation 

N,Z 
Q,lR,<C 
lFq 
Kd 
JiCid(K),JiCid(q) 
~Cid(K), ~Cid(q) 

S(t,k,v) 
Sym(o'), Jilt(o') 
Sn, Jin 

FSym(o') 
en 
CiLd(K), SLd(K), rLd(K) 
JiCiLd(K) , JiSLd(K) , JirLd(K) 
~CiLd(K), ~SLd(K), ~rLd(K) 
SP2m(K), SP2m(2) 
~CiU3(q), ~SU3(q), ~rUd(q) 
SZ(2B) and R(3B) 
M lO,··· ,M24 

W lO ,···, W 24 

fix(x), supp(x) 
O,{k},O,(k) 

Orb(K, ~) 
Graph(~) 
GCD(m,n) 
LxJ 
lSI 
O,\~ 

r8~ 
Fun(r, ~) 
Im( <I», ker( <I» 

natural numbers and integers 
rational, real and complex numbers 
field with q elements 
vector space of dimension dover K 
affine geometry over K and over IF q 

projective geometry over K and 
over lFq 

Steiner system 
symmetric and alternating groups on 0, 

symmetric and alternating groups 
of degree n 

finitary symmetric group 
cyclic group of order n 
linear groups over K 
affine groups over K 
projective groups over K 
symplectic groups over K 
unitary groups over K 
Suzuki and Ree groups 
Mathieu groups 
Witt geometries 
set of fixed points and support of x 
sets of k-subsets and k-tuples from 0, 

set of orbits of K on ~ 
orbital graph 
greatest common divisor of m and n 
largest integer :::; x 
cardinality of set S 
elements of 0, not in ~ 
symmetric difference of r and ~ 
set of functions from r to ~ 
image and kernel of <I> 

xi 



xii Notation 

Aut(X) 
Inn(G) 
Out(G) 
soc(G) 
Nc(H) 
ec(H) 
H ::; G, N <J G 
G x H,Gm 
G>4H 
Gwrr H 
G.H,G.n 
G:H 

automorphism group of X 
inner automorphism group of G 
outer automorphism group of G 
sode of G 
normalizer of H in G 
centralizer of H in G 
subgroup, normal subgroup 
direct product, direct power 
semidirect product 
wreath product 
an extension of G by H, by en 
a split extension of G by H 



1 

The Basic Ideas 

1.1 Symmetry 

A cube is highly symmetric: there are many ways to rotate or reflect it so 
that it moves onto itself. A cube with labeled vertices is shown in Fig. 1.1. 
For example, we can rotate it by 90° about an axis through the centres of 
opposite faces, or reflect it in the plane through a pair of opposite 
edges. Each of these "symmetries" of the cube permutes the eight vertices 
in a particular way, and knowing what happens to the vertices is enough to 
tell us what the whole motion is. The symmetries of the cube thus corre­
spond to a subgroup of permutations of the set of vertices, and this group, 
an algebraic object, records information about the geometric symmetries. 

Turn now to an algebraic example. The polynomial X5 - X + 1 is a 
real polynomial with five distinct complex roots: one real and four nonreal. 
As is well-known, nonreal roots of a real polynomial appear in pairs of 
complex conjugates, so the action of complex conjugation leaves the real 
root fixed and permutes the nonreal roots in pairs. More generally, any 
automorphism of the field of complex numbers induces a permutation on 
the set of roots, and the set of all such permutations forms a group which is 
called the Galois group of the polynomial. Calculating Galois groups can 
be quite difficult, but in the case of X5 - X + 1 it can be shown to be the 
full symmetric group of all 120 permutations on the roots. On the other 

~
5 6 

1 2 

7 8 

3 4 

FIGURE 1.1. A labeled cube. 
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2 1. The Basic Ideas 

hand, the polynomial X 5 - 2 has a group of order 20 as its Galois group. 
The algebraic symmetries of the polynomial described by the Galois group 
are not at all obvious. 

The development of the theory of permutations and permutation groups 
over the last two centuries was originally motivated by use of permutation 
groups as a tool for exploring geometrical, algebraic and combinatorial sym­
metries. Naturally, the study of permutation groups gave rise to problems 
of intrinsic interest beyond this initial focus on concrete symmetries, and 
historically this led to the concept of an abstract group at the end of the 
nineteenth century. 

1.2 Symmetric Groups 

Let 0 be an arbitrary nonempty set; we shall often refer to its elements as 
points. A bijection (a one-to-one, onto mapping) of 0 onto itself is called 
a permutation of O. The set of all permutations of 0 forms a group, under 
composition of mappings, called the symmetric group on O. We shall denote 
this group by Sym(O) (other common notations are So and SO), and write 
Sn to denote the special group Sym(O) when n is a positive integer and 
o = {l, 2, ... , n}. A permutation group is just a subgroup of a symmetric 
group. If 0 and 0' are two nonempty sets of the same cardinality (that 
is, there is a bijection a 1---+ a' from 0 onto 0') then the group Sym(O) is 
isomorphic to the group Sym(O') via the mapping x 1---+ x' defined by: 

x' takes a' to (3' when x takes a to (3. 

In particular, Sym(O) 9:! Sn whenever 101 = n. 

Exercises 

1.2.1 Show in detail that the mapping described above does give an 
isomorphism from Sym(O) onto Sym(O'). 

1.2.2 Prove that if 0 is finite and 101 = n, then ISym(O)1 = n!. 
1.2.3 (For those who know something about infinite cardinalities.) Show 

that if 0 is infinite, then ISym(O)1 = 2101. In particular, Sym(N) has 
uncountably many elements when N is the set of natural numbers. 

There are two common ways in which permutations are written (at least 
for the finite case). First of all, the mapping x : 0 --4 0 may be written 
out explicitly in the form 

where the top row is some enumeration of the points of 0 and (3i is the 
image of ai under x for each i. The other notation is to write x as a 



1.2. Symmetric Groups 3 

product of disjoint cycles. A permutation c E Sym(f!) is called an r-
cycle (r = 1,2, ... ) if for r distinct points '1'1, '1'2, ... ,'Yr of f!, c maps 'Yi 
onto 'YH1 (i = 1, ... , r - 1), maps 'Yr onto '1'1, and leaves all other points 
fixed; and c is called an infinite cycle if for some doubly infinite sequence 
'Yi(i E Z), c maps 'Yi onto'YH1 for each i and leaves all other points fixed. 
The second common way to specify a permutation is to write x as a product 
of disjoint cycles, where by disjoint we mean that no two cycles move a 
common point (this product is only a formal product in the case that 
f! is infinite). It is a general result (see Exercise 1.2.5 below) that every 
permutation can be written in essentially one way in this form. 

EXAMPLE 1.2.1. Let f! be the finite field of 7 elements consisting of 
{O, 1, ... ,6} with addition and multiplication taken modulo 7. Then the 
mapping a f---+ 4a + 1 defines a permutation of f!. This permutation can be 
written 

( 0 1 2 3 4 5 6) 
1 5 2 6 3 0 4 

or as a product of disjoint cycles 

(015)(2)(364) = (2)(015)(643) = ... = (015)(364) 

EXAMPLE 1. 2.2. Let f! = Q (the rational numbers). Then the mapping 
a f---+ 2a is a permutation of f!. This permutation fixes the point 0, and the 
remaining points lie in infinite cycles of the form 

( ... ,a2-2 , a2-1, a, a21, a22 , ..• ). 

Our convention is to consider permutations as functions acting on the 
right. This means that a product xy of permutations should be read as: 
first apply x and then y (some authors follow the opposite convention). For 
example, (142)(356)(4123) = (1)(2)(3564). 

Exercises 

1.2.4 Show that an r-cycle (a1 ... ar) is equal to an s-cycle (/31 ... (38) 
on the same set f! if and only if r = s and for some h we have 
aHh = /3i for each i where the indices are taken modulo r. Show 
that two infinite cycles ( ... a-1aOa1 ... ) and ( ... /3-1/30/31 ... ) on 
the same set are equal if and only if for some h, aHh = /3i for all i. 

1.2.5 Prove that each permutation x E Sym(O) can be written as a prod­
uct of disjoint cycles. Show that this product is unique up to the 
order in which the cycles appear in the product and the inclusion or 
exclusion of I-cycles (corresponding to the points left fixed by x). 
[Hint: Two symbols, say a and /3, will lie in the same cycle for x if 
and only if some power of x maps a onto /3. This latter condition 
defines an equivalence relation on 0 and hence a partition of f! into 
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disjoint subsets. Note that when D is infinite, x may have infinite 
cycles and may also have infinitely many cycles. In the latter case 
the product as disjoint cycles has to be interpreted suitably.] 

1.2.6 Suppose that x and y are permutations in Sym(D), and that y = 
CIC2 ... as a product of disjoint cycles. Show that x-Iyx = c~ c; ... 
where each cycle Ci of y is replaced by a cycle c~ of the same length, 
and each point in Ci is replaced in c~ by its image under x. In 
particular, if a~ is the image of ai under x then we have 

x-l(al,"" ak)x = (a~, ... ,aD. 
1.2.7 Show that two permutations x, y E Sym(D) are conjugate in 

Sym(D) if and only if they have the same number of cycles of each 
type (including I-cycles). Give an example of two infinite cycles in 
Sym(N) which are not conjugate. 

1.2.8 If the permutation x is a product of k disjoint cycles of finite lengths 
ml, ... , mk, show that the order of x as a group element is the least 
common multiple of these lengths. What is the largest order of an 
element in S20? 

1.2.9 Find the cycle decomposition of the permutation induced by the 
action of complex conjugation on the set of roots of X5 - X + 1. 

1.2.10 Which permutations of the set D := {Xl, X 2 , X 3 , X 4 } leave the 
polynomial Xl + X2 - X3 - X4 invariant? Find a polynomial in 
these variables which is left invariant under all permutations in the 
group ((XI X 2 X 3 X 4 ), (X2X 4 )) but not by all of Sym(D). 

1.2.11 For each i, 2 ::; i ::; n, let Li = {(I, i), (2, i), ... , (i - 1, i), J} 
where J is the identity element of Sw Show that each x E Sn can 
be written uniquely as a product x = X2X3 .. ' Xn with Xi ELi. 

(This is the basis for a technique to generate random elements of 
Sn with uniform distribution.) 

1.2.12 Let s(n, k) denote the number of permutations in Sn which have 
exactly k cycles (including I-cycles). Show that 

n 

L s(n, k)Xk = X(X + 1) ... (X + n - 1). 
k=l 

(The s(n, k) are known as "Stirling numbers of the first kind".) 
1.2.13 Let a(n, m) denote the number of permutations x E Sn such that 

xm = 1 (with a(O, m) = 1). Show that 

~ a(n, m) xn = {"" X d 
} ~ n! exp ~ d . 

n=O dim 

1.2.14 Find necessary and sufficient conditions on the pair i, j in order that 
((12 ... n), (ij)) = Sn. 

1.2.15 Show that for all i, 1 < i :::; n, ((23 ... n), (Ii)) = Sn. 
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1.2.16 Let n > 2, and let T be the set of all permutations in Sn of the 
form 

tk:= II (i k-i) for k = 3, 4, ... , n + 1. 
ISisk/2 

(i) Show that T generates Sn and that each x E Sn can be written 
as a product of 2n - 3 or fewer elements from T. 

(ii) (Unsolved problem) Find the least integer In such that every 
x E Sn can be written as a product of at most In elements from 
T. 

1.3 Group Actions 

The examples described in Sect. 1.1 show how permutation groups are 
induced by the action of groups of geometrical symmetries and field auto­
morphisms on specified sets. This idea of a group acting on a set can be 
formalized as follows. 

Let G be a group and n be a nonempty set, and suppose that for each 
a E n and each x E G we have defined an element of n denoted by aX (in 
other words, (a, x) f---+ aX is a function of n x G into n). Then we say that 
this defines an action of G on n ( or G acts on n) if we have: 

(i) a 1 = a for all a E n (where 1 denotes the identity element of G); and 
(ii) (aX)Y = a XY for all a E n and all x, y E G. 

Whenever we speak about a group acting on a set we shall implicitly 
assume that the set is nonempty. 

EXAMPLE 1.3.1. The group of symmetries of the cube acts on a variety of 
sets including: the set of eight vertices, the set of six faces, the set of twelve 
edges, and the set of four principal diagonals. In each case properties (i) 
and (ii) are readily verified. 

EXAMPLE 1.3.2. Every subgroup G of Sym(n) acts naturally on n where 
aX is simply the image of a under the permutation x. Except when explic­
itly stated otherwise, we shall assume that this is the action we are dealing 
with whenever we have a group of permutations. 

If a group G acts on a (nonempty) set n, then to each element x E G we 
can associate a mapping x of n into itself, namely, a f---+ aX. The mapping 
x is a bijection since it has X-I as its inverse (using properties (i) and 
(ii)); hence we have a mapping p : G ---> Sym(n) given by p(x) := x. 
Moreover, using (i) and (ii) again, we see that p is a group homomorphism 
since for all a E n and all x, y E G, the image of a under xy is the same 
as its image under the product x y. In general, any homomorphism of G 
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into Sym(o.) is called a (permutation) representation of G on 0.. Hence, 
we see that each action of G on 0. gives rise to a representation of G on 0.. 
Conversely, representations correspond to actions (see Exercise 1.3.1), so 
we may think of group actions and permutation representations as different 
ways of describing the same situation. 

The following concepts related to a group action will be referred to re­
peatedly. The degree of an action (or a representation) is the size of 0.. 
The kernel of the action is the kernel (ker p) of the representation P; and 
an action (or representation) is faithful when ker P = 1. The "first homo­
morphism theorem" shows that, when the action is faithful, the image 1m P 
is isomorphic to G. 

In some applications the relevant action is of the group acting on a set 
directly related to the group itself, as the following examples illustrate. 

EXAMPLE 1.3.3. (Cayley representation) For any group G we can take 
0. := G and define an action by right multiplication: aX := ax with 
a, ax E 0. and x E G. (Check that this is an action!). The corresponding 
representation of G into Sym( G) is called the (right) regular representation. 
It is faithful since the kernel 

{x E G I aX = a for all a E o.} 

equals 1. This shows that every group is isomorphic to a permutation group. 

EXAMPLE 1.3.4. (Action on right cosets) For any group G and any sub­
group H of G we can take r H := {Hal a E G} as the set of right 
cosets of H in G, and define an action of G on rH by right multiplication: 
(HaY:= HaxwithHa,Hax E rH and x E G. We denote the correspond­
ing representation of G on r H by PH. Since H ax = H a {::=:} x E a-I H a, 
we have 

ker PH = n a-I Ha. 
aEG 

In general, PH is not faithful (see Exercise 1.3.3). 

EXAMPLE 1.3.5. Suppose that G and H are both subgroups of a group 
K and that G normalizes H. Then we can define an action of G on H by 
conjugation: aX := x-lax with a, x-lax E H and x E G. In this case the 
kernel of the corresponding representation is the centralizer of H in G: 

GG(H) := {x E G I ax = xa for all a E H}. 

The most common situation where this action occurs is when H = G or 
H <1 G (that is, H is a normal subgroup of G). 
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Exercises 

1.3.1 Let P : G ---+ Sym(n) be a representation of the group G on the set 
n. Show that this defines an action of G on n by setting aX := aP(x) 

for all a E n and x E G, and that P is the representation which 
corresponds to this action. 

1.3.2 Explain why we do not usually get an action of a group G on itself 
by defining aX := xa. Show, however, that aX := x-1a does give 
an action of G on itself (called the left regular representation of G. 
Similarly, show how to define an action of a group on the set of left 
cosets aH (a E G) of a subgroup H. 

1.3.3 Show that the kernel of PH in Example 1.3.4 is equal to the largest 
normal subgroup of G contained in the subgroup H. 

1.3.4 Use the previous exercise to prove that if G is a group with a subgroup 
H of finite index n, then G has a normal subgroup K contained in 
H whose index in G is finite and divides n!. In particular, if H has 
index 2 then H is normal in G. 

1.3.5 Let G be a finite group, and let p be the smallest prime which divides 
the order of G. If G has a subgroup H of index p, show that H must 
be normal in G. In particular, in a finite p-group (that is, a group of 
order pk for some prime p) any subgroup of index p is normal. [Hint: 
Use the previous exercise.] 

1.3.6 (Number theory application) Let p be a prime congruent to 1 ( mod 4), 
and consider the set 

n:= {(x,y,z) E N3 I x 2 + 4yz = pl. 

Show that the mapping 

{
(x + 2z, z, y - x - z) if x < y - z 

(x, y, z) f--> (2y - x, y, x - y + z) if y - z < x < 2y 
(x - 2y, x - y + z, y) if x > 2y 

is a permutation of order 2 on n with exactly one fixed point. Con­
clude that the permutation (x, y, z) f--> (x, z, y) must also have at 
least one fixed point, and so x2 + 4y2 = p for some x, YEN. 

1.4 Orbits and Stabilizers 

When a group G acts on a set n, a typical point a is moved by elements 
of G to various other points. The set of these images is called the orbit of 
a under G, and we denote it by 

a G := {aX I x E G}. 
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A kind of dual role is played by the set of elements in G which fix a specified 
point a. This is called the stabilizer of a in G and is denoted 

G a := {x E G I aX = a}. 

The important properties of these objects are summarized in the following 
theorem. 

Theorem 1.4A. Suppose that G is a group acting on a set n and that 
X, y E G and a, (3 E n. Then: 

(i) Two orbits a G and (3G are either equal (as sets) or disjoint, so the set 
of all orbits is a partition of n into mutually disjoint subsets. 

(ii) The stabilizer Ga is a subgroup of G and Gf3 = x-1Gax whenever 
(3 = aX. Moreover, aX = aY {==} Gax = GaY. 

(iii) (The orbit-stabilizer property) laGI = IG : Gal for all a E n. In 
particular, if G is finite then I a G I I Gal = I G I· 

PROOF. If {) E a G then {) = aU for some u E G. Since ux runs over 
the elements of G as X runs over G, {)G = {{)X I x E G} = {aUX I x E 

G} = a G . Hence, if a G and (3G have any element {) in common, then 
a G = {)G = (3G. Since every element a E n lies in at least one orbit 
(namely, a G ), this proves (i). 

Clearly 1 EGa, and whenever x, y E Ga then xy-l E Ga. Thus Ga is 
a subgroup. If (3 = aX then we also have: 

y E Gf3 {==} a XY = aX {==} xyx-1 E Ga 

and so x-1Gax = Gf3. Finally, 

aX = aY {==} a XY - ' = a {==} xy-l E Ga {==} Gax = GaY 

and so (ii) is proved. Now (iii) follows immediately since (ii) shows that the 
distinct points in a G are in bijective correspondence with the right cosets 
of Ga in G, and for finite groups IG : Gal = IGI / IGal. D 

A group G acting on a set n is said to be transitive on n if it has only 
one orbit, and so a G = n for all a E n. Equivalently, G is transitive if 
for every pair of points a, (3 E n there exists x E G such that aX = (3. 
A group which is not transitive is called intransitive. A group G acting 
transitively on a set n is said to act regularly if Ga = 1 for each a E n 
(equivalently, only the identity fixes any point). The previous theorem then 
has the following immediate corollary. 

Corollary 1.4A. Suppose that G is transitive in its action on the set n. 
Then: 

(i) The stabilizers Ga (a E n) form a single conjugacy class of subgroups 
ofG. 
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(ii) The index IG : Gal = 101 for each Q. 

(iii) If G is finite then the action of G is regular ~ IGI = 101· 

EXAMPLE 1.4.1. We illustrate these concepts by calculating the order of 
the group G of symmetries of the cube (Sect.1.1). Consider the action of 
G on the set 0 of vertices labelled as in Fig. 1.1. If x denotes the rotation 
of the cube through an angle of 900 around an axis through the midpoints 
of the front and back faces, then the corresponding permutation x induced 
on 0 is (1342)(5786). A similar rotation y through a vertical axis induces 
the permutation y = (1265)(3487). Thus the orbits of the subgroup (x) 
are 1 (x) = {I, 3, 4, 2} and 5(x) = {5, 7, 8, 6} and, similarly, (y) has orbits 
{I, 2, 6, 5} and {3, 4, 8, 7}. Since G 2: (x, y), the group G itself has a single 
orbit and so is transitive on O. The orbit-stabilizer property now shows 
that IG : GIl = 101 = 8. 

Next consider the action of the subgroup G I . Any symmetry of the cube 
which fixes vertex 1 must also fix the opposite vertex 8, and map the vertices 
2, 3 and 5 amongst themselves. The rotation z of 1200 about the axis 
through vertices 1 and 8 induces the permutation z = (1)(253)(467)(8) = 
(253)(467) on 0 and lies in G I , so {2, 5, 3} is an orbit for G I . Thus the 
stabilizer Gl2 of 2 in GI satisfies IGI : Gl2 1 = 3 by the orbit-stabilizer 
property. 

Finally, consider the stabilizer of two points G12 • Each symmetry which 
fixes vertices 1 and 2 must also fix vertices 7 and 8, and so Gl2 has a single 
nontrivial element, namely a reflection w in the plane through vertices 1, 
2,7 and 8 which induces the permutation 'iii = (35)(46). Thus we conclude 
that 

IGI = IG : GIIIGI : Gd IGd = 8·3·2 = 48. 

EXAMPLE 1.4.2. Let G be a group and consider the conjugation action 
of G on itself defined in Example 1.3.5. The orbits in this action are the 
conjugacy classes where two elements a, bEG lie in the same conjugacy 
class ~ x-lax = b for some x E G. The stabilizer of an element a E G 
is equal to the centralizer CG (a) = {x E G I ax = xa}. The orbit-stabilizer 
property shows that the size of the conjugacy class containing a is equal to 
IG : CG(a)l. In particular, if G is finite then every conjugacy class has size 
dividing IGI. 

Exercises 

1.4.1 Let G be a group acting transitively on a set 0, H be a subgroup 
of G and GCt be a point stabilizer of G. Show that G = GaH ~ 
G = HGa ~ H is transitive. In particular, the only transitive 
subgroup of G containing Ga is G itself. (This fact is frequently 
useful.) 
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1.4.2 Show that the action of the group of symmetries of the cube on the 
set of six faces of the cube is transitive, and deduce that the group 
of symmetries has a subgroup of index 6. 

1.4.3 Let H = Gl be the group of symmetries of the cube which fix vertex 
1. What are the orbits of H on the set of 12 edges of the cube? 

1.4.4 Calculate the order of the symmetry group of the regular dodecahe­
dron. 

1.4.5 Let K be a group. Show that we can define an action of the direct 
product K x K on the set K by: a(x,y) := x-lay for all a E K 
and (x, y) E K x K. Show that this action is transitive and find the 
stabilizer K l . When is the action faithful? 

1.4.6 Suppose that G is a group acting on the set nand H is a subgroup of 
G, and let ~ be an orbit for H. Show that ~x is an orbit for X-I Hx 
for each x E G. If G is transitive on nand H <l G, show that every 
orbit of H has the form ~x for some x E G. 

1.4.7 Let G be a group acting on a set n and let p be a prime. Suppose 
that for each a E n there is a p-element x E G such that a is the 
only point fixed by x. If n is finite, show that G is transitive on n; 
and if n is infinite, show that G has no finite orbit on n. Find an 
example of a group G with an intransitive action on a set n such that 
for each a E n there is an element x E G of order 6 which has a as 
its unique fixed point. [Hint: Take G = 8 3 x 83 .] 

Exercises 

The following exercises illustrate how permutation actions can be used to 
prove some well-known theorems in the theory of abstract groups. Even if 
you already know the results, you may find the techniques of interest. 

1.4.8 If G is a finite p-group and G -:f. 1, then its centre Z(G) -:f. 1. 
[Hint: Use Example 1.4.2 and note that the size of each nontrivial 
conjugacy class is a multiple of p.] 

1.4.9 Generalize Exercise 1.4.8 to show that if G is a finite p-group and 
1 -:f. H <l G, then H n Z(G) -:f. 1. 

1.4.10 If G is a finite p-group and H is a proper subgroup, show that the 
normalizer Na(H) of H in G properly contains H. In particular, 
every maximal subgroup of G is normal in G and has index p. [Hint: 
Use Exercise 1.4.8.] 

1.4.11 Let p be a prime, and let G be a finite group of order pkm where 
p 1 m. Show that G has a subgroup of order pk (a 8ylow p-subgroup). 
[Hint: Consider the action by right multiplication of G on the set n 
of all subsets of G of pk elements. Show that p does not divide I n I, 
and so some orbit has length > 1 and not divisible by p. If T lies 
in this orbit, then the stabilizer GT < G and has order divisible by 
pk, so we can apply induction.] 

1.4.12 Let G be a finite group with a Sylow p-subgroup P. If Q is any 
p-subgroup of G, show that for some x E G we have Q ~ X-I Px. 
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In particular, any two Sylow p-subgroups of G are conjugate in G. 
[Hint: Consider the action of G on the set of right cosets of P in 
G (Example 1.3.4). Since p does not divide IG : PI, Q must have 
some orbit of length not divisible by p, and so Q has an orbit of 
length 1. Thus for some x E G, PxQ = Px.] 

1.4.13 The number of Sylow p-subgroups of a finite group G is congruent 
to 1 modulo p. [Hint: Let n be the set of all Sylow p-subgroups, and 
let P be one of these. Then P acts on n by conjugation, and its 
nontrivial orbits have lengths which are multiples of p because P is 
a p-group. Show that the only orbit of length 1 is {P}.] 

1.4.14 (The "Frattini argument") Let G be a group with a finite normal 
subgroup K and let P be a Sylow p-subgroup of K. Show that 
KNe(P) = G. [Hint: G acts by conjugation on the set of Sylow 
p-subgroups of K, and K is transitive in this action (Why?).] 

1.4.15 Let G be a finite group and K <I G. If there is no proper subgroup 
H of G such that G = KH, then show that K is nilpotent. [Hint: 
Recall that a finite group is nilpotent when it is a direct product of 
Sylow subgroups. Use the previous exercise.] 

1.4.16 Let n be the set of all n x n matrices over a field F and let G = 
GLn(F) x GLn(F) where GLn(F) is the group of all n x n invertible 
matrices over F. 

(i) Show that there is an action of G on n defined by a(x,y) := 
xTay (a,xTay E nand (x,y) E G) where xT denotes the 
transpose of x. 

(ii) Show that G has exactly n + 1 orbits on n and describe these. 
(iii) For a suitably chosen point a from each orbit, describe Ga. 

[Hint: This exercise is related to well known facts in elementary 
linear algebra.] 

1.4.17 If G is a transitive permutation group of degree pkm (p prime), and 
P is a Sylow p-subgroup of G, then each orbit of P has length at 
least pk. 

1.4.18 Let G be a permutation group of degree n, and suppose that each 
x =I- 1 in G has at most k cycles. If n > k 2 , show that G acts 
faithfully on each of its orbits, and that these orbits all have prime 
lengths. Hence show that G is either cyclic of prime order or non­
abelian of order pq for distinct primes p and q. [Hint: Show that 
p2 > n for each prime p dividing IGI.] 

1.5 Blocks and Primitivity 

Consider again the symmetry group G of the cube (Fig. 1.1) acting on the 
set of eight vertices. Since each symmetry preserves distances, the pairs 
{1,8}, {2,7}, {3,6}, and {4,5} which correspond to the long diagonals 
must be permuted amongst themselves by the elements of G; in other words, 
G acts on the set E of these four pairs. For example, if x is the rotation 
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through 900 around the axis through the centres of the faces at the front 
and the back ofthe cube, then {I, 8}X = {3, 6}, {2, 7Y = {I, 8}, {3, 6}X = 
{4, 5} and {4, 5Y = {2, 7}. Since reflection in the centre of the cube leaves 
each of these pairs fixed, the action of G on ~ is not faithful. 

Exercise 

1.5.1 Show that the image of the corresponding representation of G is the 
full symmetric group 84 . 

The phenomenon described above for the symmetries of the cube plays 
an important role in analysis of group actions and permutation groups. We 
shall formalize this idea below. In what follows we shall extend the action 
of G on 0 to subsets of 0 by defining rx := {'Yx I 'Y E r} for each r ~ o. 

Let G be a group acting transitively on a set O. A nonempty subset ~ of 
o is called a block for G if for each x E G either ~x = ~ or ~x n ~ = 0. 

EXAMPLE 1.5.1. Every group acting transitively on 0 has 0 and the sin­
gletons {a} (a E 0) as blocks; these are called the trivial blocks. Any other 
block is called nontrivial. A block which is minimal in the set of all blocks 
of size > 1 is called a minimal block. 

EXAMPLE 1.5.2. In the example at the beginning of this section, the group 
of symmetries of the cube acting on the set of vertices has the blocks 
{I, 8}, {2, 7}, {3, 6} and {4,5} which are clearly minimal blocks. The sets 
{I, 4, 6, 7} and {2, 3, 5, 8} are also (non-minimal) blocks. Can you find other 
nontrivial blocks? 

EXAMPLE 1.5.3. If G acts transitively on 0, and ~ and r are blocks for 
G containing a common point, then ~ n r is also a block for G. More, 
generally, any intersection of blocks containing a common point is again a 
block. 

Exercise 

1.5.2 Show that the cyclic group ((123456)) acting on {I, 2, 3, 4, 5, 6} has 
exactly five nontrivial blocks. 

The importance of blocks arises from the following observation. Suppose 
that G acts transitively on 0 and that ~ is a block for G. Put ~ := {~X I 
x E G}. Then the sets in ~ form a partition of 0 and each element of ~ is 
a block for G (see Exercise 1.5.3); we call ~ the system of blocks containing 
~. Now G acts on ~ in an obvious way, and this new action may give useful 
information about G provided ~ is not a trivial block. 

Let G be a group which acts transitively on a set o. We say that the 
group is primitive if G has no nontrivial blocks on 0; otherwise G is called 
imprimitive. Note that we only use the terms "primitive" and "imprimitive" 
with reference to a transitive group. 



1.5. Blocks and Primitivity 13 

Exercises 

1.5.3 Show that the system of blocks 2; defined above forms a partition of 
o and that each of its elements is a block for G. Describe the action 
of G on 2; in the cases where ~ is a trivial block. 

1.5.4 If G is a group acting on a set 0 then a G-congruence on 0 is an 
equivalence relation ;:::; on 0 with the property that 

a ;:::; f3 {=::? aX;:::; f3x for all x E G. 

Show that if G acts transitively on 0 and ;:::; is a G-congruence, then 
the equivalence classes of;:::; form a system of blocks for G. Conversely, 
if 2; is a system of blocks for G, then the elements of 2; are the equiv­
alence classes for a G-congruence on O. What are the G-congruences 
which correspond to the trivial blocks? 

1.5.5 (Separation property) Suppose that G is a group acting transitively 
on a set 0 with at least two points, and that ~ is a nonempty subset 
of O. Show that ~ is not a block {=::? for each pair of distinct points 
a, f3 E 0 there exists x E G such that exactly one of a and f3 lies 
in ~ x. In the case that G is finite, show that the condition can be 
strengthened to: a E ~"' but f3 (j. ~x for some x E G. 

To describe the relation between blocks and subgroups we shall require 
the following notation which extends the notation for a point-stabilizer. 
Suppose G is a group acting on a set 0, and ~ <:;;; O. Then the pointwise 
stabilizer of ~ in G is 

G(t:,.) := {x E G I 8"' = 8 for all 8 E ~} 

and the setwise stabilizer of ~ in G is 

G{t:,.} := {x E G I ~x = ~}. 

It is readily seen that G{t:,.} and G(t:,.) are both subgroups of G and that 
G(t:,.) <lG{t:,.}. Note that G{a} = G(a) = Ga for each a E O. More generally, 
for a finite set ~ = {al, ... , ad we shall often write G01, ... ,ak in place of 
G(t:,.). (You should be warned that many authors use different notations for 
these subgroups.) 

Exercises 

1.5.6 If G acts transitively on 0, and ~ is a block for G, show that G{t:,.} 

acts transitively on ~. 
1.5.7 Let G :s Sym(O) be a transitive group and let r and ~ be finite 

subsets of o. Suppose that G(r) and G(t:,.) act primitively on 0 \ r 
and 0 \~, respectively, and G = (G(r), G(t:,.)). Show that the group 
G is primitive. 

Theorem 1.5A. Let G be a group which acts transitively on a set 0, and 
let a E O. Let B be the set of all blocks ~ for G with a E ~, and let 
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S denote the set of all subgroups H of G with Go< :::; H. Then there is a 
bijection \If of 8 onto S given by \If(d) := G{~} whose inverse mapping <I> 
is given by <I>(H) := a H . The mapping \If is order-preserving in the sense 
that if d, r E 8 then d ~ r ~ \If(d):::; \If(r). 

Remark. Briefly: the partially ordered set (8, ~) is order-isomorphic with 
the partially ordered set (S, :::;). 

PROOF. We first show that W maps 8 into S. Let d E 8. Then x E Go< 
implies that a E d n d x, and so d = d x because d is a block. This shows 
that each x E Go< lies in G{~}. Hence G{~} :2 Ga for all d E 8 and so \If 
maps 8 into S. 

We next show that <I> maps S into 8. Let H be a subgroup of G with 
Ga :::; H. Put d := aH , and let x E G. Clearly d X = d if x E H, 
and we claim that d X n d = 0 otherwise. Indeed if d X n d ::j;; 0, then 
there exist u, v E H such that a Ux = aVo Then uxv-1 EGa, and so 
x E u-1Go<V ~ H. Thus d X n d = 0 whenever x ¢ H, and so d is a block 
which contains a, and therefore lies in 8. Thus <I> maps S into 8. Moreover, 
since d is an orbit for G{~}(see Exercise 1.5.6), the composite mapping of 
\If followed by <I> is the identity on 8. 

To prove that <I> and \If are inverses it remains to show that the composite 
of <I> followed by W is the identity on S. Let H E S, and put d := <I>(H) = 
a H . The previous paragraph shows that if x E G, then d x = d ~ x E 
H. Thus H = G{~} as required. This completes the proof that <I> is the 
inverse of \If. 

The statement that W is order-preserving now follows at once. Indeed 
G{~} :::; G{r} implies that the orbits of a under these groups (namely, d 
and r) satisfy d ~ r. Conversely, if d ~ r, then x E G{~} implies that 
rx n r ::j;; 0 and hence x E G {r} because r is a block. Thus d ~ r implies 
that G{~} :::; G{r}. This shows that W is order-preserving, and the theorem 
is proved. D 

This theorem leads immediately to the following important result. 

Corollary 1.5A. Let G be a group acting transitively on a set n with at 
least two points. Then G is primitive ~ each point stabilizer Go< is a 
maximal subgroup of G. 

Since the point stabilizers of a transitive group are all conjugate (see 
Corollary 1.4A), one of the point stabilizers is maximal only when all ofthe 
point stabilizers are maximal. In particular, a regular permutation group 
is primitive if and only if it has prime degree. 
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Exercises 

1.5.8 Find all blocks containing 1 for the group 

G = ((123456), (26)(35)) ::::: 86 . 

Identify the corresponding subgroups of G containing G t . 

1.5.9 If ~ is a block for a group G and a E ~, show that ~ is a union of 
orbits for Ga. (This is often useful in looking for blocks.) 

1.5.10 Let ~ be a nontrivial block for a group G acting on O. If G{.o.} acts 
imprimitively on ~ (see Exercise 1.5.6), and has a block r, show 
that r is also a block for G. In particular, ~ is a minimal block (see 
Example 1.5.1) for G -¢==? G{.o.} is primitive on ~. 

1.5.11 Let z E 8ym(7/.,) be the translation defined by i Z := i + 1 for all 
iE7/." the integers. Show that the blocks for (z) containing 0 are 
precisely the sets of the form k7/., where k E 7/.,. In particular, (z) has 
no minimal blocks. 

1.5.12 Suppose that G is a group acting on a set 0 with the property that 
for any two ordered pairs (a, (3) and b,8) with a i= (3 and 'Y i= 8 
there exists x E G such that aX = 'Y and (3x = 8 (such a group is 
called 2-transitive). Show that G is primitive. 

1.5.13 Let F be a field and let G ::::: 8ym(F) consist of all permutations 
of the form ~ f----+ a~ + (3 with a, (3 E F and a i= O. Show that G 
is 2-transitive on F. (We shall give more examples of 2-transitive 
groups in the next chapter and look at them in detail in Chap. 7.) 

1.5.14 Let G ::::: 8n . If G has r orbits, show that G can be generated by a 
set of at most n - r elements. In particular, every permutation group 
of degree n can be generated by a set of at most n - 1 elements. 
Give examples of permutation groups of degree 2m which cannot be 
generated by fewer than m elements (m = 1,2, ... ). 

EXAMPLE 1.5.4. Let T be the infinite trivalent tree. By this we mean that 
T is a graph with a count ably infinite set of vertices, each vertex is joined 
by an edge to exactly three other vertices, and the graph has no cycles. (If 
you are unfamiliar with graphs, you might like to look in Chap. 2 for the 
appropriate definitions.) 

If you start at any vertex of T then the tree grows out along three edges 
each of which splits into two and so on. A fragment of the tree is displayed 
in Fig. 1.2. Any two trees constructed in this way will be isomorphic. 

Let A denote the set of all permutations of the vertex set 0 of T which 
preserve the structure of the tree in the sense that if x E 8ym(O), then 
x E A -¢==? two vertices a, (3 are joined by an edge in T if and only if aX 

and (3x are joined by an edge; A is called the automorphism group of T. 
Since the graph looks the same from each vertex, A acts transitively on O. 
This action is not primitive because 0 can be partitioned into two nontrivial 
blocks ~ and ~' (see Exercise 1.5.15). However, these are minimal blocks 
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FIGURE 1.2. A fragment of the trivalent tree. 

for A, and so G := A{~} acts primitively on 6.. (See Exercises 1.5.16 and 
1.5.17 for further details.) 

Exercises 

1.5.15 Define the distance d(a, /3) between two vertices in the trivalent tree 
T to be the number of edges in the shortest path from a to /3. Show 
that: 

(i) if d( a, /3) = d( a', /3') then there exists x E A such that aX = a' 
and /3x = /3'; 

(ii) the vertex set n can be partitioned into two subsets 6. and 6.' 
such that the distance between any pair of vertices in the same 
subset is even; 

(iii) the sets 6. and 6.' are blocks for A. 
1.5.16 Using the notation of the previous exercise show that 6. and 6.' 

are the only nontrivial blocks for A, and hence that G := A{~} 
acts primitively on 6. by Exercise 1.5.10. [Hint: For any pair of 
distinct vertices (a, /3) there exists x E A such that aX = a and 
d(/3, /3X ) = 2, thus every nontrivial block contains a pair of points 
with distance 2.] 

1.5.17 With the notation of the previous exercise show that if a E 6. then 
the orbits of GCt on 6. are finite with lengths 1,6,24, .... 

1.5.18 Let F be a field, let n be the set of all nonzero vectors in the vector 
space F 3, and let G = GL3(F) be the group of all invertible 3 x 3 
matrices over F. Consider the action of G on n by right (matrix) 
multiplication: U X := ux (u E n, x E G). Show that: 

(i) the action is transitive and faithful; 
(ii) the set 6. consisting of those vectors in n whose first two entries 

are 0 is a block; and 
(iii) G{~} has exactly two orbits on the system of blocks containing 

6.. 
(This example will be generalized in Sect. 2.8.) 

1.5.19 Suppose that the group G acts transitively on n and that r and 
6. are finite subsets of n with Irj :::; 16.1. If G(r) and G(~) act 
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transitively on D \ rand D \ 6., respectively, show that rx c;:; 6. for 
some x E G. Does the result remain true if rand 6. are infinite? 

1.5.20 Let G be a solvable transitive subgroup of Sn, and suppose that n 
can be written as a product of d prime factors. Then G contains 
a transitive subgroup with at most d generators. [Hint: If G is im­
primitive, then G > H > Gn for some subgroup H. By induction 
there exist subgroups L 1 , L2 with d1 and d2 := d ~ d1 generators, 
respectively, such that G = HLl and H = Gn L 2 . Now (Ll' L 2 ) 

requires at most d generators.] 
1.5.21 Use the preceding exercise to show that every transitive permutation 

group of prime power degree pk contains a k-generator transitive 
p-subgroup. 

1.5.22 Let G ::; Sym(D) be a finite primitive group and suppose that Gn 

has a nontrivial orbit of length d. Show that each subgroup H with 
1 < H ::; Gn also has a nontrivial orbit of length::; d. 

1.6 Permutation Representations and Normal 
Subgroups 

Let G be a group acting on a set D. A subset r of D is invariant (or more 
specifically G-invariant) if rx = r for all x E G. Clearly r is G-invariant 
~ r is a union of orbits of G. In the case that r is G-invariant we can 
consider the restriction of the action of G to r and obtain an action of G on 
r. We use the notation x f-7 xr to denote the representation corresponding 
to this action on r (so xr E Sym(r) is the permutation ofr associated with 
the group element x), and write Gr := {xr I x E G}. The representation 
x f-7 xr is a homomorphism of G onto Gr with kernel G(r), and so by the 
"first isomorphism theorem" we have GjG(r) 3! Gr. 

The first theorem of this section describes the relation between the orbits 
of a group and the orbits of a normal subgroup. To state the result we need 
one further definition. Two permutation groups, say G ::; Sym(D) and 
H ::; Sym(D') are called permutation isomorphic if there exists a bijection 
A : D ---+ D' and a group isomorphism 'IjJ : G ---+ H such that 

A(aX ) = A(a),p(xl for all a E D and x E G. 

Essentially, this means that the groups are "the same" except for the 
labelling of the points. 

EXAMPLE 1.6.1. Suppose that G is a group acting imprimitively on a set 
D, that H is a normal subgroup of G and that ~ is a system of blocks 
for G. If 6.,6.' E ~, then HA ::; Sym(6.) and HA' ::; Sym(6.') are per­
mutation isomorphic. Indeed, since ~ is a system of blocks we know that 
6.' = 6.c for some c E G, and then we can define a bijection A of 6. 
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onto 6.' by.\(8) := 8c . Now we claim ~hat we can define an isomorphism 
'¢ : Hll. --+ Hll. by'¢(xll.) := (c-1xc)ll. . First, '¢ is well-defined and injec­
tive since for all x, y E H we have xll. = yll. {=} xy-l E H(ll.) {=} 

c-1(xy-l)C E H(ll.I) {=} (c-1xc)ll.' = (c-1yc)ll.' because 6.' = 6.c . 

Second, '¢ is surjective since c-1Hc = H. Finally, since ,¢(xll.yll.) = 
'¢((xy)ll.) = (c-1(xy)c)ll.' = (c-1xc)ll.' (c-1yc)ll.' = '¢(xll.)'¢(yll.) for all 
x, y E H, we conclude that '¢ is an isomorphism as claimed. It is now easy 
to verify that .\ and '¢ define the required permutation isomorphism. 

Exercises 

1.6.1 If G and H are both subgroups of Sym(O) , show that they are 
permutation isomorphic if and only if they are conjugate in Sym(O). 

1.6.2 In Example 1.6.1, show that it is possible that the kernels of the 
actions of H on 6. and on 6.' are different. 

The theorem is stated for the case of a transitive group G, but if G is 
not transitive then the result can be applied to the restriction of the action 
of G to each of the orbits of G. 

Theorem 1.6A. Let G be a group acting transitively on a set 0, and 
H <J G. Then: 

(i) the orbits of H form a system of blocks for G; 
(ii) if 6. and 6.' are two H -orbits then Hll. and Hll.' are permutation 

isomorphic; 
(iii) if any point in 0 is fixed by all elements of H, then H lies in the 

kernel of the action on 0; 
(iv) the group H has at most IG : HI orbits, and if the index IG : HI is 

finite then the number of orbits of H divides IG : HI; 
(v) if G acts primitively on 0 then either H is transitive or H lies in the 

kernel of the action. 

PROOF. (i) Let 6. be an orbit for H, and put 

E : = {6. x I x E G}. 

Since H is normal, each 6.x is an orbit for H (by Exercise 1.4.6), and 
because G is transitive the union of these orbits is the whole of O. Thus 
every orbit of H appears in E, and E is a system of blocks for G. 

(ii) This follows from (i) and Example 1.6.1. 
(iii) If H fixes a point, then it has an orbit of length 1 and so by (i) all 

of its orbits have length 1; hence H lies in the kernel of the action. 
(iv) This follows at once from (i) since all blocks in a system of blocks 

have the same size. 
(v) This also follows at once from (i) since primitivity implies that the 

blocks must be trivial. 0 
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In reference to (iii) just mentioned, it is useful to introduce the following 
notation. Suppose that the group G acts on a set 0 and let T be a subset 
of G. Then we define the support and set of fixed points of T by 

supp(T) := {a E 0 I aX -j. a for at least one x E T} 

and 

fix(T) := {a E 0 I aX = a for all x E T}. 

In cases where there may be ambiguity we use sUPPn(T) and fixn(T) to 
emphasize the set involved. Note that 0 is the disjoint union of these two 
sets. The most important cases are when T is a singleton (and we write 
supp(x) and fix(x) in place of supp(T) and fix(T)), and when T is a sub­
group of G. When r <;;; 0, it is often convenient to identify Sym(r) with 
the subgroup of Sym(O) consisting of all x E Sym(O) with supp(x) <;;; r. 

Exercises 

1.6.3 If G acts transitively on 0 and a E 0, show that INo(GoJ : Gal = 
Ifix(Ga )I· 

1.6.4 Suppose that G is a transitive subgroup of Sn and that H ::; G has 
k conjugates in G. If GCD(k, n) = 1, show that No(H) is transitive 
and that hence all orbits of H have the same length. [Hint: If A and 
B are subgroups of relatively prime index in a finite group C, then 
C = AB = BA.] 

1.6.5 Let G be a transitive subgroup of Sym(O) and let a E O. Show that 
fix(Ga ) is a block for G. In particular, if G is primitive, then either 
fix(Ga ) = {a} or else Ga = 1 and G has finite prime degree. 

1.6.6 Let F Sym(O) be the set of elements in Sym(O) which have finite sup­
port. Show that FSym(O) is a primitive normal subgroup of Sym(O), 
and is a proper subgroup whenever 0 is infinite. (F Sym(O) is called 
the finitary symmetric group on O. Of course, FSym(O) = Sym(O) 
when 0 is finite). 

1.6.7 If x, y E Sym(O) and r := supp(x) nsupp(y), show that supp[x, y] <;;; 
r u rx uP. In particular, if If! = 1, show that [x, y] is a 3-cycle. 
([x, y] := x-1y-1xy is the commutator of x and y.) 

One important normal subgroup in every symmetric group is the alter­
nating subgroup Alt(O) (or An if 0 = {I, 2, ... , n}). Indeed as we shall 
see later, when n -j. 4, the only normal subgroups of Sn are 1, An and Sn. 
In order to define Alt(O) we first have to define what we mean by odd and 
even permutations. 

Let x be an element of the finitary symmetric group FSym(O) (see 
Exercise 1.6.6 above). Then x has finite support, and so it has only a finite 
number of nontrivial cycles of finite length and none of infinite length. Let 
ml, ... ,mk be the lengths of the nontrivial cycles, and define 

'\(x) := (ml - 1) + ... + (mk - 1) = Isupp(x)I - k 
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If >.(x) is even we call x an even permutation, and if >.(x) is odd, we call 
x an odd permutation. When 0 is infinite only permutations with finite 
support are classified in this way. 

Lemma 1.6A. The mapping x 1-+ (-1)>'(x) is a group homomorphism 
of FSym(O) into the multiplicative group {1, -1}. It is surjective when 
101 ~ 2. 

PROOF. From the identities 

(12 ... r)(1'2' ... s')(l1') = (12 ... r1'2' ... s') 

and 

(12 ... r1'2' ... s')(l1') = (12 ... r)(1'2' ... s') 

we see that for any x E FSym(O) and any 2-cycle (a(3) we have 

>.(x(a(3)) = >.(x) - 1 or >.(x) + 1 

depending on whether or not a and (3 lie in the same cycle of x. (In checking 
this, note that a or (3 may possibly lie in 1-cycles of x.) 

Since >.(y) = 0 only when y is the identity element I, we deduce: 
(i) there exist 2-cycles (ai(3i) (i = 1, ... ,m) with m = >.(x) such that 

x(al(3d ... (am(3m) = I and so x can be written as a product of >.(x) 2-
cycles: (am(3m) ... (al(31) (which are usually not disjoint); 

(ii) if x can be written as a product (')'181) ... (')'n8n) of n 2-cycles, then 
x(')'n8n) ... ('"n8d = I and so we have >.(x) = €n + ... + €1 == n (mod 2) 
for some €i = ± 1. 

These two observations show that every x E FSym(O) can be written as 
a product of 2-cycles, and that however this is done the number of 2-cycles 
required is either always odd or always even, depending on whether >.(x) 
is odd or even. In particular, for all x, y E FSym(O) we have 

>.(xy) == >.(x) + >.(y) (mod 2) 

and so x 1-+ (_1)>'(x) is a homomorphism into {1, -1} as required. This 
homomorphism is surjective whenever FSym(O) contains a 2-cycle. 0 

We define Alt(O) to be the kernel of the homomorphism defined in 
Lemma 1.6A. Thus Alt(O) <I FSym(O) and Alt(O) is a proper subgroup 
of index 2 in FSym(O) except in the case where 101 = 1. In particular, 
An <I Sn for all n. 

Exercises 

1.6.8 Show that FSym(O) can be generated by the set of all 2-cycles in 
Sym(O) and that Alt(O) can be generated by the set of all 3-cycles. 

1.6.9 Show that Sn is generated by the set of (n - 1) 2-cycles: (12), 
(13), ... , (1n). Give a similar set of (n - 2) 3-cycles which generates 
An. 
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1.6.10 Consider the action of Sn on the set of all polynomials with integer 
coefficients in the variables Xl, ... , Xn given by 

!(Xl , ... , Xn)X := !(Xl/ ... , Xnl) when x = (;, 

Define 

<p(Xl, ... ,Xn ):= II(Xi -Xj ). 

i<j 

Show that that An is the stabilizer of the point <P. 

... n) , . 

... n 

1.6.11 Let G be a finite group of order 2tm where t :2: 1 and m is odd. 
If G contains an element of order 2t, show that G has a normal 
subgroup of order m. [Hint: First show that the image of the regular 
representation of G contains a odd permutation, and hence G has a 
normal subgroup of index 2.] 

1.6.12 If G is a primitive subgroup of S2m where m is odd, show that G 
contains a subgroup of order 4. 

In comparing actions (and representations) of a group G, we find that 
some are "essentially the same" and differ only in the labelling of the points 
of the sets involved. In other cases the actions are clearly different. For 
example, the automorphism group A of the trivalent tree T (Example 1.5.4) 
acts in a natural way on the set of edges of the tree as well as on the set 
of vertices, but these actions are distinct since the stabilizer of a vertex 
has orbits of lengths 1,3,6,12, ... on the vertices while the stabilizer of an 
edge has orbits of lengths 1,4,8, 16, ... on the edges. On the other hand, 
it is not at all clear whether the representations of a group G on the set 
of left cosets and on the set of right cosets of a subgroup H (see Example 
1.3.4 and Exercise 1.3.2) are really different or not. 

Let p : G ---7 Sym(O) and 0' : G ----; Sym(r) be two permutation repre­
sentations of a group G. These representations are equivalent if 0 and r 
have the same cardinality and there is a bijection .>. : 0 ----; r such that 

.>.(aP(x)) = ('>'(a))u(x) for all a E 0 and x E G. 

We say that two actions of G are equivalent when the corresponding rep­
resentations are equivalent. This definition should be compared with the 
definition of permutation isomorphism given above (see Exercise 1.6.17). 

In the case that 0 = r the bijection .>. will be a permutation of 0 and 
so for some c E Sym(O) we have .>.(a) = aC • Thus in this case the two 
representations are equivalent if and only if for some c E Sym(O) we have 
O'(x) = c- l p(x)c for all x E G. 

When the two actions are transitive there is a simple criterion for deciding 
whether or not they are equivalent. 

Lemma 1.6B. Suppose that the group G acts transitively on the two sets 
o and r, and let H be a stabilizer of a point in the first action. Then the 
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actions are equivalent {::::::} H is the stabilizer of some point in the second 
action. 

PROOF. Let P : G -+ Sym(n) and a : G -+ Sym(r) be the represen­
tations of G which correspond to the given actions. Then, for some point 
a E n, the subgroup H = {x E G I apex) = a}. If there is an equiv­
alence of the two representations given by a bijection >.. : n -+ r, then 
apex) = a {::::::} >..(a) = >"(aP(x)) = (>..(a))u(x) , and so H is also the 
stabilizer of the point >..(a) in the second action. 

Conversely, suppose that H is also the stabilizer of a point (3 in the 
second action, so x E H {::::::} apex) = a {::::::} (3u(x) = (3. We claim that 
we can define a bijection >.. : n -+ r by 

>..(aP(x)) := (3u(x) for all x E G. 

To do this we first have to show that>.. is well-defined, namely, if apex) = 
aP(Y) then the value defined for>.. must be the same. This is true because 
apex) = aP(Y) {::::::} xy-l E H {::::::} (3u(x) = (3u(y). Second, >.. is 
defined for all points in n because the representation P is transitive, and 
similarly>.. is surjective because a is transitive. Finally, >.. is injective because 
apex) = aP(Y) {::::::} (3u(x) = (3u(y); and so>.. is a bijection from n onto r. 
Now for each 'Y E n there exists a E G such that 'Y = aP(a) , and so for 
each x E G we have 

>,,(,,(p(x)) = >"(aP(ax)) = (3u(ax) = ((3u(a)t(x) = (>..(aP(x)))u(x) = >..("()u(x) 

which proves that the two representations are equivalent. o 

Lemma 1.6B enables us - at least in theory - to describe up to equiva­
lence all transitive permutation representations of a given group G. Indeed, 
if H is a subgroup of G, then Example 1.3.4 shows that the action of G on 
the set r H of right cosets of H gives a representation PH of G in which the 
point stabilizers are just the conjugates of H in G (x- 1 Hx is the stabilizer 
of the point H x E r H). Thus Lemma 1.6A shows that every transitive 
representation of G is equivalent to PH for some H ~ G, and that PH and 
PK are equivalent exactly when H and K are conjugate in G. Hence the 
transitive representations of G are given up to equivalence by the represen­
tations PH as H runs over a set of representatives of the conjugacy classes 
of subgroups of G. 

EXAMPLE 1.6.2. Let G = S3' Then a complete set of representatives 
of the conjugacy classes of subgroups of G is given by: 1, ((12)), ((123)) 
and S3. These give transitive representations of G of degrees 6,3,2 and 1, 
respectively, where the first two are faithful. This shows, for example, that 
if S3 acts faithfully on a set of size 8 then it must have either an orbit of 
size 6, or one or two orbits of size 3, and the remaining orbits are of sizes 
lor 2. 
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Exercises 

1.6.13 Show that if H is a subgroup of a group C, then the action of Con 
the set of right cosets of H and the action of C on the set of left 
cosets of H (see Exercise 1.3.2) are equivalent. 

1.6.14 The group of symmetries of the cube acts on the set of 12 edges of 
the cube and on the set of 12 diagonals in the faces of the cube. Are 
these two actions equivalent? 

1.6.15 Find up to equivalence all the transitive representations of S4. 
1.6.16 Let C be a group acting on a set 0, and let a E C. Suppose that K 

is a transitive normal subgroup K of C and that Ka = 1. Show that 
the action of Ca on 0 and the action of C a on K by conjugation 
(Example 1.3.5) are equivalent. 

1.6.17 Show that S6 has two inequivalent transitive representations of 
degree 6 but the images of the representations are permutation 
isomorphic. 

An intransitive group C :::; Sym(O) may have different actions on dif­
ferent orbits and the groups induced on these orbits may be interrelated 
in intricate ways. In certain situations, however, we can reconstruct C in a 
simple way, from the groups C induces on its orbits on O. 

Recall that when .6. <;;; 0 we may identify Sym(.6.) with the sub­
group of Sym(O) consisting of the elements whose support lies in t:.. If 
{.6. I , ... ,.6.m } is a partition of 0, and each .6.i is C-invariant for some 
C :::; Sym(O), then this identification enables us to write x = xAl ... xAm 
for all x E C. Thus C :::; cA, ... CAm = CAl X ... X CAm. The following 
theorem gives a useful criterion for equality to hold when m = 2. 

Theorem lo6e. Suppose that C :::; Sym(O) and that .6. ::I 0,0 is a C­
invariant subset of O. Put r := 0 \ .6.. If CA and Cr have no nontrivial 
homomorphic image in common then C = C A X Cr. 

PROOF. The homomorphism x 1--+ xA of C into Sym(.6.) has kernel HI := 
C(A) and image H := CA. Similarly, x 1--+ xr has kernel KI := C(r) and 
image K := Cr. Since H So' C/HI and K So' C/KI have the common 
homomorphic image C/HIKI , the hypothesis implies that C = H1KI . 
But then H = CA = (HIKd A = KI and K = C r = (HIKIl = HI. 
Therefore C = H K = H x K as asserted. D 

Exercises 

1.6.18 Suppose that the group C acts transitively on two sets rand .6. of 
size n. Show that these actions are equivalent if and only if C has 
an orbit of length n in its induced action on r x .6.. 

1.6.19 Show that no transitive subgroup of S5 has an elementary abelian 
2-group as a point stabilizer. 
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1.6.20 Let A = [a(i, j)] be an invertible n x n matrix over a field, and sup­
pose that group G has two actions p and a on the set {I, 2, ... ,n} 
such that for each x E G: a(iP(x),jO'(x») = a(i,j) for all i,j. Show 
that the two actions have the same number of orbits. If G is cyclic, 
show that they also have the same number of fixed points. However, 
show that in general the two actions are not equivalent. 

1.6.21 Show that every transitive group of degree p2 (p prime) contains a 
regular subgroup. 

1. 7 Orbits and Fixed Points 

There is a simple relationship between the number of orbits of a finite group 
acting on a finite set and the number of fixed points of its elements. A wide 
range of applications in counting problems and combinatorics is based on 
elaborations of this relationship. The theorem itself has a long history and 
is often referred to (inaccurately) as the "Burnside Lemma"; the simplest 
version is the following result. 

Theorem 1.7 A (Cauchy-Frobenius Lemma). Let G be a finite group 
acting on a finite set O. Then G has m orbits on 0 where 

m IGI = L Ifix(x)l· 
xEG 

PROOF. Consider the set F = {(a, x) E 0 x G I aX = a}; we shall count 
the number of elements of F in two ways. First, suppose that the orbits of 
G are 0 1 , ... , Om. Then, using the orbit-stabilizer property, we have 

m m IGI m 

IFI =?= L IGal =?= L !OJ = ?=IGI =mIGI· 
0=1 aEfl i 0=1 aEfli 0=1 

Second, 

IFI = L Ifix(x)l· 
xEG 

The result follows. o 

Since lfix(x)I remains constant on each conjugacy class of G, the relation 
in Theorem 1. 7 A can be rewritten as 

k 

m IGI = L ICillfix(xi)1 
i=l 

where C1 , C2 , ••• , Ck are the conjugacy classes of G and Xi is a represen­
tative of Ci . This form is often simpler in calculations. 
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Exercises 

1.7.1 If G is a transitive subgroup of Sn show that 

L lfix(x)I = IGI and L Ifix(x)1 2 = r IGI 
xEG xEG 

when the point stabilizers of G have r orbits. 
1. 7.2 If G is a transitive subgroup of Sn, show that G has at least n - 1 

elements each of which fixes no point. Conclude that if G is any finite 
group, and H is a subgroup of index n in G, then G has at least n - 1 
elements which are not conjugate to elements in H. 

1.7.3 Give an example of a transitive permutation group of infinite degree 
in which every element has infinitely many fixed points. 

1.7.4 Show that the average number of k-cycles for an element in Sn is 
equal to 11k. 

1.7.5 Suppose that G is a finite group with k conjugacy classes. Show that 
the number of ordered pairs (x, y) of elements from G such that 
xy = yx is equal to k IGI. [Hint: Let G act on itself by conjugation.] 

1. 7.6 Let C denote a conjugacy class on a finite group G. If G acts transi­
tively on 0, show that Ifix(x)IICI = IGa n CIIOI for all 0: E 0, x E 
C. 

A common instance of Theorem 1. 7 A arises when 0 is a set of functions 
and the group acts on one or both of the underlying sets. Let r and ~ be 
two finite nonempty sets, and let 0 := Fun(~, r) be the set of all functions 
of ~ into r. We may think of the elements of r as colours and each function 
1; in Fun(~, r) as a colouring of the points of ~; specifically, 1; colours the 
point 0: with colour 1;(0:). 

For example, consider the case where ~ is the set of six faces of a cube and 
r = {red, white, blue}. Then Fun ( ~, r) represents the set of all colourings 
of the faces of the cube by the three colours. Two such colourings may be 
considered indistinguishable if the cube with one of these colourings can 
be mapped into the cube with the other colouring via a rotation of the 
cube; this is equivalent to saying that the two colourings lie in the same 
orbit of Fun(~, r) under the action of the group of rotations on ~. In 
general, whenever a group G acts on the set ~, then G has a corresponding 
action on Fun(~, r) with 1;x defined by 1;X(o:) := 1;(o:x-l) for all 1; E 

Fun(~, r), x E G and 0: E ~. We shall see this action again in Sect. 2.6 
when we discuss wreath products. 

Exercise 

1. 7.7 Show that the definition of 1;x just given does define an action of G 
on Fun(~, r) and explain why x-I rather than x must be introduced 
on the right hand side. 

The proof of the following result is left as an exercise (Exercise 1.7.8). 
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Corollary 1.7 A. Let ~ and r be finite non empty sets and let G be a finite 
group acting on ~. For each x E G, let c(x) denote the number of cycles 
(including cycles of length 1) which x has in its action on ~. Then the 
number of orbits of G acting on Fun(~, r) is 

EXAMPLE 1.7.1. (Counting Unlabeled Graphs.) How many graphs are 
there with n vertices and a single edge? If the vertices are distinguish­
able, or labeled, there are (~) choices for the position of the edge giving 
(~) distinct graphs. If, on the other hand, the vertices are indistinguishable 
or unlabeled then there is only one such graph, an edge and n - 2 iso­
lated vertices. This distinction between labeled and unlabeled graphs has 
a dramatic impact on the complexity of counting the graphs on n vertices. 

A graph on a set ~ of n vertices is completely determined by its set ~ of 
edges where an edge is a subset of size 2 from ~. Since ~ has G) subsets 

of size 2, there are 2(~) possible choices for ~; this gives the number of 
labeled graphs on n vertices. The corresponding problem of counting the 
unlabeled graphs on n vertices is more subtle. 

Let ~ {2} denote the set of all subsets of size 2 from ~ and let r := {a, I}. 
Then the set of labeled graphs on the vertex set ~ may be identified with 
the set Fun(~{2}, r) where ¢ E Fun(~{2}, r) corresponds to the graph 
whose set of edges consists of the elements of ~ {2} which ¢ maps onto 
1. The symmetric group G := Sym(~) acts on ~ {2} in a natural way 
and hence acts on Fun ( ~ {2} ,r) as described above. Two graphs on ~ 
are indistinguishable as unlabeled graphs precisely when the corresponding 
functions lie in the same orbit of G. Thus, if we take ~ = {I, 2, ... , n}, then 
Corollary 1. 7 A shows that the number of unlabeled graphs on n vertices is 
precisely 

""' 2c(x) 
n! ~ 

xESym(L::..) 

1 

where c(x) is the number of cycles of x acting on ~{2}. 

Exercises 

1.7.8 Prove Corollary 1.7A. 
1.7.9 State and prove the corresponding theorem when, as well as the 

group G acting on ~, we have a group H acting on the set r making 
some sets of colours indistinguishable. (For example, in cases where 
we are only interested in using the mapping ¢ to partition ~, but do 
not wish to label the partitions, H will be the full symmetric group 
Sym(r)). 
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1.7.10 Show that k(k2 + 1)(k2 + 4)/10 indistinguishable circular necklaces 
can be made from five beads if beads of k different colours are avail­
able. Assume that two necklaces are indistinguishable if one can 
be obtained from the other using a cyclic permutation or a flip. 
Generalize to the case of necklaces with n beads. 

1.7.11 Declare two colourings of a cube to be indistinguishable if one can 
be obtained from the other by a rotation of the cube. How may 
indistinguishable ways are there to colour a cube in k colours? What 
is the answer to the corresponding problem if we permit arbitrary 
symmetries (including reflections) of the cube? 

1. 7.12 Let G be a finite group acting on a finite nonempty set 0, and 
suppose that G has m orbits: 0 1 , O2 , ... ,Om. The following algo­
rithm can be used to select a random element a from 0 in such 
a way that the probability that a lies in Oi is 11m (independent 
of the orbit). For example, it can be used to choose an unlabeled 
graph uniformly at random from the set of all unlabeled graphs on 
n vertices. 
Step 0: For each conjugacy class 0 of G, pick an element Xc, and 

compute 

(0) .= ICilfix(xc) I 
P . mlGI· 

Since L p( 0) = 1 by Theorem 1.7 A, this gives a probability 
distribution defined on the set of conjugacy classes of G. 
Clearly p( 0) is independent of the choice of xc, and p( 0) = 
o if elements of 0 have no fixed points. 

Step 1: Choose a conjugacy class 0 according to the probability 
distribution given by Step o. 

Step 2: Choose a uniformly at random from fix(xc). 
Show that, for each orbit Oi of G, the probability that a lies in 

Oi is equal to 11m. 
1. 7.13 Let G be a finite group acting on a set 0 of size n, and let f : G ---+ C 

be a class function (that is, f(x) = f(y) whenever X and y lie in the 
same conjugacy class of G). Show that for each a E 0 we have: 

L f(x) I fix (x) I = n L f(y)· 
xEG yEG", 

(Since lfix(x)I and the constant functions are class functions this 
exercise generalizes Exercise 1. 7.1. ) 

1.7.14 Let G be a finite transitive group of order 9 and degree n. Suppose 
the point stabilizers of G have r orbits. Show that the number of 
elements of G which fix at least one point lies between glr and 
(n - r)gl(n - 1) + 1. 
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1.8 Some Examples from the Early History of 
Permutation Groups 

The original development of groups began with the study of permutation 
groups, and even before that permutations had arisen in work of Lagrange 
in 1770 on the algebraic solution of polynomial equations. By the middle 
of the 19th century there was a well-developed theory of groups of per­
mutations due in a large part to Camille Jordan and his book "'fraite 
des Substitutions et des Equations Algebriques" (1870) which in turn was 
based on the papers left by Evariste Galois in 1832. Again, the primary 
motivation of Jordan was what is now called "Galois theory". 

The classical problem in the algebraic study of polynomial equations 
was to determine the roots of a polynomial in terms of an algebraic for­
mula involving the coefficients. Early mathematicians sought a formula or 
algorithm which constructed these roots explicitly using rational opera­
tions (addition, subtraction, multiplication and division) and extraction of 
kth roots. The paradigm for this "solution by radicals" was the familiar 
formula for quadratic equations which had been known to the Babyloni­
ans, and by the end of the 16th century similar formulae had been derived 
for cubic and quartic equations. Joseph Louis Lagrange in his 1770 paper 
also showed how particular polynomials of higher degree had solutions by 
radicals, but the question of whether all polynomials of the 5th degree had 
solutions of this form remained open until the beginning of the 19th cen­
tury. At that point it was shown by Paolo Ruffini in 1802 and Niels Abel in 
1826 that no such general solution could be found. The final achievement of 
this period was due to Galois who associated a permutation group to each 
polynomial and showed that the structure of the group indicated whether 
or not the polynomial could be solved by radicals. 

Galois' results were based on Lagrange's 1770 paper. In that paper La­
grange had made a thorough analysis of the known algorithms for solving 
polynomials of degree up to 4, and showed how they relied in various ways 
on finding "resolvent" polynomials. These latter polynomials can be con­
structed effectively from the original polynomials and have the property 
that the roots of the original polynomials can be determined from the 
roots of the resolvent. To be useful, the resolvent must either be easy to 
solve itself, or be amenable to further reduction. In the case of cubic and 
quartic polynomials the resolvents are of degrees 2 and 3, respectively, but 
Lagrange noted that, for polynomials of degree greater than 4, the degrees 
of the resolvents are larger than the degrees of the original polynomials. 
The process of constructing resolvents described below is essentially the 
method using permutations which Lagrange introduced. 

Consider a set of n variables {X!, ... ,Xn}. The symmetric group Sn 
acts on this set by permuting the subscripts, and we can extend this action 
of Sn to an action on the set of polynomials in the variables in a natural 
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way. For example, if z = (12)(34) E 84 and <I> = X 1X 3 - X 2 X 4 , then 
<l>Z = X 2X 4 - X 1X 3 = -<I>. The orbit of <I> under the full symmetric group 
84 consists of the six polynomials: 

Lagrange referred to these six polynomials as the values of <1>. The orbit­
stabilizer property tells us that the stabilizer of <I> in 84 has order 4. 

Exercises 

1.8.1 Find the "values" of the following polynomials in Xl,· .. , X5: 
(i) Xl + X2 + X3 + X4 + X 5 ; 

(ii) Xl; 
(iii) Xl + 2X2 + 3X3 + 4X4 + 5X5 ; 

(iv) TIi<j(Xi - X j ); 

(v) Xl + X2 + 3X3 + 4X4 + 5X5 • 

1.8.2 Show that no polynomial in 5 variables has exactly 3, 4 or 8 values. 

In general, let <I> be a polynomial in Xl, ... , Xn with k values, <1>(1) = 
<1>, ••• , <I>(k). Then the resolvent is a polynomial in Xl, ... , Xn and Z given 
by 

k k 

h(Z) := II(Z - <I>(i)) = Lhj(Xl, ... ,Xn)zj. 
i=l j=O 

Since the <I> (i) form an orbit under 8n , the polynomial h is invariant 
under an arbitrary permutation of Xl' ... ' X n . Thus each polynomial 
hj(XI , . .. , Xn) is symmetric in Xl, ... , Xn and so can be written as a 
polynomial in the elementary symmetric functions of these variables (the 
"symmetric function theorem"). If f(X) is a polynomial of degree n with 
roots rl, ... , r n, then the elementary symmetric functions of these roots 
can be expressed in simple terms in the coefficients of f(X). Hence, if we 
substitute rl, ... , rn for Xl, ... , Xn in the expression for h(Z) we obtain 
a polynomial in Z whose coefficients can be effectively calculated from the 
coefficients of f(X). Moreover, if <I> has been chosen carefully, then it may 
happen that we can solve the polynomial h( Z) and be able to compute 
the roots rl, ... ,rn from the roots <I>(1)(rl, ... ,rn), ... ,<I>(k)(rl, ... ,rn) 
of h(Z). 

It was using these methods of resolvents that Ruffini and Abel were 
able to give proofs that there is no solution by radicals for equations of 
degree greater than 4 (Ruffini's proof was not complete). The subsidiary 
problem of determining what number of values were possible for suitable 
polynomials of n variables, and finding such polynomials, continued to play 
an important role in the development of permutation groups in the 19th 
century. 
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ExeTcises 

1.8.3 If n is a multiple of an odd prime p, show that a polynomial in n 
variables has at least p values. 

1.8.4 (Solution of the cubic) Let f(X) be a real cubic polynomial with 
roots Tl, T2, T3, and consider the polynomial 

cP = (Xl + wX2 + w2 X3)3 

where w is a complex cube root of 1 with w =f. 1. Show: 
(i) cP lies in an orbit of length 2 under S3, say {cp, cp*}; and 

(ii) the roots of f(X) can be calculated from the coefficients of f(X) 
and the numbers CP(TI' T2, T3) and CP*(Tl, T2, T3) using rational 
operations and extraction of cube roots. 

After the work of Ruffini and Abel there remained the question of decid­
ing whether a particular polynomial could be solved using radicals. This 
problem was solved - at least in principal - by Galois in 1830. To each 
polynomial f(X) with distinct roots TI, ... ,Tn Galois associated a permu­
tation group on the set of roots (now called the "Galois group" of f(X)), 
and the structure of this group determines whether or not f(X) can be 
solved by radicals. In modern terms we begin with a field K containing the 
coefficients of f(X) and adjoin the roots to obtain a splitting field L. The 
field automorphisms of L which fix every element of K form a finite group 
G which acts on the set ofroots. The permutations of {Tl, ... ,Tn} induced 
by the elements of G constitute the Galois gTOUp of f(X). Of course Galois 
worked without the language of fields and automorphisms so his original 
definition has quite a different ring to it. 

The relation between the Galois group and the Lagrange resolvent is as 
follows. Suppose we can find a polynomial cP over K such that each of the 
roots Ti can be written as a polynomial (over K) in t := CP(TI, ... , Tn). 
In modern terms this means that K(TI," . ,Tn) = K(t). Then for each 
x E Sn we define t X := CP(TI/, ... Tnl) where 2' := 2X for each i. We can 
then construct the resolvent (a polynomial of degree n! over K): 

g(Z):= IT (Z - tX ). 

xESn 

Now factor g(Z) over K and determine an irreducible factor gl(Z) which 
has t as a root. Suppose that G is the Galois group for f(X). Then gl(Z) 
has degree IGI, and the roots of gl(Z) are precisely t X for x E G. 

It is interesting to note that permutations were used in the study of 
algebraic equations long before there was a clear definition of a group. The 
point is that the basic concepts of transitivity, primitivity and closure under 
conjugation are meaningful for sets of permutations whether or not these 
sets are closed under multiplication. 

Many of the basic concepts introduced in this chapter can be traced back 
to work of Augustin-Louis Cauchy in the first half of the 19th century. 
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Galois' work remained unread for many years after his tragic death in 1832 
at the age of 21. His seminal papers were eventually published by Joseph 
Liouville in 1846, and then in the 1860s Jordan wrote his influential book 
which developed Galois' ideas on permutation groups and fields in a form 
which was easily available to his contemporaries. At that point there was 
a clear concept of permutation group, a well-developed theory, a rich and 
growing supply of examples, and applications of the theory in a number of 
different branches of mathematics. Jordan's name will appear frequently in 
the chapters which follow. 

1.9 Notes 

Many books on general group theory contain useful sections dealing with 
basic results from permutation groups, or chapters on special topics in this 
area. Books which we have found useful include: Biggs and White (1979), 
Burnside (1911), Carmichael (1937), Hall (1957), Huppert (1967), W.R. 
Scott (1964), and Tsuzuku (1982). In addition, there are more special­
ized texts which deal with specific topics in permutation groups such as: 
Cameron (1990), Huppert and Blackburn (1982b), Neumann et al. (1994), 
Passman (1968) and Wielandt (1964). We shall refer to these later. 

The earliest text on permutation groups is C. Jordan's Traite de substi­
tutions et des equations algebraiques [Jordan (1870)] which was reprinted 
in 1957 and so is available in many libraries. Another classical book of 
more than historic interest, with several chapters on permutation groups, 
is Burnside (1911); this has also been reprinted. With a few notable ex­
ceptions, group theory was largely ignored during much of the first half 
of this century (Burnside's contributions to group theory are hardly men­
tioned in his mathematical obituary), but interest was rejuvenated in the 
1950s. The Wielandt book (1964) (originally appearing as a set of notes in 
German in 1955) presented classical results on finite permutation groups 
in modern language as well as Wielandt's own work. This book has since 
remained the standard reference to finite permutation groups; notation in­
troduced by Wielandt is now commonly used, and the book has strongly 
influenced the development of the area. Later lecture notes by Wielandt on 
infinite permutation groups [Wielandt (1960b)), permutation groups and 
invariant relations [Wielandt (1969)) and permutation groups and subnor­
mal subgroups [Wielandt (1971a) and (1971b)) circulated informally, but 
were not so widely available. Fortunately, these lecture notes have now been 
reprinted in Wielandt (1994). 

The material of Chapter 1 is classical, with the exception of some of the 
exercises. 

• Exercise 1.2.16: There is an extensive literature on the "pancake flipping 
problem". See, for example, Gates and Papadimitriou (1979). 



32 1. The Basic Ideas 

• Sect. 1.3 The problem of faithful representations is discussed in Easdown 
and Praeger (1988). 

• Exercise 1.3.6: See Zagier (1990). 
• Exercise 1.4.11: See Wielandt (1959). 
• Exercise 1.4.18: See Shalev (1994). 
• Exercises 1.5.20-21: See Sheppard and Wiegold (1963), Neumann and 

Vaughan-Lee (1977) and Kovacs and Newman (1988) for related work. 
• Exercise 1.6.20: See Brauer (1941). 
• Theorem 1.7 A: The provenance of this result is discussed in Neumann 

(1979). Expositions of the generalized version introduced in P6lya (1937) 
appear in many books on combinatorics. See also Foulkes (1963), Read 
(1968), and Kerber (1986). 

• Exercise 1. 7.2: Using the classification of finite simple groups, it has been 
shown that each nontrivial finite transitive group contains a fixed point 
free element of prime power order [see Fein et al (1981)]. 

• Exercise 1.7.12: See Dixon and Wilf (1983). 
• Exercise 1.7.14: See Cameron and Cohen (1992). 
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Examples and Constructions 

In order to understand the development of a subject it is helpful to have 
available a wide range of examples. The aim of the present chapter is to pro­
vide such examples and to give some general constructions of permutation 
groups which we shall use in later chapters. 

2.1 Actions on k-tuples and Subsets 

We begin with some easy constructions which allow us to generate new 
examples of group actions from old ones. Let G be a group acting on a set 
0, and let Ok (k :::: 1) denote the k-th cartesian power of O. Then G acts on 
Ok in a natural way, namely: (aI, ... , ak)'" := (at, ... , ak) for all x E G. 
Moreover, the subset of Ok consisting of k-tuples of distinct points is clearly 
G-invariant for every choice of G and kj we shall denote this subset by O(k). 

Note that when 0 is finite with 101 = n, we have 10(k) I = n!/(n - k)!. 

EXAMPLE 2.1.1. Consider the action of 84 on 0(2) where 0 := {I, 2, 3, 4}. 
This action has degree 4!/2! = 12. In the corresponding representation the 
only nontrivial elements of 84 which fix a point in 0(2) are the 2-cycles. 
For example, using the notation af3 to denote an element (a, f3) E 0(2) we 
have 

(1 2) f-+ (12,21)(13,23)(31,32)(14,24)(41,42). 

If G is a group acting on a set 0 and k is an integer with 1 ~ k ~ 101, 
then we say G is k-transitive if G is transitive on O(k). We say that G is 
highly transitive if 0 is infinite and G is k-transitive for all integers k :::: 1. 

Exercises 

2.1.1 If G is a group acting on 0, show that G is transitive if and only if G 
is I-transitive. Moreover, if k > 1, show that G is (k - I)-transitive 
whenever G is k-transitive. 

33 
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2.1.2 If a is a finite k-transitive group of degree n, show that lal is divisible 
by n(n - 1) ... (n - k + 1). 

2.1.3 Show that a acts k-transitively on 0 (where k ~ 101) {==} a is 
(k - I)-transitive and, for any (k - I)-subset 6. t:;;; 0, the group a(!~.) 
acts transitively on 0 \ 6.. 

2.1.4 Show that Sym(O) is k-transitive for all positive integers k ~ 101. If 
a ~ Sn , show that a is (n - 2)-transitive {==} An ~ a. 

2.1.5 Show that Alt(O) is highly transitive whenever 0 is infinite. 
2.1.6 Suppose a is k-transitive for some k 2:: 2, and N is a nontrivial 

normal subgroup of a. Show that N is (k-l)-transitive. In particular, 
if a is highly transitive, then so is N. 

It is interesting to observe that finite multiply transitive groups arose 
very early in the history of permutation groups. In particular, Evariste 
Galois constructed a family of 3-transitive groups in 1830 (see Sect. 2.8). In 
1861-1873 Emile Mathieu discovered a series of multiply transitive groups 
which are now named after him, including 5-transitive groups of degrees 12 
and 24; we shall describe these in Chap. 6. Mathieu's remarkable groups 
are now known to be quite exceptional, and their discovery led to what has 
turned out to be a dead-end in permutation groups - the study of finite 
multiply transitive groups of high transitivity. In fact the classification of 
finite simple groups shows that except for the Mathieu groups (and the 
trivial examples of An and Sn) no finite permutation groups are more 
than 3-transitive. We shall not prove this, but we shall prove some slightly 
weaker results in the chapters to follow. For an infinite class of finite 3-
transitive groups see Sect. 2.8. In contrast to the finite case there seems to 
be a rich class of highly transitive groups of infinite degree. See Chap. 7 for 
more details on multiply transitive groups and Chap. 9 for further infinite 
examples. 

A second kind of easily constructed action of a is its action on the set of 
all subsets of 0 via rx := {')'x I "Y E r} for each r t:;;; 0 and x E a. Again 
it is easy to see that all subsets of a given size constitute a a-invariant 
set in this action. We shall use the notation O{k} to denote the set of all 
k-subsets (that is, subsets of size k) of 0 for k = 1,2, .... If 0 is finite of 
size n, then 10{k} I = (~) for 1 ~ k ~ n. A group a acting on a set 0 is 
called k-homogeneous if it is transitive on the set O{k} (1 ~ k ~ 101). We 
call a highly homogeneous if 0 is infinite and a is k-homogeneous for each 
integer k 2:: 1. A few results on k-homogeneous groups are presented here; 
a more complete discussion is deferred to Sect. 9.5. 

Clearly k-transitive implies k-homogeneous; we can be a little more pre­
cise. If 6. = {81 , ... , 15k } is a k-subset of 0, then the stabilizer of the 
"point" 6. in the action of a on O{k} is the setwise stabilizer a{~}. The 
pointwise stabilizer a(~) is the stabilizer of the "point" (81 , ... , 15k) in the 
action of a on O(k). As we saw in Sect. 1.6, the representation of a{~} 
associated with its action on 6. defines a homomorphism x ~ x~ of a{~} 
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into Sym(Ll.) ~ Sk with kernel GCt:.) , and so the factor group G{t:.}/GCt:.) 
is isomorphic to a subgroup of Sk' See Sect. 9.5 for further discussion of 
homogeneous groups. 

EXAMPLE 2.1.2. Consider the action of Sn on n{2} where n := 
{I, 2, ... , n} and n 2:: 3. Since Sn is n-transitive on n, this action is tran­
sitive. Consider the stabilizer H in Sn of the subset {1,2} E n{2}. The 
group H has 3 orbits consisting of {I, 2}; {I, a}, {2, a} for all a =1= 1,2; 
and {a,,B} for all a,,B =1= 1,2. These orbits have lengths 1,2(n - 2) and 
(n - 2)(n - 3)/2, respectively. Now any nontrivial block for the action of 
Sn on n{2} which contains the point {1,2} must also contain one of the 
other orbits of H (see Exercise 1.5.9). However, a simple argument shows 
that for n =1= 4 such a block must also contain the other orbit (see Exercise 
2.1.8), and so the action of Sn on n{2} is primitive. By the orbit-stabilizer 
property, H is a subgroup of index n( n - 1) /2 in Sn and H is maximal by 
Corollary 1.5A. 

Exercises 

2.1.7 In the example above show that 2(n - 2) + 1 ~ (n - 2)(n - 3)/2 
for n 2:: 8, and that the left hand side never divides the right hand 
side in this range. Deduce that, except in the case n = 4, any block 
which contains two of the orbits of H must also contain the third. 
Hence show G acts primitively on n{2} for all n 2:: 3 except n = 4. 

2.1.8 For which values of n is the action of Sn on n{3} primitive? 
2.1.9 If G acts on a set n of size n, show that Gis k-homogeneous ~ G 

is (n - k)-homogeneous. 
2.1.10 Show that if G is a 2-homogeneous group of degree> 2 then G is 

primitive. Give an example where G is not 2-transitive. 
2.1.11 Suppose that G is a 2-homogeneous subgroup of Sn with n 2:: 3. 

Show that a point stabilizer of G has at most three orbits, and that 
Gis 2-transitive if G has even order. 

2.2 Automorphism Groups of Algebraic Structures 

Permutation groups frequently arise "in nature" as groups of permutations 
of various kinds of mathematical objects which preserve the underlying 
structure of the object in a suitable sense. We mentioned some geometrical 
examples in Chap. 1, and now turn to some classes of algebraic structures. 

EXAMPLE 2.2.1. (Automorphisms of common algebraic structures). Let G 
be a group and consider the set of all permutations x of G which preserve 
the group operation in the sense that 

(ab)X = aXbx for all a, bEG 
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(the product of the images equals the image of the product). This set is 
obviously a subgroup of Sym(G) and is denoted by Aut(G); its elements 
are called automorphisms (or more specifically group automorphisms) of G. 
Similarly, if V is a vector space over some field F, then the automorphisms 
of V are the permutations x of V which preserve the vector space operations 
on V in the sense that 

(u + v)X = UX + VX and (AU)X = AUx 

for all u, v E V, and A E F. In this case the term "invertible linear trans­
formation" is commonly used in place of "automorphism" and the group 
Aut(V) of all automorphisms is usually denoted by GL(V), the general lin­
ear group on V. Another example of this type is the automorphism group 
of a ring R with unity 1; this consists of all permutations x of R which pre­
serve both addition and multiplication in R and also map the distinguished 
element 1 onto itself: 

(a + b)X = aX + bX, (ab)X = aXbx and 1x = 1 

for all a, b E R. In general, when a group acts on an algebraic structure, 
we shall say that the action preserves the structure if the elements of the 
group act as automorphisms. 

EXAMPLE 2.2.2. Let K be a normal subgroup of the group G and consider 
the conjugation action of G on K given by U X := X-lUX (u E K, x E G); 
the kernel is the centralizer Cc(K). This action preserves the group struc­
ture of K, and so the image of the corresponding representation lies in 
Aut(K). Hence by the "first isomorphism theorem" GjCc(K) is isomor­
phic to a subgroup of Aut(K). In the particular case where K = G then 
Cc(G) = Z(G), the centre of G, and the automorphisms induced by con­
jugation by elements of G are called inner automorphisms. Thus the group 
Inn(G) of inner automorphisms of G is isomorphic to GjZ(G). 

Exercises 

2.2.1 If a group G acts on an algebraic structure A (such as a group, vector 
space or a ring) so as to preserve the structure, and T is any subset 
of G, show that fix(T) is a substructure of A (such as a subgroup, 
subspace or subring). 

2.2.2 If (x) is a finite cyclic group of order n show that 

Aut«(x)) = {O"k 11 :::::: k:::::: nand GCD(k,n) = 1} 

where O"k : Xi f---; xki for each i. What is the automorphism group in 
the case that (x) is infinite? [Note: GCD(k, n) denotes the greatest 
common divisor of k and n.] 

2.2.3 Let R := ZjnZ be the ring of integers modulo n. Calculate Aut(R). 
2.2.4 Show that for each of the rings Z, Q and JR. the automorphism group 

is trivial, but the automorphism group of C is not. [Hint: If a, {3 E JR., 
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then a $ (3 {:=? a + e = (3 for some ~ E lRj use this to show that 
each automorphism of lR preserves the ordering of R In the case of C 
it can be shown that Aut(C) is uncountably infinite, but this is quite 
difficult.] 

2.2.5 If G is a finite p-group which acts on another finite p-group H =f=. 1 
preserving the group structure, show that fix(G) =f=. 1. In particular, 
if G is a finite p-group acts on a finite-dimensional vector space V 
over a finite field of characteristic p, then there exists v =f=. 0 in V 
which is fixed by every x E G. 

EXAMPLE 2.2.3. (Automorphisms of ordered sets) If n is a set with a 
partial (or total) ordering $, then the order-automorphisms of (0, $) are 
the permutations x of n which preserve the ordering in the sense: 

aX $ (3x {:=? a $ (3 

for all a, (3 E n. We shall denote the group of all order-automorphisms of 
(n, $) by Aut(O, $). 

Exercises 

2.2.6 If (n, $) is a finite totally ordered set, show that Aut(n, $) is trivial. 
2.2.7 Show that Aut(Z, $) (with the usual ordering) is an infinite cyclic 

group. What is Aut(Z, I ) in the case that I is the partial ordering 
defined by: min {:=? m divides n? 

2.2.8 Show that G := Aut(Q, $) (with the usual ordering) is a highly 
homogeneous subgroup of Sym(Q), but G is not 2-transitive. Prove 
that Go. ~ G x G for each a E n. (See also Exercise 7.1.2.) 

2.2.9 (For those who know some topology) Let T be a topological space. 
We define a permutation 1 of the underlying set of T to be an au­
tomorphism of T if it preserves the topology of T in the sense that 
whenever U is a subset of T: 

U f is open {:=? U is open. 

Show that 1 is an automorphism {:=? 1 is a homeomorphism 
(that is, a bijection of T onto itself such that both 1 and 1-1 are 
continuous) . 

2.3 Graphs 

Graphs come in two principal types: directed graphs and nondirected 
graphs. We shall refer to directed graphs as digraphs and use the term graph 
to refer to nondirected graphs. The following is a list of formal definitions. 

A digraph 9 is a pair (V, E) of sets V (of vertices or "nodes") and E (of 
edges) where E ~ V x V j the digraph 9 is said to be finite if V is finite, 
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and otherwise is infinite. An edge (a, (3) E E is said to join a to [3, and 
[3 is adjacent to a; note that edges of the form (a, a) are permitted. The 
out-degree of a is the number of vertices [3 which are adjacent to a, and 
the in-degree of a is the number of vertices [3 to which a is adjacent. If a 
and [3 are vertices of a digraph g, then a directed path in 9 from a to [3 of 
length d is a list of d + 1 vertices 

such that (ai-l,ai) E E for i = 1, ... , d. If we only assume that either 
(ai-l,ai) or (ai, ai-I) lies in E, then the path is called undirected. The 
path is called simple if the vertices 000,001, ... ,ad are distinct with the 
possible exception that 000 may equal ad. A circuit in 9 is a path of length 
d ~ 1 in which the first and last vertices are equal: 000 = ad. 

A graph is a digraph with no edges of the form (a, a) and with the 
property that (a, (3) E E implies ([3, a) E E. In a graph the in-degree 
and out-degree of a given vertex are equal and are referred to as the de­
gree. A graph is connected if for all a, [3 E V there is a path from a to 
[3. (In a graph we clearly do not have to distinguish between directed and 
nondirected paths, but for digraphs there are two corresponding notions: 
strongly connected and weakly connected. See Sect. 3.2). A tree is a con­
nected graph with no simple circuits of length greater than 2 (no graph has 
a circuit of length 1, but every edge (a, (3) gives rise to a circuit a, [3, a of 
length 2). 

It is often convenient to use simple diagrams to represent graphs: vertices 
are represented as points, and edges are represented by lines joining the 
points. In the case of a digraph which is not a graph, an edge (a, (3) is 
represented by a line with an arrow from the point representing a to the 
point representing [3. 

Exercises 

2.3.1 If 9 is a connected graph with uncountably many vertices, show that 
at least one vertex has infinite degree. 

2.3.2 If 9 = (V, E) is a finite connected graph, show that IVI ~ lEI + 1, 
and that equality holds exactly when 9 is a tree. 

Now suppose that G is a group acting on the vertex set V of a digraph 
9 = (V, E). Then we can define an action of G on V x V by (a, (3)X := 
(aX, [3X) for all (a, (3) E V x V and x E G. We shall say that G preserves 
the adjacency structure of 9 if EX = E for all x E G (and so G also acts on 
E if E :f=. 0). The set of all permutations of V which preserve the adjacency 
structure of 9 forms a group called the automorphism group of g; it is 
denoted by Aut(Q). 

Exercises 

2.3.3 Show that the automorphism group of the graph in Fig. 2.1(a) has 
order 20. Is its action on the vertex set primitive? [Hint: First show 
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(a) (b) 

FIGURE 2.1. 

that the automorphism group is transitive on the vertex set and 
then examine the stabilizer of a point.] 

2.3.4 The graph in Fig. 2.1(b), known as the Petersen graph, has many 
interesting properties. Show that its automorphism group A has 
order 120 and that A acts primitively on the set of vertices. Show 
that the stabilizer of a vertex has 3 orbits, of lengths 1, 3 and 6, 
respectively. Is the action of A on the set of edges primitive? 

2.3.5 Consider the automorphism group of the graph in Fig. 2.2. What 
can you say about the actions of this group on the set of 14 vertices 
and on the set of 21 edges? 

2.3.6 Consider the digraph with vertex set Il and edge set {(i, i + 1) liE 
Il}. Is the automorphism group primitive? 

2.3.7 Let n 2 3. Consider the graph 9 whose vertex set V is the set of 
all 2-cycles (a{3) in Sn, and where two distinct vertices are adjacent 
exactly when they commute. Show that Aut(9) is a primitive but 

3 

4 

FIGURE 2.2. 
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FIGURE 2.3. The Cayley graph for the free group on generators 8, t. 

not 2-transitive group on V if n =I- 4, and that AutW) rv 8n if 
n > 2. [Hint: Compare with Example 2.1.2.] 

2.3.8 Is the graph constructed in the previous exercise for n = 5 
isomorphic to the Petersen graph [Fig. 2.1(b)]? 

2.3.9 If T is a finite tree, show that either Aut(T) fixes some vertex a, 
or there is an edge ({3, "1) such that each x E Aut(T) fixes ({3, "1) or 
maps ({3, "1) onto its reverse ("f,(3). 

2.3.10 Let G be a group and R be a subset of G. Consider the graph 
with vertex set G whose edge set consists of all pairs (a, ra) (a E 

G, r E R U R-1); we call this the Cayley graph and denote it by 
Cayley(G, R). Fig. 2.3 displays a fragment of a particular Cayley 
graph. Prove that Cayley(G, R) is connected ~ R generates G. 
Show that Aut(Cayley(G, R)) contains the right regular represen­
tation of G in 8ym(G). Sketch Cayley(G, R) where G = 83 and 
R = {(12), (123)}. 

2.3.11 Let R be a subset of a group G and suppose that R n R-1 = 0. 
Show that Cayley(G, R) is a tree ~ G is a free group and R is 
a set of free generators for G. 

2.4 Relations 

You will be familiar with a variety of relations, such as: congruence mod­
ulo m on the set Z; linear dependence between k vectors in ]Rn; a partial 
ordering such as containment (~) on the set of subsets of a fixed set; and 
numerous others. We can describe all such relations set-theoretically in a 
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rather bland way as follows. For each integer r :::: 1, an r-ary relation on a 
set 0 is a subset A s;:: or where or = 0 X .. X 0 (r times). Strictly speaking, 
the relations just defined are finitary relations. It is also possible to define 
infinitary relations in an analogous way, but in what follows "relation" will 
always refer to the finitary relations defined above. It is common to use 
the terms unary, binary and ternary to refer to the cases l-ary, 2-ary and 
3-ary, respectively. 

EXAMPLE 2.4.1. The usual ordering on ]R. is a binary relation given by 
A := {(a, (1) E ]R.2 I a ::; /1}. 

EXAMPLE 2.4.2. The relation "linearly dependent for k vectors" on a vec­
tor space V is a k-ary relation given by a set which consists simply of 
k-tuples of linearly dependent vectors. 

EXAMPLE 2.4.3. If ¢ : r ---) 0 is a function "in k variables" from a subset 
r s;:: Ok into 0, then there is a canonical (k + l)-ary relation (the "graph" 
of ¢) associated with ¢, namely, 

{(al, ... , ak, ¢(al, ... ,ak)) I (al, ... , ak) E r}. 

Clearly this relation completely defines ¢ (including its domain r ). Do not 
confuse this meaning of "graph" with the graphs considered in the previous 
section. 

EXAMPLE 2.4.4. A special case of the last relation is where ¢ is the binary 
operation on a group G; the associated ternary relation on G is 

{(x, y, XV) I x, y E G}. 

We also have the binary relation 

{(x,x- l ) I x E G} 

corresponding to inversion, and the unary relation {I} which specifies the 
identity of the group. 

Exercise 

2.4.1 Specify all the operations in a vector space V over a field F in terms 
of relations on V. [Hint: To express scalar multiplication you will 
need one relation for each scalar.] 

We can use relations to define permutation groups. Let R be a set of 
relations on a nonempty set O. Now Sym(O) acts (componentwise) on Ok 
for each k, so we can consider the set G of all permutations of 0 which 
map each of the relations in R onto itself. It is easily seen that G is a 
subgroup of Sym(O); G is called the group of R-preserving permutations 
of 0, or the automorphism group of the relational structure (0; R), and is 
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denoted by Aut(Oj R). For instance, in Example 2.2.3 and Exercises 2.2.7 
and 2.2.8 we looked at the automorphism groups of various order relations. 
The automorphism group of a graph is just the automorphism group of a 
relational structure on the set of vertices where we have a single binary 
relation p with (a, (3) E P {=} {a, (3} is an edge. Similarly a group G 
preserves various operations on 0 if it preserves the associated relationsj for 
an algebraic structure such as a group, the permutations of the underlying 
set which preserve the relations are the usual automorphisms discussed in 
Sect. 2.2. There is a more detailed discussion of relational structures in 
Sect. 9.5 and 9.6. 

EXAMPLE 2.4.5. Let H be a group, and let r be the ternary relation on H 
associated with the group operation (see Example 2.4.4). If G is the group 
of permutations of H which preserve r, then 

x E G {=} x E Sym(H) and r'" = r. 

However r'" = r implies that (u"', v"', (uv )"') E r for all u, v E H, and 
so u"'v'" = (uv)'" for all u, v E H. Hence each x EGis an automorphism 
of the group H. The converse is easy to verify, and so G consists of exactly 
the group automorphisms of H. 

Exercise 

2.4.2 The Fano plane F is represented in Fig. 2.4. The plane consists of 
seven "points" (labelled 1 to 7 in the figure) and seven "lines" each 
of which is a triple of points (in the diagram these correspond to the 
triples which lie on straight lines and the triple {2, 4, 6} on the circle). 
Three points are collinear if they lie on the same line. The automor­
phism group Aut(F) of the Fano plane consists of all permutations 
of the points which preserve the relation of collinearity. Find a set of 
generators for Aut(F) and show that IAut(F) I = 168. Is the action 

1 

5 4 3 

FIGURE 2.4. The Fano plane 
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of Aut(F) on the set of points equivalent to its action on the set of 
lines? 

Conversely, if a group G acts on a set 0, each of its orbits on Ok defines 
a relation preserved by G. Thus every permutation group is contained in 
the automorphism group of a relational structure; in general it is not the 
full automorphism group of this structure. A subgroup G of 8ym(O) is 
called closed if it is the automorphism group of some set of relations on 0; 
and it is called k-closed (k = 1,2, ... ) if it is the automorphism group of 
some set of k-ary relations. In many situations these groups possess useful 
properties which are not shared by all permutation groups. 

Exercises 

2.4.3 If 0 is finite, show that every subgroup of 8ym(O) is closed. 
2.4.4 Describe all I-closed permutation groups. 
2.4.5 Let G be a subgroup of Sym(O) and let Go denote the intersection 

of all 2-closed subgroups of Sym(O) which contain G (we call the 
subgroup Go the 2-closure of G). Show that Go is a subgroup of 
8ym(O) and that: 

(i) if G is finite then so is Go; 
(ii) if each element in G has finite odd order, then so does each 

element of Go; 
(iii) if G is abelian, then so is Go; 
(iv) if G is a p-group, then so is Go. 

2.4.6 If G is a closed subgroup of 8ym(O) and H ::; G, show that the cen­
tralizer GG(H) is closed, but that, in general, the normalizer NG(H) 
is not closed. Is NG(H) closed when H is closed? 

The idea of closure defined above can be related to a topological con­
struction as follows. Consider the symmetric group 8 := 8ym(N). Let S(i) 
denote the pointwise stabilizer of the set {O, 1, ... , i-I} for i = 0,1, .... 
We define the distance d(x, y) between two distinct permutations x, yin 8 
to be 2-k where k is the greatest integer such that xy-l and yx-1 both lie 
in S(k) and we put d(x, x) = o. 
Exercises 

2.4.7 Show that for all x, y, z E S: 
(i) d(x, y) = 0 ~ x = y; 

(ii) d(x, y) = d(y, x); 
(iii) d(x, y) ::; max{d(x, z), d(y, z)}. 

Thus (8, d) is a metric space; indeed, (iii) is a strong form of the 
triangle inequality and shows that we have an ultrametric. Show 
that the functions (x, y) J--+ xy and x J--+ x-1 are continuous, with 
respect to this metric, on 8 x 8 and 8, respectively. 

2.4.8 Show that any Cauchy convergent sequence in (8, d) converges, and 
so (8, d) is a complete metric space. 
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2.4.9 Show that a subgroup G of 8ym(N) is closed in the sense described 
earlier in this section if and only if it is closed as a subset of the 
metric space (8, d). 

2.4.10 (For those who know some topology.) Let 8 := 8ym(n) for an 
arbitrary set n, and consider the topology on 8 obtained by taking 
as a basis of open sets all sets of the form x8(L~.) n 8(L:,.)x (x E 8 and 
.6. a finite subset of n ). When n = N, show that this is the same 
topology as that induced by the metric in Exercise 2.4.7, and prove 
that the analogues of Exercises 2.4.7 and 2.4.9 hold in the general 
case. (If n is uncountably infinite, then it can be shown that the 
topology on this space is not induced by any metric.) 

2.5 Semi direct Products 

The wreath product constructions which we shall consider in the next 
two sections are of fundamental importance in the study of permutation 
groups. However, to understand those constructions we must first look at 
the simpler construction of semidirect products. 

The notion of a semidirect product of two groups generalizes the idea of 
a direct product. Let Hand K be groups and suppose that we have an 
action of H on K which respects the group structure on K; so for each 
x E H the mapping U I---> U X is an automorphism of K. Put 

G := {( u, x) I U E K, x E H} 

and define a product on G by 
-1 

(U, x)(v, y) := (UV X ,xy) 

for all (u, x), (v, y) E G. 

Exercise 

2.5.1 Check that this product is associative, and hence show that G is 
a group under this operation with identity element (1,1) and with 
(u, X)-l = ((UX)-I, X-I). 

It is readily seen that G contains subgroups H* := {(1, x) I x E H} and 
K* := {(u,l) I u E K} which are isomorphic to Hand K, respectively, 
and that G = K* H* and K* n H* = 1. Moreover, K* is normal in G and 
the way that H* acts on K* by conjugation reflects the original action of 
H on K, namely, 

(1, X)-l(U, 1)(1, x) = (UX , 1) 

for all x E H and u E K. 
We call G the semidirect product of K by H and shall use the notation 

K ~ H to denote G. Of course the semidirect product depends implicitly 
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on the action of H on K even though the action is not specified in the 
notation. Clearly IGI = IHIIKI· 
Exercises 

2.5.2 Show that the direct product K x H is a particular case of the 
semidirect product. 

2.5.3 Suppose that G is a group and K and H are subgroups with K <l 

G, G = KH and K n H = 1. Show that G is isomorphic to K >4 H 
where the implied action of H on K is the conjugation action in G. 
(G is called a split extension of K by H, so every split extension is 
isomorphic to a corresponding semidirect product.) 

2.5.4 Let G be a split extension of a subgroup H and normal subgroup 
K. Consider the action of G (by right multiplication) on the set of 
right cosets of H. Show that the image of K in this representation is 
a regular permutation group. 

2.5.5 Suppose that G ::::: 8ym(fl) and let a E fl. If G has a regular normal 
subgroup K, show that G is a split extension of K and GO'.. (The 
natural action of GO'. on fl is equivalent to the conjugation action of 
GO'. on K by Exercise 1.6.16.) 

2.5.6 Let K be a regular subgroup of 8ym(fl), and let C and N, respec­
tively, denote the centralizer and normalizer of K in 8ym(fl) (N is 
called the holomorph of K). Show that C is a regular subgroup iso­
morphic to K and that N /C ~ Aut(K). (In principle, one way in 
which we could compute the automorphism group is to construct the 
regular representation of the group in question and then apply this 
result. In practice, this does not seem to be very useful.) 

2.5.7 Calculate the holomorphs for the cyclic group of order 4, for the 
noncyclic group of order 4 and for 83 . 

2.5.8 Let G ::::: 8ym(fl) have a regular normal subgroup R and let a E fl. 
Show that G is primitive {===} no proper nontrivial subgroup of R 
is normalized by GO'.. 

2.5.9 Let K be a nonabelian group and put G = K x K. Consider the 
action of G on K given by u(x,y) := x-1uy (u E K, (x, y) E G). 
Show that the normal subgroups K x 1 and 1 x K both act regularly, 
and that the action of G is primitive exactly when K is simple. 

2.6 Wreath Products and Imprimitive Groups 

The notion of a wreath product arises very naturally in the study of 
imprimitive groups. For example, let ~ be a partition of a set fl into equal­
sized subsets. Then the group G of automorphisms of ~ consists of all 
x E 8ym(fl) with the property that if ~ <:;;; fl then 

~ E ~ {===} ~x E ~. 
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Clearly, G also acts on ~. If we define B to be the kernel of this latter 
action, then it is easy to see that B is isomorphic to the direct product 
of I~I copies of Sym(fl.) where fl. E ~, and that G ~ B ~ Sym(~) 
where Sym(~) acts on B by permuting the components of the elements 
of B in a natural way. This gives a fairly simple description of G. More 
generally, if H is an imprimitive group which has ~ as a system of blocks, 
then H :s; G, and so H will also decompose, although the details of the 
decomposition are generally much more complicated for H than those for 
G. The wreath product construction which we now consider is a refinement 
of the construction we have just made for G. 

If rand fl. are non empty sets then we write Fun(r, fl.) to denote the set 
of all functions from r into fl.. In the case that K is a group, we can turn 
Fun(r, K) into a group by defining a product "pointwise": 

(fg)("() := f("()g("() for all f, 9 E Fun(r, K) and'Y E r 

where the product on the right is in K. In the case that r is finite of 
size m, say r = bl,"" 'Ym}, then the group Fun(r, K) is isomorphic 
to Km (a direct product of m copies of K) via the isomorphism f f--+ 

(f("(I), . .. , f("(m)). 
Let K and H be groups and suppose H acts on the nonempty set r. 

Then the wreath product of K by H with respect to this action is defined 
to be the semidirect product Fun(r, K) ~ H where H acts on the group 
Fun(r, K) via 

-1 

r("() := f("(X ) for all f E Fun(r, K), 'Y E r and x E H. 

We denote this group by K wrr H, and call the subgroup 

B := {(f, 1) I f E Fun(r, K)} ~ Fun(r, K) 

the base group of the wreath product. 
Again, it is helpful to look at the case where r is finite, say r = 

{1, 2, ... , m}. In this case we can identify the base group B with the direct 
product K x ... x K (m factors), and the action of H on B corresponds 
to permuting the components: 

(Ul, ... ,Um )X = (Ul1, ... U m l) when x = (;, ::: ;;:,) 

for all (Ul," ., um) E B and x E H. Clearly, IK wrr HI = IKlm IHI· 
Exercises 

2.6.1 Verify that the definition of r does give an action of H on Fun(r, K) 
which respects the group structure. (Why has it been necessary to 
introduce X-I into the definition rather than x?) 

2.6.2 Let G :s; Sym(fJ) be an imprimitive group and let ~ = {ri liE I} 
be a system of blocks for G. Let H denote the kernel of the action 
of G on ~, and let K be the subgroup of Sym(fJ) consisting of all 
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x E Bym(n) such that fi E ~ for each i E I. Show that K ~ 
Bym(r) wrI Bym(I) where Irl = Iril for each i E I, and so a can 
be embedded in Bym(r) wrI Bym(l) in such a way that H consists 
of the set of elements of a which are mapped into the base group. 

2.6.3 If a ~ Bym(n) is an imprimitive subgroup which is maximal 
in the sense that it is not contained in any larger imprimitive 
group, show that a is isomorphic to a wreath product of the form 
Bym(r) wrI Bym(I) where a has a system of blocks indexed by I 
and each block has size Irj. 

2.6.4 Show that the group a considered in the preceding exercise is actually 
a maximal subgroup of Bym(n) in the case n is finite and III and Irj 
are at least 2. Is this also true when n is infinite? 

In the special case of a wreath product where the group H acts regularly 
on itself, we write K wr H in place of K wrH H; this is called the stan­
dard wreath product. This particular wreath product has a useful property 
described in the following theorem. 

Theorem 2.6A (Universal embedding theorem). Let a be an arbitrary 
group with a normal subgroup N, and put K := GIN. Then there is an 
embedding ¢> : a --+ N wr K such that ¢> maps N onto 1m ¢> n B where B 
is the base group of N wr K. (Thus N wr K contains an isomorphic copy 
of every extension a of N by K.) 

PROOF. Let'ljJ: a --+ K be a homomorphism of a onto K with kernel N. 
Let T := {tu I u E K} be a set of right coset representatives of N in a 
such that 'ljJ(tu) = u for each u E K. If x E a, then'ljJ(tux) = 'ljJ(tu)'ljJ(x) = 
u'ljJ(x) and so tuxt;;JCx) E N. Thus for each x E a we can define a function 
fx : K --+ N by 

and put 

¢>(x) := (fx, 'ljJ(x)) E N wr K. 

We claim that this defines an embedding ¢> of a into N wr K with the 
required properties. 

First, ¢> is a homomorphism. Indeed, if x, yEa, then 

¢>(x)¢>(y) = (fxf/(X)-l, 'ljJ(xy)) 

because 'ljJ is a homomorphism. On the other hand, for all u E K, we have 

fxy(u)tU'lP(xy) = tuxy = {fx(u)tu'l/>Cx)}y 

= fx(u)fy(u'ljJ(x))tu'l/>(x)'I/>CY) 

= fx(u)f/(x)-l (u)tu'l/>(xy) 
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,p(X)~l 
and so fxy = fxfy . Hence 

¢(x)¢(y) = (jxy,1/J(xy)) = ¢(xy) 

as required. Second, ker ¢ = 1 because ¢(x) = 1 implies that fx = 1 and 
1/J(x) = 1, and so x = tIl fx(1)t l ,p(x) = 1. Finally, ¢(x) lies in B when 
1/J(x) = 1, and this happens exactly when x E N. D 

Exercise 

2.6.5 Suppose that G is any extension of a normal subgroup N by a group 
K =t 1, and that N can be embedded as a transitive subgroup in 
Sym(fl.). Show that G can be embedded as an imprimitive subgroup 
in Sym(fJ) where fJ = fl. x K. 

Exercises 2.6.2 and 2.6.5 show how wreath products arise in the study of 
imprimitive groups. They can also be used to construct groups with specific 
properties as we now show. 

Consider the wreath product G := K wrr H. If K acts on a set fl., then 
we can define an action of G on fl. x r by 

(8, ,,()(f,u) := (8th), "(U) for all (8, "() E fl. x r 

where (j, u) E Fun(r, K) ~ H = K wrr H. 

Exercises 

2.6.6 Verify that this is an action of G on fl. x r, and that it is faithful 
~ the action of K on fl. is faithful. 

2.6.7 Prove the associativity property: if we also have a group L acting on 
A, then 

(K wrr H) wrA L ~ K wrrxA (H wrA L) 

with the appropriate action of H wr A L on r x A. 

EXAMPLE 2.6.1. (The Sylow p-subgroups of a finite symmetric group) 
Fix a prime p, and let C be a cyclic group of order p acting regularly on 
a set fl. of size p. Define recursively: Pl = C acting on fl.; and Pm = 
Pm- l wrt:; C acting on fl.m for m :::- 2. Thus Pm has order pM(m) where 
f.L(I) = 1 and f.L(m) = pf.L(m - 1) + 1; so simple induction shows that 
f.L(m) = (pm - 1)/(p - 1). Since Pm acts faithfully on fl.m this shows that 
Sym(pm)(~ Sym(fl.m)) contains a subgroup isomorphic to this iterated 
wreath product Pm. 

On the other hand, suppose that n is a positive integer, and write n to 
the base p: 

n = no + nlP + ... + nkPk where 0 :s: ni < p for each i. 
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Then it follows from Exercise 2.6.8 below that the Sylow p-subgroups of 
8n have order p.,(n) where 

lI(n) = n1 + n2(p2 - 1)/(P - 1) + ... + nk(pk - 1)/(p - 1). 

Thus we can construct a Sylow p-subgroup for 8n as follows. Partition 
the set {l, 2, ... ,n} into no subsets of size 1, n1 subsets of size p, ... , nk 
subsets of size pk. For each of the subsets of size pm (m = 1, ... , k) apply 
the iterated wreath product construction above to obtain a subgroup of 
order pl-'(m) in 8n whose support is this subset of size pm. Then the direct 
product of all the subgroups obtained in this way is a group of order ph 
where 

h = L nmJ1.(m) = L nm(pm - 1)/(p - 1) = lI(n) 

and so we have a Sylow p-subgroup of 8n . 

We illustrate this construction in the case where n = 15 and p = 3. Since 
n = 2·3 + 1.32 we partition the points into the subsets {I, 2, 3}, {4, 5, 6} 
and {7, 8, ... , 15}. For the first two of these subsets we can construct sub­
groups of order 3, for example, ((123)) and ((456)). For the last set we 
construct a wreath product of a group of order 3 by a group of order 3, for 
example, the split extension 

((789), (10 11 12), (13 14 15))((7 10 13)(8 11 14)(9 12 15)) 

which has order 34 . Since these three subgroups have mutually disjoint 
supports, the subgroup which they generate is their direct product. It is a 
Sylow 3-subgroup (of order 36 ) for 815. 

Exercises 

2.6.8 Let n be a positive integer and p a prime. Suppose that 

n = no + n1P + ... + nkpk where 0 ::; ni < p for each i. 

Show that the largest power of p which divides n! is p.,(n) where 

~ l n J (p2 - 1) (Pk - 1) n 
lI(n)=~ pi =n1+n2 (p-l) + ... +nk (P-l) < p-I" 

2.6.9 Construct a Sylow 2-subgroup for 814. 
2.6.10 Show that the iterated wreath product Pm defined above can be 

generated by m elements. 

2.7 Primitive Wreath Products 

The construction in the previous section showed how wreath products arise 
as imprimitive groups. Wreath products also play an important role in the 
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study of primitive permutation groups. They will be central to our work in 
Chap. 4. 

We first outline the general idea. Let Hand K be groups acting on sets 
r and ~, respectively. Then Fun(r, K) is isomorphic to the direct product 
of In copies of K and as such acts in a natural way on the Cartesian 
product 0 of Irl copies of ~. We also have H acting on 0 in a natural 
way (by permuting the components). These two actions can be combined 
to give an action of K wrr H = Fun(r, K) ~ H on 0, but we have to 
be careful to make the two actions compatible. As we shall see, the action 
is primitive under certain mild conditions. The details of the construction 
are as follows. 

Put 0 := Fun(r,~) and W := K wrr H = Fun(r, K) ~ Hj we want 
to define an action of Won O. For each r/> E 0 and each (f, x) E W we 
define r/>(f,x) by putting 

1 -1 

r/>(f'X)b) := r/>bx- )fbx ) for each '"'( E r. 

Clearly r/>(l,l) = r/>, and (f, x)(g, y) = (fgX- 1 , xy) in W. Thus to prove that 
-1 

we have an action it remains to show that r/>(f,x)(g,y) = r/>(fgX ,xy) for all 
r/> E 0 and all (f, x), (g, y) E W. However, on one hand, we have 

r/>(f,x)(g'Y)bXY ) = r/>(f,x)bx)gbX) = r/>b)fb)gbX) 

while on the other 
-1 -1 

r/>(fgX ,xY)bXY) = r/>b)fb)gX b) = r/>b)fb)gbX) 

and so replacing '"'( by ,",(Xy )-l gives the required identity. This action of 
K wrr H on 0 is called the product action of the wreath product. 

It is easily verified that the product action of W := K wrr H is faithful 
exactly when the given actions of H and K are both faithful. The degree 
101 of W equals 1~llqj this is clear if ~ and r are finite, and it can also 
be proved in the infinite cases. The next lemma gives a simple criterion for 
this action to be primitive. Recall that a group K is both primitive and 
regular only when K is a cyclic group of prime order. 

Lemma 2.7 A. Suppose that Hand K are nontrivial groups acting on the 
sets r and ~, respectively. Then the wreath product W := K wrr H is 
primitive in the product action on 0 := Fun(r,~) if and only if: 
(i) K acts primitively but not regularly on ~; and 

(ii) r is finite and H acts transitively on r. 
PROOF. Let B be the base group of Wand put 

Ho := {(I, x) E W I x E H} 

so W is the split extension BHo. Fix (j E ~, and define r/>6 E 0 by r/>6b) := 
{j for all '"'(. Then 

L:= {(f,x) E W I fb) E K6 for all '"'(} 
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is the stabilizer in W of the point <p{j. It follows from Corollary 1.5A that 
W is primitive if and only if W is transitive and L is a maximal subgroup 
ofW. 

We first prove the necessity of conditions (i) and (ii). First, if H is not 
transitive and E is an orbit of H in r, then 

M := {(f, 1) E B I fb) E K{j for all')' E E} 

is a subgroup of B which is normalized by H, and L < MHo < W; thus 
W is not primitive. On the other hand, if r is infinite, and we define 

Bo := {(f, 1) E B I f has finite support on r} 

then Bo <l Wand L < LBo < W, so W is not primitive. Similarly, if K is 
intransitive with an orbit II then 

{(f,x) E W I fb) E K{j for all ')' E II} 

is a subgroup of W lying strictly between L and W, and so again W is not 
primitive. In the case where K is transitive but imprimitive there exists R 
such that K{j < R < K, and then the subgroup 

{(f, x) E W I fb) E R for all')'} 

lies strictly between L and W. Finally, in the case where K is regular the 
subgroup 

D := {(f, 1) E B I fb) = fb') for all,)" ')"} 

is normalized by Ho and then L < DHo < W. Thus in all these cases W 
is not primitive. This proves the necessity of conditions (i) and (ii}. 

Conversely, suppose that (i) and (ii) hold; we want to show that W is 
primitive. Clearly B, and hence W, is transitive. Thus it is enough to show 
that L < M ~ W implies that M = W. Since W = BHo = BL we 
have M = (M n B)L. Therefore M n B > L n B and so, for some ')'0, 

there exists (f, 1) E M n B with fbo) rt K{j. Since K is primitive and not 
regular, K{j = NK(K{j) (see Exercise 2.7.1) and so for some u E K{j we have 
fbo)-lUfbo) rt K{j. Define g E Fun(r, H) by gbo) := u and gb) := 1 
for all')' #- ')'0· Then h := [f, g] E ML where hbo) = [fbo), u] E KK{j 
and hb) = 1 for all')' #- ')'0. Since K is primitive, K{j is maximal, and so 
K = (K{j, hbo»); therefore M contains the subgroup 

Bbo) := {(f, 1) E B I fb) = 1 for all')' #- ')'o}. 

However, it is readily seen that (1, x)Bbo)(l, X)-l = Bbo). Since Ho ~ 
M and H is transitive on r we conclude that Bb) ~ L for all')' E r. Since 
r is finite we conclude that 
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and so M = BHo = Was required. This shows that conditions (i) and (ii) 
are also sufficient. D 

Exercises 

2.7.1 Show that a primitive group G is not regular if and only if a point 
stabilizer Ga equals its normalizer Nc(Ga ). 

2.7.2 Find (up to equivalence) all primitive representations of 83 wr 82 , 

Note that not all of them are of the form described in Lemma 2.7A. 
2.7.3 Let H :::; 8ym(r) and K :::; 8ym(f1) where f1 is finite, and consider 

the product action of G := H wrf:l, K on n := Fun(r, f1). Suppose 
that H has m orbits on r. Show that G has Ikl I:xEK mK(X) orbits 
on n where ",(x) denotes the number of cycles of x. (See also Exercise 
1.7.9.) 

2.8 Affine and Projective Groups 

The affine and projective groups constitute two interrelated infinite families 
of permutation groups. The groups arise naturally from affine and projec­
tive geometries and can also be defined algebraically. Since the geometry 
does not enter strongly into the smallest members of each family we shall 
begin with an algebraic introduction to these I-dimensional groups. 

If the underlying set on which we are acting is a field, then sets of per­
mutations of certain natural types form subgroups of the symmetric group. 
Historically, these examples of permutation groups arose quite early in the 
subject; the first examples were given by Evariste Galois in 1830. 

Let F be a field. Then it is straightforward to verify that the set A of all 
permutations of F of the form 

tap : ~ f-+ a~ + (3 (a, (3 E F and a -=I- 0) 

constitutes a subgroup of 8ym(F) (check this!) which is called the 1-
dimensional affine group over F and is denoted by AGLl(F). In the special 
case where F is a finite field of order q, say, we have IAGLl(F)1 = q(q -1). 
In this case, the notation AGLl(q) is often used in place of AGLl(F); there 
is no real ambiguity since all finite fields of the same order are isomorphic 
(see for example Lang (1993) Chap. V, Sect. 5). 

Exercises 

2.8.1 Verify the claims made above for AGLl(F). Show that the set of 
translations tlP ((3 E F) forms a transitive normal abelian subgroup 
T of AGLl(F), and that AGLl(F) is a split extension of T by an 
abelian subgroup. Show that AGLl(F) itself is 2-transitive. 

2.8.2 We may generalize the construction of AGLl (F) by replacing the 
field F by a general (possibly noncommutative) ring R with unity. 
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We define AG L1 (R) to consist of all permutations of Sym( R) of the 
form E ~ a{ + (3 with a, (3 E R where a is a unit in R. What results 
from the previous exercise remain valid for AGL1 (R)? 

We now adjoin a new element (which we shall denote by 00 ) to F to 
obtain a set n := F U {oo} , and identify Sym(F) with the stabilizer of 
00 in Sym(n). Then we can define a transitive extension G of AGL1(F) in 
Sym(n) in the sense that G is transitive on n and Goo = AGL1(F). The 
group G consists of all fractional linear mappings of the form 

aE + (3 
taf3'Yo : E ~ 'YE + 0 with a, (3, "1, 0 E F and ao - (3"1 =f:. 0 

with the convention that taf3'Yo(oo) = a'Y-1 and t af3'Yo(-o'Y- 1 ) = 00. 

Exercises 

2.8.3 Show that with these rules for dealing with 00 the fractional linear 
mappings are well-defined permutations of n. 

2.8.4 Show that G is indeed a transitive subgroup of Sym(n) with Goo = 
AG L1 (F), and G 000 = T (the group of translations). Conclude that 
G is 3-transitive and that the stabilizer of every three points is trivial. 

2.8.5 What is the order of G when F is a finite field of order q? 
2.8.6 If F is a finite field and "1 is a primitive element for F, show that 

AGL1 (F) = (tn, t'Yo) and G = (tn, t'Yo, tono). (Recall that every fi­
nite field has a primitive element, namely, an element which generates 
the multiplicative group of nonzero elements of F; see for example 
Lang (1993) Chap. V, Sect. 5.) 

2.8.7 Show that the mapping 

defines a homomorphism of the general linear group GL2 (F) onto 
G whose kernel Z consists of the scalar matrices (a = 0 =f:. 0 and 
(3 = "1 = 0). Hence G ~ GL2 (F)/Z. (The latter group is called the 
projective general linear group of degree 2 over F and is denoted by 
PGL2(F).) 

2.8.8 The group PGL2(F) has a normal subgroup PSL2(F) = SL2(F)Z/Z 
(the projective special linear group) where SL2 (F) is the group of 
all matrices in GL2 (F) with determinant 1. For which fields is it 
true that PGL2(F) = PSL2(F)? (The groups PSL2(F), which are 
sometimes denoted L2 (F), are especially interesting because they are 
nonabelian simple groups except for the cases where IFI = 2 or 3.) 

2.8.9 Define A to be the set of all permutations of F of the form E ~ 
EO' where (1 E Aut(F), the group of all field automorphisms of F. 
Show that A is a subgroup of Sym(F) isomorphic to Aut(F) which 
normalizes both AGL1 (F) and G, and that the subgroups AGL1 (F)A 
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and GA are both split extensions. (In the case when F is finite of 
characteristic p and order pk, it is known that Aut(F) is a cyclic group 
of order k generated by the "Frobenius automorphism" ~ f---7 e, see 
for example Lang (1993) Chap. V, Sect. 5.) 

The higher dimensional affine and projective groups are automorphism 
groups of affine and projective geometries. The affine geometry AGd(F) 
consists of points and affine subspaces constructed from the vector space Fd 
of row vectors of dimension d over the field F. The points of the geometry 
are simply the vectors of Fd. The affine subspaces are the translates of the 
vector subspaces of Fd. Thus if 8 is a k-dimensional subspace of Fd then 

8 + fJ := {a + fJ I a E 8} 

is an affine subspace of dimension k for every fJ E Fd. Of course, if 
fJ' E (8 + fJ) then 8 + fJ' = 8 + fJ. For example, AG2 (]R) consists of all 
points of]R2 together with the straight lines in]R2 as affine subspaces. What 
we have done, in fact, is neglect all metric considerations from ]R2 and re­
tain only the incidence structure, that is, the information concerning which 
points are on which lines. An automorphism of the affine space AGd(F) 
is a permutation of the set of points which maps each affine subspace to 
an affine subspace (of the same dimension). In other words, an affine au­
tomorphism is a permutation of the points that preserves, or respects, the 
affine geometry. 

An affine transformation is an affine automorphism of an especially sim­
ple form. For each linear transformation a E GLd(F) and vector v E Fd 
we define the affine transformation ta,v : Fd ----> Fd by 

ta,v : u f---7 ua + v. 

Each of these mappings ta,v is an automorphism of the affine geometry 
AGd(F). The set of all ta,v (a E GLd(F), v E F d) forms the affine group 
AGLd(F) of dimension d ?: lover F. It is easy to verify that AGLd(F) is a 
2-transitive subgroup of 8ym(Fd). The group AGLd(F) is a split extension 
of a regular normal subgroup T, consisting of the translations h,v (v E F d ), 

by a subgroup isomorphic to GLd(F). 
Further affine automorphisms are derived from the automorphisms of the 

field F. For each field automorphism (J E Aut(F) there is a permutation of 
Fd defined by ta : u f---7 ua where (J acts componentwise on the vector u. 
The mappings ta ((J E Aut(F)) form a subgroup of 8ym(Fd) isomorphic 
to Aut(F). This subgroup together with AGLd(F) generates the group 
ArLd(F) of affine semilinear transformations. The elements of ArLd(F) 
are precisely the permutations of Fd of the form: 

ta,v,a : u f---7 ua a + v 

where a E GLd(F), v E F d, and (J E Aut(F). When d ?: 2, it turns 
out that the group Ar Ld(F) is the full automorphism group of the affine 
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geometry AGd(F) (see Exercises 2.8.10 and 2.8.12 below). In the cases 
where Aut(F) = 1 (for example if IFI is a prime or if F = lit or Q), we 
have ArLd(F) = AGLd(F). 

Exercises 

2.8.10 Let S be a k-dimensional affine subspace in Fd. Show that SX is an 
affine subspace of dimension k for each x E ArLd(F). 

2.8.11 An affine basis for AGd(F) is a set B = {o:o, ... , O:d} of d + 1 points 
with the property that B is not contained in any (d - 1 )-dimensional 
affine subspace. Show that the affine group AGLd(F) acts regularly 
on the set of affine bases of AGd(F). 

2.8.12 Let d ::::: 2 and let x E Sym(Fd) , so that x is a permutation of the 
points of AGd(F). Suppose that there is an integer k with 1 :::; k < 
d, such that, for every k-dimensional affine subspace S of F d , the 
image sx is an affine subspace of dimension k. 

(i) Show that for every f with 1 :::; f :::; d, x maps every f­
dimensional affine subspace of Fd onto anf-dimensional affine 
subspace. 

(ii) Show that for some a and v the permutation xta,v fixes the ori­
gin and the d standard basis vectors (1, ... ,0), ... , (0, ... , 1). 

(iii) Show that the permutation xta,v of part (ii) equals ta for some 
a E Aut(F). Deduce that x E ArLd(F). (Note: this last part 
is somewhat more involved than the others. See Snapper and 
Troyer (1989) Prop. 84.1.) 

The group AGLd(F) has several important classes of subgroups. A 
typical element ta,v E AGLd(F) is defined by a linear transformation 
a E GLd(F) and a vector v. By insisting that the determinant of a be 
1 we get the affine special linear group: 

ASLd(F) := {ta,v E AGLd(F) I det a = I}. 

Thus ASLd(F) contains the translations T as a regular normal subgroup 
and the stabilizer of a point is isomorphic to the special linear group 
SLd(F). If d ::::: 2 then ASLd(F) acts 2-transitively on the set of points 
of AGd(F). 

Another family of subgroups of the affine group is determined by the 
subfields of F. Let K be a subfield of F with finite index k = [F : K]. 
Then F is a k-dimensional vector space over K. Thus every F-vector space 
is also a K -vector space and any F -linear transformation is also K -linear. 
Specifically this means that Fd is isomorphic to Kkd as a K-vector space 
and that GLd(F) is isomorphic to a subgroup of GLkd(K). The trans­
lation group of an affine space is isomorphic to the additive group of the 
underlying vector space. Thus the identification of Fd and Kkd as K-vector 
spaces leads to an identification of the translation groups on AGd(F) and 
AGkd(K). Therefore points of the affine spaces AGd(F) and AGkd(K) can 
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be identified in such a way that the group AGLd(F) is identified with a 
subgroup of the affine group AGLkd(K). In the finite case, AGLm(q) con­
tains a subgroup isomorphic to AGLr(qS) whenever m = rs. In particular, 
the general linear group GLm(q) contains a subgroup isomorphic to the 
group G Ll (qm) which is just the (cyclic) multiplicitive group of a finite 
field. These subgroups are explored further in Exercises 4.6.6 and 4.6.7. 

The finite affine groups AGLd(q) occupy an important position in the 
classification of finite primitive groups. As we shall see in Chap. 4, if G 
is a finite primitive group containing a regular normal abelian subgroup, 
then G is a subgroup of an affine group, and the regular normal subgroup 
of G acts as translations of the affine space. For example, if G is primitive 
and solvable, then it is of this form. Sect. 4.6 is devoted to the study of 
primitive groups with an abelian regular normal subgroup. 

Exercises 

2.8.13 Suppose that F is a field and that d 2: 2. Show that: 
(i) ASLd(F) is 2-transitive on the set of points of AGd(F). 

(ii) ASLd(2) = AGLd(2) is 3-transitive on the set of points of 
AGd (2). 

2.8.14 Show that for any d 2: 1 and any field F, the affine group AGLd(F) 
contains a sharply 2-transitive subgroup (that is, a subgroup H 
which is 2-transitive and such that Ha/3 = 1 for any two points 
a, (3). 

2.8.15 Calculate the orders and indices and sketch the subgroup lattice for 
subgroups of the form AGLm(F) (with F a field of characteristic 
p) that are contained in the group AGL12 (p) for an odd prime p. 
Add to your lattice the groups ASLm(F) and ArLm(F) that are 
contained in the group AGL12(p). 

The projective general linear group PGLd(F) and projective special linear 
group PSLd(F) of dimension d over a field F are defined to be the quo­
tient groups GLd(F)/Z and SLd(F)Z/Z, respectively, where Z consists of 
all scalar matrices 001 in GLd(F). When d = 2, the group PGLd(F) is 
isomorphic to the group of linear fractional mappings (see Exercise 2.8.7). 
These definitions specify the projective groups as abstract groups but do 
not indicate a natural permutation action. For d 2: 3 such a natural action 
for the groups PGLd(F) is provided by the projective geometry PGd-1(F) 
of dimension d lover the field F which we describe below. We construct 
this geometry by using the linear action of the general linear group GLd(F). 

The group GLd(F) acts on the set Fd of row vectors by right multiplica­
tion and has two orbits, namely {O}, and the set n = Fd \ {O} of nonzero 
vectors. Its action on n is not primitive. There is a system A of blocks, for 
GLd(F), where two vectors of n lie in the same block if and only if each is 
a scalar multiple of the other. A typical block in A consists of all nonzero 
scalar multiples of a given vector in n; we shall call this block a (projec-
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tive) "point", and we shall use [al, ... ,ad] to denote the point containing 
the nonzero vector (al, ... ,ad). We define A to be the set of the points 
of the projective geometry PGd-l(F). Since A is a system of blocks for 
GLd(F), the general linear group has a permutation action on the set of 
projective points. The kernel of this action is the group of scalars Z, and 
so the image of the action on A is GLd(F)/Z = PGLd(F). Thus PGLd(F) 
acts faithfully as a permutation group on A. 

Define ~ := {[al, ... ,ad] E A I ad = O} (the set of "points at infinity"). 
Then the setwise stabilizer G {6.} consists of the images of those elements 
in GLd(F) having block matrix form 

[~ ~] where a E GLd-I(F), v E F d- l and a E F with a f. o. 

If we identify the vectors in F d- l with points in PG d-l (F) via the mapping 

(aI, ... ,ad-I) f---t [al, ... ,ad_l,l] 

then it may be verified that the setwise stabilizer G{6.} in its action on 
A \ ~ is permutation isomorphic to the affine group AGLd_I(F) acting 
on the set of points of AGd-I(F). Morover, the action induced by G{6.} 
on ~ is equivalent to the action of PG Ld- l (F) on the the set of points of 
projective space PGd-2(F). 

Exercises 

2.8.16 Verify the statements of the preceding paragraph. 
2.8.17 If d > 2, show that PGLd(F) is 2-transitive but not 3-transitive on 

the set of projective points points A. 
2.8.18 Describe a typical element of the pointwise stabilizer G(6.) of the 

set ~ of points at infinity. Describe the action of this group on the 
complement of ~. 

So far we have specified the points of the projective geometry PGd- 1 (F) 
as the I-dimensional vector subspaces of Fd. To complete the geometry we 
define the projective subspaces to be the nonzero vector subspaces of Fd. If 
E is a vector subspace of F d, then E contains the I-dimensional subspace 
spanned by any of its elements so E determines a set of projective points 
(by containment). The projective dimension of a projective subspace E is 
defined to be one less than its vector space dimension. 

Consider, for example, the lowest dimension subspaces. Let IT denote the 
set of 2-dimensional subspaces of Fd. Then the elements of IT determine 
lines in our geometry (note how we have dropped down a dimension). A 
point P E PGd-I(F) lies on a line f E IT when P c f, and a set of points 
is said to be "collinear" if the points are all on the same line. The automor­
phism group Aut(PGd-I(F)) ofthis geometry is the group of permutations 
of the points of PGd-I(F) which preserve the relation of collinearity. This 
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automorphism group acts in a natural way on the set II of lines and also 
on the set of k-dimensional subspaces for any k. 

In the action of GLd(F) described above it is clear that each element 
of GLd(F) induces an automorphism of PGd-l(F), and so PGLd(F) is 
embedded in Aut(PGd - l (F)). It is also clear that any field automorphism 
a of F induces an automorphism of PGd-l(F) via 

[al,' .. , ad] f--+ [ar, . .. ,ad]' 

The group generated by these two types of automorphisms is called the 
projective semilinear group and is denoted prLd(F). One can show that 
prLd(F) is the full automorphism group of PGd-l(F) for d ~ 3 (see for 
example Artin (1988) Theorem 2.26 or Samuel (1988) Theorem 7). 

Exercises 

2.8.19 A set of d + 1 points in PGd-l(F) is a basis if no subset of d of 
the points is contained in a projective subspace of dimension d - 2. 
Show that the group PGLd(F) acts regularly on the set of bases of 
PGd-l. (This is one modern form of the "Fundamental Theorem of 
Projective Geometry" .) 

2.8.20 Let x be a permutation of the set of points of PGd(F). If x preserves 
collinearity, show it must also map each projective subspace to a 
projective subspace of the same dimension. 

2.8.21 Show that SLd(F) acts transitively on the set II of projective lines 
and also on the set of all triangles (that is, triples of non-collinear 
points) in PGd-l(F) (for d ~ 3). In particular the group PSLd(F) 
is 2-transitive on the points of PGd-l(F). 

2.8.22 Show how to identify the Fano plane (Exercise 2.4.2) with PG2 (2). 
Hence show that the automorphism group of the Fano plane is 
isomorphic to PGL3(2) = PSL3(2). 

2.8.23 Suppose that F is a finite field of order q. 
(i) Show that PGd-l(q) has (qd - 1)/(q - 1) points. 

(ii) Show that PGd-l(q) has IIII = (qd_1)(qd-l_1)/(q2_1)(q_1) 
lines. 

(iii) Deduce that PGL3(q) has two subgroups of index q2 + q + 1 
which are not conjugate. 

2.8.24 Consider the projective plane PG2 (F). Show that any two points 
lie on a unique line and any two lines intersect in a unique point. 
In particular, the theory of projective planes lacks any concept of 
parallel lines. 

2.9 The Transitive Groups of Degree at Most 7 

In the preceding sections we have discussed a variety of constructions for 
permutation groups. We shall now apply these ideas to give a census of 
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transitive groups of small degrees up to permutation isomorphism. In each 
case we leave aside the alternating and symmetric groups of the given degree 
as "improper" groups. 

There are no proper transitive subgroups of Sn for n :; 3, and for n = 4 
it is a simple exercise to show that up to permutation isomorphism (that is, 
conjugacy in Sn) there are only three: the cyclic group ((1234)), the non­
cyclic group ((12)(34), (13)(24)) and the Sylow 2-subgroup ((1234), (13)). 
In discussing the case n = 5 we shall find the following lemma useful. 

Lemma 2.9A. Let n 2: 5. lfG :; Sn and G #- An or Sn, then ISn : GI 2: 
n. 

PROOF. The proof depends on a result which we shall prove in Chap. 3 (see 
Corollary 3.3A) namely, that when n 2: 5 the only normal subgroups of Sn 
are 1, An and Sn. Now, Example 1.3.4 shows that there is a representation 
of Sn as a transitive group of degree d := I Sn : GI acting on the set of right 
cosets of G in Sn, and that the kernel of the representation is contained 
in G. Since G does not contain An, we conclude that the representation 
is faithful, and so Sn is isomorphic to a subgroup of Sd. Hence d 2: n as 
asserted. 0 

Now consider a "proper" transitive subgroup G of S5. Then the index of 
a point stabilizer of Gin G is 5, so IGI = 5k for some integer k. By Lemma 
2.9A, 5k :; 120/5 and so k :; 4. Thus by the Sylow theorems (see Exercise 
1.4.13) we conclude that there is a unique (normal) Sylow 5-subgroup P of 
G of order 5. Without loss in generality we may take P = ((12345)). It is 
now easy to show that the normalizer of Pin S5 is N := (P, (2354)) which 
has order 20, and so there are just three possible choices for G (of orders 
5,10 and 20, respectively). 

Exercises 

2.9.1 Check that every proper transitive subgroup of S4 is conjugate to one 
of the three groups listed above. 

2.9.2 Show that the normalizer N of the cyclic subgroup C := ((12 ... n)) 
in Sn is a split extension of C by 

H:= {Uk E Sn 11:; k:; nand GCD(k,n) = I} 

where Uk : i f--+ ki mod n. (GCD(k, n) denotes the greatest common 
divisor of k and n.) 

2.9.3 Verify that each proper transitive subgroup of S5 is conjugate to one 
of the three groups just described. 

We now turn to the transitive groups of degree 6. In this case the enumer­
ation is considerably more challenging since up to permutation isomorphism 
there are 14 proper transitive groups of this degree (given in Table 2.1) in 
addition to the two improper groups A6 and S6' We shall describe each of 
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TABLE 2.l. The Proper 'Transitive Groups of Degrees 4, 5, 6 
and 7 

Order Description Generators 

Degree 4 
T4.1 4 C 4 (1234) 
T4.2 4 C 2 x C2 (12)(34), (13)(24) 
T4.3 8 C 2 WT2 C 2 (1234), (12) 
Degree 5 
T5.1 5 C 5 (12345) 
T5.2 10 A8L1(5) (12345), (25)(34) 
T5.3 20 AGL1(5) (12345), (2354) 
Degree 6 
T6.1 6 C 6 (123456) 
T6.2 6 83 (12)(34)(56), (135)(246) 
T6.3 12 D12 (123456), (16)(25)(34) 
T6.4 48 82 WT3 83 (123) (456), (12) (45) (14) 
T6.5 24 A6 n T6.4 (123)(456), (12)(45), (14)(25) 
T6.6 24 84 (123)(456),(1542) 
T6.7 12 A6 n T6.6 (123)(456), (14)(25) 
T6.8 24 C 2 WT3 C 3 (123)(456), (14) 
T6.9 72 83 WT2 C 2 (123), (12), (14)(25)(36) 
T6.1O 36 A6 n T6.9 (123), (1542)(36) 
T6.1l 36 32 .22 (123), (12)(45), (14)(25)(36) 
T6.12 18 C 3 wr2 C 2 (123), (14)(25)(36) 
T6.13 120 PGL2 (5) (01234), (000)(14)(1243) 
T6.14 60 P8L2 (5) (01234), (000)(14) 
Degree 7 
T7.1 7 C 7 (1234567) 
T7.2 14 C7· 2 (1234567), (27)(36)(45) 
T7.3 21 A8L1(7) (1234567),(235)(476) 
T7.4 42 AGL1(7) (1234567),(243756) 
T7.5 168 PGL3 (2) (1234567), (23)(47) 

these groups and then at the end give some indication how to check that 
we have a full list. 

First of all there are the regular groups. These correspond to the regular 
representations of the groups of order 6, so there are two of them: a cyclic 
group and a group isomorphic to 83 (T6.1 and T6.2 in the table). Next there 
is a variety of groups which we can obtain by the constructions described 
earlier in this chapter. 

Since the binomial coefficient (~) = 6, the action of 84 on 2-sets has 
degree 6 (see Example 2.1.2). Relabelling the points gives an imprimitive 
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subgroup of order 24 in 86 (T6.6). It can be seen that this group has 
blocks of size 2, and its action on a system of these blocks is like the 
symmetric group of degree 3. The even permutations in the subgroup T6.6 
form another transitive group T6.7 of order 12. 

Transitive groups of degree 6 also arise as automorphism groups of suf­
ficiently symmetric structures, in particular, of suitable graphs. In order 
that the automorphism group of a graph should be transitive (on the set of 
vertices) it is certainly necessary for each vertex to have the same degree. 
It can be verified that the automorphism groups of each of the graphs in 
Fig. 2.5 is indeed transitive. 

Exercise 

2.9.4 Show that these are the only graphs with six vertices and transitive 
automorphism groups in which each vertex has degree 1 or 2. Ex­
plain why, for our purposes, it is enough to look at graphs where the 
common degree of the vertices is at most half the number of vertices. 

In the case of the first graph we find that the automorphism group is 
the dihedral group (x, y) of order 12 where x = (123456), y = (16)(25)(34) 
and y-Ixy = X-I (T6.3); it contains T6.1 and has blocks both of size 2 
and size 3. The automorphism group of the second graph is generated by 
(123)(456), (12)(45) and (14) (T6.4). The stabilizer of 1 is easily seen to 
be of order 8 and so the group has order 6 . 8 = 48 by the orbit-stabilizer 
property. The sets {1, 4}, {2, 5} and {3, 6} form a system of blocks and 
since 182 wr3 83 1 = 23 6 = 48 (with the natural action of 83 ), we conclude 
that T6.4 is permutation isomorphic to 8 2 wr3 83 (see Exercise 2.6.2). 
The even permutations in the group T6.4 constitute a proper transitive 
subgroup T6.5. The group T6.4 also contains another transitive subgroup, 
T6.8, of order 23 . 3 = 24 obtained by replacing the group 83 in 82 wr3 83 
by its cyclic subgroup of order 3; T6.8 can be generated by (123)(456) and 
(14). 

I I I 
(a) (b) (c) 

FIGURE 2.5. 
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Exercise 

2.9.5 All the groups T6.5, T6.6 and T6.8 are imprimitive groups of order 
24 and degree 6 with blocks of size 2. However, show that they are 
not permutation isomorphic. 

The automorphism group of the third graph is generated by (123), 
(12) and (14)(25)(36), and can be seen to be permutation isomorphic 
to 83 wr2 82 with the natural action of 82 (T6.9). It therefore has or­
der 62 . 2 = 72. Moreover, group T6.9 has two nonisomorphic transitive 
subgroups of index 2 and order 36, namely, the group T6.10 of all even per­
mutations in T6.9, and the group T6.11 generated by the elements (123), 
(12)(45) and (14)(25)(36). The latter subgroup also contains a transitive 
subgroup T6.12 generated by (123) and (14)(25)(36) which is isomorphic 
to a subgroup of the wreath product 83 wr2 82 where 83 is replaced by a 
cyclic group of order 3. This latter group is also the automorphism group of 
the digraph obtained by modifying the graph so that each of the triangles 
is a directed cycle. 

The remaining proper transitive groups of degree 6 are primitive groups, 
namely the projective linear groups PGL2 (5) and P8L2 (5) of orders 120 
and 60 respectively (see Sect. 2.8). These groups appear as T6.13 and T6.14 
in the table, and in terms of their natural symbols 0,1,2,3,4 and 00 these 
groups can be generated by the functions: ~ f-+ ~ + 1, ~ f-+ 1/~ and ~ f-+ 2~; 
and ~ f-+ ~ + 1, ~ f-+ 1/~ and ~ f-+ -~, respectively. 

This completes the list of the 14 proper transitive groups of degree 6. 
We shall not prove that these are indeed the only groups, but in Exercise 
2.9.8 we shall give an indication how one might try to do this. While this 
case study is an illuminating exercise, it should be realized that degree 6 is 
too small to be generic, and the list is rather atypical. For example, in our 
list the largest imprimitive group T6.9 is small compared with primitive 
group T6.13. As we shall see later (Chap. 5), this can only happen for 
small degrees; for larger degrees, the proper primitive groups have very 
small orders compared to the largest imprimitive groups. 

Table 2.1 also lists the five proper transitive groups of degree 7. These 
are simpler to obtain and are left as an exercise. 

Exercises 

2.9.6 Identify the transitive groups from the table which are isomorphic 
to the images of the following actions of the symmetry group G of 
the cube: 

(i) The action of G on the set of six faces of the cube; 
(ii) The action of G on the set of six pairs of opposite edges (this 

action is not faithful); 
(iii) The action of the subgroup of the rotations in G on the faces. 

2.9.7 Identify the following transitive groups among those in the table: 
(i) The automorphism group of the graph in Fig. 2.6. 
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FIGURE 2.6. 

(ii) The permutation group induced by the symmetry group of the 
icosahedron on the set of six pairs of opposite vertices. 

2.9.8 Let G be a proper transitive subgroup of 86 . Prove: 
(i) If G contains a 5-cycle, then G is 2-transitive and has order 60 

or 120; 
(ii) If G contains a 3-cycle but no 5-cycle, then the support of the 

3-cycle is a block for G; 
(iii) If G contains no 3- or 5-cycle, then its point stabilizer is a 

2-group and G has a block of size 2. 
(This exercise is a first step in showing that the groups in our 

table form a complete list. In particular, it shows that either G 
is primitive of order 60 or 120, or G is imprimitive. In the latter 
case G is permutation isomorphic to a subgroup of 83 wr2 82 or 
of 82 wr3 83 , so this case requires an analysis of the transitive 
subgroups of these latter groups.) 

2.9.9 Prove that P8L2 (5) ~ A 5 . [Hint: Find a permutation representa­
tion of degree 5 of the former group.] 

2.9.10 Show that PGL2 (5) '¥- 85 , 

2.9.11 Verify that Table 2.1 gives all the proper transitive permutation 
groups of degree 7. 

2.10 Notes 

• Exercise 2.2.8: A lot is known about automorphism groups of ordered 
sets; see, for example, Droste (1985) and references there. For related 
results see Lauchli and Neumann (1988). 

• Exercise 2.3.10: Cayley graphs were introduced as "colour graphs" by A. 
Cayley in 1878; see Burnside (1911) §304 for further historical details. 

• Exercise 2.3.11: See Sect. 9.2 for related results. 
• Exercise 2.4.5: See Wielandt (1969). See also Liebeck et al. (1988b). 
• Exercises 2.4.7-10: See Maurer (1955) and Karrass and Solitar (1956). 

Completeness of (8, d) as a metric space permits use of the Baire category 
theorem; see, for example, Cameron (1990) Sect. 2.4 and Dixon (1990). 

• Sects. 2.6 and 2.7: Various forms of the wreath product construction are 
quite old, going back at least to G. Frobenius at the end of the 19th 
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century (as groups of "monomial matrices"). The name appears to have 
been introduced by G. Palya in the 1930s and became standard termi­
nology in the 1950s. A general wreath product construction (called the 
"complete product") was introduced in a series of papers by L. Kalouj­
nine and M. Krasner around 1948; see below for specific references. See 
also P. Hall (1962). 

• Theorem 2.6A: See Kaloujnine and Krasner (1948). 
• Example 2.6.1: See Kaloujnine (1948); P.M. Neumann informs us that a 

similar construction appears in a paper of Cauchy. For related results, 
see Berkovic (1989). 

• Lemma 2.7 A: Part of the "folk-lore", and stated without proof in 
Cameron (1981a). According to P.M. Neumann, a special case was proved 
by W. Manning at the beginning of this century. 

• Exercise 2.7.3: See Seager (1988) . 
• Sect. 2.8: For general reference to the affine and projective groups see, 

for example, Artin (1957) or Snapper and 1royer (1971). 
• Sect. 2.9: At the end of the 19th century many papers were published, 

notably by F.N. Cole and G.A. Miller, enumerating the permutation 
groups of small degrees. These include a not quite correct list of Miller 
listing over 300 transitive groups of degree 12. See also Burnside (1911) 
§166 (which mistakenly includes some groups of degree 8 which are not 
primitive). More reliable lists of primitive and transitive groups (giving 
generators and structural information) have appeared since, including 
Sims (1970) (primitive groups of degree:::; 20), Butler and McKay (1983) 
(transitive groups of degree:::; 11), and Short (1992) (solvable primitive 
groups of degree less than 256). Although these lists have been extended 
[for example, Royle (1987)], they soon become quite unwieldy to use by 
hand; the libraries of primitive and transitive groups in the computer 
algebra systems MAGMA and GAP now provide the most reliable and 
extensive sources. In Appendix B we give a summary list of the primitive 
groups of degree < 1000. 
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The Action of a Permutation 
Group 

3.1 Introduction 

The next three chapters are primarily devoted to studying primitive groups. 
Primitive groups play an important role as building blocks, particularly in 
the study of finite permutation groups. Frequently, we can carry out a series 
of reductions: from the general case to the transitive case by examining the 
action of the group on its orbits and its point stabilizers, and then from the 
transitive imprimitive case to the primitive case by studying the action of 
the group on sets of blocks and the block stabilizers. Eventually, at least for 
finite permutation groups, this reduces the original question to one about 
primitive groups. Of course, this is rarely the whole problem; generally we 
must then retrace the process, fitting the information back together as we 
reconstruct the original group, and often this is very complicated. Still, the 
crux of many problems in finite permutation groups lies in the study of the 
primitive case. 

A large part of this chapter develops combinatorial methods to study 
the action of the point stabilizer of a transitive group, methods which 
are especially effective for primitive groups. In Chap. 4 we apply more 
direct group theoretic methods which enable us to describe the subgroup 
structure of finite primitive groups in greater detail. These latter methods 
have turned out to be very powerful when combined with the classification 
of finite simple groups. In Chap. 5, combinatorial techniques are used to 
give bounds on the orders of primitive groups. 

Any subgroup of Sym(n) which contains Alt(n) is primitive (provided 
10.1 > 2), but such a subgroup is quite atypical as a primitive group; we 
call such subgroups improper primitive groups. The remaining primitive 
subgroups of Sym(n) are called proper, and it is these in which we are 
interested. Typically, as we shall see in Theorem 3.3B and Chap. 5, the 
proper primitive groups have very small orders compared with the order of 
the symmetric group. They are also quite rare. As Table 3.1 suggests, the 
number P(n) of proper permutation groups of degree n (up to permutation 
isomorphism) grows slowly and irregularly. Indeed, it is a consequence ofthe 

65 



66 3. The Action of a Permutation Group 

TABLE 3.1. Number of Proper Primitive Groups of Degree n 

n = 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

P(n) = 3 2 5 5 9 7 6 4 7 2 4 20 8 2 6 2 

classification of finite simple groups that there are infinitely many values of 
n (namely, n = 3,4,34,39,46, ... ) for which P(n) = 0; for these degrees, 
only the alternating and symmetric groups are primitive [see Cameron et 
al. (1982)]. A complete list of primitive groups of degree less than 1000 is 
given in Appendix B. 

The following example is a typical illustration of the relative sizes of the 
intransitive, imprimitive and proper primitive subgroups of the symmetric 
group (see Sect. 5.2). In 816 , the largest intransitive subgroup has index 
16, and the next largest has index 120. On the other hand, the largest im­
primitive subgroup of 816 has index 6435, and the largest proper primitive 
subgroup has index 64864800. 

Exercise 

3.1.1 Construct the subgroups of 816 referred to in the last paragraph. 
[Hint: The first two are stabilizers of a point and of a 2-element 
subset. The largest imprimitive subgroup has blocks of size 8, and 
the primitive subgroup is permutation isomorphic to AGL2(4).] 

3.2 Orbits of the Stabilizer 

As we saw earlier (see Sect. 2.3), graphs and digraphs can often be used to 
define interesting groups. As a first step in our analysis of primitive groups 
we shall show how an arbitrary transitive permutation group can be seen 
to act as a group of automorphisms of a digraph. 

Throughout this section G will denote a group acting transitively on a 
set O. For such a group we can construct a natural family of digraphs on 
which G acts (preserving the incidence structures). We begin with the usual 
action of G on the cartesian product 0 x O. The orbits of G on this set are 
called the orbitals of G on O. The least interesting of these is the orbital 
6.1 := {(a, a) I a EO}; the other orbitals are called. For each orbital 6. 
there is an orbital, denoted 6.*, where (a, (3) E 6.* if and only «(3, a) E 6.. 
Clearly, (6.*)* = 6.. An orbital is self-paired if 6.* = 6.; for example, the 
diagonal orbital is self-paired. 

Now for each orbital 6. of G we define the digraph Graph(6.) with vertex 
set 0 and edge set 6.. For the diagonal orbital 6.1, the Graph(Lll) is just 
a digraph with a loop at each vertex, but for the other orbitals Graph(6.) 
is a digraph without loops. The digraph Graph(6.*) for the paired orbital 
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is obtained from Graph(~) by reversing the directions of the edges, and ~ 
is self-paired if and only if the digraph Graph(~) is a graph. Because ~ is 
G-invariant, G acts on Graph(~) preserving the adjacency structure. The 
simple exercises below illustrate these concepts. 

Exercises 

3.2.1 Consider the two groups H = ((12345)) and K = ((12345), (25)(34)). 
Sketch the digraphs for the four nondiagonal orbitals of H and for 
the two nondiagonal orbitals of K. 

3.2.2 The symmetry group of the cube acting on the set of 8 vertices 
(see Example 1.4.1) has three nondiagonal orbitals. Sketch the 
corresponding digraphs. 

3.2.3 Consider the group A of automorphisms of the infinite trivalent 
tree T described in Example 1.5.4. Let d(a, (3) denote the distance 
in T between two vertices a and (3. Show that the set ~k := 
{(a, (3) I d(a, (3) = k} is an orbital for each k 2: O. 

3.2.4 Consider the action of degree 10 of 85 on the set of 2-subsets of 
{I, 2, 3, 4, 5}. Show that there are three orbitals and sketch the di­
graphs for the two nondiagonal orbitals. Do these digraphs look 
familiar? 

3.2.5 Show that an orbital ~ for a transitive group G is self-paired if and 
only if there exists (a, (3) E ~ and x E G such that x interchanges a 
and (3. If G is finite, show that every nondiagonal self-paired orbital 
has even length, and show that G has odd order if and only if no 
nondiagonal orbital is self-paired. 

There is a close relationship between the orbitals of G and the orbits 
of the point stabilizers of G. Recall that, since we are assuming that G 
acts transitively on n, the point stabilizers are conjugate in G by Corollary 
1.4A. For each orbital ~ of G and each a E n, we define 

~(a) := {(3 E n I (a, (3) E ~} 

which is the set of vertices in Graph(~) which lie on an edge from a. It 
is now easy to verify that the mapping ~ 1--+ ~(a) is a bijection from the 
set of orbitals of G onto the set of orbits of GOI with the diagonal orbital 
mapping onto the trivial orbit {a}. In particular, the number of orbitals is 
equal to the number of orbits of GOl ; this number is called the rank of G. 
An orbit of GOI for any a E n is called a suborbit of G, and if ~ and ~ * 
are paired orbitals, then ~(a) and ~ * (a) are called paired suborbits. Note 
that if x E G and aX = (3, then ~(a)X = ~((3), which gives a canonical 
mapping from the set of orbits of GOI onto the set of orbits for Gfj, that is, 
~((3) is independent of the choice of x. 

Exercises 

3.2.6 Verify the statements in the preceding paragraph. 
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3.2.7 Assuming that G is transitive on 0, show that 1~(a)IIOI = I~I for 
each orbital~. In particular, 1~(a)1 = 1~*(a)1 if 0 is finite. 

3.2.8 Let 0 = F q be the finite field with q elements and suppose that q is 
odd. Let G be the group of all permutations of the form e f---t ae + (3 
with a, (3 E Fq where a is a nonzero square in Fq • Show that G has 
two nondiagonal orbitals of the same size. Are they paired? 

3.2.9 Let G = AGLI(IQl) and t E G be defined by t : e -t e + 1. Consider 
the action of G by right multiplication on the set r H of right cosets 
of H := (T) in G. Show that G has paired suborbits of different 
sizes (contrast with Exercise 3.2.7). 

3.2.10 Consider the action of SL2 (1Ql) by right multiplication on the set 
of right cosets of the subgroup SL2(Z) in SL2(1Ql). Show that each 
suborbit in this action is finite. Is the action primitive? 

3.2.11 Let G be a transitive permutation group of degree n where n is odd. 
Show that G has odd order if and only if each suborbit has odd 
length. 

We now show how to characterize primitivity in terms of the digraphs 
Graph(~). In general, let 9 be a digraph. A sequence vo, VI, .•. , Vm of 
vertices is called a directed path of length m from Vo to Vm if there is an 
edge in 9 from Vi to Vi+1 for i = 0, ... , m - 1. The sequence is called an 
undirected path if, for each i, there is an edge from Vi to Vi+1 or an edge 
from Vi+1 to Vi. We say that 9 is connected if for every pair of vertices u 
and V there is an undirected path from u to v, and 9 is strongly connected 
if this path can always be chosen to be directed. 

EXAMPLE 3.2.1. Let G = (x) be an infinite cyclic group acting on Z by 
aX := a + 1. Then ~ := {(a, a + 1) I a E Z} is an orbital for G, and 
Graph(~) has the form: 

. . . ----+ -1 ----+ 0 ----+ 1 ----+ 2 ----+ ... 

This digraph is connected, but not strongly connected. 

The following theorem gives another characterization of primitivity. 

Theorem 3.2A. Let G be a group acting tmnsitively on a set O. Then G 
acts primitively if and only if Gmph(~) is connected for each nondiagonal 
orbital ~. 

PROOF. First suppose that Graph(~) is connected for each nondiagonal 
orbital of G. Let r ~ 0 be a block for G containing at least two points, say 
a and (3. Let ~ be the orbital for G containing (a, (3). We want to show 
that 'Y E r for each 'Y E O. Indeed, since Graph(~) is connected, there is 
an undirected path a = ao, ... ,ak = 'Y in Graph(~), and we shall show 
by induction that ai E r for i = 0, 1, ... k. This is true for i = 0, so 
suppose i > 0 and that ai-I E r. Since (ai-I, ai) E ~ U ~*, there exists 
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x E G such that (aX, {]X) = (ai-I, ai) or (ai, ai-I). Because r is a block 
and contains either aX or {3x, therefore r = rx and so ai E r. This proves 
the induction step, and we conclude that 'Y E r for each 'Y in n. Hence G 
has no proper blocks and so is primitive. 

Conversely, suppose that there is a nondiagonal orbital ~ such that 
Graph(~) is not connected. Consider the relation == defined on n by: 
a == {3 {==} there exists an undirected path from a to {3 in Graph(~). 
This is easily seen to be a G-congruence (see Exercise 1.5.4), which is proper 
since Graph(~) is not connected. Hence G is not primitive. D 

In general, the graphs Graph(~) in Theorem 3.2A are not strongly con­
nected. We shall say that a group acting transitively on n is strongly 
primitive if the orbital graphs Graph(~) are strongly connected for each 
nondiagonal orbital ~. Theorem 3.2A shows that a strongly primitive group 
is certainly primitive, but the following example shows that the converse is 
not true. 

EXAMPLE 3.2.2. Let G := Aut(Q,::;) be the group of permutations of Q 
which preserve the usual ordering::; (see Exercise 2.2.8). Then G has two 
nondiagonal orbitals, namely, ~ := {(a, {3) E Q(2) I a < {3} and its paired 
orbital ~*. Clearly, Graph(~) and Graph(~*) are both connected, but are 
not strongly connected. Hence G is primitive, but not strongly primitive. 

The following lemma gives criteria for a primitive group to be strongly 
primitive. In particular, it shows that for finite groups "primitivity" and 
"strong primitivity" are equivalent. Another criterion for strong primitivity 
is given in Exercise 3.2.12. 

Lemma 3.2A. Let G be a group acting primitively on n. 
(i) Graph(~) is strongly connected for a nondiagonal orbit ~ of G {==} 

Graph(~) contains a nontrivial directed cycle (that is, a directed path 
ao, al,' .. am in Graph(~) with ao = am and m > 1). 

(ii) If for each pair of distinct points a and {3 there exists z E G with 
a cycle of finite length containing both a and {3, then G is strongly 
primitive. 

(iii) If G is periodic (in particular, if G is finite), then G is strongly 
primitive. 

Remark. Part (i) of the lemma can also be interpreted as saying that 
Graph(~) is not strongly connected if and only if the (G-invariant) relation 
p on n given by: 

ap{3 {c} there is a directed path in Graph(~) from a to {3 

is a partial ordering. 
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PROOF. (i) It is clear that Graph(.6.) is strongly connected if and only if 
every pair of distinct points lie on a directed cycle, so one implication is 
trivial. On the other hand, suppose that Graph(.6.) contains at least one 
nontrivial cycle. Consider the binary relation == on n given by: a == {3 {==} 

a = {3 or a and {3 lie on a nontrivial directed circuit in Graph(.6.). This is 
easily seen to be a G-congruence on n and, because G acts primitively, the 
congruence classes must be either singletons or n itself (see Exercise 1.5.4). 
Since Graph(.6.) contains a nontrivial directed cycle, the congruence classes 
cannot all be singletons, and so a == {3 for all a and {3. Hence Graph(.6.) is 
strongly connected as required. 

(ii) We have to show that Graph(.6.) is strongly connected for each non­
diagonal orbit .6.. Choose (a, {3) E .6., and z E G such that z has a cycle 
of finite length containing a and {3. Then some power y of z maps a onto 
{3, and ym fixes a for some m > 1. Thus a, {3 = a Y , a y2 , .•. ,ayrn = a 
is a nontrivial directed cycle in Graph(.6.), and so Graph(.6.) is strongly 
connected by (i). 

(iii) Follows immediately from (ii) (we can choose z so that a Z = {3 
because G is transitive). D 

Exercises 

3.2.12 Suppose that the group G acts transitively on n and let Go. be a 
point stabilizer. Show that G is strongly primitive if and only if 
there is no subset T with the properties Go. eTc G and TT <;;; T 
(in other words, Go. is a maximal subsemigroup of G). (Compare 
with Lemma 1.5A.) 

3.2.13 Let G be a finite primitive group with a sub orbit of length 2. Show 
that G is finite, that each point stabilizer has order 2, and that G 
has prime degree. Hence show that G is a dihedral group. [Hint: 
Look at the digraph for the corresponding orbital.] 

3.2.14 Use Theorem 3.2A and Lemma 3.2A to describe an algorithm which 
you could use to decide whether a finite permutation group is 
primitive (assume that the group is defined by a set of generating 
permutations). What information can you get about blocks in the 
case that Graph(.6.) is not connected for some nondiagonal orbital 
.6.? (See Sect. 3.6.) 

Theorem 3.2A uses each of the orbitals separately, but we can ob­
tain more powerful results by combining the orbitals and the digraphs 
Graph(.6.). We define the colour graph 9 of the transitive group G to be 
a labeled digraph with vertex set n and full edge set n x n where each 
edge (a, {3) is labeled with a "colour" identifying the orbital from which 
it comes. Clearly G acts on the set of vertices of 9 in such a way as to 
preserve the colours of all the edges. This leads us to introduce a binary 
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operation 0 on the set of all sets of edges of g. Let E, r ~ 0 x 0, then 

Eo r := ((a,,8) I (a,1') E E and b,,8) E r for some l' E O} . 

Thus E 0 r is the set of all edges (a,,8) in 9 such that there is a path 
of length 2 from a to ,8 whose edges are from E and r, respectively. The 
operation 0 is associative, and we can define "powers" by 

E(O) := ~l (the diagonal orbital) and E(k):= Eo E(k-l) for k ~ 1. 

Also, for any set E of edges and any a E 0, we shall write 

E(a) := {,8 E 0 I (a,,8) E E} 

and so E(a) consists of all heads of directed edges in E with their tails at 
a. These constructions are applied in the next theorem. 

Theorem 3.2B. Let G be a group acting tmnsitively on the set O. 
(i) Let E and A be subsets of 0 x 0, and suppose that A is G-invariant. 

Then IE 0 A(a)1 :::; IE(a)IIA(a)1 for all a E o. 
(ii) Suppose that G is primitive and ~ is a nondiagonal orbital for G, and 

put r := ~ U ~ *. Then Uk>o r(k) = 0 x 0; and, if G has finite mnk 
r, then it is sufficient to take the union over all k :::; r - 1. Moreover, if 
Gmph( ~) is strongly connected, then the same conclusion holds with 
r replaced by ~. 

(iii) If G is primitive with finite mnk r and some suborbit has finite length 
m> 1, then 0 is finite and 101:::; 1 + m + ... + m r - 1 . 

PROOF. (i) Clearly, (E 0 A)(a) = U')'EE(<» A(1'). On the other hand, for all 
x E G, A(a)X = A(aX) because A is G-invariant, and so IAb)1 = IA(a)1 
for all l' E 0 by the transitivity of G. The result now follows. 

(ii) Since (a,,8) E r(k) {==} there is a nondirected path of length k 
from a to ,8 in Graph(~), the first assertion of (ii) follows at once from 
Theorem 3.2A. Now define (1)(s) := UO<k<s r(k) and consider the chain of 
subsets (1)(0) ~ (1)(1) ~ (1)(2) ~ .... If ~(t) = (1)(t -1) for some t ~ 1, then 
r(t+1) ~ (1)(t - 1) 0 r ~ (1)(t), and so (1)(t + 1) = (1)(t). Hence, by induction, 
we have (1)(s) = (1)(t - 1) for all s ~ t and so (1)(t - 1) = 0 x o. On the 
other hand, each orbital of G is contained in some ~(k) because the latter 
are G-invariant sets whose union is 0 x 0 and the former is an orbit for G 
on this set. Thus, if G has rank r, then at most r of the sets (1)(s) can differ 
from one another. In particular, (1)(r - 1) = 0 x 0 as asserted. A similar 
argument applies (with r replaced by ~) in the case where Graph(~) is 
strongly connected. 

(iii) Let ~ be an orbital for G with 1~(a)1 = m; since m > 1, ~ is non­
diagonal. We shall first show that Graph(~) must be strongly connected. 
Indeed, for each a E n, define O[a) to be the set of all l' E 0 for which there 
is a directed path in Graph(~) from a to 1'. The argument in (ii) above 
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shows that O[a) = UO<k<r ~(k)(a), and so Oral is finite by the finiteness 
of ~(a). Since O[a]X ;; O[ax ], the transitivity of G shows that 10[a]1 is 
independent of a, while 10[a] I > 1 because 1~(a)1 > 1. Choose (3 :::j:. a in 
Oral, and note that 0[(3] ~ oral by the definition of oral. Since the two 
sets have the same finite size, therefore oral = 0[(3]. Thus a E 0[(3] and 
(3 E ora], so there is a directed cycle in Graph(~) passing through a and 
(3. Hence Graph(~) is strongly connected by Lemma 3.2A(i). 

Finally (ii) applies to conclude that Oral = 0, and so 101 < 
Eo9 <r 1~(k)(a)1 :::; 1 + m + '" + m r - 1 by (i). 0 

In the case of a finite transitive permutation group G of degree n, the list 
of subdegrees (the lengths of the orbits of one of the point stabilizers) is an 
invariant of G. We shall denote them in increasing order: nl = 1, n2, .. . ,nr 
where r is the rank of G. Note that, if G is primitive and not regular of 
prime degree, then ni > 1 for all i > 1 (see Exercise 1.6.5). 

Exercises 

3.2.15 Show that 87 acting on the set of 3-subsets of {I, 2, ... ,7} has 
degree 35 and rank 4 with sub degrees 1,4,12,18. 

3.2.16 Using the notation above, show that if either ni ~ n/2, or ni ~ n/4 
and the corresponding orbital ~i is not self-paired, then any two 
vertices in Graph(~i) can be joined by a nondirected path oflength 
:::; 2. 

Lemma 3.2B. Let G be a finite primitive permutation subgroup of 
8ym(0) of degree n and rank r > 2 with subdegrees nl = 1 :::; n2 < 
... :::; nr . Assume that G is not regular. Then 

(i) ni+l :::; ni(n2 - 1) for all i ~ 2; 
(ii) the largest subdegree nr has a nontrivial factor in common with ni for 

each i = 2, ... r - 1; 
(iii) if k of the subdegrees n2, ... ,nr-l are pairwise relatively prime then 

r ~ 2k. 

PROOF. (i) When G is a finite we can refine the arguments of Theorem 
3.2B (iii) as follows. Fix a E 0, and order the orbitals ~1, ••• '~r such 
that l~i(a)1 = ni for each i. To simplify notation, set ~ := ~2 and let ~* 
be its paired orbital. The set ~ 0 ~ * is G-invariant and consists of all pairs 
( a, (3) such that (a, 'Y), ((3, 'Y) E ~ for some 'Y. Moreover, ~ 0 ~ * contains 
a nondiagonal orbital because n2 > 1. 

Now consider paths in the colour graph of G which start at a and have 
the form: a = ao, all' .. ,ak with each edge (ai, ai+1) in either ~ or 
~ * depending on whether i is even or odd. We shall call such a path an 
"alternating path" oflength k. Since ~ 0 ~* contains a nondiagonal orbit, 
Theorem 3.2B (ii) shows that for each (3 E 0 there is an alternating path 
from a to (3. 
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Suppose that 2 ::::; i < r; we want to show that niH::::; ni(n2 - 1). Let k 
be the shortest length of a minimal alternating path from a to some vertex 
(3 for which (0:, (3) E I:1j and j > i. Fix such a path, a = 0:0,0:1, ... , ak = 
(3, and note that k ~ 2 because j i= i. By the choice of k, (0:, ak-1) E I:1t 

for some t ::::; i. Now suppose that k is odd (the case where k is even is 
analogous with 1:1 replaced by 1:1*). In the colour graph, there are n2 edges 
out of ak-1 from 1:1, and one of these goes to ak-2. Hence there are at 
most n2 - 1 points "I E I:1 j (a) such that (O:k-1, "I) E 1:1. On the other 
hand, I:1j (o:) is a Ga-orbit containing (3, and there is an alternating path 
of length k from a to each point (3x E I:1j (a) with x E Ga given by: 
0: = o:x,o:f, ... , 0:'k-1' (3x. Nowa'k_1 E I:1 t (a) for all x EGa, and so can 
only take Il:1t (o:) 1 = nt values. Hence (3x can take at most nt(n2 -1) values. 
Thus niH ::::; nj ::::; nt (n2 - 1) ::::; ni (n2 - 1) as required. The proofs of parts 
(ii) and (iii) are left to Exercises 3.2.18, 3.2.19 and 3.2.20. The first two of 
these exercises are actually quite general and apply to infinite groups as 
~ll. 0 

Exercises 

3.2.17 Calculate the rank and sub degrees for the following groups: 
(i) The wreath product 8m wr 82 with the product action of 

degree m 2 ; 

(ii) 8m acting on the set of 2-sets of degree m(m - 1)/2; 
(iii) 8m wr 8m acting imprimitively of degree m 2 ; 

(iv) The subgroup of the group in (iii) given by D2m wr 8m where 
D2m is a dihedral group of order 2m acting transitively. 

3.2.18 If the group G acts transitively on two finite sets rand 1:1 whose 
sizes are relatively prime, show that the natural action of G on r x 1:1 
is also transitive. 

3.2.19 Let G be a transitive group on a set nand 0: a point in n. Let 1:1 
and r be orbitals of G for which m := 1 1:1 (a) 1 and n := Ir(a)1 are 
finite and relatively prime with m ::::; n. Show that 1:1 0 r is an orbital 
for G, that k := 11:1 0 r(a)1 is also finite and divides mn, and that 
k ~ n. If m > 1 and G is primitive, show that k > n. 

3.2.20 Use the previous exercise to show that, for a finite, nonregular, 
primitive permutation group, the largest subdegree has a nontrivial 
factor in common with each of the other nontrivial subdegrees. In 
particular, if the group has k relatively prime nontrivial subdegrees, 
then its rank is at least 2k. 

3.2.21 Let p be an odd prime. Show that there is no primitive group of 
degree p + 1 and rank 3. 

3.2.22 Show that a primitive group of degree 6, 8 or 12 must be 2-transitive. 

The previous results are basically combinatorial. The following result 
gives a group theoretic restriction on the structure of a point stabilizer of a 
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primitive group acting on a suborbit. Recall that S is a section of a group 
G if for some subgroups Hand K of G we have K <l Hand H/ K ~ S. 

Theorem 3.2C. Suppose that G is a finite primitive subgroup of Sym(f'l). 
Let a E 0. and let r be a nontrivial orbit of Ga. Then every simple section 
of Ga is isomorphic to a section of the group G~ which Ga induces on r. 
In particular, each composition factor of Ga is isomorphic to a section of 
G~. 

PROOF. We first show that if 1 < H S Go; and j3 E r then, for some 
x E G, x-I Hx fixes a but does not fix j3. Indeed, put D. := fix(H) and 
note that D. -I 0. because H -I 1. If j3 ~ D. we can take x = 1, so assume 
j3 E D.. Now because G is primitive, D. is not a block for G and so for some 
x E G we have a E D.x = fix(x- 1 Hx) and j3 ~ D.x (see Exercise 1.5.5). 

Now suppose that S is a simple group which is isomorphic to a section 
of Ga. Choose H S Go; which is minimal with respect to the condition 
that S ~ H / K for some K <l H. Since S is simple, K is a maximal nor­
mal subgroup of H, and so if N <l Hand N is not contained in K, then 
S ~ H/K = NK/K ~ N/(N n K). Thus, by the choice of H we conclude 
that K contains all proper normal subgroups of H, and so every nontriv­
ial homomorphic image of H contains a section isomorphic to S. On the 
other hand, from what we showed at the beginning of this proof, there 
exists x E G such that x- 1Hx S Ga and (x- 1Hx)r -I 1. The restric­
tion G~ of Go; to r contains (x- 1 Hx)r and so has a section isomorphic to 
(x- 1Hx)/(x- 1Kx) ~ S, and the theorem is proved. D 

Corollary 3.2A. If G is a finite, nonregular, primitive group and r -I {a} 
is an orbit of a point stabilizer Ga , then: 
(i) each prime dividing I Gal also divides I G~ I ; 

(ii) Go; is solvable whenever G~ is solvable. 

For further results along these lines see Sect. 4.4. This section concludes 
with an application of Corollary 3.2A on the support of a Sylow p-subgroup. 
It is an interesting example of how reduction to the primitive case is used. 

Theorem 3.2D. Let G S Sym(f'l) be a transitive group of degree n, and 
let P be a Sylow p-subgroup of G. If P -I 1 then Ifix(P)I < n/2. 

PROOF. The result is true for n S 3, so we can proceed by induction. 
Assume n > 3 and P -I 1. We consider two cases. 

First, suppose that G is primitive. We may assume that P fixes at 
least one point, say a, since otherwise the assertion is trivially true. Let 
0.1 := {a}, 0.2, ... ,f'lr be the orbits of Ga of lengths nl = 1, n2, ... ,nr, 
respectively. Since 1 -I P S Ga , Corollary 3.2A (i) shows that Pacts 
nontrivially on each of the orbits f'li (i > 1), and hence by induction 
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Ifix(P) n nil::; (ni - 1)/2 for each i > 1. Hence 

Ifix(P) I ::; 1 + t ni ; 1 = (n - ; + 2) 
i=2 

< n 
2 

We claim that equality cannot hold in this inequality. Indeed, pIn = 
IG: Gal because P is a Sylow p-subgroup of G and P ::; Ga. However, p 
does divide Isupp(P)I = n - Ifix(P)I because each orbit of P has p-power 
length, and so Ifix(P)I =1= n/2. Thus Ifix(P)I < n/2 when G is primitive. 

Now suppose that G is imprimitive, and let ~ := {Al. ... , Am} be a 
system of m blocks each of size d, say, where n = md and 1 < d < n. Let 
K be the kernel of the action of G on ~. Since Ai is a block, P ::; G {~;} 
whenever Ai n fix(P) =1= 0, and therefore P must fix (setwise) at least 
Ifix(P)I /d of the blocks in ~. If P is not contained in K, then Pacts 
nontrivially on ~ and induction shows that Ifix(P)I /d < m/2, and hence 
Ifix(P) I < n/2 as required. On the other hand, suppose that P ::; K. Since 
the induced groups K~; (i = 1, ... , m) are isomorphic, each must have 
order divisible by p. If Ai ~ fix(P), then Ai ~ fix(u-1pu) for all u E K, 
and so all the Sylow p-subgroups of K would act trivially on Ai which is 
impossible. Thus Pacts nontrivially on each of the m blocks Ai, and so 
induction shows that Ifix(P)I < md/2 = n/2 as required. This proves the 
theorem. 0 

Exercises 

3.2.23 Let G be the image of the (primitive) action of 88 on the set of 
3-sets of {I, 2, ... ,8}. Using the fact that A5 is simple, show that 
A5 is a composition factor for a point stabilizer Ga of G, but not a 
composition factor of G; for some nontrivial orbit of r of Ga. (This 
shows that we cannot replace "section" by "composition factor" in 
Theorem 3.2C.) 

3.2.24 If G is a finite primitive group with sub degrees 1 = nl < n2 ::; ... ::; 
nr , show that p ::; n2 for each prime p dividing ni (i = 3, ... ,r). 

3.2.25 Let G be a finite primitive group with a sub degree equal to a prime 
p. Show that p divides IGal but p2 does not. [Hint: choose an orbital 
A of G such that IA(a)1 = p, and let f3 E A(a). Use induction to 
show that each of the sets A(a), A 0 A*(a), A 0 A* 0 A(a), ... is 
fixed pointwise by any p-subgroup of Ga,e.] 

3.2.26 Let G be a primitive, but not 2-transitive, group of degree 10. 
(i) Show that G has rank 3 and sub degrees 1, 3 and 6. 

(ii) If A is the orbital corresponding to the subdegree 3, show that 
Graph(A) is isomorphic to the Petersen graph (Exercise 2.3.4). 

(iii) Conclude that G is permutation isomorphic to A5 or 8 5 acting 
on 2-sets of {I, 2, 3, 4, 5}. 

3.2.27 Suppose that G acts as a transitive group with point stabilizer H. 
Show that G has rank r in this action if and only if there are elements 
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Yi E G for i = 1, ... , r such that G is the disjoint union of the 
double cosets 

r 

In particular, Gis 2-transitive if and only if G = H U HyH for some 
y E G. 

3.2.28 Let F be a finite field with an odd number of elements. Let Q be 
the digraph with vertex set F where (a, (3) is an edge ~ a - (3 
is a nonzero square in F. Show that Aut(Q) acts transitively on F, 
and find its rank and order. 

3.2.29 Show that every primitive group of degree 20 is 2-transitive. 

3.3 Minimal Degree and Bases 

A basis is a very important and useful tool in studying vector spaces and 
linear transformations. In particular, every linear transformation is com­
pletely determined by how it acts on a basis. An analogous idea is useful in 
the study of permutation groups. Let G be a group acting on the set n. A 
subset ~ of n is called a base for G if G(~) = 1; in other words the identity 
is the only element of G which fixes every element in ~. 

Exercises 

3.3.1 Suppose G is a group acting on n and ~ c;; n. Show that the following 
are equivalent: 

(i) ~ is a base for G; 
(ii) ~x is a base for G for all x E G; 

(iii) for all x, y E G, (aX = aY for all a E ~) implies (x = y); 
(iv) ~ n supp(x) -10 for all x -I 1 in G. 

3.3.2 If G is a finite permutation group of degree n and a smallest base for 
G has size b, show that 2b ::; IGI ::; n(n - 1) ... (n - b + 1) ::; n b . 

If a group G acting on a set n has nontrivial elements with finite support, 
we define the minimal degree of G to be the minimum of Isupp(x) I for all 
x E G, x -I 1. Exercise 3.3.1 suggests that in cases where the minimal 
degree is small, the bases of G must be large. An extreme case is Sn which 
has minimal degree 2 and whose smallest base has size n - 1. 

Exercises 

3.3.3 Consider the affine group AGLd(F) acting on Fd where F = lFq is 
the finite field with q elements (see Sect. 2.8). The degree of this 
action is qd. Show that the minimal degree is qd-l(q - 1), and the 
size of the smallest base is d + 1. 
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3.3.4 Find the minimal degrees and minimum base sizes for the following 
groups: 

(i) An; 
(ii) the wreath product Sd wr Sr with the imprimitive action of 

degree dr; 
(iii) the wreath product Sd wr Sr with the product action of degree 

dr ; 

(iv) the 3-transitive action of PGL2 (F) on PGl (F), the set of "lines" 
of F2, where F = IF q is the finite field with q elements (see Sect. 
2.8). 

3.3.5 Let m 2': 5 and consider the action of Sm on the set of 2-sets of 
{I, 2, ... ,m}. This action is primitive of degree n := m(m - 1)/2. 
Show that the minimal degree is 2m - 4 and that there is a base of 
size l2m/3 J. (The latter is less than Vn if m 2': 10.) 

3.3.6 Suppose that G is a (possibly infinite) primitive group. If G contains 
an element x with Isupp(x)I = m and x has s nontrivial disjoint 
cycles, show that G has rank at most m - s + 1. In particular, if G has 
minimal degree m then G has rank at most m. Give examples to show 
that this is not necessarily true for transitive groups. [Hint: Choose 
a E supp(x), and note that G = (x, GoJ because G is primitive.] 

Exercises 3.3.4 (i) and (ii) gives examples of transitive groups of arbitrar­
ily large degree with small minimal degree. Notice however that in none 
of these cases are the groups properly primitive (that is, primitive and 
distinct from the alternating and symmetric groups of same degree). This 
is no accident, as Theorem 3.3C shows. In fact one of the main results of 
Chap. 5 will give a lower bound on the minimal degree of a proper primitive 
group in terms of the degree of the group. As a first modest step we exam­
ine groups with minimal degree 2 or 3. Recall that the finitary symmetric 
group FSym(O) consists of all permutations of 0 with finite support (see 
Exercise 1.6.6). In the arguments below we shall be frequently calculating 
expressions of the type y-1xy and x-ly-lxy (recall Exercise 1.2.6). 

Theorem 3.3A. Let G be a primitive subgroup of Sym(O). 
(i) If G contains a 3-cycle, then G 2': Alt(O). 

(ii) If G contains a 2-cycle, then G 2': FSym(O). In particular, if 0 is 
finite, then G = Sym(O). 

PROOF. (i) If ~ ~ 0, then we shall identify Alt(~) with the subgroup 
of Alt(O) consisting of all elements which fix 0 \ ~ pointwise. Let b. be 
a maximal subset of 0 with the property that G 2': Alt( b.) (the proof 
that such a subset exists when 0 is infinite requires Zorn's Lemma or an 
equivalent transfinite argument). By hypothesis I~I 2': 3, and we want to 
show that ~ = O. Suppose that ~ =1= O. 

Since G is primitive, b. is not a block for G, and so there exists x E G 
such that b. n ~ x =1= 0 or b.. First suppose that ~ n b. x contains only one 
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element, say a. Since X-I Alt(.6.)x = Alt(.6."') , and G 2: Alt(.6.), therefore 
there are 3-cycles of the form y := (a(3"{) and z := (a8'f/) in G with 
(3, "{ E .6. and 8, 'f/ E .6."'. Then G contains z-Iy-Izy = (a(38) with exactly 
two points in .6.. On the other hand, if .6. n.6.'" contains at least two points, 
say a and (3, then choose 8 E .6.'" \ .6.. Since a, (3 and 8 all lie in .6."', again 
G contains a 3-cycle (a(38) with exactly two points in .6.. 

Thus let w := (a(38) E G with a, (3 E .6. and 8 ¢ .6., and put r := 
.6. U {8}. We claim that G 2: Alt(r). Since G 2: Alt(.6.), it is enough to 
show that u E G for all u E Alt(r) with 8u #- 8. Since E := 8u E .6., there 
exists v E Alt(.6.) such that EV = (3, and then uv(a(38) E Alt(r) and fixes 
8. This implies that uv(a(38) and v(a(38) both lie in G and so u E G. Hence 
G 2: Alt(r) contrary to the maximality of .6.. This shows that .6. = 0 as 
required. 

(ii) Clearly we may assume that 101 2: 3. Suppose G contains the 2-cycle 
(a(3). Then {a, (3} is not a block for G, and so there exists x E G such that 
{a, (3} n {a, (3}'" has size 1. Relabelling if necessary we can assume that 
{a, (3}'" = {a, "{} with "{ #- (3. Now (a(3)x-l(a(3)x = (a(3)(a"{) = (a(3"{) 
lies in G, so G 2: Alt(O) by (i). But (a(3) is an odd permutation and so 
G 2: ((a(3), Alt(O)) = FSym(O). 0 

As an immediate application of this theorem we show that Alt(O) is 
a (nonabelian) simple group when 101 2: 5. We remark that Alt(O) is a 
simple (cyclic) group when 101 = 2 or 3, and that Alt(O) is not simple 
when 101 = 4. 

Corollary 3.3A. If 101 2: 5, then Alt(O) is simple. 

PROOF. Put A := Alt(O) with 101 2: 5. Suppose we have N <JA and N #- Ij 
then N is transitive by Theorem 1.6A and the primitivity of Alt(O). Since 
N ::; A, the minimal degree m of N is at least 3. Our first step is to 
prove that m = 3. Every element of finite support has finite order, and 
so we can choose an element u E N of prime order, say p, and all of 
the nontrivial cycles of u have length p. We observe that if x E A, then 
the commutator y := [u-Ix-Iu, xl = u-I(XUX- I )U-I(X-IUX) E N. In 
particular, if Isupp(U-Ix-IU) n supp(x) I = 1, then N contains a 3-cycle 
by Exercise 1.6.7. Consider three special cases: 

(i) If p > 3, then u has a cycle (a(3"{& . .. ) of length at least 5. Take 
x = (a(38), and then y = ((38"{) E N. 

(ii) If p = 3, and u is not a 3-cycle, then u has at least two 3-cycles 
(a(3"{) (8El)) .... Take x = (a(38), and then y = ((38"{) EN. 

(iii) Ifp = 2, then u has at least two 2-cycles (a(3) ("{8) .... Take x = (a(3"{) , 
and then y = (a(3)("(8) E N. 

It follows from (i) and (ii) that m = 3 if p > 2. In the case p = 2, (iii) 
shows that u can be chosen in the form (a(3)("(8)(E) ... j taking x = (a"{E) 
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in this case gives y = (afJ€) EN. Thus in all cases m = 3 as asserted, and 
N contains a 3-cycle z. 

Finally, since A is 3-transitive, x-1 zx runs over the set of all 3-cycles 
of A as x runs over A; hence N contains all 3-cycles. This implies that N 
has no nontrivial blocks, and so N is primitive (see Exercise 1.5.5). Thus 
N = A by the theorem. This shows that A has no proper nontrivial normal 
subgroups, and so A is simple. 0 

As another application of the theorem we shall prove a classical result on 
the size of a base for a primitive group due to Bochert (1889). The bound 
is crude but frequently useful. See Chapter 5 for better bounds. 

Theorem 3.3B. Let G ::; Sym(n) be a proper primitive group of finite 
degree n. Then G has a base of size at most n/2, and so IGI ::; n(n -
1) ... (n - Ln/2J + 1). 

PROOF. It is enough to prove the first statement; the bound on the order 
of G then follows from Exercise 3.3.2. 

Let G be a primitive subgroup of Sym(n), and let E be a base for G 
of minimal size. Suppose that lEI> n/2; we shall show that G 2:: Alt(n). 
Indeed, lEI> n/2 implies that ~ ;= n \ E is not a base by the minimality 
of E. Thus there exists x =f. 1 in G with support disjoint from ~ (see 
Exercise 3.3.1), and so supp(x) ~ E. Choose a E supp(x). Since E \ {a} 
is not a base for G by the choice of E, there exists y =f. 1 in G such that 

supp(y) ~ n \ (E \ {a}) = ~ U {a}. 

Since E is a base, supp(y) nE =f. 0, and so a E supp(y). Therefore supp(x) n 
supp(y) = {a}, and so G contains a 3-cycle by Exercise 1.6.7. Hence G 2:: 
Alt(n) by Theorem 3.3A. Thus we conclude that if G is a proper primitive 
group then lEI::; n/2 as asserted. 0 

Table 3.2 compares the maximal order M(n) of a proper primitive group 
of degree n with the Bochert bound B(n) given by the last theorem. 

Our next immediate objective is to prove a relationship between de­
gree, minimum base size and minimal degree which holds for any transitive 

TABLE 3.2. The Orders of Primitive Groups and Bochert's 
Bound 

n= 5 6 7 8 9 10 11 12 

M(n) = 20 120 168 1344 1512 1440 7920 95040 
B(n) = 20 120 210 1680 3024 30240 55440 665280 
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group. If the group involved is finite, then there is a simple counting argu­
ment to prove this result (see Exercise 3.3.7), but the general case needs a 
different approach. 

Exercise 

3.3.7 Let G be transitive subgroup of Sym(o.) where 0. is finite, and sup­
pose that the minimal base size of G is b and the minimal degree 
is m. Show that 10.1 ~ bm. [Hint: Let ~ be a base of minimal size 
and let ~ be the support of an element of minimal degree. Show 
that I~x n ~I ;::: 1 for all x E G and that, for each a E 0., there 
are exactly I~IIGI In values of x E G such that a E ~x. Hence 
I~II~IIGI In = I:xEG I~x n ~I ;::: IGI·] 

To deal with the general case we begin with a result due to B.H. Neumann 
(1954). 

Lemma 3.3A. Let G be an arbitrary group and let Hi (i = 1, ... ,m) be 
subgroups of G. If G is a union of left cosets 

m 

(3.1) 

for some elements Xi E G, then IG : Hil ~ m for at least one i. 

PROOF. Without loss in generality we may suppose that the union in (3.1) 
is "irredundant", that is, no proper subset of the set of cosets HiXi (i = 
1, ... ,m) has its union equal to G. We shall first show that under this 
assumption all Hi have finite index in G. 

We proceed by induction on the number of distinct Hi. If all Hi are equal 
then the assertion is clearly true, so suppose that at least two are different, 
and let one of these subgroups be denoted by K. Since we are assuming the 
union in (3.1) is irredundant, some coset Ku of Kin G does not appear in 
(3.1). Then 

and using this we can replace each term Hjxj in (3.1) which has H j = K 
by a union of a finite number of cosets in the Hi which are different from 
K. The inductive hypothesis then shows that all Hi distinct from K have 
finite index in G. Since K was chosen arbitrarily from among the Hi, this 
shows that IG : Hil is finite for all i. 

Since all Hi have finite index in G, there exists N <l G of finite index in 
G with N ~ Hi for all i (see Exercise 3.3.8 below). If we write Xi := N Xi, 
then (3.1) shows that 

m 

GIN = U(HdN)Xi 
i=l 
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and so 
m 

IG : NI ~ L IHi : NI . 
i=l 

Hence for the value of j for which J H j : N J is largest we have J G : H j J = 
JG/N : Hj/NJ ~ m as required. 0 

Exercises 

3.3.8 Let Hi (i = 1, ... , m) be subgroups of finite index in a group G. Show 
that G has a normal subgroup of finite index which is contained in 
every Hi. [Hint: Consider the action of G by right multiplication on 
the set of all right cosets of the H;.J 

3.3.9 Under the hypothesis of Lemma 3.3.A and assuming that the union 
in (3.1) is irredundant, show that IG : nHil ~ m!. 

Exercise 3.3.1 shows that a base E for a group G has a nonempty inter­
section with the support of every nontrivial element. The following theorem 
is concerned with this sort of situation in a general setting. 

Theorem 3.3C. Let G ~ Sym(n) and suppose that rand Ll are finite 
subsets of n of sizes m and n, respectively. If rx n Ll =1= 0 for all x E G, 
then at least one point of r lies in an orbit of G of length ~ mn. 

PROOF. For each 'Y E r and each 8 E Ll n 'YG we choose x'Yo E G mapping 
'Y to 8. Then the hypothesis shows that every x E G lies in at least one of 
the cosets G'Yx'Yo. Since there are at most mn of these cosets, Lemma 3.3A 
now shows that for some 'Y E r we have JG : G'YJ ~ mn, and so the orbit 
'YG has length ~ mn as required. 0 

Exercises 

3.3.10 For any positive integers m, n find a transitive group G of degree 
mn on a set n and subsets Ll and r of sizes m and n, respectively, 
such that rx n Ll =1= 0 for all x E G. [Hint: Choose r and Ll as 
blocks for G.] 

3.3.11 Show that the following natural analogue of Theorem 3.3C is false: 
"If G ~ Sym(n) and Ll, r are countably infinite subsets of n such 
that rx n Ll =1= 0 for all x E G, then G has an orbit which is 
of at most countable length." [Hint: Let G = Alt(n) where n is 
uncountable.] 

3.3.12 Give an example of a group G which is a union of a countable number 
of proper subgroups but which does not have any proper subgroup 
of countable index. 

Corollary 3.3B. Let G be a tmnsitive subgroup of Sym(n). IfG has finite 
minimal degree m and a finite base of size b, then n is finite and Inl ~ bm. 
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PROOF. Let ~ := supp(z) for some z E G with I~I = m, and let ~ be a 
base of size b. Then EX n ~ 1= 0 for all x E G by Exercise 3.3.1. The result 
now follows from Theorem 3.3C and the transitivity of G. 0 

Exercise 

3.3.13 Give an example to show that the conclusion of Corollary 3.3B may 
be false if G is not assumed to be transitive. 

We are now in a position to prove a theorem due to Jordan (1871) on 
the minimal degree of proper primitive permutation groups. The case where 
the minimal degree is 2 or 3 has been dealt with in Theorem 3.3A. 

Theorem 3.3D. For each integer m ::::: 4 there exists a constant (3m such 
that if G is a proper primitive subgroup of Sym(O) and G contains an 
element z with Isupp(z)I = m, then 101 ::::: (3m; and if G is 2-transitive, 
then 101 ::::: 1 + (m _1)2. In particular, if 0 is infinite, then every primitive 
subgroup of Sym(O) containing a nontrivial element of FSym(O) must 
contain Alt(O). 

PROOF. Choose a E supp(z) and put ~ := supp(z) \ {a}. We first note 
that ~x n ~ 1= 0 for all x E Go.. Indeed, otherwise supp(x-1zx) and 
supp(z) have exactly one point in common and G contains a 3-cycle (see 
Exercise 1.6.7); this is impossible by Theorem 3.3A because G does not 
contain Alt(O). Theorem 3.3C now shows that Go. has an orbit r 1= {a} 
of length £ ::::: (m - 1)2. On the other hand the rank r of G is at most m 
by Exercise 3.3.6. Thus Theorem 3.2B (iii) shows that 

10 1 ::::: 1 + £ + £2 + ... + £r-l < pr ::::: (m _ 1)2m. 

This proves the first statement with (3m := (m - 1)2m. 
In the case where G is 2-transitive, then r = 2, and so the estimate above 

gives 101 ::::: 1 + (m - 1)2 as asserted. 0 

The proof above shows that we can take (3m = (m - 1)2m, but this is a 
very crude estimate. Similarly the estimate for the 2-transitive case is quite 
crude. Much better bounds are obtained later in Chap. 5. 

The following example due to Jordan (1875) shows how it is possible to 
strengthen these estimates in the case where m = 4. 

EXAMPLE 3.3.1. We shall show that if G ::::: Sn is a primitive group with 
minimal degree 4, then n ::::: 8. We shall leave the cases n = 9, 10 and 
11 as an exercise (Exercise 3.3.14), and obtain a contradiction under the 
assumption that n ::::: 12. Since the square of a 4-cycle is of type 22 (that 
is, a product of two 2-cycles), the group G contains an element of type 22, 
and so we may suppose that u := (12)(34) E G. Since 4 is the minimal 
degree, G is proper primitive and Exercise 3.3.6 shows that G has rank 2 
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or 3. Theorem 3.3D shows that G cannot be 2-transitive because n > 10, 
and so G has rank 3. Let the orbits of GI be {I}, rand .6., of lengths 1, e 
and d, respectively. Again the condition on n and Lemma 3.2B (i) show 
that e and d are both at least 4. 

Since G = (Gl, u) by the primitivity of G, neither r nor .6. can contain 
a nontrivial orbit of u. Hence, relabeling the points and orbits if necessary, 
we may assume 2,3 E r and 4 E .6.. Put h := IGII and define 

Ba.(3 := {x E GI I aX =.8} for a,.8 E {2, 3, 4}. 

For each pair (a, .8), either Ba.(3 is empty or it is a coset of the point 
stabilizer Gla. in GI . Hence the orbit-stabilizer theorem shows that I Ba.(31 = 
hie if a,.8 E {2, 3}, IB441 = hid, and the other Ba.(3 are empty. 

We claim that the union of the Ba.(3 is equal to GI . Indeed, suppose that 
y is an element ofGI not lying in any Ba.(3. Then supp(u) nsupp(y-Iuy) = 
{I}, and so G contains a 3-cycle by Exercise 1.6.7, contradicting the as­
sumption that G has minimal degree 4. In particular, since e ~ 4, d ~ 4 
and e + d ~ 11, the inequality 

shows that e = 4. 
Finally, we show that the case e = 4 is impossible. In this case Gf :::; 

Sym(r) is transitive of degree 4, and so is either Sym(r), Alt(r), a dihe­
dral group of order 8, or an elementary abelian 2-group of order 4. In the 
respective cases, we can verify that IB22 n B331 = IGl23 1 = h/24, h/12, hl8 
or h14, and that IB23 n B321 = 2h/24, h/12, 2hl8 or h14. Thus, since 
IB22 n B441 ~ 1, we have 

h = IUBa.(31 :::; L IBa.(31 - IB22 n B331 - IB23 n B321 - 1 

4h h 3h 
<~+d-24-1. 

Since e = 4, this implies that d < 8. Since e + d ~ 11, this means that 
d = 7, but then Lemma 3.2B (ii) shows that this is impossible because 4 
and 7 are relatively prime. 

Exercises 

3.3.14 Suppose that G :::; Sn is a primitive group of rank 3 with a sub degree 
3. If G contains an element of type 22, show that n = 7 or 10. Is the 
group uniquely determined in each case? (See also Exercise 3.2.26.) 

3.3.15 Let G be a primitive group of degree n and of minimal degree 4. 
Show that n is not equal to 9, 10 or 11. Find all examples of such 
groups when n :::; 8. 
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We conclude this section with one further theorem of Jordan which is 
often useful in discussing finite primitive groups. It is a special case of a 
general class of results which will be discussed later in Sect. 7.4. 

Theorem 3.3E. Let G ::::: Sym(n) be a primitive group which contains a 
cycle x of prime length p. Then either G ~ Alt(n) or 10,1 ::::: p + 2. 

PROOF. Theorems 3.3D and 3.3A show that the result holds if either 0, 
is infinite or p = 2 or 3. So suppose that 0, is finite of size nand p ~ 5, 
and assume that n ~ p + 3; we must show that G ~ Alt(n). As a first 
step we shall show that Gis 2-transitive and that, for each a E 0" Ger. acts 
primitively on 0, \ {a}. 

Consider the set S consisting of all r ~ 0, such that r 1= 0, and Gcn\r) 
acts primitively on r. Then S 1= 0 because supp(x) E S, and Exercise 
3.3.16 shows that: if ~, rES with ~ n r 1= 0 and ~ u r 1= 0" then 
~ u rES. Let ~ be a maximal element of S containing supp(x); we 
claim that I~I = n - 1. Indeed, since G is primitive, then there exists 
y E G such that ~y n ~ 1= 0 or ~. Clearly, ~y E S, so the observation 
above shows that ~y u ~ = 0, by the maximality of ~. This implies that 
n < 21~1. Now, suppose that 8 E 0, \~. Then for all Z E Go, ~ n ~z 1= 0 
because I~I > n/2, and 8 rf. ~ u ~z, so the observation above shows that 
~ u ~ Z E S. Thus the maximality of ~ shows that ~ = ~ Z for all z EGo. 
Since G is primitive, Go is a maximal subgroup of G, and so Go = G{~}. 
Since this is true for all points 8 E 0, \~, and the point stabilizers of G are 
distinct maximal subgroups (G is clearly not regular), therefore 0, \ ~ = {8} 
as claimed. 

This shows that G is 2-transitive, and that Go, and hence every one­
point stabilizer of G, acts primitively on its support. We can now proceed 
by induction on n. If n ~ p + 4 then the induction hypothesis applied 
to Go and x shows that Go ~ Alt( 0, \ {8}); hence Go contains a 3-cycle, 
and so G ~ Alt(n) by Theorem 3.3A. Thus consider the one remaining 
base case where n = p + 3. Since p > 3, P := (x) is a Sylow p-subgroup 
of G. Put N := Nc(P), and note that E := fix(P) is N-invariant since 
EU = fix(PU) = fix(P) for all u E N. 

We claim that N E = Sym(E) ~ S3. Indeed otherwise, Ner. = Ner.fJ for 
two distinct points a, (3 E E. However Ner. and Ner.fJ are the normalizers 
of P in Ger. and Ger.fJ, respectively. Hence the Sylow theorems (Exercises 
1.4.12 and 1.4.13) and the 2-transitivity of G give the contradiction: 

1 == IGer. : Ner.1 = IGer. : Ger.fJIIGer.fJ : Ner.fJl == n - 1 (mod p). 

This shows that N E = Sym(E ) as claimed. 
Finally, N acts by conjugation on P; the kernel of this action is 0 := 

Oc(P) and the image of this action lies in Aut(P). Because P is cyclic, 
Aut(P) is abelian (Exercise 2.2.2), and so N' ::::: O. Now a simple calcu­
lation shows that On\E = (x), and OE ~ (N')E contains a 2-cycle from 
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above. Choose y E C such that yE is a 2-cycle. Then yf!\E E (x) and 
p =1= 2, so yP is a 2-cycle in C. This shows that G contains a 2-cycle, and 
so G ~ Alt(O) by Theorem 3.3A. 0 

Exercises 

3.3.16 Let H and K be subgroups of Sym(O) with supports l:l. and r, 
respectively. If each of H and K acts primitively on its support, and 
l:l. n r =1= 0, show that (H, K) acts primitively on l:l. u r. 

3.3.17 Let C be the centralizer of a cycle x in Sym(O). If x has support 
A, show that CA = (x). [Hint: Use Exercise 1.2.6.] 

3.3.18 Show that the order of a proper primitive group of degree 19 cannot 
be divisible by 7. [Hint: If the Sylow 7-subgroup is nontrivial, show 
that its centralizer contains a 5-cycle.] 

3.4 Frobenius Groups 

A Probenius group is a transitive permutation group which is not regular, 
but in which only the identity has more than one fixed point. Historically, 
finite Frobenius groups have played an important role in many areas in 
finite group theory, including the analysis of 2-transitive groups and finite 
simple groups. The present section gives a survey of some of the properties 
of these groups. Unfortunately, proofs of the basic structure theorems of 
finite Frobenius groups must be omitted because they require techniques 
such as character theory which would require a major diversion from our 
central theme. 

EXAMPLE 3.4.1. Let U denote a subgroup of the group of units of a field 
F. Then the set G consisting of all permutations of F of the form 

ta[3 : e I--> ae + f3 with a E U, f3 E F 

is a Frobenius group where the point stabilizer of 0 is 

Go = {to.o I a E U} ~ U. 

The elements of G which fix no points, together with the identity, are 
the translations h[3 : e I--> e + f3. These translations constitute a normal 
subgroup K ~ (F, +) of G. 

Let G ::; Sym(O) be a Frobenius group. Then Go. n G[3 = 1 for any two 
distinct points a, f3 in 0, and so we say that the conjugacy class of stabiliz­
ers is a trivial intersection set (TI-set). The stabilizer Go. acts regularly on 
each ofits orbits on 0\ {a}. When 0 is finite, this implies that IGal divides 
101 - 1 and so G is quite a small subgroup of Sym(O). An important role 
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in the analysis of a Frobenius group is played by the set 

(3.2) K := {x E G I x = lor fix(x) = 0} 
consisting of the identity and the elements of G not in any point stabilizer 
(the fixed point free elements). In the example above K is a normal subgroup 
of G, and as we shall see later this is always true when G is finite but not 
when G is infinite. 

Exercises 

Let G S Sym(n) be a Frobenius group with the set K defined as in (3.2). 

3.4.1 Show that for each u =j:. 1 in K, Gc(u) ~ K; and for each x =j:. 1 in 
Go;, Gc(x) S Go;. 

3.4.2 Show that the following are equivalent: 
(i) K is a subgroup of G; 

(ii) for some a E 0" distinct elements of K lie in distinct right 
Ga-cosets; 

(iii) for all a E 0" distinct elements of K lie in distinct right Go;­
cosets. 

(iv) for all a, {3 E 0, there is at most one element x E K such that 
aX = {3. 

3.4.3 Suppose that n := 10,1 < 00. Show that each element in K has order 
dividing n, and that IKI = n. 

3.4.4 Suppose that K is a subgroup of G. Show that K must be a normal 
subgroup. If 0, is finite, show that K is regular. 

The structure of finite Frobenius groups has been described in major 
theorems of G. Frobenius, H. Zassenhaus and J.G. Thompson. However, 
since the proofs of these theorems would lead us too far away from the main 
theme of this book, they will be omitted. The interested reader will find 
expositions in the books of Huppert (1967), Passman (1968), and Tsuzuku 
(1982). The key result, part (i) below, is due to Frobenius (1902) and was 
an early triumph for techniques using character theory from the theory of 
linear representations. There is still no more elementary proof known. Part 
(ii) is from Zassenhaus (1936) while part (iii) is from Thompson (1959). 

Structure Theorem for Finite Frobenius Groups. Let G be a finite 
Frobenius group, Go; be a point stabilizer, and let 

K := {x E G I x = 1 or fix(x) = 0}. 

(i) K is a subgroup of G (and so normal and regular by Exercise 3.4.4). 
(ii) For each odd prime p, the Sylow p-subgroups of Ga are cyclic, and 

the Sylow 2-subgroups are either cyclic or quaternion. If G a is not 
solvable, then it has exactly one nonabelian composition factor, namely 
A 5 · 

(iii) K is a nilpotent group. 
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Exercises 

3.4.5 Show that a primitive permutation group with abelian point stabi­
lizers is either regular of prime degree or a Frobenius group. 

3.4.6 Let G be a finite primitive permutation group with abelian point 
stabilizers. Use part (i) of the Structure Theorem to show that G 
has a regular normal elementary abelian p-subgroup for some prime 
p. [Hint: Exercise 1.4.14 may be helpful.] (It is also known that a 
finite primitive group with a nilpotent point stabilizer is solvable if 
the Sylow 2-subgroup of the stabilizer is nilpotent of class at most 2. 
See Janko (1964).) 

3.4.7 If G is a finite group which contains a maximal subgroup M which 
is abelian, show that G is solvable and that G(3) (the third term in 
the derived series) equals 1. 

The following two theorems give elementary proofs of parts of the Struc­
ture Theorem stated above in some special cases. Other special cases are 
considered in Burnside (1911, Sect. 134), Griin (1945) and Shaw (1952). 
Frobenius' theorem has been generalized in Wielandt (1958). 

Theorem 3.4A. Let G :::; Sym(rl) be a finite Probenius group of degree 
n, and let K be the set defined by {3.2}. If Gcx has even order, then K is 
a regular normal abelian subgroup of G and Gcx has exactly one element of 
order 2. 

PROOF. Since Gcx has even order it contains an element of order 2. Let T 
be the G-conjugacy class containing this element. Since the point stabilizers 
of G are conjugate and disjoint, each of the n point stabilizers contains at 
least one element from T and ITI ~ n. Consider the cycle decomposition 
of an element t E T: t has one cycle of length 1 and (n - 1)/2 cycles of 
length 2. Since no nontrivial element of G has more than one fixed point, 
no two elements from G can contain the same 2-cycle. There are exactly 
n(n - 1)/2 2-cycles in Sym(rl), and so we conclude that ITI (n - 1)/2 :::; 
n(n - 1)/2 and hence ITI :::; n. But ITI ~ n from above, so ITI = n, and 
every 2-cycle occurs in one of the elements of T. In particular, each point 
stabilizer contains exactly one element from T, and T contains all elements 
of order 2 in G. 

We now claim that st E K whenever s, t E T. Suppose the contrary. 
Then fix(st) = {,8} for some ,8 Erland some distinct elements sand t 
from K. Then ,8t = ,8(8t)t = ,es, and so either (,8,88) = (,8,8t) is a 2-cycle 
appearing in both sand t, or ,88 = ,8t = ,8 (and so s, t E G(3). However, 
as we have seen above, neither of these cases is possible, and so we have a 
contradiction. Thus we conclude that st E K as claimed. 

Fix t E T. Then Tt ~ K, and since both sets have size n we conclude 
that Tt = K. In particular, 1 E K and KK- 1 ~ TT ~ K, so K is a 
subgroup; by Exercise 3.4.4 it is therefore a regular normal subgroup of G. 
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Finally, because each u E K has the form u = st (s E T), we therefore 
have t-Iut = st = u- 1 for each u E K. But this means that for all 
u, v E K, uv = rl(uv)-lt = rl(v-Iu-I)t = vu. Hence K is abelian, 
and the proof is completed. D 

Theorem 3.4B. Let G :::; Sym(n) be a 2-transitive Frobenius group, and 
let K be the set defined by (3.2). Suppose that either: (i) G is finite; or (ii) 
the point stabilizers Goo are abelian. Then K is a regular normal abelian 
subgroup of G in which each nontrivial element has the same order. 

Remark. A 2-transitive Frobenius group is also known as a sharply 2-
transitive group; further information about these groups is presented in 
Sect. 7.6. With respect to hypothesis (ii), we recall that Exercise 3.4.5 
shows that a 2-transitive group with abelian point stabilizers is necessarily 
a Frobenius group. 

PROOF. (i) Put n := 10,1. Then IKI = nand IGal divides n -1, and hence 
IGal = n - 1 because G is 2-transitive. Suppose that u =1= 1 lies in K. Then 
Gc(u) r;;;; K (see Exercise 3.4.1) and so IG : Gc(u) I :2: n - 1. Hence u has 
at least n - 1 conjugates in G. On the other hand, each conjugate of u is 
clearly a nontrivial element from K, so we conclude that: Gc(u) = K; u 
has n - 1 conjugates in G; and these conjugates are precisely the nontrivial 
elements of K. Thus we have shown that K is a subgroup, each element 
of K lies in the centre of K, and all elements of K are conjugate. This 
can only happen when K is an elementary abelian p-group. Finally K is 
regular and normal by Exercise 3.4.4. 

(ii) Let T be the set of all elements of order 2 in G. We claim that for 
every pair a, (3 of distinct points there is a unique t E T which maps 
a onto (3. Indeed, 2-transitivity implies that there exists t E G such 
that (a, (3)t = ((3, a). Since G is a Frobenius group and t2 fixes both 
a and (3, we conclude that t 2 = 1 (and t =1= 1); thus t E T. On the 
other hand, if sET and a 8 = (3, then (38 = a and so srI fixes two 
points and so must equal 1. Thus t is the unique element of T mapping a 
onto (3. 

Next note that if s, t E T and neither fixes a, then there exists x E Goo 
such that x-1sx = t. Indeed, by 2-transitivity we can choose x E Goo 
such that (a, ( 8)X = (a, at). Then x-Isx E T and maps a onto at; hence 
x-I sx = t by the uniqueness proved above. 

Also, there is at most one element of T in each Ga. For suppose that 
s, t E Tn Ga. Then from above there exists x E G(3 with (3 =1= a such that 
X-I sx = t, and so aX = a 8X = a xt . Since t only fixes one point, a = aX, 
and hence x fixes both a and (3. Thus x = 1, and s = t as claimed. 

Suppose now that x is any element of K and let (3 := aX. From what 
we have proved, there is a unique t E T such that a xt = a. Then xt E Goo 
so (3 =1= (3xt. We claim that either x = tor xt E T. Suppose that xt =1= 1. 
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There is a unique element sET such that ({3, {3Xt)8 = ({3xt, {3). Then 
xts E G(3 and if s E Go. then xts fixes 2 points and hence xt = sET. 
So suppose that s fj. Go.. As we have shown above, there is an element 
z E Go. such that Z-l sz = t. But xt and z are in Go. which is abelian, 
by hypothesis. Thus xtsz = xtzt = zx. So f3Zx = {3xtsz = {3z and the 
element x E K has the fixed point {3z, a contradiction. Therefore s EGo. 
and xt = sET. 

Suppose that K is not a subgroup. Then Exercise 3.4.2 shows that there 
must exist distinct nontrivial x, y E K such that xy-l E Go.. Then, with 
j3 := aX = aY there is a unique element t E T such that j3t = a. The 
argument above shows that either x = y = t or else xt and yt are each 
elements of Tn Go., contrary to what we have shown above. 0 

If G is a 2-transitive Frobenius group with abelian stabilizers Go. as 
considered in part (ii) of Theorem 3.4B, then G is a one-dimensional affine 
group AGL1(F) over some (commutative) field F (see Corollary 7.6A). 

Exercises 

The object of this set of exercises is the construction of a finite Frobenius 
group with a nonabelian regular normal subgroup; part (iii) of the Structure 
Theorem for Finite Frobenius Groups, shows that the subgroup must be 
nilpotent. Let q be a prime power and n be an odd integer, and let F be 
a field of order qn. Put 0 := F x F. Since the group of units of F is 
cyclic of order qn - 1, it contains a unique (cyclic) subgroup U of order 
(qn - l)/(q - 1). Let rr be the automorphism of F defined by rr(e) := eq(n+l)/2. 

3.4.8 For all a, j3 E F, define 9",,(3 : (e,,,,) ~ (e + a,,,, + j3 + err(a)). Show 
that each 9",,(3 is a permutation of 0, and that the set K of all such 
permutations is a regular subgroup of Sym(O). 

3.4.9 For each 'Y E U, define h"( : (e,,,,) ~ ("fe, 'Yrr("f)",). Show that each 
h"( is a permutation of 0, and the set H of all such permutations is 
a subgroup of Sym(O) which normalizes K. 

3.4.10 Show that G := KH is a Frobenius group with a nonabelian regular 
normal subgroup K. (The case q = 2 gives a Frobenius group of 
degree 22n and order 22n(2n -1) which occurs as the point stabilizer 
of a 2-transitive group called the Suzuki group Sz(2n); this group 
is discussed further in Sect. 7.7.) 

Exercises 

The object of this set of exercises is to give a construction of a finite Frobe­
nius group with a nonsolvable point stabilizer; part (ii) of the Structure 
Theorem for Finite Frobenius Groups shows that A5 is the only nonabelian 
composition factor which can arise. Let F be a finite field whose charac­
teristic is not 2, 3 or 5 and such that for some a, j3 E F we have a 2 = -1 
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and 132 + 13 = 1. Consider the subgroup H of S L2 (F) generated by 

x := [=~ ~], y := [~ ~] and z := [~1 ~1]' 
3.4.11 Show that a field of size 29 has the required properties. 
3.4.12 Show that x3 = y5 = 1, and that (xy)2 = z. Hence prove that 

Hj(z) ~ A5 • 

3.4.13 Let G be the group of all permutations of F2 of the form 

XU,D : (~, "7) f--+ (~, "7)u + ('y, 8) 

where U E Hand ,,(, 8 E F. Show that G is a Frobenius group whose 
point stabilizers are isomorphic to H. 

The structure theorem for finite Frobenius groups which is stated above 
does not carryover to infinite Frobenius groups. The following examples 
show how badly it fails. Let G ~ Sym(n) be an infinite Frobenius group 
and let K := {x E G I x = 1 or fix(x) = 0}. 

EXAMPLE 3.4.2. (An example where K is not a subgroup) Let F be the 
free group on generators x, y and put z := [x, yj. If W E F, then w- 1 zw E 

H := (z) occurs only if w E H (see Exercise 3.4.14). Let n be the set of 
subgroups conjugate to H in F. Then F acts faithfully (and transitively) on 
n by conjugation; let G ~ F be the image of this action. By the observation 
above, each w -=I- 1 in the point stabilizer FH lies in H and so cannot fix any 
other point of n. Thus G is a Frobenius group. On the other hand, every 
conjugate of H is contained in the derived group F', and so K contains all 
elements in G \ G'. Since K -=I- G, this shows that K is not a subgroup of 
G. 

EXAMPLE 3.4.3. (An example where K = 1) For sufficiently large primes 
p, the Burnside groups B (m, p) with m 2:: 2 are infinite simple groups in 
which every proper nontrivial subgroup has order p, and all subgroups of 
order p are conjugate [see Adian (1979)]. Let G be the image of such a 
group acting by conjugation on the set n of its subgroups of order p. Then 
G is a Frobenius group in which there are no fixed-point-free elements. 

EXAMPLE 3.4.4. (An example where K is a regular normal subgroup, but 
K is not nilpotent) Let S be a group and consider the set T of all doubly 
infinite sequences {sdiEz with Si E S with all but a finite number of Si 

equal to 1. This is a group under componentwise multiplication. Let K be 
the image of the regular representation of T in Sym(n) where n = T. 
Since z : {sd f--+ {si+d defines an automorphism of T, the element z 
lies in the normalizer of K in Sym(n) (compare with Exercise 2.5.6); we 
define G := (K, z). The point stabilizer G1 equals (z), and it is clear that 
each nonidentity element of (z) has 1 as its unique fixed point. Thus G is 
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a Frobenius group. The nontrivial elements of K are precisely the fixed­
point-free elements of G. Moreover K is a regular normal subgroup which 
is not nilpotent provided S is not nilpotent. 

Exercises 

3.4.14 Let F be a free group on generators x and y. If w "I 1 is in F, 
show that the normalizer N of (w) in F is equal to the centralizer 
of (w). If w := [x, y], show that N = (w). (Note that if w = x2 

then N "I (w).) 
3.4.15 Show that the group G in Example 3.4.3 is not 2-transitive. Is it 

primitive? 
3.4.16 Show that the group G in Example 3.4.4 is not primitive. Does it 

have minimal blocks of imprimitivity? 

3.5 Permutation Groups Which Contain a Regular 
Subgroup 

A permutation group which contains a regular subgroup is clearly transi­
tive. Conversely, a subgroup R of a transitive group G is regular if and only 
if G = Ga.R = RGa. and R n Ga. = 1 for each point stabilizer Ga.. Thus 
the existence of a regular subgroup for G implies a group structure on a 
particular set R of coset representatives for a point stabilizer. This extra 
structure can be used to derive some useful theorems about such groups. 
The earliest of these theorems was due to W. Burnside who considered 
transitive groups of prime degree. If G is a transitive group of prime degree 
p, then G necessarily contains a p-cycle, and this p-cycle generates a regular 
subgroup which is a Sylow p-subgroup of G. Burnside proved that either 
G is 2-transitive or G has a normal Sylow p-subgroup. Burnside's original 
proof used character theory, but a number of other proofs have since been 
discovered. At the end of this section we shall give a proof, due to I. Schur, 
of Burnside's result. 

Exercise 

3.5.1 Let G be a transitive permutation group of prime degree p. Show 
that the following are equivalent: 

(i) G is solvablej 
(ii) G has a normal Sylow p-subgroupj and 

(iii) G is permutation isomorphic to a subgroup of the affine group 
AGL1 (p) (see Sect. 2.8). 

If G is a permutation group containing a normal regular subgroup R, 
then G is contained in the holomorph of R (see Exercise 2.5.6) and in some 
sense is "known". The more interesting case is where R is not normal. A 
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striking example where G is infinite is given by the automorphism group 
of the countable universal graph (see Chap. 9) which has 2No conjugacy 
classes of regular subgroups. The following construction gives examples of 
finite groups with nonnormal regular cyclic subgroups. 

EXAMPLE 3.5.1. Let E be field with qd elements where q is a prime power 
and d > 1. The group of units of E is a cyclic group generated by some 
element ,,(, say. The field E contains a subfield F of size q, and E is a vector 
space of dimension dover F. Consider the group G := GLF(E) ~ GLd(F) 
of all invertible F-linear transformations of E into itself. Then G acts on 
the set n := E \ {O}, and the element u : ( f---7 ("( of order qd - 1 in G 
generates a subgroup R which acts regularly on n. It is readily seen that 
R is not normal in G. The action of G on n is not primitive. The set n of 
lines is a system of blocks, and the image G of the action of G on n is the 
projective group PGLF(E) ~ PGLd(q) (see Sect. 2.8). The image R of R 
in this action is again a regular cyclic subgroup (sometimes called a Singer 
cycle). In this case G is a 2-transitive group. 

In Example 3.5.1 we gave two types of groups containing a nonnormal 
regular cyclic subgroup: an imprimitive group and a 2-transitive group. As 
we shall see (Theorems 3.5A and Corollary 3.5B), these are essentially the 
only two possibilities; any finite primitive group containing a nonnormal 
regular cyclic subgroup must be 2-transitive. 

Our study of groups with regular subgroups begins with the following 
observation. Suppose that G ::; Sym(n) has a regular subgroup R, and let 
GO/. be a point stabilizer of G. Then R is a set of right coset representatives 
of GO/. in G, and so there exists a uniquely determined function ¢ : G -+ 

Sym(R) such that GO/.u<P(x) = GO/.ux for all u E R and x E G. A simple 
calculation shows that ¢ defines a permutation isomorphism of G onto a 
subgroup of Sym(R). 

Exercise 

3.5.2 Show that ¢ defines a permutation isomorphism of G onto Im(¢). 
Moreover, u<p(x) = ux whenever both u and x lie in R, so ¢(R) is the 
image ofthe regular representation of R in Sym(R). 

A consequence of the observation above is that, in studying permutation 
groups with regular subgroups, it is enough to look at subgroups of Sym(R) 
which contain the image of the regular representation of R. We can exploit 
this extra group structure on the underlying set R by using a group ring. 
Let H be a finite group and F be an arbitrary field, and consider the set 
F[H] of all formal sums EUEH AuU with coefficients Au E F. Addition and 
multiplication are defined on F[H] by 

L AuU + L lLuU := L (Au + lLu)U 
uEH uEH uEH 
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and 

Under these operations F[H) is a ring (see Exercise 3.5.3 below) whose 
group of units contains a copy of H; we identify the element v in H with 
the ring element L:uEH AuU where Au = I when U = v and Au = 0 
otherwise. Since F[H) contains a copy {AI I A E F} of F, the ring F[H) is 
also a vector space of dimension IHI over F; indeed it is an F-algebra. We 
call F[H) the group ring of Hover F. 

Exercise 

3.5.3 Show that F[H) is indeed a ring with these operations, and that F[H) 
is a vector space over F with the set of elements of H as a basis. 

In the case that R is a finite group and the group G acts on R, we can 
extend the action of G on R to an action on the group ring F[R) via: 

This action of G is linear in the sense that it respects the vector space prop­
erties of F[R] although it does not, in general, respect the multiplication 
in F[R]. 

We define the support of c := L:uER AuU E F[R] by 

supp(c) := {u E R I Au =1= O} <;;; R. 

Clearly, supp(c) is invariant under x E G whenever c is fixed by x (the 
converse is not usually true). 

In our computations below we shall frequently use the following ele­
mentary fact. Suppose that S is a ring with unity I with characteristic 
p for some prime p (so I + I + ... + l(p summands) = pI equals 
o in S). Then, whenever at, ... , ak E S commute pairwise, we have 
(al + ... + ak)P = al + ... + ak· 

Exercise 

3.5.4 Prove the previous statement. [Hint: First prove that p divides each 
of the binomial coefficients m for i = I, ... ,p - 1.] 

Suppose that R is a finite group and that the group G :S Sym(R) con­
tains the regular representation of R. Let F be an arbitrary field and let 
C(GI) denote the set of fixed points of G1 in F[R]. The next lemma shows 
that this subset of the group ring is actually a subring. The ring C(G1 ), 

sometimes called a Schur ring, plays a central role in the analysis to follow. 
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Lemma 3.5A. Suppose that R is a finite group and that G :s: Sym(R). 
Let .6.1 = {1},.6. 2 , ... ,.6.r be the orbits in R of the point stabilizer G 1. 
Then: 
(i) C(Gd is a vector subspace of F[RJ, and the elements Ci := LUEAi u 

for i = 1, ... , r form an F-basis for C(Gd; 
(ii) C( Gd is a subring (and hence a subalgebra) of F[R]. 

PROOF. (i) Let C := LUER AuU. Then C E C(Gd ~ C = CX for all 
x E G 1 ~ Au = Av whenever u and v lie in the same G 1 -orbit ~ C 

is an F-linear combination of C1, ... , Cr. Since the Ci are clearly linearly 
independent, the result follows. 

(ii) We begin by proving the following identity: 

(3.3) If r ~ R is G1-invariant, then (ru)X = rux for all u E R, x E G 1. 

Indeed, G 1 UX = G 1 UX and so, for some y E G1 , we have ux = yux . Hence 
for all v E r we have G1(vu)X = G 1v(ux) = G1vyuX = GlvYux,andhence 
(vu)X = vYux . Since r is G1-invariant, vY runs over r as v runs over r, 
and therefore (ru Y = rux as claimed. 

Now C(Gd is a vector space with a basis C1, ... , Cr by (i), so to prove 
that C( Gd is a ring it is enough to show that CiCj E C (Gd for all i and j. 
Fix x E G 1. Then (3.3) shows that (.6. iu)X = .6.iux for all u E .6.j ; hence 
summing over.6. i gives (CiU)X = CiUx. Now summing over all u E .6.j gives 
(CiCj)X = CiCj since UX runs over .6.j as u runs over .6.j . This is true for 
each x E G 1 and so CiCj is fixed by G 1 as required. 0 

Exercise 

3.5.5 Show that for any two Gl-invariant subsets r, .6. of R, the subset 
r.6. is also G 1-invariant. 

Lemma 3.5B. Under the hypothesis of Lemma 3.5A suppose that R has 
order n, and that G contains the image of the regular representation of R. 
For each integer k, define .6.i (k) := {Uk I u E .6.d for i = 1, ... , r. 

(i) G is a primitive group ~ for each C E C(Gl ) the subgroup 
(supp(c)) of R generated by the support of C is either 1 or R. 

(ii) If R is abelian, and k is relatively prime to n, then the mapping.6.i f-+ 

.6.i (k) defines a permutation of the set of G1-orbits in R. 
(iii) Suppose that G is primitive, R is abelian, and p is a prime dividing 

n. Let r be a G l -invariant subset of R, and put C := LUEr u E F[R] 
where F is a field of characteristic p. Then cP = m1 where m is the 
number of elements u E r with uP = 1. 

PROOF. (i) The blocks containing 1 for the regular representation of R 
(acting on R) are just the subgroups of R. Hence r ~ R is a block contain­
ing 1 for G if and only if r is a subgroup of R and is Grinvariant. Thus, if 
G is imprimitive, then there exists a subgroup r such that 1 < r < R 
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and that r is G1-invariant. In this case, C := 2:uEr u E C(G1) and 
(supp(c)) = r =f 1 or R. Conversely, suppose there exists c E C(G1) 
with support .6. such that r := (.6.) =f lor R; then r = Ui'=o.6.i, and so r 
is G1-invariant by Exercise 3.5.5. Thus r is a G1-invariant subgroup of R, 
and so G is imprimitive. 

(ii) We shall first prove the result when k = p is a prime with pIn. 
Choose F = IF P as the field with p elements. Then the remarks preceding 
Lemma 3.5A show that r!/, = 2:uEAi uP for each i because R is abelian, 
and no two terms in the sum are equal because p 1 IRI. Now .6.i(p) = 
supper!/,) E C(G1) by Lemma 3.5A(ii). Since pIn, the mapping u f-'t uP 

is a bijection of R onto itself, so .6.i (p) (i = 1, ... , r) is a partition of R 
into r (nonempty) G1-invariant subsets. Since G1 has r orbits on R, these 
subsets must be precisely the orbits of G1. This proves the result in the 
special case where k = p is prime. 

For the general case, choose m > 0 with m == k mod n. Then successive 
applications of the special case above to the prime factors of m shows that 
.6.i f-'t .6.i (m) (= .6.i (k)) is a permutation of the orbits of G 1. 

(iii) Since r is G1-invariant, c E C(Gd. Also, by the remark preceding 
Lemma 3.5A, cP = 2:uEr up. Since p divides IRI and R is abelian, the 
index of (supp(cP )) in R is divisible by p. Now (i) and the primitivity of G 
show that supp(cP ) ~ {I}, and cP = m1 as asserted. D 

Theor~m 3.5A. Let G be a permutation group of degree n containing a 
regular subgroup R. Suppose that R is abelian and has a cyclic Sylow p­
subgroup for some prime p with p < n. Then G is either imprimitive or 
2-tmnsitive. 

PROOF. As we noted at the beginning of this section, it is enough to con­
sider the case where G is a subgroup of Sym(R) containing the image of the 
regular representation of R. By hypothesis, R is abelian and has a unique 
subgroup P of order p. We shall assume that G is primitive, and prove that 
the orbits of G1 on R are {I} and R \ {I} (so Gis 2-transitive). We do this 
by a series of calculations in the group ring lFp[R]. 

We first show that each G1-orbit r ~ R contains at least one element 
from P, and that the subset r \ P of remaining elements is a union of 
complete cosets of P. To prove this, consider c := 2:uEr u E lFp[R]. Then 
c E C(G1) and Lemma 3.5B (iii) shows that cP = 2:uEr uP = If n Pil. 
This shows that, if u E r \ P (so uP =f 1), then the number of elements 
v E r such that vP = uP must be a multiple of p. Since R is abelian, 
vP = uP <===? (vu-1)P = 1 <===? vu-1 E P; hence u E r \ P implies 
that the whole coset Pu ~ r. This shows that r \ P is a union of complete 
cosets of P. We now show that r n P =f 0. Indeed, otherwise, r itself is 
a complete union of cosets of P, and so P ~ H := {u E R I ru = r}. 
Clearly H is a (nontrivial) subgroup of R, and H is G1-invariant by (3.3). 
Now Lemma 3.5B (i) shows that H = R because we are assuming G is 
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primitive. But this implies that R = r R = r which is impossible because 
there are at least two G1-orbits in R. Hence r n P =f. 0 as asserted. 

Now suppose that G is not 2-transitive. Then there exists a G1-orbit 
r not containing 1 such that m := Ir n PI :s:: (p - 1)/2, and m > 0 by 
what we have just proved. Define a := EuErnp u, b := EUEP U, and 
c := EuEr u in IF'p[R]. Then, from what we have just proved, c = a + bd 
where d E IF'p[R] is a sum of certain coset representatives for P in R. 
Moreover, if v E P, then Pv = P, and so bv = b; hence ab = mb and 
b2 = !PI b = O. Since c - m1 E C(Gd, therefore e := (c - m1)2 E C(Gd 
by Lemma 3.5A (ii). On the other hand 

e = (a - m1 + bd)2 = (a - m1)2 + 2(a - m1)bd + b2d2 = (a - m1)2 

which shows that supp(e) <:;;; P. Since P =f. R by hypothesis, and G is 
primitive, Lemma 3.5B (i) shows that supp(e) <:;;; {1}; hence (a-m1)2 = >'1 
for some>. E IF'p. But the condition m = Ir n PI :s:: (p - 1)/2 shows that 
the coefficient in (a - m1)2 = a2 - 2ma + m21 of each u =f. 1 from r n P 
must be nonzero. Thus we conclude that r n P <:;;; {1}. Since 1 tf. r by the 
choice of r, we arrive at a contradiction to the fact that m = Ir n PI > O. 
This contradiction shows that G must be 2-transitive as claimed. 0 

Exercise 

3.5.6 Show that every finite elementary abelian p-group is isomorphic to a 
regular subgroup of some primitive group which is not 2-transitive. 

A group B is called a B-group (after Burnside) if a primitive group 
containing a regular subgroup isomorphic to B is necessarily 2-transitive; 
Theorem 3.5A describes one class of B-groups. In fact B-groups are quite 
common. It was shown by Cameron et al. (1982) that for "most" values of 
n the only primitive subgroups of Sn are An and Sn; for these values of n, 
any group of order n is trivially a B-group. On the other hand, Exercise 
3.5.6 shows that finite elementary abelian p-groups are not B-groups, and 
Exercise 4.7.11 will show that the direct product of six copies of A5 is not 
a B-group. For infinite groups, Cameron and Johnson (1987) have given 
quite general constructions of primitive groups which contain a prescribed 
countable regular subgroup and which are not 2-transitive. 

We now turn to the original case considered by Burnside where the group 
has prime degree p. In this case it is more convenient to take the set on 
which G acts as the field IF' p: G :s:: Sym(1F' p) and R :s:: G is the image of the 
regular representation of the additive group (IF' p, + ). 

Now permutations of IF'p are just functions with domain and range equal 
to IF' p, so consider the set F. of all functions of IF' p into itself. Since each of the 
p points in IF' p has p potential images, I FI = pp. One way to construct ele­
ments of F is to use polynomial functions. Each polynomial f(X) E IF'p[X] 
defines a function e 1--+ f(e) in F, and two polynomials f(X) and g(X) 
define the same function if and only if f(X) == g(X) mod XP - X (see 
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Exercise 3.5.7). In particular, each polynomial function is represented by 
a unique polynomial of degree < p. This means that there are exactly pP 
different polynomial functions, and so each element of:F is, in fact, a poly­
nomial function (see also Exercise 3.5.8). In particular, each permutation 
in Sym(Fp) can be represented by exactly one polynomial of degree < p. 
Group multiplication is represented by composition followed by reduction 
modulo XP - X (take care with the order of composition). 

Exercises 

Let F be a finite field with q elements. 

3.5.7 Show that xq - X = I1aEF(X - a). Use this to show that two 
polynomials f(X) and g(X) over F define the same polynomial 
function of F into itself if and only if f(X) == g(X)(modXq - X). 
[Hint: Every unit in F has order dividing q - 1.] 

3.5.8 (Lagrange interpolation) Let ¢ be an arbitrary function from F 
into itself. Show that f(X) := - LaEF ¢(a) (f;~~) is the unique 
polynomial of degree < q such that f(a) = ¢(a) for all a E F. 

3.5.9 (L.E. Dickson's criterion) Show that a polynomial f(X) E F[X] 
represents a permutation of F if and only if f (X) has a unique root 
in F and, for each integer m with 1 :::; m < q -1 and GCD(m, q) = 
1, the polynomial f(x)m is congruent mod xq - X to a polynomial 
of degree < q -1. (There is a considerable literature on "permutation 
polynomials" .) 

3.5.10 (Taylor expansion) Suppose that f(X) E F[X] has degree d < p := 
char F. Show that 

f(X + Y) = f(X) + Yf(l)(X) + ~~ f(2)(X) + ... + ~; f(d) (X) 

where f(i)(X) denotes the formal ith derivative of f(X). (If d ~ p, 
the formula needs modification since then we cannot divide by d! in 
F.) 

With these ideas in hand, we are in a position to prove Burnside's 
theorem. 

Theorem 3.5B. Let G be a subgroup of Sym(Fp) containing the p-cycle 
U1 : ~ I--' ~ + 1. Then G is either 2-transitive or G :::; AGL1(P). 

PROOF. The hypothesis is equivalent to the condition that G contains the 
regular representation R = {ua I a E F p} of (F p, +) where U a : ~ I--' 

~ + a. As we have seen above, each element of G can be represented by a 
polynomial of degree < p, and the elements of AG L1 (p) are precisely the 
permutations represented by polynomials of degree :::; 1. Thus, assuming 
that G is not 2-transitive, we have to show that each element of G is 
represented by a polynomial of degree at most 1. 
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Let r be the orbit containing 1 for the point stabilizer Go (recall that G 
is acting on the additive group (lFp, +)). Translating to additive notation, 
Lemma 3.5B (ii) shows that kr is also an orbit for Go for each integer k 
relatively prime to pj hence ar is an orbit for all a =1= 0 in lFp• In particular, 
this shows that r is closed under multiplication, and so r is a subgroup of 
the group of units of lFp, and the other orbits of Go are just the cosets of 
r in this group of units. Because G is not 2-transitive, h := Irl is a proper 
divisor of p - 1, and so h < p/2. On the other hand, because G contains a 
p-cycle, it is primitive. If G is regular, then certainly G ::; AG Ll (P), so we 
may assume G is not regular and hence h > 1 (Exercise 1.6.5). 

We next note two simple facts which we shall need. Firstly, let x E Go 
and a E lFp • Suppose that aX = (3, and put y := UaXU~I. Then y maps 

Thus oy = OJ so Y E Go and permutes the elements of r among themselves. 
Secondly, since the group of units of a finite field is cyclic, r is also a cyclic 
group, generated by "f, say. Hence, for each integer r, we have 

(3.4) L ~r = L "fir = b r -l) = 0 ~f h I r 
h-l { brh_l) . 

eEr i=O h If hlr 

Now consider a fixed x E Go, and let f(X) E lFp[X] be the polynomial 
of degree d < p such that ~x = f(~) for all ~ E lFp. We shall show that 
d = 1. 

The element y above permutes the elements of r, so for each a E IF p and 
each r 2: 0: 

L f(~ + ar = L{f(~ + a) - f(a) + f(a)Y = L{~ + f(a)Y· 
eEr eEr eEr 

This relationship between polynomial functions gives an identity between 
polynomials when the degrees are small enough. Specifically 

L f(~ + xr = L {~ + f(X)Y whenever dr = deg f(Xr < p. 
eEr eE~ 

Now applying the binomial theorem and using (3.4) gives 

(3.5) L f(~ + Xr = hf(Xr provided 1 ::; r < h and dr < p. 
eEr 

On the other hand, we can expand any polynomial g(X) of degree k < p 
over lFp in a Taylor series: 
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where g(i)(X)/i! is a polynomial of degree k - i (see Exercise 3.5.10). 
Therefore, putting g,..(X) := j(Xr, equations (3.5) and (3.4) yield 

h L g~hi)(X)/(hi)! = hg,..(X) provided dr < p and 1 :::; r < h. 
O~i~d"'lh 

Since the polynomials g~hi) (X) are linearly independent over lFp for i 
0, ... , l dr / h J, we deduce from this last equation that 

(3.6) dr < p and 1 :::; r < h together imply that dr/h < l. 

Finally, taking r = 1 in (3.6) we see that d < h. Then, choosing r > 1 
such that d(r - 1) < h :::; dr, we have dr < h + d < p because h < p/2. 
Since dr/h 2: 1, (3.6) shows that r 2: h. This implies that d(h - 1) < h. 
Since h > 1, d = 1 as required. D 

Since a transitive permutation group of prime degree p contains a p-cycle, 
we get the following immediate corollary (see Exercise 3.5.1). 

Corollary 3.5B. Every transitive permutation group of prime degree pis 
either 2-transitive or is solvable with a regular normal Sylow p-subgroup. 

As early as 1832, E. Galois showed that the groups PSL2 (p) have per­
mutation representations of degree p when p = 5,7 and 11, and in 1861 E. 
Mathieu discovered his important multiply transitive groups which include 
two groups of prime degree. Using the classification of finite simple groups, 
it is possible to obtain a complete list of the finite 2-transitive permutation 
groups (see Sect. 7.7), and hence the transitive groups of prime degree. The 
classification implies that any transitive group of prime degree p must be 
one of the following: 

(i) the symmetric group Sp or the alternating group Ap; 
(ii) a subgroup of AGL1(p); 

(iii) a permutation representation of PSL2 (11) of degree 11; 
(iv) one ofthe Mathieu groups Ml1 or M23 of degree 11 or 23, respectively; 
(v) a projective group G with PSLd(q) :::; G :::; prLd(q) of degree p = 

(qd _ l)/(q - 1). 

Two of the examples of Galois (P S L2 (p) with p = 5 and 7) are concealed 
in this list: PSL2 (5) ~ A 5 , and PSL2 (7) ~ PSL3 (2). The Mathieu groups 
are discussed in Chap. 6. The action in (iii) is described in Example 7.5.2. It 
is conjectured that there are infinitely many primes p of the form described 
in (v) (for example, every Mersenne prime has this form), but this has not 
been proved. 

Exercises 

3.5.11 Let q = rm be a power of a prime r. Show that necessary conditions 
for (qd - l)/(q - 1) to be prime are: d is prime, d 1 q - 1, and m is 
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a power of d. Use this to find all the primes p < 100 for which there 
are groups of the type (v) just described. 

3.5.12 Let G :::: Sn have odd order. If G contains an n-cycle, show that G 
is solvable. 

3.6 Computing in Permutation Groups 

The object of this section is to give a short outline of some techniques which 
are used in computing with permutation groups. Most of these techniques 
have been developed over the past 30 years, and are used, for example, 
by systems such as GAP, MAGMA (which incorporates the earlier system 
CAYLEY), MAPLE and MATHEMATICA to carry out computations in 
group theory. We shall outline the mathematical ideas behind these pro­
grams, but not give details of their implementation. Although the latter 
details are essential for efficient implementation and are often of interest in 
themselves, they lie outside the objectives of this book. Anyone seriously 
interested in carrying out computations with permutation groups should 
investigate the availability of one of the systems referred to above, partic­
ularly one of GAP or MAGMA which are dedicated to computations in 
group theory and related areas. 

Given a permutation group G :::: Sym(O) on a finite set 0, some natural 
questions which arise are: 

• Order Problem: what is the order of G? 
• Membership Problem: given x E Sym(O), decide whether x E G. 
• Orbit Problem: what are the orbits of G? 
• Block Problem: is G primitive? If not, find a nontrivial block for G. 

A brief thought about these problems immediately raises the question as 
to how the group G is to be described. In mathematical problems, permuta­
tion groups may be described in many different ways, but in computational 
work it turns out that it is important to have a uniform description, and 
this is frequently chosen to be a set W of permutations generating G. In 
cases where an alternative description is given, for example, a definition of 
G as the automorphism group of a geometric structure, a preliminary step 
is carried out to construct a set of permutations generating G. 

From here on we assume that G :::: Sym(O) and that W is a set of 
generators of G. Of the questions posed above, the easiest to deal with 
turn out to be those dealing with orbits and blocks. 

(A) Computing Orbits 

Consider the digraph 9 whose vertex set is 0 and whose edges are precisely 
the pairs (a, aX) for all a E 0 and all x E W with a =f. aX. The orbits 
of G are the sets of vertices of the (weakly) connected components of this 
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graph. In computing the orbits, one starts with the partition of the vertex 
set into subsets of size 1. Edges are then calculated one by one, and at each 
step two parts of the partition are merged into a single part if they are 
joined by the edge which has been generated. The final partition gives the 
partition of n into orbits. 

For later purposes we note that, with very little extra computation, it 
is possible, while computing the orbits, to generate for each orbit a repre­
sentative "( and a subset U <;;; G such that each element in the orbit has a 
unique representation in the form "(U (u E U). 

(B) Computing Blocks 

In order to check for primitivity and to calculate blocks, we proceed as 
follows. Let a, (3 be distinct points in n. Consider the digraph Q with 
vertex set n and with edges consisting of pairs (a, (3)X (x E G). Note that 
this edge set is the smallest set of pairs which contains (a, (3) and is closed 
under the action of the elements of W (since G is finite, every element 
in G is a product of elements from W). The calculation of the (weakly) 
connected components of Q is similar to the corresponding calculation for 
orbits. The set of vertices in the connected component of Q which contains 
the vertex a is the smallest block for G containing a and (3 (Exercise 3.6.1). 
In particular, if this calculation is carried out for fixed a and all (3 #- a, we 
shall either determine that G is primitive (the graph is connected for each 
(3 ), or else find the minimal nontrivial blocks containing a. 

(C) Bases and Strong Generating Sets 

Many computations dealing with permutations groups use bases and a 
special type of generating set called a strong generating set. We shall first 
describe what a strong generating set is, and how a base and strong gener­
ating set can be used to solve problems such as the Order Problem and the 
Membership Problem. Later we shall explain how they can be computed. 

Recall that a base for G is a subset A <;;; n such that G(f:;.) = 1. For 
computational purposes we shall assume that the points of the base are 
ordered, say, 81 ,82 , ... ,8d • We then define a chain of subgroups of G: 

G = G(O) ;::: G(l) ;::: ... ;::: G(d) = 1 

where G(i) = G(i - 1)8i for i = 1, ... , d. A strong generating set U for G 
with respect to this ordered basis is a subset of G such that Un G( i) is a set 
of generators for G(i) (i = 0,1, ... , d). In the present discussion we shall 
only be interested in a special form of strong generating set where U = 
Uf=l Ui and Ui is a set of right coset representatives for G(i) in G(i -1) for 
i = 1,2, ... d -1. In addition to the sets Ui we shall assume that, for each i, 
we also know the orbit Ai of 8i in G(i -1) and the bijective correspondence 
Ai ----+ Ui given by a f---4 Ui (a) where a = 8t (ex). If we have this information 
then clearly the Order Problem is solved since IGI = nt=l IAil. 
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The Membership Problem is solved as follows. Let x E Sym(O). We 
recursively define Xi by 

Xo := x and Xi:= Xi_1Ui(8;i-1)-1 E G(i) for i = 1,2, ... 

as long as i ~ d and 8;i-1 E .6.i . This process is called stripping. If the 
stripping process stops before i reaches d, then clearly x .;. G. On the other 
hand, if i reaches d then 

x = ud(8;d-1)-lud_1(8;~12)-1 ... u1(8fO)-1 E G. 

Thus the Membership Problem is solved, and if x E G we have expressed 
x as a product of elements from our strong generating set U. We also note 
that if the stripping process stops at index i < d (and so x .;. G), we 
obtain an element Xi which fixes 81 , ... ,8i and is contained in the group 
< G,x >. 

(D) Schreier Generating Sets 

The construction of a generating set U of the kind described above is based 
on a theorem due to O. Schreier. 

Theorem 3.6A. Let H be a subgroup of a finite group G and let T be a 
set of right coset representatives for H in G. Assume that 1 E T and define 
the mapping 1jJ : G -+ T by Hx = H1jJ(x) (so 1jJ chooses the correct coset 
representative of H x from T). If W is a set of generators of G, then 

V := {tw1jJ(tW)-l I x E W, t E T} 

is a set of generators for H. 

PROOF. Since Htw = H1jJ(tw) by the definition of 1jJ, we have V ~ H. 
Thus it is enough to show that each y E H can be written as a product of 
elements from V. Since W generates G, and G is finite, we can write y = 
W1W2" . Wm for some Wi E Wand some m ~ O. Then, taking to = 1 E T, 
we have 

y = tow1W2' .. Wm = (toW1tl1)(t1w2t21) ... (tm-1Wmt:;;/)tm 

where ti := 1jJ(ti-1Wi) for i = 1,2, ... , m. Each factor ti_1Wit:;1 E V, and 
tm E H n T since V ~ Hand y E H. Hence tm = to = 1, and so y has 
been expressed as a product of elements from V as required. 0 

(E) Constructing a Base and Strong Generating Set for G 

The process proceeds recursively. At a general step we have computed 
a partial base 81 , ... , 8i - b and for the corresponding subgroups G(O) ~ 
G(l) ... ~ G(i - 1) we have the orbits .6.1 , ... , .6.i - 1 and the sets of right 
coset representatives U1 , • .. ,Ui - 1 with bijective correspondences between 
.6.j and Uj (j = 1, ... ,i - 1). We shall also have a generating set Wi - 1 for 
G(i - 1). If Wi - 1 = 0 then we are finished, so assume that Wi - 1 =f. 0; we 
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want to calculate 8i , ~i' Ui and Wi. Choose 8i to lie in the support of some 
element of Wi-I, and use the technique for computing orbits described in 
(A) to calculate the orbit ~i of 8i under G(i - 1), a set Ui of right coset 
representatives for G(i) := G(i - Iho and the bijective correspondence 
between ~i and Ui described there. Now use Wi- I and Ui and the Schreier 
Theorem to compute a set Wi of generators for G(i). In practice, this is the 
trickiest part, since if care is not taken the sizes of the generating sets grow 
very quickly (Schreier's Theorem gives a set of /Wi-I//Ui/ generators). This 
problem is alleviated by calculating the Schreier generators one by one, and 
discarding those which already lie in the group generated by the previously 
calculated generators. This requires solution of the membership problem 
for this smaller group and is done (recursively!) by working with a base 
and strong generating set for the subgroup of G(i) which is generated up 
to that point. 

Exercises 

3.6.1 Prove that the algorithm in (B) does indeed produce the smallest 
blocks containing the point l:t. 

3.6.2 Suppose that you are given two transitive permutation representa­
tions of a finite group G, specified by giving the images of a set of 
generators of G. Describe an algorithm to determine whether the two 
representations are equivalent. 

3.6.3 Carry out the construction described in (E) for the group G = 
((12), (123), (14)(25)(36)) and hence find its order. 

3.6.4 Given a strong generating set U for G of the form described in 
(E), explain how to generate random elements of G with a uniform 
distribution. (Compare with Exercise 1.2.11). 

3.6.5 (Computing coset representatives for G in Sym(O)) 
(i) If ~ ~ r, describe an explicit set V ofright coset representatives 

for Sym(~) x Sym(r \~) in Sym(r). 
(ii) In general, suppose that G :::; Sym(O) and that we have a base 

{81 , ... ,8d} and strong generating set for G. Assume the no-
tation of (E), and define partitions lIo, ... ,lId of 0 as follows, 
starting with lIo := {O}. For i = 1,2, ... , d - 1: 
(a) show that each part of IIi - 1 is G(i - I)-invariant, so there 

is one part, say r i , which contains ~i; 
(b) define IIi as the refinement of lIi - 1 obtained by replacing 

the part r i by the three parts: {8i }, ~i \ {8i } and r i \ ~i 
(excluding empty subsets); 

(c) use (i) to construct a set Vi of right coset representatives 
for Sym(~i) x Sym(ri \ ~i) in Sym(ri). 

(iii) With the notation of (ii), show that G has a set of right coset 
representatives in Sym(O) of the form V*VdVd-1 ... VI where 
V* := TIrETId Sym(r). 
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3.6.6 (Selecting conjugacy classes of Sn at random) Consider the following 
process of choosing a list (nl' n2, ... ) of positive integers whose sum 
is n: first nI is chosen so that it is equally likely to be any integer 
in the interval [1, n]; then n2 is chosen so that it is equally likely 
to be any integer in the interval [1, n - nIl; and, in general, ni is 
chosen so that it is equally likely to be any integer in the interval 
[1, n - nI - ... - ni-I]. This process is continued until nI +n2 + ... + 
nk = n, and we then stop. We associate the final list (nI' n2, ... , nk) 
with the conjugacy class of Sn consisting of elements of Sn whose 
disjoint cycles have lengths nI, n2, ... ,nk. Prove that the probability 
of obtaining a specific conjugacy class is proportional to the size of 
the class. 

3.7 Notes 

• Sect. 3.2: An early use of graphs to analyze permutation groups ap­
pears in Higman (1964) and Sims (1967). We have used the exposition 
of Neumann (1977) in this section. 

• Theorem 3.2A: See Higman (1967). 
• Exercise 3.2.12: The distinction between primitive and strongly primitive 

groups (which applies only to infinite groups) was introduced in Wielandt 
(1960b). 

• Theorem 3.2B and Lemma 3.2B: These are classical; the proofs follow 
Neumann (1977). 

• Exercises 3.2.19-20: See Weiss (1935). 
• Theorem 3.2C: See Wielandt (1964). 
• Theorem 3.2D: See Praeger (1977) and (1979). 
• Exercise 3.2.29: See Neumann (1977). 
• Sect. 3.3: The concept of minimal degree is classical, but the explicit idea 

of a base seems to have introduced in Sims (1970). Most results in this 
section are classical and were known to Jordan. 

• Theorem 3.3B: See Bochert (1889). 
• Lemma 3.3A: See Neumann (1954) and Tomkinson (1987). 
• Theorem 3.3C: See Birch et al. (1976) and Neumann (1976) . 
• Theorems 3.3D and 3.3E: Also theorems of Jordan. Since "many" permu­

tations in Sn have a power which is a prime cycle or has small support, 
these theorems help to explain why "most" elements do not lie in proper 
primitive subgroups. This idea is exploited in Dixon (1969), Bovey and 
Williamson (1978), Bovey (1980) and Babai (1989). See Liebeck and Saxl 
(1985a) for a far-reaching generalization of Theorem 3.3E. 

• Sect. 3.4: The theorem of Frobenius (1902) showing that a finite Frobe­
nius group has a regular normal subgroup was one of the earliest successes 
of the theory of linear representations, and still no more elementary proof 
available. Special cases of the result were known before then (see Burn-
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side (1911) §134), and "elementary" cases have been found since then 
(see the remarks before Theorem 3.4A). The structure of the stabilizer 
of a finite Frobenius group was determined by Zassenhaus (1936) in the 
context of finite groups which act fixed point free. Finally, Thompson 
(1959) showed that every finite group with a fixed point free automor­
phism of prime order is nilpotent, and so showed that the Frobenius 
kernel is nilpotent. These results are developed in full in Passman (1968) 
(see also Huppert (1967) V §7-§8). 

• Exercise 3.4.6-7: See Janko (1964) and Herstein (1958). 
• Theorem 3.4A: See Burnside (1911) §134. 
• Theorem 3.4B: Part (i) is due to Jordan (1872). For (ii) see Tits (1952). 
• Examples 3.4.2-4: See Collins (1990). 
• Sect. 3.5: These are classical results. We have used the method of Schur 

(1933) ("S-rings") as developed by Wielandt (1964) in this section. 
• Lemmas 3.5A: and 3.5B See Wielandt (1964) and (1969). 
• Theorem 3.5A: This is a generalization by Wielandt (1935) of earlier 

theorems of Burnside and Schur. See also Wielandt (1964). 
• Exercise 3.5.9: Lidl and Muller (1993) gives a survey of results on 

permutation polynomials. 
• Theorem 3.5B: This is the original theorem of W. Burnside. Its many 

proofs include: a proof using representation theory (see Burnside (1911) 
§251 and many books dealing with representation theory), a proof using 
module theory (see Wielandt (1969) Chap. 3 or Passman (1968) Theorem 
7.3), and a proof using finite geometries (see Dress et al. (1992)). We have 
chosen a proof due to Schur (1908) since it is quite direct. For related 
results, see Bercov (1965), Neumann (1972) and (1974), Klemm (1975) 
and (1977) and Levingston (1978). 

• Exercise 3.5.12: See Ito (1992). 
• Sect. 3.6: Computational methods in permutation groups have developed 

over the last 25-30 years beginning with early work of C. C. Sims who 
introduced the concept of base and strong generating set around 1970. 
Part of the discussion in this section is based on an unpublished report 
by Atkinson (1989). There is now a considerable literature on this topic, 
of which the following is a random sample: Bannai and Iwasaki (1974), 
Blaha (1992), Butler and Cannon (1982), Ivanov et al. (1983), Jerrum 
(1986), Knuth (1991), Leon (1980) and (1984),Luks (1987), Neumann 
(1987), Sims (1970) and (1978). Hoffmann (1982) contains an analysis of 
some of the theoretical problems of such computations, and conference 
proceedings of Atkinson (1984) and Finkelstein and Kantor (1993) in­
clude several papers of interest in this area. The book of Sims (1994) is 
of related interest. 

• Exercise 3.6.5: See Dixon and Majeed (1988). 
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The Structure of a Primitive 
Group 

4.1 Introduction 

In this chapter our focus changes from the combinatorial and ring theo­
retic representations of permutation groups considered in the last chapter 
to more direct group theoretic analysis of the groups involved. The point 
stabilizers of a primitive group form a conjugacy class of maximal sub­
groups, so classification of primitive groups is closely related to a study of 
maximal subgroups. Although some of the results in this chapter are valid 
for infinite groups, the central theorems will apply only to finite groups. 

It turns out that the key to analyzing finite primitive groups is to study 
the socle, which is the subgroup generated by the minimal normal sub­
groups (see Sect. 4.3). In general, the socle of a finite group has fairly 
transparent structure: it is a nontrivial direct product of simple groups. 
When G is a finite primitive group, these simple groups are all isomor­
phic, and we can describe in some detail how the socle is embedded into 
G. The O'Nan-Scott Theorem (Theorem 4.1A) summarizes these results. 
Combined with the classification of finite simple groups, this theorem has 
proved to be a very powerful tool in answering some long-standing questions 
about finite permutation groups (see Sect. 4.8). 

In studying this chapter there is a danger of being overcome by the 
technicalities necessary even to give precise statements of the main results. 
It may be useful, therefore, to keep in mind the following summary of the 
principal theorem (see also Sect. 4.8). 

Theorem 4.1A (O'Nan-Scott Theorem). Let G be a finite primitive group 
of degree n, and let H be the socle of G. Then either 
(a) H is a regular elementary abelian p-group for some prime p, n = pm := 

IHI, and G is isomorphic to a subgroup of the affine group AGLm(P); 
or 

(b) H is isomorphic to a direct power T m of a nonabelian simple group T 
and one of the following holds: 

(i) m = 1 and G is isomorphic to a subgroup of Aut(T); 

106 
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(ii) rn 2: 2 and G is a group of "diagonal type" with n = ITlm- 1 ; 

(iii) rn 2: 2 and for some proper divisor d of rn and some primitive 
group U with a socle isomorphic to T d , G is isomorphic to a 
subgroup of the wreath product U wr Syrn( rnj d) with the ''product 
action", and n = em / d where e is the degree of U; 

(iv) rn 2: 6, H is regular, and n = ITlm. 

Groups of "diagonal type" and wreath products with the "product ac­
tion" are discussed in Sect. 4.5. More detailed statements and proofs of the 
various parts of Theorem 4.1A are found in Sect. 4.6 and 4.7 (the nonreg­
ular and regular sodes, respectively). The earlier sections of this chapter 
give a careful description of the centralizer and normalizer of a transitive 
subgroup in the symmetric group, the basic facts about sodes, and a little 
about subnormal subgroups and composition factors. 

In the special case of a 2-transitive group, Theorem 4.1A has a much 
simpler form. 

Theorem 4.1B. The socle of a finite 2-tmnsitive group is either a regular 
elementary abelian p-group, or a nonregular nonabelian simple group. 

This result was originally proved by W. Burnside (see Burnside (1911) 
§154, Th. XIII), and was an early forerunner of the O'Nan-Scott Theo­
rem. In Sect. 4.8 we will see that a primitive group coming under parts 
(b)(ii),(b)(iii) or (b)(iv) of Theorem 4.1A must have rank at least 3, thus 
proving Theorem 4.1B. 

4.2 Centralizers and Normalizers in the Symmetric 
Group 

Suppose that G is a transitive subgroup of Syrn(D) (we are not restricting 
D to be finite). In this section we shall look at the centralizer and normalizer 
of G in Syrn(D). The results are basic, and will be used repeatedly in the 
subsequent analysis of primitive groups. We begin with two exercises which 
illustrate some of the important ideas. 

Exercises 

4.2.1 Let C be the centralizer in Syrn(fl) of the subgroup G :::; Syrn(D). 
Show that for each point a E D the orbit a G is contained in fix(Ga ). 

4.2.2 Let G be a nontrivial group and consider two ways in which G can 
act on itself: 
(i) (Right multiplication) p : G ----> Syrn( G) defined by apex) := ax; 

and 
(ii) (Left multiplication) A : G ----> Syrn(G) defined by a.\(x) := x-1a 

(see Example 1.3.4 and Exercise 1.3.2). 
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Show that the images of P and A centralize each other, and that for 
some t of order 2 in Sym(G) we have rlp(G)t = A(G). 

We can generalize the last exercise as follows. Fix a subgroup H of the 
group G. Then G acts by right multiplication on the set r H of right cosets of 
H. Earlier we denoted this permutation representation by PH (see Example 
1.3.4), but here we shall simply denote it by p. If we restrict our attention 
to the normalizer K := Na(H), then there is a second action A of K on 
rH given by left multiplication; namely, (Ha)A(X) := x-l(Ha) = Hx-1a. 
The lemma below examines the relationship between the images p( G) and 
A(K). 

We say that a group G acts semiregularly on a set n if G acts on n in 
such a way that the identity is the only element with any fixed points; in 
other words, Go = 1 for all a E n. In particular, a group is regular if and 
only if it is both semiregular and transitive. 

Lemma 4.2A. Let G be a group with a subgroup H, and put K := Na(H). 
Let r H denote the set of right cosets of H in G, and let p and A denote 
the right and left actions ofG and K, respectively, on r H as defined above. 
Then: 

(i) ker A = Hand A(K) is semiregular; 
(ii) The centralizer C of p(G) in Sym(rH) equals A(K); 

(iii) H E rH has the same orbit under A(K) as under p(K); 
(iv) If A(K) is transitive, then K = G, and A(G) and p(G) are conjugate 

in Sym(rH)' 

PROOF. (i) Clearly x-1 Ha = Ha for all a E G {=? x E H {=? 

x- 1 Ha = Ha for some a E G. Thus ker A = H, and the point stabilizer of 
each point H a E r H under the action A is H. 

(ii) First, note that if x E G and y E K, then for each a E G: 

(Ha)p(X)A(Y) = Hy-1 ax = (Ha)A(Y)P(X) 

and so p(X)A(Y) = A(y)p(X). Thus A(K) :<:::: C. 
Conversely, suppose that z E C and that HZ = H c, say. Then for each 

a E G: 

(Ha)Z = HP(a)z = Hzp(a) = Hca. 

In particular, for each a E H, we have Hc = (Hay = Hca. Thus c E 
Na(H) = K, and z = A(C-1). This shows that C :<:::: A(K) and completes 
the proof of (ii). 

(iii) In both cases the orbit of H is the set ofright cosets of H in K. 
(iv) If A(K) is transitive, then (iii) shows that each coset Hx (x E G) 

has the form HP(Y) = Hy for some y E K. Hence G = K = Na(H) and so 
H <I G. Thus we can define a permutation t E Sym(r H) by (H a)t := H a -1; 
the point is that when H <I G this mapping is well-defined. Now verify that 
t-1A(X)t = p(x) for all x E G. 0 
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Using this lemma we can analyze the centralizer of a transitive group. 

Theorem 4.2A. Let G be a transitive subgroup of Sym(o') , and a a point 
in 0,. Let C be the centralizer of G in Sym(o'). Then: 

(i) C is semiregular, and C ~ Nc(Ga)/Ga (so 101 = Ifix(Ga )1 by 
~xercise 1.6.3); 

(ii) C is transitive if and only if G is regular; 
(iii) if C is transitive, then it is conjugate to G in Sym(o') and hence C 

is regular; 
(iv) C = 1 if and only if Ga is self-normalizing in G (that is, Nc(Ga ) = 

Ga ); 

(v) if G is abelian, then C = G; 
(vi) if G is primitive and nonabelian, then C = l. 

PROOF. We apply the preceding lemma with H = Ga. Since G and p(G) 
are then permutation isomorphic, the lemma shows that C is permutation 
isomorphic to )"(K) where K = Nc(Ga ). Thus (i) follows from Lemma 
4.2A (i), and (iv) follows from (i). 

Using Lemma 4.2A (iii) and (iv) we now observe that C is transitive if 
and only if p(K) is transitive, and that in the latter case C is conjugate to 
Gin Sym(o'). Since p(K) is permutation isomorphic to K, and K ;:::: Ga , 

this shows that C is transitive if and only if K = G. But K = G holds 
exactly when G a <l G, and this is equivalent to G a = 1 and G being regular. 
Hence (ii) and (iii) follow. 

If G is abelian, then C ;:::: G, and so (iii) shows that C = G; this proves 
(v). Finally, in the case that G is primitive, Ga is a maximal subgroup of 
G. Hence, if G is also nonabelian, then Ga must be its own normalizer in 
G. Thus (vi) follows from (iv). 0 

~xercises 

4.2.3 Find the centralizer of G = ((123456), (26)(35)) in S6' 
4.2.4 Let C be the centralizer of an intransitive group G in Sym(o'). Show 

that the orbits of G on 0, are equivalence classes for a C-congruence. 
Moreover, if Ll and rare G-orbits, then there exists c E C such that 
Ll C = r if and only if the actions of G on Ll and r are equivalent. 
In particular, the union of all G-orbits of a fixed size is a C-invariant 
subset of 0,. 

4.2.5 (Continuation) Let E be the set of orbits of G and suppose that the 
action of G on each of its orbits is equivalent to its action on a set 
..6... Show that C ~ Co wrr Sym(r) where Co is the centralizer in 
Sym(Ll) of the subgroup G6.. 

4.2.6 Let T <:;; Sym(o') and let C be the centralizer of T. If a E 0" show 
that (T) is regular if and only if, for each t E T there exists c E C 
with at = a C • 
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4.2.7 Show that the centralizer in Sym(D) of a semiregular subgroup of 
Sym(D) is transitive. 

4.2.8 Suppose that H is a nontrivial and nonregular normal subgroup of 
a primitive group G. Show that each point stabilizer of H is its own 
normalizer in G, and that H has a trivial centralizer in G. 

We shall now consider the normalizers of transitive groups. Let G be a 
transitive subgroup of Sym(D). Then the normalizer N of G in Sym(D) 
acts naturally on the set G by conjugation; this gives a homomorphism 

\II : N ----> Aut(G) where \II(x): u f---+ x-lUX. 

Since ker \II is the centralizer of Gin Sym(D), the previous theorem shows 
that \II is injective exactly when NG(Ga) = Ga for each a E D. The 
following characterization of the automorphisms of G which lie in 1m \II 
will be useful in the classification theorems developed later in this chapter. 

Theorem 4.2B. Let G be a transitive subgroup of Sym(D) and let a E D. 
If\II is the homomorphism defined above, and (J E Aut(G), then 

(J E 1m \II ~ (Gat is a point stabilizer for G. 

PROOF. Let (J E 1m \II, so (J = \II(x) for some x E N. Then (Ga)U 
x-lGax = Gf3 where f3 = aX. Conversely, suppose that (Ga)U = Gf3 for 
some f3 E D. Then the two transitive permutation representations of G 
into Sym(D) given by x f---+ x and x ----> XU are equivalent because Gf3 is a 
point stabilizer for each of them. This means that for some t E Sym(D) 
we have xt = txU for all x E G. Clearly tEN. Hence (J = \II(t) E 1m \II 
as required. D 

In the special case when G is regular, N is the holomorph of G (see 
Exercise 2.5.6). We then have the following result. 

Corollary 4.2B. IfG is regular, then 1m \II = Aut(G). In this case Na ~ 
Aut(G), and N is isomorphic to the semidirect product G Xl Aut(G) with 
the natural action of Aut(G) on G. 

PROOF. Since G is regular, therefore Ga = 1, and so 1m \II = Aut(G) by 
the theorem. The centralizer e of Gin Sym(D) is regular and isomorphic to 
G by Theorem 4.2A, and therefore N = eN a with e <J Nand en N a = l. 
Hence Aut(G) = 1m \II ~ NI ker \II = N Ie ~ Na. Finally, because G is 
regular and normal in N, therefore G n N a = 1 and N = G N a ~ G Xl 

Aut(G). D 

Exercises 

4.2.9 In the context of Theorem 4.2B give an example of a transitive group 
G for which 1m \II is not all of Aut(G). 
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4.2.10 Calculate the normalizer of a Sylow p-subgroup in 8p 2. 

4.2.11 Let n 2': 1 and let n = 'lLln'lL (the ring of integers modulo n). Let 
H be the set of all mappings of n into itself of the form: ~ f--+ r~ + s 
where r, s E 'lLln'lL and the integers in the congruence dass rare 
relatively prime to n. Show that H is a subgroup of 8ym(n), and 
that H is the holomorph of a cydic group of order n. 

4.2.12 (Continuation) Enumerate all the transitive subgroups of H. 
4.2.13 Show that the holomorph of a group G is primitive if and only if G 

has no characteristic subgroups apart from 1 and G. 
4.2.14 If the holomorph of a group G is 2-transitive, show that all nontriv­

ial elements of G have the same order. In particular, if G is finite, 
show that G is an elementary abelian p-group for some prime p 
(each nontrivial element has order p). (The case for infinite groups 
is more complicated since it is known that there exist infinite non­
abelian simple groups in which every pair of nontrivial elements are 
conjugate. See Higman et al. (1949).) 

4.2.15 Show that the affine group AGLd(p) is the holomorph of the 
elementary abelian p-group of order pd. 

4.2.16 Give an example of two nonisomorphic finite groups which have 
isomorphic holomorphs. 

4.2.17 Let G be a finite permutation group containing a regular normal 
subgroup K. If H ::; G and Ll := fix(H) i- 0, show that (Gc(H) n 
K)6. is regular in 8ym(Ll). 

4.3 The Socle 

The major theme of this chapter is the analysis of a finite primitive group 
in terms of its sode. This section defines the so de and describes the form 
that it can take in a finite primitive group. 

A minimal normal subgroup of a nontrivial group G is a normal subgroup 
K i- 1 of G which does not contain properly any other nontrivial normal 
subgroup of G. For example, a simple group has itself as its only minimal 
normal subgroup, while an infinite cydic group has no minimal normal 
subgroup. The socle of a group G is the subgroup generated by the set of 
all minimal normal subgroups of G; it is denoted by soc(G). By the usual 
convention, soc( G) = 1 if G has no minimal normal subgroups. 

Since the set of all minimal normal subgroups of G is mapped into itself 
by every automorphism of G, the so de soc( G) is a characteristic subgroup of 
G. Every nontrivial finite group has at least one minimal normal subgroup 
so has a nontrivial sode. 

Exercises 

4.3.1 Find the sode of 8 4 . 
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4.3.2 Let G be the multiplicative group consisting of all complex numbers 
z which are roots of unity (so zn = 1 for some n > 0 depending on 
z). Find soc(G). 

4.3.3 If G is a finite p-group, show that soc( G) is contained in the centre 
Z(G). 

4.3.4 If G is a direct product of a finite number of simple groups, show 
that G = soc(G). Is this still true for a direct product of an infinite 
number of simple groups? 

4.3.5 If F is the free group on two generators, show that soc(F) = 1. 

We now turn to our analysis of the socle for a finite group. Although the 
socle of a group is defined simply as the subgroup generated by the set of 
minimal normal subgroups, the following theorem shows that it is actually 
a direct product of some or all of these normal subgroups. 

Theorem 4.3A. Let G be a nontrivial finite group. 
(i) If K is a minimal normal subgroup ofG, and L is any normal subgroup 

of G, then either K :s; L or (K, L) = K x L. 
(ii) There exist minimal normal subgroups K 1, ... ,Km of G such that 

soc (G) = Kl x '" x Km. 
(iii) Every minimal normal subgroup K of G is a direct product K = 

Tl X ... X Tk where the Ti are simple normal subgroups of K which 
are conjugate under G. 

(iv) If the subgroups Ki in (ii) are all nonabelian, then K 1, ... ,Km are 
the only minimal normal subgroups of G. Similarly, if the Ti in (iii) 
are nonabelian, then these are the only minimal normal subgroups of 
K. 

PROOF. (i) Since K n L <I G the minimality of K shows that either K :s; L 
or K n L = 1. In the latter case (K, L) = KL = K x L because both K 
and L are normal. 

(ii) Because G is finite we can find a set S = {Kl, . .. ,Km} of minimal 
normal subgroups of G which is maximal with respect to the property that 
the subgroup H generated by S is a direct product Kl x ... x Km. It 
remains to show that H = soc( G); this will follow if we show that H 
contains all minimal normal subgroups of G. Let K be a minimal normal 
subgroup of G. Then (i) shows that either K :s; H or (K, H) = K x H. The 
latter is impossible by the choice of S. Hence H contains every minimal 
normal subgroup of G as required. 

(iii) Let T be a minimal normal subgroup of K. Then the conjugates 
x-1Tx of T under elements x E G are also minimal normal subgroups 
of K. Choose a set {T1 , ... , Td of these conjugates which is maximal 
with respect to the property that L := (T1 , .•• , Tk ) is a direct product 
Tl x ... X Tk. Then using an argument analogous to that in (ii) we see 
that L contains all of the conjugates of T under G, and so L <I G. Since 
1 -I- L :s; K and K is a minimal normal subgroup of G of K, we conclude 



4.3. The Sode 113 

that K = L = TI X ... X Tk. Finally, for each Ti , the normal subgroups 
of Ti are clearly normal in K, so the minimality of Ti shows that it must 
be a simple group. 

(iv) Suppose that G has a minimal normal subgroup K which is distinct 
from the Ki (i = 1, ... , m). Then (i) shows that K centralizes each of 
the Ki and so K ::; Z(soc(G)). However, if each Ki is nonabelian, then 
Z(Ki ) = 1 by (iii). This implies that Z(soc(G)) 1 and so K = 1 
contrary to the choice of K. 0 

Corollary 4.3A. Every minimal normal subgroup of a finite group is ei­
ther an elementary abelian p-group for some prime p, or its centre is equal 
to 1. 

PROOF. This follows at once from part (iii). o 

We shall use the following technical lemma in applications of Theorem 
4.3A. 

Lemma 4.3A. Let TI , ... ,Tm be simple nonabelian groups. Suppose that 
H is a group with distinct normal subgroups K I , ... , Km such that HI Ki ~ 
Ti for each i and n Ki = 1. Then H ~ TI X ..• x T m. 

PROOF. Proceed by induction on m. The result is clear for m = 1, so 
suppose that m > 1. Put 

m-I 

K* := n K i , H* := HIK* and Ki := Ki I K* for i = 1, ... , m - 1. 
i=1 

Since H* I K; ~ HI Ki ~ Ti , induction shows that H* ~ TI X ... x Tm- I . 
In particular, it follows from Exercise 4.3.6 below that H* has only m - 1 
maximal normal subgroups, and so H ~ H* by the hypothesis on H. Thus 
K* =f 1 but K* n Km = 1 by hypothesis. Since HI Km is simple, Km is a 
maximal normal subgroup of H, and so H = K* Km = K* x Km. Since 
K* ~ HIKm ~ Tm and Km ~ HIK* = H*, therefore H ~ TI x··· x Tm 
as required. 0 

Exercises 

4.3.6 Suppose that G = Tl X '" x Tm is a direct product of a finite 
number of nonabelian simple groups T i . Show that these are the only 
minimal normal subgroups of G, and that G has exactly m maximal 
normal subgroups, namely, the centralizers Ga(Ti) (i = 1, ... , m). 

4.3.7 (Continuation) What can you say if exactly one of the T/s is an 
abelian simple group? 

4.3.8 Show that there are exactly (pn - 1)/(p - 1) minimal normal sub­
groups in an elementary abelian p-group of order pm. How many 
maximal normal subgroups does this group have? 
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4.3.9 Suppose that T is a nonabelian simple group. Show that for each 
integer k ~ 1, Aut(Tk ) ~ Aut(T) wrr Sym(r) where Irl = k. 

4.3.10 Determine the minimal normal subgroups of the group AGLd(pffi) 
and express each of them as a direct product of simple groups. Use 
this to show that the condition that T be nonabelian in the preceding 
exercise cannot be omitted. 

4.3.11 Let G and H be nontrivial finite groups. Is it always true that the 
socle of the wreath product W := G wr H is contained in the base 
group of W? 

We now apply these general results on socles to the special case of a finite 
primitive group. As we know from Theorem 1.6A, every nontrivial normal 
subgroup of a primitive group is transitive. This imposes severe conditions 
on the minimal normal subgroups of a primitive group. 

Theorem 4.3B. If G is a finite primitive subgroup of Sym(r!) , and K is 
a minimal normal subgroup of G, then exactly one of the following holds: 

(i) for some prime p and some integer d, K is a regular elementary 
abelian group of order pd, and soc(G) = K = GG(K); 

(ii) K is a regular nonabelian group, GG(K) is a minimal normal sub­
group of G which is permutation isomorphic to K, and soc (G) = 
K x GG(G); 

(iii) K is nonabelian, Ga(K) = 1 and soc (G) = K. 

Remark. Note that in case (iii) K mayor may not be regular. In cases 
(i) and (iii) the socle is the unique minimal normal subgroup of G, and in 
case (ii) G has exactly two (isomorphic) minimal normal subgroups (see 
Theorem 4.3A (iv)). Affine groups give examples of case (i), and Theorem 
4.7 A shows that these (and their subgroups) are the only examples. An 
instance of case (ii) is given in Exercise 2.5.9, and any simple nonabelian 
primitive group gives an example of case (iii). 

PROOF. Put G := GG(K). Since G <J G, either G = 1 or G is transitive. 
Since K is transitive, Theorem 4.2A shows that Gis semiregular, and hence 
either G = 1 or G is regular; in the latter case G is the full centralizer of 
Kin Sym(r!) , and so is permutation isomorphic to K. If G is regular, then 
it must be a minimal normal subgroup of G since any proper subgroup 
of G is intransitive. Theorem 4.3A (i) shows that every minimal normal 
subgroup of G distinct from K is contained in G. Thus in all cases we have 
soc (G) = KG which equals K or K x G depending on whether G :::; K or 
not. 

If G = 1, then we have case (iii); and, if G = K, then K is abelian and we 
have case (i) by the Corollary 4.3A. In the remaining case soc (G) = K x G 
and we have case (ii). D 
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Corollary 4.3B. If G is a finite primitive group, then H := soc(G) is a 
direct product of isomorphic simple groups. If N denotes the normalizer of 
H in the symmetric group, then H is a minimal normal subgroup of N. 
Moreover, if H is not regular, then it is the only minimal normal subgroup 
ofN. 

PROOF. The first statement follows immediately in case (i), and follows 
from Theorem 4.3A in cases (ii) and (iii). Consider the second statement. 
Since G ::; N, we know that N is primitive, and H <J N. In cases (i) and 
(iii) H = K is minimal normal in G and hence also minimal normal in 
N. In the case (ii) e = ec(K) is permutation isomorphic to K, and so 
e = rl Kt for some t E Sym(O). Then rlKt centralizes K, and so 
rlet = r 2 Kt2 is contained in K because it centralizes rl Kt = e; 
thus comparing orders gives rlet = K. This shows that K and e are 
interchanged under conjugation by t. Since H = K x e in case (ii), we 
conclude that tEN and H is a minimal normal subgroup of N as asserted. 

Finally, suppose that H is not regular, and apply the theorem to the 
primitive group N and its minimal normal subgroup H. Clearly, only case 
(iii) can apply, and so H = soc(N) is the unique minimal normal subgroup 
of N. 0 

Exercises 

4.3.12 Show that each maximal primitive subgroup of Sn has a unique 
minimal normal subgroup. 

4.3.13 Let H be the socle of a primitive subgroup of Sn, and let N denote 
the normalizer of H in Sn. If H is not regular, and G is a primitive 
subgroup of Sn such that H ::; G ::; N, show that soc(G) = H. 
Give an example to show that this need not be true if H is regular. 

4.3.14 Show that a permutation group of degree n with k orbits has at 
most 4(n - k)/3 factors in its composition series. Moreover, this 
bound can be attained by a transitive group when n is a power of 
4. 

4.4 Subnormal Subgroups and Primitive Groups 

The present section digresses from the main theme of this chapter to discuss 
the subnormal structure of the point stabilizers of a finite primitive group. 
This material will not be needed in the proof of the O'Nan-Scott Theorem, 
but it will be used in later chapters. 

Recall that a subgroup H of a group G is subnormal in G if there is a 
finite chain of subgroups H = Ho <J HI <J ••• <J Hd = G from H to G where 
each Hi is normal in Hi+1 (but not necessarily in G). In a finite group, 
a subgroup is subnormal exactly when it appears in some composition 
series, so it is natural that subnormal subgroups arise in the study of the 
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composition factors of a finite group.. It is easily seen that a subnormal 
subgroup of G is also subnormal in every subgroup L of G in which it 
is contained. Clearly, every normal subgroup of G is subnormal, but, in 
general, a subnormal subgroup need not be normal (see Exercise 4.4.1). 

Lemma 4.4A. If G is a finite group, then soc(G) :S Na(H) for each 
subnormal subgroup H of G. 

PROOF. The result is certainly true if G = H, so we proceed by induction 
on IG : HI and assume H < G. We have to show that each minimal normal 
subgroup K of G is contained in Na(H). 

Since H is subnormal, there exists L <J G with H :S L < G. By Theorem 
4.3A (i) we know that either K :S Lor (K, L) = K x L. In the latter case 
K :S Ga(H) :S Na(H) and the result is true; so suppose K :S L. Then 
there exists a minimal normal subgroup T of L with T :S K. For each 
x E G, x-1Tx is a minimal normal subgroup of x-1 Lx = L, so induction 
shows that x-1Tx :S NdH) :S Na(H). Since K is a minimal normal 
subgroup of G, K = (x-1Tx I x E G), and so K :S Na(H). This proves 
the lemma. 0 

The proof of the following lemma uses the elementary fact that if A and 
B are subgroups of any group G, then: AB = BA ~ AB is a subgroup. 

Lemma 4.4B. Let H be a subgroup of finite index in a group G. If 
Hx-1 Hx = x-1 HxH for all x E G, then H is subnormal in G. 

PROOF. Proceed by induction on IG : HI. If H <J G, then the conclusion 
certainly holds, so suppose that H =f. x- 1 Hx for some x E G and put 
K := Hx-1 Hx. Now IG : KI < IG : HI, and the hypothesis on H clearly 
implies that Ky-1Ky = y-l KyK for all y E G. Therefore, by the in­
duction hypothesis, K is subnormal in G. Moreover, x tf. K; otherwise, 
1 E Hx-1 H, and that implies x E H contrary to the choice of x. Thus 
IK: HI < IG: HI, and so we can apply the inductive hypothesis to the 
pair K, H to conclude that H is subnormal in K. Since K is subnormal in 
G, this shows H is subnormal in G as asserted. 0 

Lemma 4.4C. Let H be a subnormal subgroup of a finite group G, and 
consider the smallest normal subgroup M := (x-1Hx I x E G) of G 
containing H. 
(i) Each composition factor of M is isomorphic to a composition factor 

of H, and each simple homomorphic image of M is isomorphic to a 
homomorphic image of H. 

(ii) If K is a subnormal subgroup of G with no homomorphic image 
isomorphic to a composition factor of H, then H :S Na(K). 

PROOF. (i) We proceed by induction on 1M : HI. The result is trivial when 
M = H, so suppose that M > H. Then H is not normal in G, and we 
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have a chain H = Ho <I Hl <I ••• <I Hd = G of distinct subgroups of G 
with d ?: 2. Let k be the smallest index for which Hk is not contained in 
No(H), and choose x E Hk \No(H). Then Hand X-l Hx are both normal 
subgroups of Hk- b and so L := Hx- l Hx <I Hk-l. Now L ::::: M and is a 
subnormal subgroup of G properly containing H. Since M is the smallest 
normal subgroup of G containing L, the inductive hypothesis shows that 
each composition factor of M is a composition factor of L, and each simple 
homomorphic image of M is a homomorphic image of L. On the other hand, 
Hk-l ::::: No(H) by the choice of k, so H <I Land L/H ~ x-lHx/(H n 
x-lHx). Thus, by the Jordan-Holder Theorem, every composition factor 
of L is a composition factor of H. Similarly, if N <I Land L/N is simple, 
then not both Hand x-lHx are contained in N; hence, either H/(H n N) 
or x-lHx/(x-lHx n N) is isomorphic to L/N. This proves (i). 

(ii) It is enough to consider the case where G = MK and show that in 
this case K <I G. Suppose that K is not normal in G. Then an argument 
similar to that given in (i) shows that for some x E G, L := Kx-lKx 
is subnormal in G and K is a proper normal subgroup of L. Then L = 
L n MK = (L n M)K, and so 

(4.1) x-lKx/(K n x-lKx) ~ L/K ~ (L n M)/(L n M n K). 

Since L is subnormal in G, L n M is subnormal in M, and so (4.1) shows 
that x-l Kx (and hence K) has a simple homomorphic image isomorphic 
to some composition factor of M. But then (i) shows that K has a simple 
homomorphic image isomorphic to some composition factor of H contrary 
to the hypothesis on K. Thus K <I G and (ii) is proved. 0 

We now come to the main theorem of this section. If G is a finite primitive 
subgroup of Sym(n) and r is a nontrivial orbit of Ga then Theorem 3.2C 
shows that each composition factor of Ga is isomorphic to a section of 
the induced group G~. Part (iii) of the theorem that follows extends this 
analysis to the stabilizer of two points 0:, (3 E n. Let A be the orbital for 
G containing the pair (0:, (3), and let A* be its paired orbital (see Section 
3.2). Then r = A(o:) = (300< and.6. = A*«(3) = 0:0 (3 are Ga ,8-invariant 
sets. Moreover, r and .6. have the same length. 

Theorem 4.4A. Let G ::::: Sym(n) be a finite primitive group, and let 
0: E n. 

(i) Ga contains no nontrivial subnormal subgroup of G. 
(ii) If E ~ n is a union of orbits for Ga which contains one orbit from 

each pair of paired orbits (including the self-paired orbits), then Ga 
acts faithfully on E. 

(iii) Let 0: and (3 be distinct points in n, and put r := (300< and.6. := 0:0 (3. 

Then each composition factor of Ga ,8 is isomorphic to a composition 
factor of either (Ga ,8l or (Ga ,8) 6. . 
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PROOF. (i) Let H be a subnormal subgroup of G contained in Ga , and let 
K be any minimal normal subgroup of G. Then G = KGa because G is 
primitive, and K normalizes H by Lemma 4.4A. Hence 

M:= (x- 1Hx I x EGa) = (y- 1Hy lyE G) <l G. 

Since M :s; Ga , M = 1 by the transitivity of G. Hence H = 1 as asserted. 
(ii) Let K := G(E) :s; Ga be the kernel of the action of Ga on I;. First 

note that if ~ and ~ * are paired orbitals for G, and x E G then: 

aX E ~(a) -¢==} (a, aX) E ~ 

-¢==} (aX-',a) E ~ 
-1 

-¢==} aX E ~ * ( a ) . 

Thus the hypothesis on I; implies that, for each x E G, at least one of 
-1 

aX or aX lies in I;. Since K fixes each point in I;, this shows that for 
each x E G at least one of xKx- 1 or X-I Kx is contained in Ga. However 
K <lGa, and x- 1 (KxKx- 1 )x = x- 1KxK, so Kx- 1Kx = x- 1KxK for all 
x E G. Now Lemma 4.4B shows that K is subnormal in G, and so K = 1 
by (i). 

(iii) The result is trivial if G is regular, so suppose that G is not regular. 
Put H := Ga , K := Gj3 and L := H n K = Gaj3 , and note that L -I- 1 
and G = (H, K). Consider the condition: 

(4.2) some simple homomorphic image of U is a composition factor 

of Lr or Ll:>. 

for subnormal subgroups U of L. If (4.2) holds for all nontrivial subnormal 
subgroups of L, then we can choose successive terms L = Lo, L1 , . .. , Ld = 
1 in a composition series for L such that Li-r/ Li is isomorphic to a com­
position factor of Lr or Ll:>. for each i. The Jordan-Holder Theorem then 
shows that every composition factor of L is isomorphic to a composition 
factor of Lr or Ll:>. as required. On the other hand, suppose that (4.2) does 
not hold for some nontrivial subnormal subgroup of L, and choose U -I- 1 
as a counterexample of maximal order; we shall show that this leads to a 
contradiction. 

Since (4.2) fails to hold for U, U must lie in the kernel of the homomor­
phism x f--+ xr of L onto Lr. Therefore U :s; Ler) = H(r) <l H{r} = H, and 
so Lemma 4.4C (i) and the maximality of U show that U <l H. A similar 
argument shows that U <l K. Hence we conclude that 1 -I- U <l (H, K) = G 
which is impossible because G is transitive and U :s; H = Ga. Thus (4.2) 
holds for all nontrivial subnormal subgroups U of L, and the theorem is 
proved. D 

Exercises 

4.4.1 Find a subnormal subgroup of S4 which is not normal. 
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4.4.2 Let H be a subnormal subgroup of a finite group G. 
(i) If soc(G) ~ H, show that soc(G) ~ soc(H). 

(ii) Show that soc(H)' ~ soc(G)'. 
(iii) Give an example to show that soc(H) need not be contained 

in soc(G). 
4.4.3 Show that the conclusion of Lemma 4.4C (i) need not be true if H 

is not subnormal. 
4.4.4 With the notation of Theorem 4.4A give an example where (GaJr 

and (Gf3)D. are not isomorphic. 
4.4.5 Under the hypothesis of Theorem 4.4A show that GOI.f3 = 1 if (GOI.)r 

and (Gf3)D. are both regular. 
4.4.6 Under the hypothesis of Theorem 4.4A show that, if r (and hence 

6.) has length d, then each prime p dividing 1 G 01.131 satisfies p < d. 
(This gives an alternative solution to Exercise 3.2.25.) 

4.4.7 If G is a finite primitive group whose point stabilizer G a has an orbit 
6. such that (GOI.)D. has prime order p, show that G is a Frobenius 
group of order pqr for some prime q #- p and some r ~ l. 

4.4.8 If G is a finite primitive group with a regular normal subgroup, show 
that the point stabilizers act faithfully on each of their nontrivial 
orbits. 

4.4.9 Suppose that a point stabilizer GOI. of a finite primitive group G 
has a nontrivial centre Z(GOI.)' Show that Gf3 acts faithfully on (pf3 

whenever (3 E supp(Z(GOI.))' [Hint: The kernel of the action of Gf3 
on this orbit is normalized by Z(GOI.)'] 

4.4.10 Let G be a finite primitive group with point stabilizer Ga. If there 
is an orbit 6. of GOI. for which (GOI.)D. has order 4, show that G is a 
Frobenius group. 

4.4.11 Show that, for any finite primitive group with a sub orbit of length 
3, the point stabilizers have order dividing 3 . 24. 

4.4.12 If G ~ Sym(O) is an infinite primitive group with a finite nontriv­
ial sub orbit , show that all suborbits of G are finite and that 0 is 
countable. 

4.4.13 Show that part (ii) of Theorem 4.4A fails for infinite groups. 
[Hint: Let G := Aut(Q, ~).] (Part (i) also fails, but this is more 
complicated. ) 

4.5 Constructions of Primitive Groups with 
N onregular Socles 

We continue to analyze the structure of a finite primitive group G in terms 
of its socle H. As we saw in Corollary 4.3B the socle of a finite primitive 
group is a direct product of isomorphic simple groups. When H is regu­
lar, G is contained in the holomorph of H, and we shall deal with this 
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situation later (see Sect. 4.7). In the present section we shall look at the 
case where H is not regular. Because G is primitive, we know that H is 
necessarily transitive, and in particular H cannot be abelian. This section 
deals with two general constructions of finite primitive permutation groups 
whose sodes are nonregular. 

Let H = T1 X ... x T m be a direct product of m isomorphic copies 
of a finite nonabelian simple group T. Our objective is to embed H as a 
nonregular transitive subgroup in some symmetric group Sym(O) in such 
a way that the normalizer N of H in the symmetric group is primitive. 
Then N and certain subgroups G with H ::::; G ::::; N will give examples of 
primitive groups which have H as a nonregular socle. We shall see in the 
next section that the constructions which we describe below give essentially 
all the primitive groups which have H as a nonregular sode when m > l. 

One of these constructions is already available directly from the product 
action of a wreath product (Sect. 2.7). Start with any transitive, nonreg­
ular representation of T; without loss in generality we may assume T is 
a transitive, nonregular subgroup of Sym(tl), say. Let M be the normal­
izer of Tin Sym(tl), and put r := {I, ... , m}. Then the wreath product 
W := M wrr Sym(r) acts faithfully on the set Fun(r, tl) of all functions 
of r into tl with the product action. According to Theorem 2.7 A, the image 
of this action is primitive exactly when M is primitive. 

To simplify the notation we identify Fun(r, tl) with the Cartesian power 
tlm via f f---t (1(1), ... ,f(m)), and identify W with its image in Sym(tlm). 
We also identify H with the natural subgroup T1 x . . . x T m of the base 
group M1 x ... x Mm of W where the Ti are permutation isomorphic and 
T ~ Ti <l Mi for each i. Note that all orbits of Mi have size Itll and are of 
the form 

and that these are also orbits for Ti . Moreover, the actions of Mi (and 
of Ti ) on these different orbits are all equivalent. In general, if we fix 
(81, ... , 8m ) E tl m, then the stabilizer of this point in H has the form 
R1 x ... x Rm where, for each i, Ri ::::; Ti is the stabilizer of 8i in the action 
of Ti on tl. Since H acts transitively on tl m, its point stabilizers are all 
conjugate, and so every point stabilizer of H has the form 

u11 R1U1 x ... X U:;;,1 Rmum with Ui E Ti for i = 1, ... ,m. 

Lemma 4.5A. With the notation above, suppose that the normalizer N 
of H in Sym(tlm) is primitive. Then N is equal to the wreath product W. 

PROOF. Clearly W ::::; N, so it is enough to show that for each x E N 
we have x E W. Let ~ := {T1 , ... , Tm}. Since T is a nonabelian simple 
group, Theorem 4.3A (iv) shows that ~ is the set of all minimal normal 
subgroups of H, and hence Wand N both act on ~ by conjugation. It is 
also clear that W induces the full symmetric group on ~, and so for some 
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yEW we have z := xy-l ENacting trivially on ~. In particular, each 
Ti is normalized by z. 

Since z normalizes H, conjugation by z must permute the point stabiliz­
ers of H amongst themselves. Since z acts trivially on ~, this shows that 
conjugation by z must map each Ri onto a Ti-conjugate of itself. But the 
Ti-conjugates of Ri are the point stabilizers of Ii in its action on each of 
the orbits of Ti . Therefore Theorem 4.2B shows that the automorphism 
of Ti induced by conjugation under z is also induced by some element of 
Mi. Hence for some element t E Ml X ... x Mm :::; W, the element zrl 
centralizes H = Tl X ... x T m. Since N is primitive and H is not regular, 
Theorem 4.3B shows that CN(H) = 1. Therefore x = zy = ty E W as 
required. 0 

The second general construction of a primitive group with nonregular 
so de also comes from the product action of a wreath product, but rather 
more indirectly. In this construction, take the simple nonabelian group T 
as a regular subgroup of 8ym(fl.) and again put r := {I, ... , m}. Consider 
the wreath product W := T wrr 8 m in its product action on fl. m. Theorem 
2.7 A shows that W does not act primitively on fl. m because T is regular, 
and indeed there is a fairly obvious W -congruence on fl. m defined as follows. 
Let C be the centralizer of Tin 8ym(fl.)j so C is also regular, and C ~ T 
by Theorem 4.2A. Now C acts on fl.m by (81 , •.• ,8m )C = (8f, ... ,8~). 
This action commutes with the action of the base group of W since C 
centralizes T and commutes with the top group 8m since the same element 
of C acts on each component. Hence (81, ... ,8m )CW = (81, ... ,8m )WC for all 
c E C, w E Wand (81 , ... ,8m ) E fl.m. Thus the set 0 of all C-orbits in fl.m 
is a set of blocks for W (see Exercise 4.5.1). We shall write [81 , ... ,8m ] E 0 
to denote the block containing (81 , ... ,8m ). The corresponding action of 
the base group Tm on 0 is called the diagonal action of Tm. 

Since T is regular on fl., we can identify fl. with T, so that the action 
of T is right multiplication: 8x = 8x for all x E T and 8 E fl. = T. The 
action of the centralizer C is then left multiplication by the inverse: 8c = 
c-18. The C-orbit [81 , ... , 8m ] consists of all points (c- 181 , ... , c-18m ) for 
c E C. These m-tuples are identified to a single point in OJ the m-tuples 
(81, ... ,8m - I , 1) may be taken as representatives, for example. With this 
identification, the base group T m of W acts by right multiplication while 
the top group 8 m permutes the components. It may be helpful to think of 
the construction of 0 "geometrically" as the analogue of the construction of 
a projective space from a vector space. The block [81 , ... , 8m ] corresponds 
to the "I-dimensional subspace" through the "point" (81 , ... ,8m ) (see Sect. 
2.8). 

Exercises 

4.5.1 Suppose that G is a transitive subgroup of 8ym(r) and that C :::; 
8ym(r) centralizes G. Show that the C-orbits form a set of blocks 
for G. 
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4.5.2 With the notation above, show that W acts faithfully on O. 
4.5.3 Show that the point stabilizer of [8, ... , 8] in W consists of all 

elements of W of the form (u, ... , U)8 where U E T8 and 8 E 8m . 

4.5.4 Show that the diagonal action of W contains regular (but not normal) 
subgroups. 

The product group Aut(T)m acts on ,6.m = T m with the ele­
ment (T1,oo.,Tm) taking (81,oo.,8m ) to (8r',oo.,8;;"=). If this per­
mutation induces an action on 0 then for any C E T we have 
[(c- 18dTI , ••• , (c- 18m t=] = [8r', ... , 8;;"=]. This requires that all Ti be 
equal. On the other hand, each automorphism T E Aut(T) acts as a per­
mutation of 0 by [81 , ... ,8m ]T = [8[, ... ,8;;"]. In fact, the action of the 
base group T m already induces all of the inner automorphisms. Indeed, if 
T E Aut(T) is conjugation by x E T then 

[81 , ... ,8m r = [x- 181x, ... , x-18mx] 
= [81x, ... ,8m x] 
= [81 , ... ,8m]x. 

Note also that this action of Aut(T) commutes with the action of 8m. The 
next lemma shows that W can be extended by Out(T) = Aut(T)/ Inn(T) 
to obtain the full normalizer of the diagonal action of Tm in 8ym(O). We 
shall write 8 as the image of 8m and H as the image of the base group of the 
wreath product W in the action of Won 0 described above (Exercise 4.5.2 
above shows that this action is faithful). In particular, H = T1 X ... x Tm 
where each Ti is isomorphic to T. 

Lemma 4.5B (Diagonal type). With the notation above, let N be the 
normalizer of H in 8ym(O), 80 W ~ H8 :S: N. Then N/H8 ~ Out(T). 

PROOF. Since T is a nonabelian simple group, the diagonal subgroup 

D := {(t, 00., t) I t E T} ~ T 

of T m is self-normalizing in Tm. Therefore the point stabilizers of the (per­
mutation isomorphic) group H (see Exercise 4.5.3) are also self-normalizing. 
In particular, H has a trivial centralizer in 8ym(O) by Theorem 4.2A 
(iv). By Theorem 4.2B, the automorphisms of H induced by conjugation 
by elements of N are precisely those which permute the point stabiliz­
ers of H among themselves. Thus N is isomorphic to the group A of 
automorphisms of T m which map D onto one of its conjugates in Tm. 
Since T is a nonabelian simple group, Aut(Tm) ~ Aut(T) wrr 8m where 
r := {I, ... , m} (Exercise 4.3.9). Using this representation of Aut(Tm), 
we see that if T1, ... , Tm E Aut(T) and 8 E 8m , then 

a := (T1, ... , Tm)8 E A <===? for some c E Tm, DIY = c-1Dc. 
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Thus a E A exactly when there are elements c(l), ... ,c(m) E T such that 
for each x E T there exists yET, satisfying 

x7"; = cW)-lycW) for each i. 

But this implies that for all i and j, TiTj-1 E Inn(T), and so all the Ti 

lie in the same coset of Inn(T). Thus we can define a mapping W : A --; 
Aut(T)/Inn(T) = Out(T) such that W(a) is the coset of Inn(T) which 
contains all Ti. It is easy to verify that W is a homomorphism of A onto 
Out(T), and its kernel is K := Inn(T) wrr 8m. Moreover, K is isomor­
phic to T wrr 8m because Inn(T) ~ T for a simple nonabelian group T. 
Finally, N acting by conjugation on H ~ Tm induces the subgroup A of 
automorphisms of T m and in this correspondence H 8 induces K. Hence 
NIH 8 ~ AI K ~ Out(T) as asserted. D 

We shall say that G is a group of diagonal type if G is a subgroup of 
the normalizer N of H in 8ym(n) such that G contains the base group 
H = TI X· .. x Tm (so, by Lemma 4.5B, G is contained in an extension ofthe 
wreath product T wrr 8m by Out(T) where T is a finite nonabelian simple 
group). The analysis above shows that the point stabilizer GOt is isomorphic 
to a subgroup of Aut(T) x 8m containing the group Inn(T) ~ T. The groups 
TI , ... , T m are the only minimal normal subgroups of H by Theorem 4.3A 
and H <l G, and so G acts by conjugation on the set {TI , . .. , Tm}. The 
following theorem characterizes those groups of diagonal type which are 
primitive. 

Theorem 4.5A. With the notation above, G is a primitive subgroup of 
8ym(n) exactly when either 
(i) m = 2; or 

(ii) m :2 3, and the action ofG by conjugation on the set {Tl, ... , Tm} of 
minimal normal subgroups of H is primitive. 

In particular, the full normalizer N of the base group B is primitive for all 
m:2 2. 

PROOF. As before put r := {I, ... , m}, and let V := Aut(T) wrr 8m. 
The proof of Lemma 4.5B shows that N is isomorphic to 

A := {(TI' ... ,Tm)S E V I s E 8m and all Ti lie in same Inn(T)-coset} 

and that under this isomorphism H maps onto 

B := {(TI,' .. ,Tm)l E V I each Ti E Inn(T)} 

and one of the point stabilizers of N maps onto 

C := {(T, ... , T)S E V I T E Aut(T) and S E 8m}. 

Let L be the corresponding image of G. Then L n C corresponds to a point 
stabilizer of G. Therefore Exercise 4.5.5 shows that G is primitive if and 
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only if there is no subgroup M of B such that 

(4.3) B n C < M < Band M is normalized by L n C. 

Finally, let 

8:= {s E 8m I (Tl, ... ,Tm )S E L}. 

It is easy to verify that 8 is permutation isomorphic to the image of the 
action of G on {T1 , ... , Tm}. Thus to prove the theorem it is enough to 
show that no subgroup M of B satisfies conditions (4.3) if and only if either 
(i) m = 2, or (ii) m ::::: 3 and 8 is a primitive subgroup of 8 m . 

First, suppose that m ::::: 3 and that 8 is not primitive. Then there is a 
nontrivial 8-congruence, say =, on r. Define 

M := {(Tl, ... , Tm)l E B I Ti = Tj whenever i = j}. 
Then it is straightforward to verify that M is a subgroup of B satisfying 
conditions (4.3). Therefore conditions (i) and (ii) are necessary. 

Second, suppose that M is a subgroup which satisfies conditions (4.3). 
Consider the projections 7ri : M ----> Inn(T) defined by (Tl"'" Tm) f---+ Ti. 
Each 7ri is a homomorphism, and 1m 7ri = Inn(T) ~ T since B n C ~ M. 
Let Mi := ker 7ri. If all the subgroups Mi were distinct, then Lemma 4.3A 
would show that IMI = ITl m contrary to the hypothesis that M < B. On 
the other hand, if all the Mi were equal, then IMI = IInn(T)I contrary to 
the hypothesis that B n C < M. Hence we have a nontrivial equivalence 
relation = defined on r by 

i = j <=? Mi = M j . 

We claim that this is an 8-congruence. Indeed, A = BC and so L = 
B(L n C). Thus, if s E 8, then there exists x := (a, . .. , a)s E L n C for 
some a E Aut(T). Then (4.3) shows that for each Z := (Tl, .. . , Tm) E M 
we have 

-1 ( -1 -1) M h ./ ·s X zx= a Tl,a, ... ,a Tm,a E w erez :=Z. 

Therefore Z E M i, <=? X-I ZX E Mi and, in particular, Mi = M j <=? 

M i , = M j ,. Thus each s E 8 preserves the relation =. Since = is nontrivial, 
this shows that k ::::: 3 and 8 is not primitive. Hence the existence of a 
subgroup M satisfying (4.3) implies that neither (i) nor (ii) holds. 

The last statement of the theorem now follows from Lemma 4.5B. This 
completes the proof of the theorem. 0 

Exercises 

4.5.5 Suppose that G ~ 8ym(0') and that H is a transitive subgroup of 
G. Let a E 0,. Show that G is primitive if and only if there is no 
subgroup M of H such that HOI. < M < Hand M is normalized by 
Ga. (This generalizes Exercise 2.5.8.) 
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4.5.6 Let T be a finite nonabelian simple group acting regularly on a 
set ~, and let U := ((1234) :::; Sym(r) where r := {I, 2, 3, 4}. 
With the notation of Theorem 4.5A we know that the group G := 

T wrr U acts imprimitively on n (where Inl = 1~13). Find an 
explicit nontrivial G-congruence on n. 

4.5.7 Show that a finite group of diagonal type is never 2-transitive. 
4.5.8 Suppose T is a nonabelian simple group, and let N* denote the set 

of all permutations of T of the form a I-? x-1aO"y where x, yET 
and (J E Aut(T). Show that N* is a group which is permutation 
isomorphic to the group N defined in Lemma 4.5B in the case m = 
2. 

4.5.9 It is known that there exist infinite simple groups in which every 
two nonidentity elements are conjugate [see Higman et al. (1949)]. 
Suppose that T is such a group, and consider the group N* defined 
in Exercise 4.5.8. Show that N* is 2-transitive. (This shows that the 
condition "finite" cannot be dropped in Exercise 4.5.7.) 

4.5.10 Let H = T m where T is a finite nonabelian simple group, and let 7ri 

denote the projection of H onto the ith factor. Suppose that H acts 
transitively on a set E such that a point stabilizer Ha ~ T and, for 
each i, 7ri(Ha) -=I- 1. Show that the action of H on E is equivalent to 
the diagonal action of H. [Hint: 7ri(HoJ = T because Ha is simple.] 

4.6 Finite Primitive Groups with Nonregular Socles 

The socle H of a finite primitive group G is, according to Theorem 4.3C, 
either regular or else is the unique minimal normal subgroup of G. Section 
4.7 deals with the case of a regular socle, while this section is devoted to the 
nonregular case. The main result is Theorem 4.6A which is the nonregular 
case of the O'Nan-Scott Theorem. In essence this theorem says that if the 
socle H is nonregular, then the primitive group G is either contained in 
the normalizer of a nonabelian simple group or else G is obtained from a 
primitive group of smaller degree via the product or diagonal constructions 
described in Sect. 4.3. 

Corollary 4.3B shows that the socle H is always a direct product of copies 
of some simple group T; this group T will be called the socle type of G (so 
the socle type is determined up to isomorphism). As we observed before, 
since H <l G and G is primitive, H is transitive, so G has nonabelian socle 
type whenever H is not regular. 

Theorem 4.6A. Let G be a finite primitive group with a nonregular socle 
and socle type T. Then G is permutation isomorphic to one of the following 
kinds of groups: 

(i) a primitive group U with soc(U) ~ T; 
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(ii) a primitive group U of diagonal type as described in Lemma 4.SB with 
soc(U) ~ Tm for some m ::::: 2 (and degree ITlm - I ); 

(iii) a primitive subgroup of a wreath product U wrr Sym(r) with the 
product action and In > 1, where U is a primitive nonregular group 
of one of the types (i) or (ii). 

Since H := soc(G) is nonregular, the centralizer Ga(H) = 1 in all 
cases (Theorem 4.3B), and so the conjugation action of G on H gives an 
embedding of G into Aut(H). In particular, classification of groups of type 
(i) reduces to the study of primitive permutation representations of groups 
G with T ~ Inn(T) ::::: G ::::: Aut(T) for a finite simple group T; a group G 
of this kind is called almost simple. This reduces in turn to the classification 
of almost simple groups and their maximal subgroups. Groups of types (ii) 
and (iii) have nonsimple socles and are generally distinguished as having 
small orders with respect to their degrees. 

PROOF OF THEOREM 4.6A. Let 0 be the set on which G acts, and 
consider the normalizer N of H in Sym(O). Since G ::::: N, therefore N is 
also primitive. Since G has socle type T, we know that H ~ TI X ... x Tm 
for some m ::::: 1 where each Ti ~ T. If m = 1, then we have case (i). Thus 
we can suppose that m ::::: 2, and proceed by induction on m. 

Let 7fi : H -> Ti denote the projection of H onto the direct factor Ti. 
Let HOi. be a point stabilizer of H, and put Ri := 7fi(HOi.) ::::: Ti . Since 
H is a normal subgroup of a primitive group, it is transitive on 0 and 
so N = NOi.H. Moreover, N acts transitively on the set {TI , .. . ,Tm} by 
conjugation (Theorem 4.3A), and therefore NOi. also acts transitively on 
this set. Since HOi. = H n NOi. <l NOi.' the definition of 7fi shows that, for all 
u E HOi. and x E N Oi., we have 

(4.4) X-I7fi(U)X = 7fj(x- Iux) whenever x-ITix = Tj . 

In particular, if x E NOi.' then x-lTix = Tj implies that X-I ~x = R j . 
Thus the subgroups R I, ... , Rm are conjugate under NOi.' and so the 
subgroup K := RI x ... x Rm is normalized by NOi. (see Fig. 4.1). By the 
definition of Ri we have HOi. ::::: K ::::: H. We consider two cases according 
to whether RI is or is not a proper subgroup of TI. 

Case 1: RI < TI 

In this case HOi. ::::: K < H. Since K is normalized by NOi.' and N is 
primitive, therefore NOi.K = NOi. or N. But NOi.K = N implies that K is a 
normal subgroup of N; since H is minimal normal in N by Corollary 4.3C 
and K < H, this is impossible. Hence NOi.K = NOi.' and so HOi. = K = 
RI X ... x Rm. 

Fix an isomorphism of TI onto T and let R be the corresponding image 
of RI . It follows from condition (4.4) that there is an isomorphism of each 
Ti onto T such that Ri maps onto R. Choose a transitive permutation 
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8ym(n) 

N 

G 

FIGURE 4.1. Subgroup lattice 

representation of T on a set ~, say, for which R is the stabilizer of a point t5, 
say. Then Tm acts transitively and faithfully on ~ m via the product action; 
we shall identify Tm with its image in 8ym( ~ m). The point stabilizer in T m 
of (t5, ... ,t5) is Rm, and it is clear that there is an isomorphism of H onto 
Tm such that HOI. maps onto Rm. Hence T m ~ 8ym(~m) is permutation 
isomorphic to H ~ 8ym(n). Lemma 4.5A now shows that the normalizer 
N of H in 8ym(n) is permutation isomorphic to a wreath product of the 
form M wrr 8m where r := {I, ... , m} and M is the normalizer of Tin 
8ym(~). Because N is primitive, Lemma 2.7A shows that M must also be 
primitive. Since R "I 1, T is not regular and T ~ soc(M). Since soc(M) 
is not regular, it is the unique minimal normal subgroup of M (Corollary 
4.3B), so T = soc(M). This shows that M is a primitive group of the type 
described in (i), and hence G is permutation isomorphic to a group of the 
kind described in (iii). This completes the proof of the theorem in this case. 

Case 2: Rl ~ Tl 

In this case the (conjugate) Ri equal Ti for all i. Thus HOI. is a sub direct 
product of H = Tl X .•• x Tm, but not equal to H. Put Ki := HOI. n ker 7ri 

for each i, and note that Hal Ki ~ 7ri(Ha) = T i . Reindexing, if necessary, 
we may suppose that Kl, . .. , K d , say, are distinct, and every other Ki is 
equal to one of these. In particular, Kl n ... n Kd = 1. Lemma 4.3A now 
shows that HOI. = VI X ... X Vd where each Vi ~ T, and d < m because 
HOI. < H. We divide the remaining argument into two subcases. 

8ubcase 2' : RI = TI and d = 1 

In this case there is an isomorphism W : T ----> HOI. and the compos­
ite mappings Wi := 7ri 0 W : T ----> Ti are also isomorphisms. Hence 
(h, ... , tm) f---* Wl(tt)· .. Wm(tm) is an isomorphism of Tm onto H which 
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maps the diagonal group 

D := {(t, ... ,t) I t E T} 

of T m onto Ha (compare with Exercise 4.5.10). Hence H is permuta­
tion isomorphic to the base group of the wreath product considered in 
Lemma 4.5B. Since G normalizes H, the group G is therefore permutation 
isomorphic to a group of diagonal type (ii). 

Subcase 2/1 : Rl = Tl and d > 1 

In this final case we shall show that G is a group of type (iii). We have 
H = Tl X ... x T m and Ha = Vl X ... X Vd with Ti ~ Vj ~ T for all i and 
j. We shall first show how the set of m factors of H can be partitioned into 
d blocks such that, for some group U having diagonal action, the direct 
product of the subgroups in each of the d blocks is isomorphic to soc(U). 

We begin by noting that the subgroups Vj are the unique minimal normal 
subgroups of H a , and 

Lj := Ga(Vj) = II Vi for j = 1, ... ,d 
i#-j 

are the unique maximal normal subgroups of Ha (see Exercise 4.3.6). On 
the other hand, since 7ri(Ha) = Ti is a simple group, therefore Ki = 
Ha n ker 7ri is a maximal normal subgroup of Ha for each i. Thus we can 
define a partition {Al, ... ,Ad} of ~ := {Tl' ... ,Tm} by 

Ti E Aj ~ Ki = L j . 

Note that each Aj is nonempty since n Ki = 1 while the intersection of 
any proper subfamily of the Lj's is not 1. Define Uj as the product of the 
subgroups in Aj for j = 1, ... , d. Clearly H = Ul X ... X Ud. Moreover 
Uj n Ha = Vj since, if x E H a , then 

x E Uj ~ 7ri(X) = 1 for all Ti tf- Aj ~ x E n Lk = Vj. 
k#-j 

As we just noted, Na acts transitively by conjugation on ~. On the other 
hand, it follows from condition (4.4) that, if x E N a , then x- l Kix = Ki' 
whenever x-1Tix = Ti'. Thus {Al , ... , Ad} is a set of blocks for this ac­
tion. In particular, this shows that: {Ul , ... , Ud} is a class of subgroups 
conjugate under N a , each set Aj has size s := mid, and IUjl = ITls. 
Let ~i be the orbit of Ui which contains a for i = 1, ... , d. Since the 
Ui are conjugate under N a , there exist elements Xi E Na such that 
Ui = x;;lU1Xi and ~i = ~Xi for each i where ~ ~l. Thus the 
groups Ui are all permutation isomorphic to U := Ul < Sym(~), and 
I~I = IUl : Ul n Hal = IUl : V11 = ITls- l . 

Since V := Vl is equal to Ua, and 7ri(V) = 'n for each Ti E Al , Exercise 
4.5.10 shows that the action of U on ~ is equivalent to the diagonal action. 
Let M be the normalizer of U in Sym(~); then Theorem 4.5A shows that 
M is a primitive group of the type described in (ii). Finally, define W := 
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Sym(n) 

W=MwrSym(E) 

N ----7 

G ----7 

U d = soc(W) 

FIGURE 4.2. Subgroup lattice: subcase 2" 

M wrE Sym(E) (see Fig. 4.2). Since the normalizer N of H = U1 X· .. X Ud 
in Sym(n) contains G, it is primitive; therefore Lemma 4.5A shows that 
W is permutation isomorphic to N. Thus we conclude that G has the form 
described in part (iii), and the proof of the theorem is complete. D 

The classification for the case of a nonregular socle which we have just 
completed can be summarized in a different way. We have shown that when 
the socle of a primitive group G is nonregular, then we can build the action 
of soc( G) by first taking a direct power U = TS of a simple group T with a 
transitive action (s = 1) or a diagonal action (s ~ 2), and then combining 
d copies of U with a product action. More precisely, 

soc(G) = T sd <I G ::::: [(T wr Ss) ... Out(T)] wr Sd. 

The case of a regular socle is addressed in the next section. 

Exercises 

4.6.1 Under what conditions is soc(G) primitive in Theorem 4.6A? 
4.6.2 The Feit-Thompson Theorem [Feit and Thompson (1963)] states that 

every group of odd order is solvable. Using this theorem, show that 
if G is a finite primitive group of odd degree, then soc( G) is either 
simple or regular. 

One natural question which arises is: when is the socle of a finite prim­
itive group primitive? The question is easily answered when the socle is 
regular. The following example shows what may happen when the socle is 
nonregular and nonprimitive. 

EXAMPLE 4.6.1. We introduced the Fano plane and its automorphism 
group PSL3 (2) in Exercises 2.4.2 and 2.8.12. PSL3 (2) is a simple group 
of order 168 which acts 2-transitively on the set of 7 points of the Fano 
plane and also on the set of 7 lines. Thus PSL3(2) acts transitively on the 
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(1,0,0) 

(0,0,1) 
(0,1,1) 

(0,1,0) 
[1,1,1] 

FIGURE 4.3. The Fano plane: point and line coordinates 

set ..6.. of 21 incident point-line pairs (called "flags") and on the set r of 28 
nonincident point-line pairs (called "antiflags"). Both of these actions are 
imprimitive (see Exercise 4.6.3). 

Let IF' 2 be the field of 2 elements. Then the points of the Fano plane can 
be labelled, as in Fig. 4.3, with the seven triples of coordinates from IF' 2 

which are not all zero. The lines can be similarly labelled with triples 
[x, y, z] in such a way that the point (a, b, c) is incident with [x, y, z] exactly 
when ax + by + cz = 0. (These are just the homogeneous coordinates for 
this projective plane.) Define a mapping T (a "correlation") on the set of 
all points and all lines of the Fano plane by requiring T to interchange 
each point (a, b, c) with the corresponding line [a, b, c]. Because T preserves 
incidence, it acts as a permutation on each of the sets ..6.. and r, and so 
the group L := (PSL3(2), T) acts transitively on both ..6.. and r. As the 
exercises below show, L acts primitively on both ..6.. and r, but its so de is 
nonregular and nonprimitive. 

Exercises 

4.6.3 Show that PSL3(2) acts imprimitively on each of ..6.. and r, and that 
in each case there are exactly two nontrivial congruences. 

4.6.4 Show that PSL3(2) is the so de of L, and that L acts primitively and 
faithfully on both ..6.. and r. 

4.6.5 (Continuation) Show that L has rank 4 on ..6.., and rank 5 on r. 

4.7 Primitive Groups with Regular Sodes 

In the preceding section we characterized finite primitive groups with non­
regular sodes. Here we will consider the case of a primitive group with a 
regular sode. 
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Let G be a finite primitive subgroup of Sym(O) whose socle H is regular, 
and let N be the normalizer of H in 8ym(O). As before, we have H ~ T m 

for some simple group T and some integer m :::::: 1, and H ::; G ::; N. Since 
N is the holomorph of H, Corollary 4.2B shows that N ~ H ~ Aut(H); 
more precisely, a point stabilizer N a of N acting on 0 is permutation 
isomorphic to Aut(H) acting naturally on H, and N = HNa with H n 
Na = 1. Similarly, G = HGa. We also note that Ga acts irreducibly on H 
in the sense that the only subgroups of H which are mapped into themselves 
under conjugation by Ga are 1 and H; indeed, if 1 < K < H and K is 
normalized by Ga, then Ga < KGa < G contrary to the maximality of 
Ga· 

There are two quite distinct cases which have to be handled separately 
depending on whether H is abelian or nonabelian. If H is abelian, then 
Theorem 4.3B shows that H is an elementary abelian p-group for some 
prime p, the centralizer C ::; N of H is equal to Hand soc(N) = H = 
C = soc(G). As we shall see below, in this case our characterization reduces 
to a problem in linear algebra. 

On the other hand, if His nonabelian, then C is also regular with C ~ H, 
but soc(N) = H x C =f. soc(G) and G n C = 1 (see Theorem 4.3B). The 
normalizer N is primitive of diagonal type. Consider the homomorphism 
W : N -t Aut(H) induced by the conjugation action of Non H. Clearly 
W(Na) = Aut(H) because N is the holomorph of H, ker W = C, and HC 
is the preimage of Inn(H) under W. Since HC n G = H(C n G) = H, we 
conclude that W(Ga ) n Inn(H) = 1. Thus Ga is isomorphic to a subgroup 
of Out(H) = Aut(H)/Inn(H). Writing H = Tm where T is a nonabelian 
simple group, Exercise 4.3.9 shows that 

Out(H) ~ (Aut(T) wrr 8m) I Inn(T)m ~ Out(T) wrr 8m 

where r = {I, ... , m}. As we shall see in Theorem 4.7B, this condition 
on Ga is quite severe, and for some choices of T and m there are no 
corresponding primitive groups. 

Exercises 

4.7.1 Let K and H be arbitrary groups, and suppose that K acts faith­
fully and irreducibly as a group of automorphisms of H, and that no 
nontrivial element of K acts as an inner automorphism of H. Show 
that G acts faithfully and primitively by right multiplication on the 
set of right cosets of K and that H is the sode of G := H ~ K. (Of 
course, in the finite case, this can only happen when H is a direct 
product of simple groups.) 

4.7.2 (Continuation) Suppose K and L are subgroups of Aut(H) and both 
act irreducibly on H. Show that the corresponding groups H ~ K 
and H ~ L are permutation isomorphic exactly when K and L are 
conjugate in Aut(H). 
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4.7.3 (Continuation) Show that the action of G on the set of right cosets of 
K is equivalent to the action of G on H defined by: a(u,x) := (au)X 
where a E Hand (u,x) E H )<l K. 

4.7.4 Let H be an elementary abelian p-group of order pk for some prime 
p. Show that Aut(H) ~ GLk(p), the general linear group of all in­
vertible k x k matrices over the field lFp of p elements. [Hint: H is 
isomorphic to the additive group of a k-dimensional vector space V 
over lFp. Show that Aut(V,+) is equal to the group GL(V) of all 
invertible linear transformations on V.] 

The next result follows immediately from the discussion above and 
Exercises 4.7.1 and 4.7.4. 

Theorem 4.7 A. Let G be a finite primitive group with an abelian socle 
(which is necessarily regular). Then G has degree pk for some prime p and 
some k 2': 1. If V is a vector space of dimension k over the field IF p with 
p elements, then there is a subgroup K :s: G L(V) acting irreducibly on V 
and an isomorphism of G onto V )<l K in which a point stabilizer of G 
maps onto K. 

In particular, it follows that (up to permutation isomorphism) the affine 
group AGLk(p) described in Sect. 2.8 is the unique maximal primitive 
group of degree pk with abelian socle. Since quite a lot is known about the 
irreducible subgroups of GL(V), Theorem 4.7A and Exercises 4.7.2 and 
4.7.3 give a recipe for constructing the corresponding primitive groups for 
small degrees. Some references at given at the end of the chapter. 

Exercises 

4.7.5 Find all irreducible subgroups of GL2(3) and GL2(5) up to conjugacy, 
and use this information to find all primitive groups of degrees 32 and 
52 with abelian socles. 

4.7.6 Let E and F be finite fields with lEI = IFlm. Show that GLn(E) 
is isomorphic to an irreducible subgroup of GLmn(F). In partic­
ular, GLm(F) contains an irreducible subgroup isomorphic to the 
multiplicative group of E. 

4.7.7 Let q = pm be a power of the prime p. Since the multiplicative group 
of any finite field is cyclic, the preceding exercise shows that GL2(q) 
has an irreducible cyclic subgroup A of order q2 - 1. Show that the 
subgroup of order q + 1 in A is also irreducible. 

4.7.8 Suppose that m 2': 1 is an integer, and p and r are primes such that r 
divides pm - 1 but r does not divide pk - 1 for 1 :s: k < m. Show that 
GLm(P) has an irreducible cyclic subgroup of order r. (A theorem of 
K. Zsigmondy shows that a prime r satisfying these conditions exists 
for all p and m except for p = 3 and m = 2; see for example Liineburg 
(1981).) 
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We finally turn to the case where the primitive group has a nonabelian 
regular socle. To obtain more precise results here we shall appeal to the 
"Schreier Conjecture" made by O. Schreier in 1926: 

for every finite simple group T, 

Out(T) = Aut(T)I Inn(T) is solvable. 

To date this conjecture has only been proved using the classification of 
finite simple groups (see Appendix A) and a case-by-case examination of 
the various classes of simple groups. Actually, the classfication shows that 
much more is true: in many cases the group of outer automorphisms of 
a finite simple group is cyclic or even trivial, and in all cases it has a 
normal series of the form: A <l B <l G where A is abelian, B I A is cyclic and 
GIB ~ 1,82 or 83 , 

Theorem 4.7B (Assuming the Schreier Conjecture for T). Let G ~ 
8ym(0') be a finite primitive group with a regular nonabelian socle H = 
TI X . . . x T m where each of the factors Ti is isomorphic to a finite non­
abelian simple group T and m ?: 1. Let Go. be a point stabilizer ofG. Then 
the following hold. 

(i) Go. has no nontrivial solvable normal subgroup. 
(ii) The action of Go. by conjugation on the set {TI' ... ,Tm} (see Theo­

rem 4.3A) is transitive and faithful, so Go. is isomorphic to a transitive 
subgroup of 8 m . 

(iii) In the action of Go. defined in (ii), the stabilizer Nc", (TI ) of TI 

contains a composition factor isomorphic to T. 
(iv) The integer m must be large enough so that T is isomorphic to a 

section of 8m - I . In particular, m ?: 6 for all T. 

PROOF. (i) Suppose that Go. had a nontrivial normal solvable subgroup. 
Then Theorem 4.3A shows that Go. has a minimal normal subgroup P 
which is an elementary abelian p-subgroup for some prime p. Because Go. 
is maximal in G, therefore Nc(P) = Go. and so, in particular, GH(P) = 1. 
Thus, in the action of P by conjugation on H, {I} is the only orbit of length 
1. Since every nontrivial orbit of P has length divisible by p, we conclude 
that p divides IHI - 1, and p does not divide IHI. 

On the other hand, if q is a prime dividing IHI, then the number nq of 
Sylow q-subgroups of H divides IHI and so p does not divide n q • Now P 
acts on the set of Sylow q-subgroups of H by conjugation; since p does not 
divide n q , at least one of the orbits in this action has length 1. Thus we 
conclude that some Sylow q-subgroup Q of H is normalized by P. We claim 
that Q is the only Sylow q-subgroup normalized of H by P. Indeed, suppose 
that P also normalizes u-IQu for some u E H. Then P and uPu-1 are 
both Sylow p-subgroups in NHP(Q). Thus, for some v E H n NHP(Q), we 
have vuPU-IV- 1 = P, and so vu E Go. n H = 1. Hence u E NHP(Q), and 
so u-IQu = Q. This shows that Q is the unique Sylow q-subgroup of H 
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normalized by P. Therefore z- l pz = P implies z-IQz = Q, and so Q is 
normalized by Gn. Hence H = Q because Gn acts irreducibily on H. This 
contradicts the hypothesis that H is a product of nonabelian simple groups. 
Thus Gn has no nontrivial normal abelian subgroup, and (i) is proved. 

(ii) Gn acts by conjugation on the set {Tl' ... ,Tm} because these are 
the only minimal normal subgroups of H by Theorem 4.3A. Let K be 
the kernel of this action. As we noted at the beginning of this section, 
the action of conjugation of Gn on H defines an embedding W of Gn into 
Aut(H) such that w(Gn ) n Inn(H) = 1. Then K ~ W(K) ::; Aut(T1 ) x 
... x Aut(Tm) with w(K) n (Inn(Td x·· . x Inn(Tm)) = 1. Since Out(Ti) = 
Aut(Ti)1 Inn(Ti) is solvable by the Schreier Conjecture for T, K must also 
be solvable, and so K = 1 by (i). This shows that the given action of Gn 
on {Tl' ... ,Tm} is faithful, and it is transitive because Gn acts irreducibly 
on H. Thus Gn is isomorphic to a transitive subgroup of Sm. 

(iii) Put L := Nc(Td and C := Cc(Td. Since T2 x ... x Tm ::; C we 
have H ::; TIC and L = HLn = TILnC. Note that Ln is the stabilizer in 
Ga. of the point Tl in the action described in (ii). 

Put K := LnC. If K = L, then T ~ HCIC <1 LIC = LnCIC ~ 
Ln/(Ln n C) and the conclusion of (iii) follows. It remains to consider the 
case where K < L. 

Suppose that K < L, and choose M maximal in L such that K ::; 
M < L. Put U1 := M n Tl and note that Ln normalizes U1 ; we claim 
that U1 = 1. Indeed, since Ln is the stabilizer of Tl in the action in (ii), 
Ga. = Ul<i<m LnXi where xi1TIXi = Ti for i = 1, ... ,m. Hence, putting 
Ui := xi1UIXi, we see that U1 x ... X Um is a subgroup of H which is 
normalized by Gn . Since G is primitive, Gn acts irreducibly on H, and so 
U1 x ... X Um = 1 or H. Hence U1 = 1 or T1 . The latter alternative cannot 
hold because if Tl < M then H ::; TIC < M so HLn = L ::; M < L. So 
U1 = M n Tl = 1 as claimed. 

Now, since K ::; M, we have M = M n TIK = (M n T1)K = K, and 
so M = K. Thus K is maximal in L, L = T1K, T1 <1 Land Tl n K = 1. 
Consider the action of L by right multiplication on the set of right cosets 
of K in L, and let L denote the image of this action. Since C ::; K and 
is normal in L, the point stabilizer K of L is a homomorphic image of 
KIC = LnCIC ~ Ln/(Ln n C). Moreover, L is primitive because K 
is maximal in L, and the image Tl of T1 is a regular normal subgroup 
isomorphic to T. Now Theorem 4.3B shows that soc(L) is either Tl or 
Tl x C1 where C1 ~ T1. In the former case we are in the situation of the 
present theorem with m = 1; (ii) shows that this is impossible because a 
primitive nonabelian group cannot be regular. In the latter case, the point 
stabilizer K ofL must contain a normal subgroup isomorphic to C1 because 
Tl is regular. Since K is a homomorphic image of Ln , this implies that La. 
contains a composition factor isomorphic to T as required. This completes 
the second case. 
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(iv) This follows immediately from (iii) and the fact that S4 has no simple 
nonabelian sections. 0 

An alternative approach to describing finite primitive groups with non­
abelian regular sodes is through the construction of the twisted wreath 
product first introduced in Neumann (1963). The construction of the twisted 
wreath product in general may be explained as follows. 

, Let T and K be arbitrary groups and let L be a subgroup of K together 
with a specified homomorphism 'P : L -> Aut(T). Let R be a set of left coset 
representatives for L in K. Recall that the set F\m(K, T) of all functions 
1 : K -> T is a group under pointwise multiplication (see Sect. 2.6). We 
can define an action of K on Fun(K, T) preserving this group operation via 
r(z) := I(xz) (f E Fun(K, T), x, z E K). Now define H ~ Fun(K, T) 
to consist of all 1 E Fun(K, T) such that I(zy) = l(z)CP(Y) for all z E K 
and y E L. It is readily verified that H is a subgroup of Fun(K, T) which 
is invariant under the action of K and, moreover, the restriction mapping 
1 ~ 1 IR is an isomorphism of H onto Fun(R, T) (see Exercises 4.7.9 and 
4.7.10 below). In particular, if IRI = IK: LI = m, say, this shows that 
H ~ Tm. Thus we can define the semidirect product G = H )q K. This is 
called the twisted wreath product with respect to the data (T, K, 'P), and 
may be compared with the wreath product defined in Sect. 2.6. 

Exercises 

4.7.9 With the notation above show that H is a subgroup of F\m(K, T) 
and that there is an action of K on H preserving the group operation 
given by r(z) = I(xz) (x, z E K and I, r E H). 

4.7.10 (Continuation) Show that the restriction mapping 1 ~ 1 IR is an 
isomorphism of H onto Fun(R, T) and that Fun(R, T) ~ T m when 
IRI=m. 

It can be shown that any finite primitive group with a regular nonabelian 
sode of the form Tm (T simple) is isomorphic to a twisted wreath product 
(T, K, 'P) where IK : LI = m and 'P : L -> Aut(T) has Im'P 2': Inn(T) 
(see Liebeck et al. 1988a). However, there seems to be no known simple 
necessary and sufficient conditions on T, K and 'P for this twisted wreath 
product to satisfy the criteria of Exercise 4.7.1 and hence represent a fi­
nite primitive group. The following lemma gives a useful, easily applicable 
sufficient condition. 

Lemma 4.7 A. Let T be a finite nonabelian simple group, and K s; Sm 
be a primitive permutation group with point stabilizer L. Suppose that'P : 
L -> Aut(T) is a homomorphism such that Im 'P 2': Inn(T), but Im 'P is not 
a homomorphic image 01 K. Then the twisted wreath product G = H )q K 
defined above using the data (T, K, 'P) satisfies the conditions 01 Exercise 
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4.7.1. Thus G is isomorphic to a primitive group with regular socle T m and 
point stabilizer isomorphic to K. 

PROOF. Let R be a set of left coset representatives of L in K with 
1 E R. We shall first show that no nontrivial x E K induces an inner 
automorphism of H. Indeed, since L is a point stabilizer of K, therefore 
nrER rLr-1 = 1, and so x (j. rLr-1 for some r E R. This implies that 
xr = sy for some y ELand s E R with s =f. r. Now, since the restric­
tion f f---> f IR is an isomorphism of H onto Fun(R, T), we can choose 
f E H such that f(r) = 1 and f(s) =f. 1. Then for each g E H we have 
g-l(r)f(r)g(r) = 1 while f(xr) = f(sy) = f(s)<P(Y) I- 1, which shows 
that the action of x on H is not an inner automorphism. Thus no nontriv­
ial element of K induces an inner automorphism on H and, in particular, 
K acts faithfully on H. 

It remains to show that K acts irreducibly on H. Let M be a minimal K­
invariant subgroup of H with M > 1; we have to show that M = H. For 
each r E R we have the homomorphism 1fr : M ----> T given by f f---> f(r). 
Taking x = rs-1 we have f(r) = r(s) for any f E M and r, s E R. Since 
Mis K-invariant, this shows that Im1fr = Im1fs for all rand s. Let To 
denote this common image, and note that To =f. 1 because M I- 1. Taking 
x = ryr-l, we have f(r)<P(Y) = f(ry) = f(xr) = r(r) E To for all y E L 
and r E R. Since 1m <p 2: Inn(T), this shows that 1 I- To <JT and so To = T 
by the simplicity of T. To prove that M ~ Tm (and hence M = H), it is 
enough to show that the kernels of the 1fT are distinct (see Lemma 4.3A). 

Suppose on the contrary that ker 1f r = ker 1f s = Mo, say for some r I- s 
where Mo < M. Let f E Mo. Then taking x = ryr-1 with y E L, we 
have r(r) = f(ry) = f(r)<P(Y) = 1. Similarly, taking x = sr- 1 we find 
that fX(r) = f(s) = 1. Thus Mo is invariant under (rLr-l, sr-1 ), and the 
latter equals K because L is maximal in K. Now the choice of M shows 
that Mo = 1, and so ker 1fl = 1 and M ~ 1m 1fl = T. The image of 
the action 'I/J of K on M is contained in Aut(M) because K preserves the 
group operation. Since fY(1) = f(1)<P(Y) for all f E M and y E L, the 
image of 'I/J restricted to L is isomorphic to 1m <p and contains Inn(M). 
Because L contains no nontrivial normal subgroup of K, we conclude that 
'I/J is not faithful, and so the maximality of Lin K shows that K = (ker 'I/J )L. 
But then Kj ker 'I/J ~ Im'I/J = 'I/J(L) ~ 1m <p which contradicts one of the 
hypotheses of the lemma. Thus the mappings 1fr have distinct kernels, and 
H is irreducible as claimed. This completes the proof of the lemma. 0 

Exercises 

4.7.11 Show that there exist primitive groups which have regular socles 
isomorphic to (A5)m for m = 6, 21 and 56. Does there exist one 
when m = 7? 

4.7.12 Show that for any finite simple group T there is a primitive group 
with a regular socle isomorphic to TITI. 
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4.7.13 Let K be a simple normal subgroup of a finite group G with G' = G. 
Assuming the Schreier Conjecture, show that G = K x Cc(K). 

4.8 Applications of the O'Nan-Scott Theorem 

The main focus of this chapter has been the proof of the O'N an-Scott 
Theorem, Theorem 4.1A. Since the argument was spread over several sec­
tions, the overall picture may have been obscured. In this final section we 
shall summarize this important result and describe a few of its significant 
applications. 

A finite primitive group G has a sode H ~ T m which is the direct 
product of m copies of some simple group T (Corollary 4.3B). The analysis 
then divides into two cases depending on whether or not H is regular. Let 
n denote the degree of G. 

If the sode H is regular then one of the following cases holds. 

(i) Affine type: H is an elementary abelian p-group, n = pm, and G is 
a subgroup of the affine group AGLm(P) containing the translations. 
The stabilizer Go< is an irreducible subgroup of GLm(P) (Theorem 
4.7A). 

(ii) Regular nonabelian type: H and T are nonabelian, n = ITlm, m ?:: 6 
and the group G can be constructed as a twisted wreath product. The 
stabilizer Go< is tightly constrained and in particular is isomorphic to a 
transitive subgroup of 8m whose point stabilizers have a composition 
factor isomorphic to T (Theorem 4.7B). 

If the sode H is not regular then H is nonabelian and one of the following 
cases holds (Theorem 4.6A). 

(iii) Almost simple type: H is simple and G ~ Aut(H); G/H is solvable 
by the Schreier Conjecture. 

(iv) Diagonal type: H = Tm with m ?:: 2, n = ITlm- 1 and G is a subgroup 
of a wreath product with the diagonal action. The stabilizer satisfies 
Inn(T) ~ Go< ~ Aut(T) x 8m and has a primitive action of degree m. 
(See Lemma 4.5B.) 

(v) Product type: H = Tm with m = rs and s > 1. There is a primitive, 
nonregular group U with sode T r and of type (iii) or (iv) such that G 
is isomorphic to a subgroup of the wreath product U wr 8 8 with the 
product action. The degree of Gis n = (d)8 where d is the degeee of 
U. 

With the O'Nan-Scott Theorem available, a problem about a finite prim­
itive group G can be broken up into these five cases. In a typical situation, 
we can deal with the case of a regular normal subgroup in a straightfor­
ward way. If G is of diagonal type we have a detailed description of the 
action, while if G is of product type a strong inductive setup is available. 
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So often a problem can be reduced to the case of a group G of almost 
simple type. At this point we turn to the large body of detailed knowledge 
available about finite simple groups. In particular, using the classification 
of finite simple groups, we can consider the separate types of finite simple 
group as possible socles for G. Of course, in a particular problem any or 
all of these steps may be nontrivial, but the 0 'N an-Scott Theorem does 
provide an effective framework for using detailed information about finite 
simple groups to answer significant questions about finite primitve groups. 
The rest of this section sketches a few of the results obtained by using the 
O'Nan-Scott Theorem. For further discussion see, for example, Cameron 
(1981a) and Praeger (1990). 

(A) Listing Primitive Groups 

The analysis of primitive groups in terms of their socles provides a natural 
approach to listing the primitive groups. For example, Appendix B con­
tains a list of all the primitive groups of degree less than 1000. Taking a 
more general approach, Liebeck and Saxl (1985b) list all primitive groups 
of odd degree. These lists were constructed in the following way. If G is 
primitive on n then the socle H is transitive and H <l G ::::: Sym(n). Each 
list item is essentially a transitive action for a particular socle H along 
with information about the structure of G n and the normalizer of H in 
Sym(n). In Dixon and Mortimer (1988) such a list item is called a cohort 
of groups. The permutation groups in one cohort all have the same socle 
with a specified action. There are 762 cohorts of proper primitive groups 
of degree less than 1000. 

A primitive group G has a socle H = Tm for some simple group T. If 
H is abelian then Gn is an irreducible subgroup of GLm(P) and we do not 
explore this case any further. In the case of a nonabelian regular socle, 
the degree of G is ITlm where m 2: 6. Since the order of a nonabelian 
simple group is even and at least 60, the degree of G is even and at least 
606 > 1000. Thus neither of the lists includes any primitive groups of this 
type. The degree of a group G of diagonal type is also a power ITlm - 1 of 
the order of a nonabelian simple group and hence is even. The primitive 
groups of this type with degrees less than 1000 have m = 2 and T = 
A 5 , A 6 , PSL2 (7), PSL2 (8), or PSL2 (11). 

If G is of product type then the degree of G is a power dk , with k 2: 2, 
where d is the degree of some other primitive group U. The group G has 
odd degree when U has odd degree. The condition dk < 1000 requires 
k = 3 and d < 10, or k = 2 and d < 32. Thus the groups of product 
type give an inductive class of examples in each list. There are 74 cohorts 
of groups with socles of this type and degree less than 1000. 

The largest class of examples on both lists consists of the groups with 
a simple nonabelian socle. For these groups, we need information about 
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the maximal subgroups of the almost simple groups. Concerted efforts by 
a number of mathematicians over the past century have provided enough 
information to deal with this case. 

(B) Degree and Rank 

The O'Nan-Scott Theorem shows that a primitive group which is not of 
almost simple type has a degree which is a power of the order of a finite 
simple group or a nontrivial power dk of the degree d of some other primitive 
group. Thus the degrees that actually occur for proper primitive groups are 
a relatively sparse set of natural numbers. There are 486 degrees n < 1000 
such that the only primitive groups of degree n are An and Sn. Let E be 
the set of all n for which there is a proper primitive group of degree n. 
Then E is the union of the following sets: 

El := {p I p prime, p ~ 5}; 
E2 := {mk I m ~ 2, k ~ 2, m k > 4}; 
E3 := {n I there is a nonabelian simple group of order n}; 
E4 := {d I there is a proper primitive group G of degree d whose socle is 

simple and nonabelian }. 

The density of each of these sets can be estimated. The sets El and E2 
involve only properties of the integers and we only need the orders of the 
finite simple groups to deal with set E3 . On the other hand, many detailed 
facts about finite simple groups are required to estimate the density of the 
set E4 • Calculating these densities, Cameron et al. (1982) obtained the 
following asymptotic estimate for the density of E. Let 1T(X) denote the 
number of prime numbers p :::; x. 

Theorem 4.SA. If e(x) is the number of degrees n :::; x such that there is 
a proper primitive group of degree n then 

1 (x~) 2x e(x) = 21T(X) + (1 + J2)X2 + 0 -1 - '" -1 -. 
ogx ogx 

As another example of the reduction of a problem to the almost simple 
case, consider the question of rank. Suppose that G is a primitive permu­
tation group with a nonabelian socle H = Tm with T simple. Then the 
rank r of G satisfies r ~ m + 1. This follows from the bound in Exercise 
4.8.1 if G has product type or from Exercise 4.8.2 if H is regular. A similar 
bound for groups of diagonal type is proved in Cameron (1981a). 

When studying a 2-transitive group G, these lower bounds on the rank 
show that either G is almost simple, or else G is an affine group; this proves 
Theorem 4.1B. (See also Exercise 4.5.7.) The analysis then shifts, on the 
one hand, to examining the 2-transitive actions of the almost simple groups 
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and, on the other hand, to determining the subgroups of G Lm (p) that act 
transitively on the set of nonzero vectors in the underlying vector space. In 
this way, the finite 2-transitive groups have been completely determined; 
see Sect. 7.7 for a more detailed discussion. 

(C) The Sims Conjecture 

Suppose that G is a primitive group of degree n acting on a set n. The 
sub degrees of G are the lengths of the orbits of the stabilizer Ga. Consider 
the primitive groups with a given sub degree d > 1. For a fixed d there is no 
immediate bound on the degree n of G. For example, for any prime p the 
dihedral group D2p has a representation as a primitive permutation group 
of degree p with a sub degree d = 2. On the other hand, as we saw, for 
example, in Sect. 3.2 and 4.4, a small subdegree does strongly restrict the 
structure of Ga. Following his investigation of the cases d = 3 and d = 4, 
C. Sims was lead to conjecture the following theorem (see Exercise 4.4.11). 
It was finally proved using the O'Nan-Scott Theorem and the classification 
of finite simple groups [see Cameron et al. (1983)]. 

Theorem 4.8B. There is a function f such that if G is a finite primitive 
group with a suborbit of length d > 1 then the pointwise stabilizers have 
order at most f ( d) . 

The simplest case in proving the Sims Conjecture is when G is a primitive 
group with a regular socle H. We can identify n with the elements of H 
in such a way that GOI. acts on H by conjugation in the same way it acts 
on n. Since G is primitive there are no nontrivial GOI.-invariant subgroups 
of H. Thus the group generated by the elements of H in any nontrivial 
orbit of GOI. is H itself. In particular, GOI. acts faithfully on each of its orbits 
and hence has order at most d!. This establishes the result in the case of a 
regular socle. 

If G is of diagonal type then an analysis of the action itself, without 
using specfic properties of the simple group T, shows that IGal :::; (d!)d+1 
in this case. If G is a primitive group of product type then G is permutation 
isomorphic to a subgroup of a wreath product of the form U wr Sb where 
U is primitive on a set ~ and is of almost simple or diagonal type. Suppose 
8 E ~. Then it can be shown that IGOI.I :::; lUcid dL Thus if we assume 
that there is an increasing function h( d) making Theorem 4.8B true for all 
groups G with a simple socle then we can define a function f(d) that will 
work for all primitive groups. The proof of Theorem 4.8B is then completed 
by dealing with the almost simple case and using key results of Thompson 
(1970) and Wielandt (1971a) about the subgroup structure of Ga. This 
is the most complicated part of the proof and uses specific information 
about various simple groups. The function f(d) can be taken of the form 
exp(d20(d)) though this is not best possible. 
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Exercises 

4.8.1 Suppose that G is a primitive subgroup of the wreath product 
U wr Sb where U is a primtive group with rank roo Show that the 
rank of G is at least ro+;-l) 2: b + 1. 

4.8.2 Suppose that G is primitive with a nonabelian regular socle H = Tm. 
Show that G has rank at least m + 1. 

4.9 Notes 

• Theorem 4.1B: This result is an early precursor ofthe O'Nan-Scott The­
orem which appears in Burnside (1911) §154 with a proof based on the 
Frobenius Theorem (see Sect. 7.2). The O'Nan-Scott Theorem (Theo­
rem 4.1A) itself was announced at the Santa Cruz Conference on Finite 
Groups in 1979 by M. O'Nan and L.L. Scott [see Scott (1980)] in a 
slightly incomplete form which is repeated in Cameron (1981a). A proof 
of part of this theorem appears in Hoffmann (1982), but the first com­
plete published proofs appear in Buekenhout (1988) and Liebeck et al. 
(1988a). For related papers, see Aschbacher and Scott (1985), Kovacs 
(1986) and (1989), and Baddeley (1993). 

• Sect. 4.2: This material is classical. 
• Exercise 4.2.14: The construction of an infinite group with two con­

jugacy classes (the group is necessarily torsion-free) is based on the 
HNN -construction of Higman et al. (1949). This construction is also given 
in Rotman (1995), Exercise 12.63 and in Cohen (1989) Prop. 38 (and the 
following comment there). 

• Exercise 4.2.16: See Mills (1953). 
• Corollary 4.2B: See Wielandt (1967a) for a related result. 
• Exercise 4.2.17: See Neumann (1987). 
• Sect. 4.3: The word "socle" is an architectural term which refers to a 

support beneath the base of a column. Material of this section is classical. 
• Exercise 4.3.14: See Fisher (1975). 
• Sect. 4.4: The theory of subnormal subgroups is extensive [see Lennox 

and Stonehewer (1986)]; and many of the basic results are due to 
Wielandt [see Wielandt (1971a), (1971b) and (1994)]. Some of the ex­
ercises at the end of this section deal with special cases of "Sim's 
Conjecture"; see Sect. 4.8 for further details. 

• Lemma 4.4B: See Szep (1953). 
• Theorem 4.4A: See Wielandt (1962), (1971a). 
• Exercise 4.4.4: See Goldschmidt and Scott (1978). 
• Exercise 4.4.9: See Knapp (1981). 
• Exercise 4.4.11: See Sims (1967) and Wong (1967). 
• Sect. 4.5: See Kovacs (1989) for further details about primitive wreath 

products. 
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• Theorem 4.7 A: Abelian socles seem to be quite different from nonabelian 
socles, and different techniques are required to analyze them. Short 
(1992) describes very clearly a general method of constructing the prim­
itive groups with abelian socles; the general ideas go back to Jordan. 
Dornhoff (1969), Foulser (1969), and Seager (1987) and (1988) deal with 
finite solvable primitive groups of low rank, following the classification 
by Huppert (1957) of finite 2-transitive solvable groups. Liebeck (1986) 
classifies the primitive affine groups of rank 3. 

• Exercise 4.7.8: Zsigmondy's Theorem is a useful theorem worth knowing. 
Proofs can be found in Liineberg (1981) and in Liineberg (1980) Theorem 
6.2. See also Huppert and Blackburn (1982a). 

• Sect. 4.8: Much has been done to compute primitive groups of small de­
gree. See for example, Cooperstein (1978), Kantor (1979), and Pogorelov 
(1980). The list of primitive groups in Dixon and Mortimer (1988) is 
reprinted as Appendix B to this book [see also Il'in and Takmakov 
(1986)]. 

For other applications of the classification of finite simple groups to 
permutation groups, see Kantor (1985a), (1985b) and (1987); Kantor and 
Liebler (1982); Liebeck (1984b); Liebeck and Saxl (1985a), (1986) and 
(1991); and Liebeck et al. (1987) and (1988b). 
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Bounds on Orders of Permutation 
Groups 

The theme of the present chapter is use of combinatorial methods to bound 
the order of various classes of subgroups of the finite symmetric groups. 
Typically we find that, excluding An and Sn themselves, the larger sub­
groups of Sn are either intransitive or imprimitive (Theorem 5.2B). On the 
other hand, the proper primitive groups are all quite small; we shall show 
that a proper primitive group of degree n that is not 2-transitive has order 
at most exp(4V0)(1ogn)2) (Theorem 5.3A) while a proper 2-transitive 
group of degree n has order at most exp(72(1og n)3) (Theorem 5.6A). To 
obtain these results we are naturally led to a study of the orders of elements 
and properties of bases and minimal degrees. 

5.1 Orders of Elements 

We begin by looking at the orders of the simplest subgroups: the cyclic 
subgroups. Our object in this section is to give a lower bound to the largest 
order of an element in the alternating group An. It might seem more natural 
to look instead at the orders of elements in the symmetric group. Actually 
the results for the two groups are very closely linked (see Exercise 5.1.5), 
but for technical reasons we are more interested in the alternating group. 
The result is essentially a theorem in elementary number theory, and it 
begins with an estimate, made by P.L. Chebyshev in 1852, of the number 
theoretic function 

(}*(z):= L logp 
2<p:Sz 

for real positive z. Here, and for the rest of this section, p runs over the 
primes and log denotes the natural logarithm. 

Lemma 5.IA. (}*(z) > z/2 for all z :2: 11. 

143 
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PROOF. The result can be verified directly for small values of z (see Exer­
cise 5.1.1 below), so we suppose that z :2: 1270. It is enough to show that 
{}* (2n) :2: n + 1 for all integers n :2: 635, since then 

(}*(z) :2: (}*(2lz/2J) :2: lz/2J + 1 > z/2. 

We shall proceed by induction on n. Put m = (2:) with n :2: 635. Then 
m is the value of the largest of the 2n + 1 binomial coefficients in the 
expansion of (1 + 1)2n, and is also larger than the sum of the first and 
last coefficients. Hence we get the lower bound 22n /2n < m. On the other 
hand, we can obtain an upper bound for m as follows. The largest power 
of a prime p which divides n! is pe where e = L~l l n/pi J (see Exercise 
2.6.8). Therefore 

logm = L 8(p) logp 
p<:;2n 

where 

8 (p) : = ~ { l ~~ J - 2l; J } . 

It is readily verified that for any real number ~ > 0 we have l2~J = 2 l~J or 
2 l~J + 1, so each of the terms in the sum for 8(p) is either 0 or 1. Since all 
the terms are 0 when pi > 2n, there are at most l (log 2n) / (log p) J nonzero 
terms. Therefore 

8(p) :::; 1 when V2n < p :::; 2n, 

8(p) logp :::; log 2n when p :::; V2n. 

Using these estimates and the inequality m > 22n /2n obtained above: 

2nlog2 -10g2n < logm < (}*(2n) - (}*(V2n) + V2nlog2n 

which shows that 

(}*(2n) - n - 1 > (2 log 2 - l)n - (1 + V2n) log 2n + (}*(V2n) - 1. 

Now {}* (V2r1) > V2r1/2 by induction, and so elementary estimates show 
that the right hand side of the inequality above is greater than 0 (see 
Exercise 5.1.2 below). Thus (}*(2n) > n + 1 and the induction step is 
proved. This proves the theorem. D 

Exercises 

5.1.1 Verify the values of {}* in Table 5.1 and use it to prove that (}*(z) > 
z/2 for 11 :::; z < 1270. 

5.1.2 Prove that the right hand side in the last displayed inequality in 
the proof above is greater than 0 for all n :2: 635. [Hint: Replace 
{}* (V2r1) by the lower bound ,Jn72, and show that the derivative of 
the resulting expression with respect to n is positive for n :2: 635.] 
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TABLE 5.1. Selected Values of O*(p) 

P = 11 13 19 29 43 71 113 211 383 709 

O*(p) = 7.1 9.6 15.4 21.9 36.4 60.9 106.4 193.2 358.1 678.9 

It is known that 0* (z) 1 z -+ 1 as z -+ 00. This fact is one form of the 
"Prime Number Theorem". A better known form of this theorem is that 
the number of primes less than z is asymptotic to zl log z [see for example, 
Apostol (1976)]. 

Theorem 5.IA. If n 2: 7, then An contains an element of order greater 

than exp J i n log n. 

PROOF. Suppose that PI, ... ,Pr are distinct odd primes such that PI + 
... + Pr .::; n. Then An contains an element whose nontrivial cycles have 
lengths PI, ... ,Pr and whose order is therefore PI ... Pr. Thus it is enough 
to show (with the notation above) that there exists a real number z such 
that 

1 L P'::; nand O*(Z)2> 4nlogn. 
2<p:S:z 

The small cases are easily verified (see Exercise 5.1.3 below) so we shall 
assume that n 2: 22. Put F(z) := zl log z. Elementary calculus shows that 
F is an increasing function for z > e, and so 

L P = L F(p) logp .::; F(z)O*(z). 

Hence we shall choose z so that F(z)O*(z) = n. If z < 11, then F(z)O*(z) < 
11 log(3· 5·7)1 log 11 < 22; thus our assumption on n implies that z ~ 11. 
By Lemma 5.1A we know that z < 20*(z), and so: 

n = zO*(z)jlog z < 20*(z? 1 log 20*(z) = F(40*(z)2). 

However, we also have 

F(nlogn) = (nlogn)/(logn + loglog n) < n. 

Since F is an increasing function this shows that n log n < 4 O*(Z)2 as 
required. This proves the theorem. D 

Exercises 

5.1.3 Use the values in Table 5.2 to show that Theorem 5.1A holds when 
7.::; n .::; 26. 



146 5. Bounds on Orders of Permutation Groups 

TABLE 5.2. 

n= 7 11 17 26 

exp J ~ n log n = 6.33 13.04 32.14 99.68 

5.1.4 Show that if hn is the maximum order of an element in Sn, then there 
is an element with this order such that the lengths of its nontrivial 
cycles are prime powers for distinct primes. 

5.1.5 Show that the maximum order of an element in An lies between hn 
and hn /2. 

5.1.6 Calculate hn for all n ::; 30. Can you find a general algorithm for 
computing hn ? 

In contrast to the last theorem, the next result gives an upper bound on 
the order of an element in the case where the group has relatively large 
minimal degree. 

Theorem 5.1B. Let G ::; Sym(0.) be a permutation group of degree n 
and minimal degree m. Then each element of G has order at most nn/m. 

PROOF. Let x E G have order h. Suppose that p is a prime and that 
pe (e ~ 1) is the largest power of p dividing h. Then x h / p is a product of 
p-cycles, and a E supp(xh/p) if and only if the cycle of x which contains 
a has length divisible by pe. Thus the sum of the lengths of the cycles of 
x whose lengths are divisible by pe is at least m by the hypothesis on G. 
This is the crucial observation which leads to the proof of the theorem. 

Factor h = q1 ... qs where the qi are nontrivial powers of distinct primes, 
and let h1' ... ,ht denote the lengths of the disjoint cycles of x. For i = 

1, ... ,s and j = 1, ... , t, we shall write i II j {=:} qi I hj' Then from 
the observation above we have m ::; I:j:iljj hj for each i, and evidently we 
also have I:i :illj log qi ::; log hj for each j. Hence 

s t 

m log h ::; L log qi L h j = L h j L log qi 

i=1 j:illj j=1 i:illj 

and so 

t t 

m log h ::; L hj log hj ::; L hj log n = n log n 
j=1 j=1 

Thus h ::; nn/m as asserted. D 
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5.2 Subgroups of Small Index in Finite Alternating 
and Symmetric Groups 

An early observation in the theory of permutation groups was that, apart 
from An, each proper subgroup of 8n has index at least n. When n -:f. 6 the 
subgroups of index n in 8n are exactly the stabilizers of a point (86 also 
has a second conjugacy class of subgroups of index 6). More generally, for 
each k with 1 :::; k < ~, 8n has intransitive maximal subgroups of index 
(~) isomorphic to 8k X 8n -k. The intersections of these subgroups with 
An are subgroups of index (~) in An. In fact, with a few well described 
exceptions, any subgroup of An with an index less than (l ~ J) must be 

intransitive and contain a substantial portion of one of the subgroups just 
described. This is the content of the following theorem. 

Theorem 5.2A. Let A := Alt(O) where n := 101 :::: 5" and let r be an 
integer with 1 :::; r :::; n/2. Suppose that G :::; A has index IA : GI < (~). 
Then one of the following holds: 

(i) for some 6. ~ 0 with 16.1 < r we have A(L~) :::; G :::; A{.:~.}; 
(ii) n = 2m is even, G is imprimitive with two blocks of size m, and 

IA: GI = ~ (,';;); or 
(iii) one of six exceptional cases hold where: 

(a) G is imprimitive on 0 and (n, r, IA : GI) = (6,3,15) ; 
(b) G is primitive on 0 and (n, r, IA : GI , G) = (5,2,6,5:2), 

(6, 2, 6,PSL2 (5)), (1,2, 15,P8L3(2)), (8,2, 15,AGL3(2)), 
or (9,4, 120,pr L2(8)). 

Remark. In case (i) G contains the alternating group A(il) = Alt(O \ 6.) 
of degree n - r + 1, and in case (ii) G contains two alternating groups of 
degree n/2 = n - r. In part (iii) of the theorem, the groups are listed only 
with the minimum r for which they satisfy the hypotheses of the theorem. 

The proof uses the following elementary combinatorial lemma. 

Lemma 5.2A. Let n > 6 and put m := l n/2 J. Then: 
(i) For each divisor t of n with 3 :::; t :::; n/2 we have 

{(n/t)!}t t! < m!(n - m)!; 

(ii) For each integer t :::: 3 and any integers nl, ... , nt such that 0 < nl :::; 
... :::; nt :::; n/2 and L ni = n we have 

1 
< 

4 
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PROOF. (i) Fix t ?: 3 and put n = kt > 6. Define 

(3(k) .= mIen - m)! 
. (k!)tt! 

We shall show, using induction on k, that (3(k) > 1 for all k ?: 2 if t > 3 and 
for all k ?: 3 if t = 3. Since t! > 2t for t > 3, we have (3(2) = (t!)2/2tt! > 1 
for t > 3 and (3(3) = 4!5!/(3!)33! > 1 for t = 3. Now consider how (3(k) 
changes as k is increased by 1 and t is left fixed. There will be t new factors 
introduced in the numerator, each greater than or equal to m + 1, and 
t new factors equal to k + 1 introduced into the denominator. Hence for 
k ?: 2: 

(3(k + 1) > (m + l)t > 1 
(3(k) - (k + l)t -

because k = nit ::::: n/3. Thus induction shows that (3(k) > 1 for all 
required values of k. 

(ii) For any integers rand s greater than ° we have C~S) ?: (TiS), and 
so r!s! ::::: 1!(r + s - I)!. Using this latter inequality it is easy to see that 
the numerator of the expression on the left hand side of the inequality in 
(ii) attains its maximum value (for fixed nand t) when 

nl = ... = nt-2 = 1, nt-l = n - m - t + 2 and nt = m. 

Since t ?: 3 

mIen - m)!/m!(n - m - t + 2)! ?: n - m ?: 4 

and so the required inequality follows. D 

PROOF OF THEOREM 5.2A. Suppose that G is a group satisfying the 
hypotheses of the theorem, and that case (ii) does not hold. Put h := 

IA : GI and m := l n/2 J, and note that (;:,) ?: (~) holds for r = 0,1, ... ,n. 
First, if G is primitive, and G =1= A, then by Bochert's Theorem (Theorem 

3.3B) we have h ?: ~ len + 1)/2J!. When n ?: 15 or n = 13, this implies 
that h ?: (;:,) (see Exercise 5.2.1) which is contrary to hypothesis. Hence, 
if G is primitive, then either n ::::: 12, n = 14 or G = A (and so (i) holds 
with D. = 0). An examination of the primitive groups of degrees up to 12 
and of degree 14 yields the list of exceptional primitive groups given in part 
(iii) of the theorem (Exercise 5.2.3-5.2.6). 

Now suppose that G is not primitive (and (ii) does not hold). Then 
we claim that either n ::::: 6, or G is intransitive. Indeed, suppose that 
G is transitive, and that G has t blocks of imprimitivity of size nit with 
2 ::::: t ::::: n/2. Then G is isomorphic to a subgroup of even permutations in 
a wreath product of order {(n/t)!pt! (see Exercise 2.6.2). Thus 

( n) n!/2 
m > h?: {(n/t)!}t t!/2 . 
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If t = 2 (and so n is even), this inequality implies that h = ~ (;:,) which 
is the case listed in (ii) of the theorem. On the other hand, if t ;::: 3, then 
Lemma 5.2A (i) shows that n ~ 6, and an examination of Table 2.1 gives 
the imprimitive exception listed in (iii). In particular, we have proved that if 
a transitive group G of degree n has index less than ~ (;:,) in the alternating 
group, then either G = A (case (i)) or G is one of the exceptional groups 
in case (iii). 

There remains the case where G is intransitive. Again we leave the case 
n ~ 6 as an exercise (Exercise 5.2.5) and assume that n > 6. We first show 
that G has an orbit of length greater than m. Suppose the contrary. If G has 
an orbit r of length exactly m, G ~ A{r}, and so IA : GI ;::: IA : A{r} I = 
(;:,) contrary to hypothesis. On the other hand, suppose the orbits of G 
have lengths nl, ... ,nt which are all less than m (so t ;::: 3). Then using 
Lemma 5.2A (ii) we conclude that IGI ~ nI! ... nt! < ~ m!(n - m)!, which 
again contradicts the condition that IA : GI < (;:,). Thus G has an orbit 
r, say, of length s > m ;::: 3. 

Define ~ := 0 \ rand H := G(I::") ~ A(Ll) = Alt(r); our object is 
to show that H = A(Ll). Put hi := IA(Ll) : HI. Since IA : GIIG : HI = 
IA: A(Ll)IIA(Ll) : HI, and G/H ~ GLl ~ Sym(~), we have h(n - s)! > 
(n!/s!)h' . Thus, if we put t:= ls/2j, then the hypothesis on h shows that 

hi < (n - s)!s! h < (n - s)!s! = (n - s)!t!(s - t)! (s). 
- n! (n - m)!m! (n - m)!m! t 

Hence Lemma 5.2A (ii) yields 

hi ~ _1 (s) ~ ! (s). 
n-m t 4 t 

Now induction applied to H acting on r shows that one of three things 
can happen: (i) there exists an H-invariant subset E <;:;; r with lEI < 
s/2 such that A(LlUI;) ~ H; (ii) hi = ~ (~); or (iii) s ~ 9, and H r is 
one of the exceptional groups listed in the theorem. The second of these 
possibilities cannot hold because of the bound on hi given above. Also, since 
n - m ;::: l(n + 1)/2j ;::: l(s + 2)/2j, the bounds for hi given above also 
show that hi is at most 3, 5, 8, 14 and 25 for s = 5,6,7,8 and 9, respectively. 
Thus Hris not one of the exceptional cases in (iii). Therefore we conclude 
that (i) holds, and so HrV;' ;::: Ar\I;; and since Ir \ EI > s/2 ;::: 2, this 
shows that r \ E is an orbit of H. However, G acts transitively on r, and 
H = G(Ll) <l G, so the lengths of the orbits of H on r divide s = If! 
(Theorem 1.6B). Therefore E = 0, and r itself is an orbit for H. Thus 
A(Ll) = H ~ G ~ A{Ll} and the proof of the theorem is complete. D 

Corollary 5.2A. Let 0 be a finite set of size n > 9, and s be an inte­
ger satisfying n/2 < s < n. If G ~ A := Alt(O) has index IA : GI < 
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min { (:), ~ (Ln/2J) } then G has a unique orbit r such that Irf ~ n/2 and 
G {r} induces either the alternating or symmetric group on r. 
PROOF. The hypotheses of the Theorem 5.2A hold and the cases (ii) and 
(iii) have been excluded. Thus G satisfies (i) with r = n - s. We take 
r = 0 \ ~; then Irl > s + 1 and G{r} contains A(Ll) which acts as the 
alternating group on r. D 

Exercises 

5.2.1 Show that ~ L(n + 1)/2J! > (Ln/2J) for all n ~ 15 and for n = 13. 
5.2.2 Show that the intransitive subgroups Sk X Sn-k < Sn are maximal 

for 1 :::; k < l ~ J . 
5.2.3 Use the list of groups of degree 7 given in Table 2.1 to show that 

the only primitive groups of degree 8 or 9 which are exceptional in 
Theorems 5.2A or 5.2B are those listed. 

5.2.4 (Continuation) Using Theorems 3.3B and 3.3E show that there is no 
exceptional primitive group of degree 14. 

5.2.5 (Continuation) Show that there is no exceptional primitive group of 
degree 10. [Hint: It is enough to show that there is no proper primitive 
group G :::; Sym(O) of degree 10 and order g ~ ~ (5!)2 = 7200. 
Suppose the contrary. Note that Theorem 3.3E implies that neither 7 
nor 52 divides g. Since 7 I 210 = 10{4}1, G does not act transitively 
on 0{4}, and so there exists ~ E 0{4} such that h := IG : G{Ll} I :::; 
210/2. Since h I g, this implies that h :::; 96, and so H := G {Ll} 

has order at least 7200/96 = 75. Put r := 0 \ ~. Since G has no 
nontrivial element whose support has size:::; 4 (see Sect. 3.3), H(r) = 
1, and so H ~ Hr. Now Table 2.1 shows that H r ~ PGL2 (5), A6 
or 86 ; and in each case H r contains a 5-cycle. If x E H is chosen so 
that xr is a 5-cycle, then some power of x is a 5-cycle in H because 
5 does not divide the order of XLl. This contradicts Theorem 3.3E.] 

5.2.6 (Continuation) Give similar proofs to show that there are no 
exceptional primitive groups of degree 11 or 12. 

A result similar to Theorem 5.2A holds for the finite symmetric groups. 
If G is a subgroup of Sn for some nand 18n : GI < (~) for some r :::; n/2 
then IAn: G n Ani < (~) and Theorem 5.2A applies to G n An. However 
some new exceptional cases arise. We leave the proof as an exercise. 

Theorem 5.2B. Let S := Sym(O) and A := Alt(O) where n := 101 ~ 5, 
and let r be an integer with 1 :::; r :::; n/2. Suppose that G :::; S has index 
IS: GI < (~). Then one of the following holds: 

(i) for some ~ <:;;; 0 with I~I < r we have A(Ll) :::; G :::; S{Ll}; 
(ii) n = 2m is even, G is imprimitive with two blocks of size m, and 

IS: GI = ~ (;:.); or 
(iii) one of six exceptional cases hold where: 
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(a) G is imprimitive with blocks of size 2 on D and (n, r, IS : GI) = 

(6,3,15) ; 
(b) G is primitive on D and (n, r, IS : GI ,G) = (5,2,6,5:4), 

(6,2, 6,PGL2 (5)), (6,2, 12,PSL2(5)), (7, 3, 30,PSL3 (2)), 
or (8, 3, 30,AGL3 (2)). 

Remark. In part (iii) of the theorem, the groups are listed only with the 
minimum r for which they satisfy the hypotheses of the theorem. 

Exercise 

5.2.7 Starting with the remarks preceeding Theorem 5.2B, complete the 
proof of the theorem. 

5.2.8 Show that each maximal subgroup of the symmetric group S := 

Sym(D) of finite degree n is either primitive or one of the following: 
(i) (intransitive) the set stabilizer S{~}for some subset ~ ~ D with 

1 :s: I~I < n/2; or 
(ii) (imprimitive) the subgroup S[Il] consisting of all permutations 

which preserve a partition II = {~l' ... '~m} of D into parts of 
size n/m with 1 < m < n. 

Conversely, show that each of the subgroups in (i) and (ii) is max­
imal in S. (The case where S is an infinite symmetric group is much 
more complicated; some information is given in Chapter 8.) 

5.2.9 (Continuation) State and prove the analogous result for the alternat­
ing group. 

5.3 The Order of a Simply Primitive Group 

Among the main theorems of this chapter are bounds due to Babai (1981) 
and (1982) (and refined by L. Pyber) on the order of a proper primitive 
group. We deal separately with the case where the group is 2-transitive 
and where it is simply primitive (that is, primitive, but not 2-transitive). 
In this section we focus on the simply primitive case. 

The following notation will be fixed for the rest of this section. Let G :s: 
Sym(n) be a transitive group of finite degree n. Let ~l' ... , ~r be the 
orbitals of G where ~l is the diagonal orbital, and ~:; denotes the orbital 
paired with the orbital ~i (see Section 3.2). 

Since G is transitive on n, the length ni of the sub orbit ~i(a) is in­
dependent of the choice of a E n. We shall assume that the orbitals are 
ordered so that 1 = nl :s: n2 ::::: ... ::::: n r . If a, (3 and "I lie in D, then we 
shall say that "I discriminates between a and (3 if (a, "I) and «(3, "I) lie in 
different orbitals; in this case we shall use the notation (a, "I) # «(3, "I). We 
shall write 

WaJ3 := h E D I (a, "I) # «(3, "In 
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and call this the discriminating set for a and (3. Clearly \If af3 = \If f3a, and 
\If aa = 0. If a f=. (3 then \If af3 contains at least two elements, namely a and 
(3. 

Exercises 

5.3.1 If ~ t;;; n and ~ n \Ifaf3 =1= 0 for all pairs of distinct points a and (3, 
show that ~ is a base for G. 

5.3.2 Show that the value of I \If af31 only depends on the orbital ~i to which 
(a, (3) belongs. 

5.3.3 If G is regular of degree n, show that each discriminating set \If a{3 
with a f=. (3 has size n. 

We define d( G) to be the minimum of I \If af31 taken over all pairs of 
distinct points a and (3. IfG is 2-transitive (r = 2), then l\Ifaf3 1 = 2 for all 
pairs of distinct a and (3, and hence d( G) = 2; the discriminating sets are 
not very interesting in this case. If G is regular, then d( G) = n. Our first 
result shows how the invariant d( G) is related to the minimal degree and 
the size of a base for G. 

Lemma 5.3A. Let G be a transitive group of degree n, and put d := d( G). 
Then: 
(i) The minimal degree of G is at least d; and 

(ii) G has a base of size at most n(2log n - log 2)/d. 

PROOF. (i) Let x f=. 1 and choose a, (3 E n such that aX = (3 f=. a. Then 
no"Y E \Ifa f3 is fixed by x, and so Isupp(x)1 ::;:. l\Ifoof3 1 ::;:. d. 

(ii) It is enough to show that if s is an integer such that 0 < s :; nand 
no s-subset of n is a base for G, then s < n(2log n - log 2)/d. Consider 
the set n{s} of all subsets of size s, and for each ordered pair (a, (3) define 
Xaf3 on n{s} by putting Xaf3(~) := 1 if ~ n \Ifaf3 = 0, and Xa{3(~) := 0 
otherwise. 

Now define m := 2: Xaf3(~) where the sum is over all ~ E n{s} and 
all (a, (3) E n(2). We shall estimate m in two different ways under the 
assumption that no element of n{s} is a base for G. 

First, if we sum Xaf3(~) over ~ E n{s} for a fixed pair (a, (3), we see 
that this sum is equal to the number of ways of choosing an s-subset from 
n \ \If a{3. Since I \If oof3 I::;:. d whenever a f=. (3, this shows that 

m:; n(n _1)(n ~ d). 
Second, we fix ~ and sum over (a, (3) E n(2). Since ~ is not a base for G 
by hypothesis, there is at least one pair (a, (3) such that ~ n \If af3 = 0 (see 
Exercise 5.3.1 above). For this pair we have Xaf3(~) = Xf3oo(~) = 1. Since 
this is true for each ~ E n{s} we have 



5.3. The Order of a Simply Primitive Group 153 

Combining these two inequalities for m we get 

Hence n 2 (1 - d/n)8 > 2, and so 

2 log n - s: > 2 log n + slog ( 1 - ~) > log 2. 

Thus, ifthere is no base of size s for G, then s < n(2log n -log 2)/d. This 
proves (ii). D 

We now turn to estimating d( G) for a primitive group G of rank r > 2. 
This will lead to the main theorem on the size of a base and the minimal 
degree of a simply primitive permutation group. Before stating the lemma 
we introduce some further notation. Let gi = Graph(D.i) be the digraph 
for the orbital D.i, and recall that, for a finite primitive group G, the graph 
gi is strongly connected when i > 1 (see Lemma 3.2A). We also define (h 
to be the (nondirected) graph on the vertex set n with an edge between 
a and (3 ~ either (a, (3) or ((3, a) lies in D.i' When G is primitive and 
i > 1, the graph gi is connected, and we can define diam(i) to be the 
diameter of gi (that is, the greatest distance between any pair of vertices 
in gi). We shall use di to denote IWa ,61 when (a, (3) E D.i; by Exercise 5.3.2 
this is independent of the choice of (a, (3). 

Lemma 5.3B. Suppose that G is a finite primitive group of degree nand 
rank r > 2. Then d(G) > y'ii/2. 

PROOF. We use the notation established above. We first show that, for 
all a, (3 E n and each i > 1, there exists at least one "( E n such that 
((3, "() E D.i and (a, (3) # (a, "(). Indeed, let r be the orbit of (3 under Ga. 
Since G is a finite primitive group and i > 1, the graph gi is strongly 
connected and so there is a directed path in gi from any point in r to a 
point not in r. Somewhere along such a path there will exist consecutive 
vertices, say (3' and "(', such that (3' E r, "(' (j. rand ((3', "(') E D.i. Since 
r is a Ga-orbit, there exists x E Ga such that (3 = ((3')X. If we define 
"(:= (,,(')"', then ((3,"() E D.i and (a, (3) # (a,,,() because (a, (3') # (a, "('), 
which gives what we required. 

We shall now prove that 

(5.1) 

Indeed, count the number m of triples (a, (3, "() with ((3, "() E D.i and 
(a, (3) # (a, "() in two ways. First, summing over ((3, "() E D.i we get m = 
lD.il di = nindi . Second, summing over (a, (3) E n x n, and using the result 
established above, gives m ?: n 2 • Now (5.1) follows. 
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We next show that 

(5.2) if (a,{3) E l:!..j, and a and {3 are distance t in gi, then dj :s: tdi . 

To show this, consider the sequence of vertices a = ao, aI, ... ,at = {3 on 
a path from a to {3 of length t in gi. If 'Y E 0, then (a, 'Y) # ({3, 'Y) implies 
(ak' 'Y) # (ak+1' 'Y) for some k with 0 :s: k < t. Hence 

t-1 

\Ii <>,6 C;;;; U \Ii <>k<>k+'· 

k=O 

Thus dj :s: tdi and (5.2) is proved. 
As our last preliminary result we show that 

(5.3) there exists k > 1 such that dk > yin . 

Suppose the contrary. Then (5.1) shows that ni > nidi ~ vin for all 
i > 1. Now for each 'Y E 0, the number of pairs (a, (3) E 0 x 0 such that 
(a,'Y) # ((3,'Y) is equal to 

r 

m:= n 2 - Ln; = 2L nin j. 

i=l i<j 

Thus 
r r 

m = L ni(n - ni) > L yIn(n - ni) > (r - 2)nyln ~ nyln. 
i=l i=2 

Since there is a total of nm points lying in the sets \Ii <>,6 ((a, (3) E 0(2)), we 
conclude that for some (a, (3) we have I \Ii <>,6 I ~ nm/n(n - 1) > vin. This 
contradicts our assumption that all di < vin, and (5.3) is proved. 

Finally, to prove the lemma we must show that di > vn/2 for all i > 1. 
In the case that diam(i) = 2, this follows at once from (5.3) and (5.2). 
On the other hand, if diam( i) ~ 3, then choose a and {3 at distance 3 
in gi. Then, for each 'Y E 0 lying at distance exactly 1 from a or {3, 
exactly one of (a, 'Y) and ({3, 'Y) lies in l:!..i U l:!..i, and so 'Y E \Ii <>,6. Thus, if 
(a, (3) E l:!..j, say, then dj ~ 2ni. Now applying (5.2) and (5.1) we obtain 
d; ~ didj /3 ~ 2dini/3 > 2n/3, and so di > vin/2 in this case as well. 0 

Combining these results gives the desired bound on the index of a simply 
primitive permutation group. 

Theorem 5.3A. Let G be a permutation group of degree n which is 
primitive but not 2-transitive. Then 

(i) The minimal degree of G is greater than vin/2; 
(ii) G has a base ~ with I~I < 4vinlogn; 

(iii) IGI < exp( 4vin(log n?). 

PROOF. (i) Immediate from the last two lemmas. 
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(ii) The last two lemmas show that G has a base E with lEI < n(210g n­
log 2) / (vn/2) < 4vn log n. 

(iii) For any base E of G we have 

IGI :::; n(n - 1) ... (n - lEI + 1) :::; exp(IEllog n) 

and so (iii) follows from (ii). o 

Exercise 

5.3.4 Consider the action of Sym(n) on n{2} where 10,1 = m > 4. Show 
that the image G of this action is a primitive group of degree n := C;) 
which is not 2-transitive, that G has minimal degree < 2V2n, that 
the smallest base of G has size greater than 

~ {Vnf2 -l/logn} 

and that 

IGI ::::: exp(V2nlog V2n - V2n). 

5.4 The Minimal Degree of a 2-transitive Group 

We have already seen that a finite 2-transitive group of degree n which does 
not contain the alternating group has minimal degree at least Vn-=-I + 1 
(Theorem 3.3D). Our object in the present section is to present better 
bounds due to Bochert (1897). 

Theorem 5.4A. Let G be a 2-tmnsitive group of degree n which does not 
contain the alternating group, and suppose that G has minimal degree m. 
Then we have the following lower bounds for m: 

(i) m > Vn-=-I + 1 ::::: vn for all n; 
(ii) m ::::: n/8 for all n; 

(iii) m ::::: n/4 for all n > 216. 

Part (i) follows from the comment above. The proof of parts (ii) and 
(iii) will proceed from a series of lemmas. In these lemmas we shall assume 
that G :::; Sym(n) is 2-transitive with 10,1 = n, and that G has minimal 
degree m > 3 since a 2-transitive group with minimal degree 2 or 3 is the 
symmetric or the alternating group, respectively (see Theorem 3.3A). Fix 
an element u E G with support r of size m, and define 

T := {x E G I [u, X-lUX] =J I} 

where, as usual, [y, z] := y-lz-lyz. Put t := ITI and g := IGI. 

Lemma 5.4A. With the notation above: 
(i) Ir n rOOI ::::: m/3 for all x E T; 



156 5. Bounds on Orders of Permutation Groups 

(ii) if X-lUX (j. G{r} then X E T; 
(iii) t/g 2: 2m(n - m)/n(n - 1). 

PROOF. (i) Since ~ := r n rx = supp(u) n supp(x-1ux), Exercise 1.6.7 
shows that 

supp([u, X-lUX]) ~ ~ U ~ u U ~ x-lux. 

Since all the sets on the right hand side have the same size, [u, X-lUX] i=- 1 
implies that I~I 2: m/3 by the definition of m. 

(ii) If X (j. T, then x-lux centralizes u, and hence the support r of u is 
mapped into itself by X-lUX. 

(iii) Fix a E r and put /3 := aU E r. Since G is 2-transitive, there 
are exactly g/n(n - 1) elements in G which map (a, /3) E n(2) onto any 
specified pair in n(2). In particular, there is a total of 2gm(n - m)/n(n -1) 
elements X E G such that exactly one of the points aX, /3x lies in r. Since 
(aX)X-lUX = /3x, it follows from (ii) that each such X lies in T, and so we 
get the required lower bound on t / g. 0 

Lemma 5.4B. For each X E G we put Cx := Ir n rXI. Then: 
(i) 1" C = m 2 (the "mean value" 01 C ). 9 L..JxEG x n x , 

( .. ) I" ( 1) _ m 2(m_l)2. 
11 9 L..JxEG Cx Cx - - n(n-l) , 

( ... ) 1" ( m 2 )2 _ m 2(n_m)2 (h " . "1) 
11l 9 L..JXEG Cx - n - n2(n-l) t e vanance 0 Cx . 

PROOF. (i) Clearly, 2:cx = IAII where 

AI := ((a, x) E r x G I aX En. 

Transitivity of G shows that for fixed a, /3 E r, there are exactly IGal = 
gin elements of x E G such that aX = /3. Since Irj = m, this shows that 
IAII = m2g/n and so (i) follows. 

(ii) Similarly, 2: cx(cx - 1) = IA21 where 

A2 := {(a,/3,x) E r x r x G I a X,/3x E r and a i=- /3}. 
Since G acts transitively on n(2) , for any two pairs (a, /3), ("f, 6) E r(2) there 
exist exactly IGa,a1 = g/n(n-1) elements x E G such that (a, /3)X = b,6). 
Because Ir(2) I = m(m -1), this shows that IA21 = m2(m - 1)2g/ n (n - 1) 
as required. 

(iii) Put C := m2/n. Then using (i) and (ii) we have: 

~)cx - C)2 = LC; - gc2 

and the lemma is proved. 

_ {m2(m - 1)2 
- 9 n(n - 1) 

gm2(n - m)2 
n2 (n - 1) 

o 



5.4. The Minimal Degree of a 2-transitive Group 157 

PROOF OF THEOREM 5.4A. It remains to establish parts (ii) and (iii). 
We shall use the notation just introduced. If m 2: n/3 then there is nothing 
to prove, so suppose that m < n/3. By Lemma 5.4A we know that when 
x E T then Cx 2: m/3 and so Cx - m 2/n 2: m/3 - m 2/n 2: O. Thus by 
Lemma 5.4B (iii) 

m 2(n-m)2 > ~ (c _ m2)2 >! (m m2)2 
n 2(n - 1) - 9 L x n 9 3 n 

xET 

Then using Lemma 5.4A (iii) and simplifying we get 

(5.4) n(n - m) 2: 2m (i -m r 
Now substitute m = )..,n/3, and note that ).., > 3/ Vii by part (i) of the 
theorem. The inequality (5.4) becomes 

(5.5) 

where 

n :::; I()..,) with In < ).., < 1 

9(3 - /-1) 
1(/-1) := 2/-1(1 - /-1)2 

Elementary calculus shows that 1 has a unique minimum value in the 
interval (0,1) at the point /-10 := (9 - v'57)/4 = 0.3625 .... We claim that 
).., > /-10 for all n. In fact, (i) implies that, for all n :::; 78: 

).., _ 3m 3(vr;:=! + 1) 3(m + 1) _ 03759 3/8 
- n 2: n 2: 78 -. . . . > > /-10 

so consider the case where n > 78. We can rewrite inequality (5.5) as 

2 )..,(1 _ )..,) < 9(3 - )..,) 
n - (1 _ )..,) 

and note that the two functions /-1 f---+ /-1(1 - /-1) and /-1 f---+ (3 - /-1)/(1 - /-1) 
are both increasing on the interval [3/ Vii, /-1oJ. Hence).., :::; /-10 implies 

2n (~) (1 _ ~) < 9(3 - /-10) . 
Vii Vii - (1 - /-10) 

This shows that 6Vii - 18 :::; 37.237 ... and so n :::; 84. Thus the only 
possible cases for which)", :::; /-10 can occur satisfy 79 :::; n :::; 84. However 
(i) shows that if 79 :::; n :::; 81, then m > 9 and so ).., = 3m/n 2: 30/81 = 
0.3703 ... > /-10, Similarly, if 82 :::; n :::; 84, then m > 10 and so ).., 2: 
33/84 = 0.3928 ... > /-10, This proves that).., > /-10 in all cases. 

The proofs of (ii) and (iii) now follow easily. To prove (ii), we must show 
that).., 2: 3/8 for all n. However, since the function 1 in the inequality 
(5.5) is increasing on (/-10,1), and since).., > /-10 from above, it follows from 
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inequality (5.5) that ,\ < 3/8 implies that n < 1(3/8) = 80.64. We saw 
above that ,\ > 3/8 for all n :::; 78, and so the only remaining cases to 
consider are n = 79 and 80. But (i) again shows that m > 9 for all n 2' 66, 
and so ,\ = 3m/n 2' 30/80 = 3/8 for n = 79 or 80. This proves (ii). 

The proof of (iii) is similar. We have to show that'\ 2' 3/4 for all n > 216, 
and this follows from inequality (5.5) since 1(3/4) = 216. D 

Exercises 

5.4.1 Prove, under the hypothesis of Theorem 5.4A, that for each () > 1 
there exists no such that m > n/3 - ()yIn whenever n 2' no. 

5.4.2 Show that there exists a constant Co > 0 such that, if G is a proper 
2-transitive permutation group of degree n, then every element of G 
has order < con3 . [Hint: Use Theorem 5.1B.] 

5.4.3 Show that there exists a constant Cl > 0 such that, if G is a 
proper 2-transitive permutation group of degree n, then the largest 
k for which Ak is isomorphic to a section of G is bounded by 
k < Cl (log n) 2 / (log log n). In particular, if G is k-transitive of de­
gree n then k must satisfy this inequality. [Hint: Use Theorem 5.1A 
and the preceding exercise. A stronger result will be proved in Sect. 
5.5.] 

EXAMPLE 5.4.1. The affine group AGLd(q) acts as a permutation group 
on the affine space of dimension d over a field of q elements. The fixed points 
of each x E AGLd(q) form an affine subspace. Thus the maximum number 
of fixed points of a nonidentity element of AGLd(q) is qd~l. Since there 
are nonidentity transformations fixing a hyperplane pointwise, the minimal 
degree of AGLd(q) is m = qd - qd~l = (1 - ~)n where n := qd is the 
degree. In particular if q = 2 then m = n/2. Some transitive subgroups of 
GLd(q), such as the symplectic groups SPd(q), also contain elements fixing 
a hyperplane pointwise and so give further examples of 2-transitive groups 
with m = n/2. 

EXAMPLE 5.4.2. The groups AfLd(q) and PfLd(q) may contain permu­
tations, induced by field automorphisms, with fixed point sets that are not 
subspaces over Ifi'q but rather subgeometries defined over a subfield. Usu­
ally these fixed point sets are smaller than a hyperplane, but there are 
interesting exceptional cases. For example, the group PGL2 (q) is sharply 
3-transitive of degree q + 1 and so has minimum degree q - 1. If q = pab 
where P is prime, then there is a permutation in Pf L2 (q) fixing pa + 1 
points. The group PGL3 (4) has degree 21 in its action on the projective 
plane PG2 (4); the maximum number of fixed points of a nontrivial element 
is 5 but the field automorphism induces a permutation that fixes a Fano 
subplane of 7 points. These permutations will resurface in Chap. 6. 
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EXAMPLE 5.4.3. The symplectic groups Sp2d(2) , for d ?: 2, have two 
distinct 2-transitive permutation representations with degrees n- = 2 . 
4d - 1 - 2d- 1 and n+ = 2· 4d - 1 + 2d - 1 respectively (see Sect. 7.7). In each 
case there are involutions that fix 4 d-l points and the minimal degrees 
of the two representations of Sp2d(2) are m- = 4d- 1 - 2d- 1 and m+ 
4d - 1 + 2d - 1 . Since 

the minimal degree is slightly less than half the points in the action of 
degree n - and slightly more than half the points in the other case. 

5.5 The Alternating Group as a Section of a 
Permutation Group 

The theorems of the present section give further lower bounds for the 
minimal degree of a permutation group. Theorem 5.5A shows that any 
permutation group which has a section isomorphic to Ak for a large value 
of k must have a relatively large degree or a small minimal degree. The­
orem 5.5B applies this result to 2-transitive groups. The argument of this 
section originated with work of Wielandt (1934) on k-transitive groups. 
Since a k-transitive group has a section isomorphic to Ak , Theorem 5.5B 
shows that a proper k-transitive group of degree n has k < 6 log n. (In fact 
the classification of finite simple groups shows that k < 6; see Sect. 7.3). 
In Theorem 5.6B, we will use Theorem 5.5B to bound the order of a finite 
multiply transitive group. 

We begin by looking at a special class of groups which have specified 
sections. Let G and U be arbitrary groups. We say that G is a preimage 
of U with kernel K, if K <I G and G I K ~ U; and say that G is a minimal 
preimage of U if G is a preimage but no proper subgroup of G is a preimage 
ofU. 

Lemma 5.5A. If U and G are finite groups, and G is a minimal preimage 
of U with kernel K then the following hold. 

(i) If H :::; G and HK = G, then H = G. 
(ii) K is nilpotent. 

(iii) If U is simple, then each proper normal subgroup M of G is contained 
in K, and GIM is also a minimal preimage of u. 

(iv) Suppose G :::; Hand N <I H. If U is simple and HIN has no section 
isomorphic to U, then G :::; N. 

PROOF. (i) Since HI(H n K) ~ GIK ~ U, the minimality of G shows 
that H = G. 
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(ii) A finite group is nilpotent if and only if each of its Sylow subgroups 
is normal. Let P be a Sylow subgroup of K. Then the Frattini argument 
(see Exercise 1.4.14) shows that G = Nc(P)K, and so G = Nc(P) by (i). 
Hence P <J K, and the result follows. 

(iii) Suppose that M <J G and M is not contained in K. Since U ~ G I K 
is simple, MKIK must equal GIK, and so M = G by (i). This proves the 
first statement, and the second follows easily. 

(iv) If G is not contained in N, then GI(G n N) ~ GNIN is a preimage 
of U by (iii) contrary to the hypothesis on HI N. ':J 

In the following lemma we use the notation >"(k) to denote the minimum 
positive integer d such that for some field F the group GLd(F) has a 
finite subgroup with Ak as a quotient. Using methods concerned with linear 
groups, we shall show in Sect. 5.7 that (2k - 4)/3 :<-:: >"(k) :<-:: k - 1. In 
anticipation, we use these bounds in the proofs below. 

Lemma 5.5B. Let t :.::: 5 and consider a group H with a subgroup M 
which is a minimal preimage of At. Suppose that H acts on a set 0 such 
that 0 is an orbit for some solvable normal subgroup K of H. If 101 < 2.\(t), 
then M lies in the kernel of this action. 

PROOF. First consider the special case where 101 > 1 and H acts primi­
tively on O. Let Hand K denote the images of Hand K, respectively, in 
this action, and let N denote the kernel of the action. Since K acts tran­
sitively on 0, the primitive group H :<-:: Sym(O) has a nontrivial solvable 
normal subgroup K. Thus, by Corollary 4.3B and Theorem 4.6A, soc (H) 
is a regular elementary abelian p-subgroup for some prime p, 101 = pd for 
some d :.::: 1, and each point stabilizer H a is isomorphic to a subgroup 
of GLd(p). Since H = HaK, we have a normal series H [> KN [> N [> 1 
where HIKN is isomorphic to a section of GL(d,p) and KNIN is solv­
able. However, 2d :<-:: pd = 101 < 2.\(t) by hypothesis, so by the definition 
of >..(t) there is no section of GLd(P) which is isomorphic to At. Hence 
M :<-:: N by Lemma 5.5A (iv). This proves the result in the case where H 
acts primitively. 

Now consider the general case. The result is trivial if 101 = 1, so 
we shall assume 101 > 1 and proceed by induction on 101. Choose 
~ = {.6.1 , ... ,.6.m } as a system of minimal blocks for H (m :.::: 1). Since 
K acts transitively on ~ and I~I < 101, induction shows that M lies in 
the kernel of the action of H on ~; hence M :<-:: Hi := H{tld for each i. 
Consider a fixed i, and choose a E .6.i. Then H = HaK by the transitivity 
of K, and Ha :<-:: Hi because .6.i is a block, so Hi = Ha(K n Hi). Now Hi 
acts primitively on .6.i because .6.i is a minimal block (see Exercise 1.5.10), 
Hi has a solvable normal subgroup K n Hi acting transitively on .6.i, and 
M :<-:: Hi. Therefore, applying the special case proved above, we conclude 
that M lies in the kernel of this action, namely, M :<-:: H(!~.,). Since this is 
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true for each i, we have shown that M fixes every point in 0 and so lies in 
the kernel of the action on 0 as asserted. D 

The next lemma gives a crucial step in the proof of our main theorem. 

Lemma 5.5C. Let G be a minimal preimage of A k, and fix a surjective 
homomorphism 'ljJ : G --+ Ak with K := ker'ljJ. Choose M ::; G minimal 
such that 'ljJ(M) = A5 ::; A k . Now suppose that k ~ 10 and s is an integer 

such that k/2 < s < k, and define c(k, s) := (S~1) (~) -1. Then, whenever 
G acts transitively on a set 0 of size n < min{e), ~ (Lk'2J)' 2>'(s+1)}, 
each element of M fixes at least c(k, s)n points in O. 

PROOF. Let I; := {~1"'" ~m} be the set of orbits for K on O. Since 
K <l G and G is transitive on 0, I; is a system of blocks for G and I~il = 
n/m for each i. Put Hi := G{Ll,}' Then, by Lemma 5.5A (ii), K is a 
transitive solvable subgroup of Hi. Since k > 9 and 

IAk : 'ljJ(Hi) I = IG: Hil = m ::; n < min {G), ~ (lk~2J) } 
Corollary 5.2A shows that there exists t ~ s + 1 such that 'ljJ(Hi) has a 
unique orbit Ji <;;; {I, 2, ... , k} of length t and Alt(Ji ) ::; 'ljJ(Hi). Choose 
Mi ::; Hi minimal with respect to the condition that 'ljJ(Mi) = Alt(Ji ); so 
Mi is a minimal preimage of At. Since I~il ::; n < 2>'(8+1) ::; 2>'(t), Lemma 
5.5B applied to Hi in its action on ~i shows that Mi ::; G(Ll,). 

Now consider the set I := {i I 1 ::; i ::; m and {I, 2, 3, 4, 5} <;;; Ji }. The 
definition of M as a minimal preimage of A5 shows that M ::; MiK ::; 
G(t!!.,)K for all i E I, and because G(Ll,)K/G(Ll,) is nilpotent by Lemma 
5.5A (ii), this shows that M ::; G(Ll,) by Lemma 5.5A (iv). Hence we 
conclude that ~i <;;; fix(M) for each i E I, and so each element in M fixes 
at least 2:iEI I~il = (n/m) III points in O. 

To complete the proof it remains to show that III ~ c(k, s)m. How­
ever, transitivity of G on I; and of'ljJ(G) = Ak on the set of t-subsets of 
{I, 2, ... , k} shows that each t-subset J of {I, 2, ... , k} occurs the same 
number of times, say d times, as a Ji . Hence m = II;I = d(~) while 

III = d(~=:). Thus III /m = (~=:) (~) -1 = m (~) -1 = c(k, t-I) ~ c(k, s) 
as required. D 

To obtain the bounds we are after, we need some elementary estimates 
of some binomial coefficients. 

Lemma 5.5D. Let k and s be positive integers with k ~ 2 and s < k. 
Suppose that I-l is chosen so that s/(k + 1) ::; I-l ::; (s + I)/(k + 1). Then 

I-l(I - I-l) pk+1 < (k) < pk+1 
k+I - s -

1 
where p = ( ) (1 ). I-lj.£ 1 -I-l -j.£ 
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PROOF. Let t > 0 and consider the binomial expansion of (1 + t)k. For 
two successive terms in this expansion we have 

( k)ti < ( k )ti+l {=} i + 1 <_ t 
i - i+1 k-i 

and so (:)t S is the largest term whenever s/(k-s+1) :::; t :::; (s+l)/(k-s). 
The hypothesis on J.t shows that these latter inequalities hold if we put 
t = J.t/(1 - J.t). Now the sum of the terms is (1 + t)k = (1 - J.t)-k, and 
there are k + 1 terms altogether, so we conclude that 

Since J.t(1 - J.t)pk+l < J.t-s(1 - J.t)-(k-s) :::; pk+1, the stated inequalities 
follow. 0 

Theorem 5.5A. Let G be a permutation group of degree n which contains 
a section isomorphic to Ak for some k ;::: 10. Suppose that G has minimal 
degree at least wn where w :::; 0.4. Then n ;::: e) for any s < k such that 

(s + l)s(s - l)(s - 2)(s - 3) 
c(k, s) := k(k _ l)(k _ 2)(k _ 3)(k _ 4) > 1 - w. 

In particular, if we define s := lJ.t(k + l)J where J.t := ~1 - w, then n > 
(:) for this value of s. 

PROOF. Let n be the set on which G is acting. The hypothesis on G shows 
that G contains a minimal preimage H of A k , and Lemma 5.5A (iii) shows 
that the image of the action of H on each of its nontrivial orbits is also a 
minimal preimage of Ak. Since G has minimal degree at least w Inion n, 
the same must be true for H, so we conclude that the image of H on some 
nontrivial orbit r has minimal degree at least w Irl. Thus, since n ;::: In, 
it is enough to prove the theorem in the special case where G is a minimal 
preimage of Ak and G is a transitive permutation group. 

Next note that c(k, s) < {(s + 1)/k}5, and so the condition on c(k, s) 
implies that s + 1 > (~1 - w)k = J.tk. The hypothesis that w :::; 0.4 
shows that J.t ;::: ~ = 0.9028 ... and so min{(:), ~ (Lk'2J)' 2A(s+1)} = 
e) by Exercises 5.5.1 and 5.5.2. We can now apply Lemma 5.50 and the 
hypothesis on c(k, s) to conclude that n cannot be less than e). This proves 
the main assertion. 

Finally, if s := lJ.t(k + l)J, then s + 1 - i > J.t(k + 1) - i > J.t(k - i) 
for 0 :::; i :::; 4, because J.t > 0.8; hence c(k, s) > J.t5 = 1 - w. Thus the 
hypotheses are satisfied for this choice of s. 0 



5.5. The Alternating Group as a Section of a Permutation Group 163 

Exercises 

5.5.1 Show that (:) ~ ~ (Lk'2J) whenever 2(k + 1)/3 ~ s ~ k. [Hint: 

Compare (:) with the preceding binomial coefficient.] 
5.5.2 Using the fact that ,x(s + 1) ~ (2s - 2)/3 (see Theorem 5.7A), show 

that e) ~ 2A(s+1) whenever k ~ 10 and 0.9k ~ s ~ k. [Hint: Use 
Lemma 5.5D and the fact that p is decreasing as J-L increases in the 
range 0.5 < J-L < 1.] 

Theorem 5.5B. Let G be a proper 2-transitive permutation group of 
degree n ~ 216. If G contains a section isomorphic to A k , then k < 6 log n. 

PROOF. First note that the result is trivial if k ~ 32 since log n > 5.37 for 
all n ~ 216, so we can suppose that k ~ 33. Since G is 2-transitive and n ~ 
216, Theorem 5.4A shows that the minimal degree is at least n/4. Applying 
Theorem 5.5A then shows that n ~ e) where J-L = V374 = 0.9440 ... and 

s = lJ-L(k + l)J. Now Lemma 5.5D shows that e) ~ ,"~I;i) pk+1 where 
p = 1.2405 .... Hence 

J-L(1 - J-L) { log(k + 1) 2.726 } 
logn ~ (k+1) logp+log k + 1 ~ 0.2155 - k - -k- k. 

This shows that log n > k/6 for all k ~ 160. The remaining cases are 
settled by applying Theorem 5.5A to various ranges of k with s chosen so 
that c(k, s) > 1 - 1/4 (see Table 5.3). This completes the proof of the 
theorem. D 

TABLE 5.3. 

Range of k s Minimum value Minimum value 
ofc(k,s) of i log (:) 

33 ~ k ~ 39 k-2 0.8484 ... 0.1694 ... 

40 ~ k ~ 63 k-3 0.7628 ... 0.1680 ... 

64 ~ k ~ 87 k-4 0.7802 ... 0.1679 ... 

88 ~ k ~ 112 k-5 0.7880 ... 0.1670 ... 

113 ~ k ~ 136 k-6 0.7941 ... 0.1675 ... 

137 ~ k ~ 161 k-7 0.7966 ... 0.1671 ... 
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Exercise 

5.5.3 Verify the information in Table 5.3. [Hint: For a fixed value of i, 
c(k, k - i) is an increasing function of k, and log (k~J - k/6 is a 
decreasing function of k provided k > 7i.] 

5.6 Bases and Orders of 2-transitive Groups 

The following general combinatorial result is useful in a variety of contexts. 

Lemma 5.6A. Let n, d and t be positive integers. Let n be a set of size 
n, and suppose that F is a family of subsets of n such that each 'Y E n lies 
in exactly t subsets from F. Then 
(i) for each r ~ n there exists .6. E F such that Ir n .6.1 S; Irll.6.1 In; 

(ii) if each .6. E F has at least d elements, then for each real c > 1 there 
exists a subfamily Fe ~ F such that IFel < (n log c)/d + 1 and 

PROOF. (i) Let F("() denote the set of.6. E F with 'Y E .6., and note that 
IF("() I = t by hypothesis. Then 

L Ir n.6.1 = L IF("() I = tin· 

In particular, substituting n for r gives 

L 1.6.1 = tn. 
l:!..EF 

Hence, for general r, we have 

tin = L Ir n .6.1 1.6.1 ~ Ir ~~*I L 1.6.1 
l:!..EF 1.6.1 I I l:!..EF 

for some .6.* E F, and (i) follows. 
(ii) Define subsets r o, r 1, ... of n as follows. Put ro .- 0. For each 

i ~ 0 we use (i) to choose .6.i E F such that 

Iri n .6.i l S; Irill.6.il /n 
and put r i+1 := r i u.6.i and gi := Iril· Clearly gi+l > gi as long as r i =I- n. 
We claim that if we stop at the index k where gk > (1 - l/c)n ~ gk-l 

then k < (n log c)/d + 1. Since the latter inequality is trivial for k = 1, we 
can suppose that k ~ 2. The choice of .6.i shows that for each i 

n - gi+l S; n - gi - l.6.i l (1 - ~ ) S; (n - gi) (1 - ~) . 
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Since go = 0 and k ~ 2, this shows that 

n ( d) k-1 { -d (k - 1) } 
~ ~ n - gk-1 ~ n 1 - n < n exp n . 

Therefore -log c = 10g(l/c) < -d(k - 1)/n and the result is proved. 0 

Lemma 5.6B. Suppose that G ~ Sym(O) has degree n ~ 2 and that 
k ~ 5. If G does not have a section isomorphic to Ak, then there exists 
6. S;;; 0 with 16.1 ~ 2k such that every orbit of GU)..) has length less than 
0.63n. 

PROOF. Suppose that no such set 6. exists. To simplify notation, put b := 
0.63. Then we can define a sequence of subgroups G(i) (i = 0, ... , 2k) 
of G such that G(O) = G and, for each i ~ 1, the group G(i) is a point 
stabilizer of G(i - 1) with IG(i - 1) : G(i)1 ~ bn (choose the point to lie 
in the largest orbit of G(i - 1)). Then G(2k) = G(A) for some subset 6. 
of size 2k, and IG : G(A)J ~ (bn)2k. On the other hand, considering the 
action of G on the set O{ k} of 2k-subsets, we have 

and so 

( n) -1 (2k)! n 2k b2k 
IG G I > (bn)2k > (2k)'. b2k . 

{A}: (A) - 2k = n(n - 1) ... (n - 2k + 1) 

Now the restriction map gives a homomorphism of 

with kernel G(A) and image H := GtA} ~ G{A}/G(A)' By the hypothesis 
on G, the group H cannot contain a subgroup isomorphic to Ak. Since 
k > 4, this implies that the index of H in Sym(6.) is at least (~) by 
Theorem 5.2B. Therefore 

As we saw in the proof of Lemma 5.1A, (~) ~ 22k /2k. Using this together 
with the last two inequalities for IG{A} : G(A) I we conclude that (2b)2k < 
2k. Since (2k)1/2k ~ 101/ 10 < 1.26 = 2b for all k ~ 5, this gives a 
contradiction. Thus there exists a set 6. for which G{A} has all its orbits 
of size < bn, and the lemma is proved. 0 
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Lemma 5.6C. Let G ~ Sym(0.) be 2-transitive of degree n ~ 6, and let 
b be a constant with 0 < b < 1. 
(i) If there exists a set ~ <:;: 0. such that GCl:,) has no orbit of length> bn, 

then G has a base of size at most 

{ 1 : b log n + 1 } I ~ I . 
(ii) If k ~ 5 and G does not have a section isomorphic to Ak , then G has 

a base of size at most 12k log n. 

PROOF. (i) Let 

~ := {(a,,8) E 0. (2) I a,,8 lie in distinct GCl:,)-orbits }. 

Then the hypothesis on GCl:,) shows that 

I~I ~ 2)1 - b)n = (1 - b)n2 . 

",En 

Consider the family :F of sets ~ x indexed by x E G. Because G is 2-
transitive, each pair (a,,8) E 0.(2) lies in the same number of sets in :F and 
so we can apply Lemma 5.6A (ii) with c = n 2 . We conclude that there is 
a subset T <:;: G with 

ITI n(n - 1) log c 2 1 
< (1 _ b )n2 + 1 < 1 _ b og n + 1 

such that UXET ~x = 0. (2). Since 

(a,,8) E ~x {==} a,,8 lie in distinct GCl:,x)-orbits 

we conclude that r := UXET ~x is a base for G with 

I fI < { 1 : b log n + 1 } I ~ I . 
This proves (i). 

(ii) Lemma 5.6B shows that the hypotheses of part (i) hold with I~I = 2k 
and b = 0.63. Hence we can find a base of size at most 

2k { 0.~7 log n + 1 } < 12k log n 

since log n ~ log 6 > 1.79. [J 

Theorem 5.6A. If G is a proper 2-transitive subgroup of degree n, then 
G has a base of size at most 72 (log n)2. Hence the order of G is at most 
exp{72 (logn)3}. 

PROOF. The result is trivially true for n < 216, so we can suppose 
n ~ 216. Then from Theorem 5.5B, G does not have Ak as a section if 
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k 2:: 6 log n. Hence part (ii) of the preceeding lemma gives the desired 
conclusion. 0 

Since (log n)2 grows more slowly than fo we can combine Theorems 
5.6A and 5.3A to get the following bound valid for any proper primitive 
group. 

Theorem 5.6B. There exists a constant c' > 0 such that every proper 
primitive group of degree n has order at most exp{ c' fo(log n)2}. 

It is possible, but not very enlightening, to make an estimate of the value 
of d. It is certainly much too large to be useful for moderate degrees, say 
less than a million. There is an alternative bound known for the order 
of a proper primitive group of degree n, namely 4n. This is poorer as an 
asymptotic bound but has the advantage of being valid for all degrees. The 
proof of this result which is due to Wielandt (1969) and Praeger and Saxl 
(1980) is quite different from the proofs given above; it is less combinatorial 
and uses more of the group structure. 

However neither of these results really describes the true picture, and 
Liebeck (1984b) has used the classification of finite simple groups to prove 
the following. 

Theorem 5.6C (Assuming the classification of finite simple groups). Let 
G be a primitive group of degree n. Then there is a constant b > 0 (which 
can be taken to be 9/(log 2)) such that at least one of the following holds: 
(i) there are positive integers d, k and m such that G has a sode which 

is permutation isomorphic to A~ where the action of Am is equivalent 
to its action on k-element subsets of {1, ... ,m} and n = C~) d; or 

(ii) G has a base of size less than b log n and so has minimal degree greater 
than n/ (b log n) and order less than exp(b(log n )2). 

Exercises 

5.6.1 Show that AGLd (2) has a base of size approximately (log n)/(log 2) 
so the bounds in part (ii) of the theorem above are within a constant 
factor of being best-possible. 

5.6.2 Let G be a finite group acting transitively on a finite set n of size 
n 2:: 3, and fix a E n. Show that for some integer t < (log n + 
log log n) / log 2 + 1 there exist elements Xl, ... ,Xt E G such that 
each point in n has the form a Z where z = X~l ••• x~t with fi E {O, 1} 
for each i. In particular (taking the action as right multiplication on 
G), there is a set of t generators XI, .•. ,Xt of G such that each 
element z E G has the form described. [Hint: Apply Lemma 5.6A.] 
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5.7 The Alternating Group as a Section of a Linear 
Group 

The present section is devoted to obtaining a lower bound on the dimension 
d of the general linear groups GLd(F) which contain finite preimages of Ak. 
This is necessary to complete the proofs of Sect. 5.5. We begin with some 
general results. Recall that a group is locally finite if every finitely generated 
subgroup is finite. In particular, finite groups and infinite abelian p-groups 
are locally finite. 

Lemma 5.7 A. If G is a finite p-group which acts as a group of 
automorphisms on a locally finite p-group H =I- 1, then fixH (G) =I- {I}. 

PROOF. Take any u =I- 1 in H, and define K := (U X I x E G). Then 
K is a finite nontrivial p-subgroup of H by the hypotheses and K is G­
invariant. Since the nontrivial orbits of G all have lengths divisible by p, 
the set fixK(G) of fixed points on K satisfies 

IfixK(G) I == IKI == 0 (mod p). 

Since 1 E fixK(G), we conclude that IfixH(G) I ~ IfixK(G) I ~ p. 0 

Suppose that G acts as a group of automorphisms of H and that H has 
a finite chain of subgroups 

(5.6) 

Then we say that G stabilizes the chain (5.6) if for each i, 1 ::::; i ::::; r, we 
have: (i) Hi is G-invariant, and (ii) for all u E Hi-l. Hiu = Hiux for all 
x E G. 

Lemma 5.7B. 
(i) Suppose that () is a p-element in Aut(H) for some prime p, and (()) 

stabilizes the chain (5.6). If H contains no nontrivial p-element, then 
() = l. 

(ii) Let G be a minimal preimage of Ak (k ~ 5), and suppose that H is 
a group in which every nontrivial element either has infinite order or 
has q-power order for some fixed prime q. If G acts on H as a group of 
automorphisms and G stabilizes the chain (5.6), then G acts trivially 
onH. 

PROOF. (i) The result is clearly true if r ::::; 1, so proceed by induction on 
r, and assume r > 1. Since HI is invariant under (), the group (()) acts 
as a group of automorphisms on HI and hence () acts trivially on HI by 
induction. Now for each u E H, there exists z E HI such that uO = zu, 
and hence UOi = ziu for i = 1,2, .... If () has order m, then this shows that 
u = zmu , and so zm = 1. Since m is a power of p, z must be a p-element, 
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and so z = 1 by the hypothesis on H. Hence uO = u for all u E H, and so 
e = 1. 

(ii) Choose any prime p ::::: k with p =1= q. Let x E G be a p-element which 
maps onto a nontrivial p-element of Ak . Now (i) shows that the kernel of 
the action of G on H contains x, hence the kernel is G by Lemma 5.5A. D 

We shall require some elementary results from linear algebra. Let F be 
an algebraically closed field and let V be a d-dimensional vector space over 
F. Let End(V) denote the ring of all F-linear transformations (or endomor­
phisms) of V into itself; recall that this is also a vector space of dimension 
d2 over F. The invertible linear transformations in End(V) form the group 
GL(V). A linear transformation t E End(V) is called diagonalizable if t 
has a diagonal matrix relative to some basis for V. The following results 
are well known (see, for example, Hoffman and Kunze (1971) Sect. 6.4 and 
6.5). 

Lemma 5.7C. 
(i) t E End(V) is diagonalizable ~ the minimal polynomial m(X) for 

t has distinct roots. In particular, if tn = 1, then m(X) I xn - 1. 
If char F = 0 or char F = q > 0 but q I n, then GCD(xn -
1, nXn-l) = 1, and so xn - 1 has distinct roots. Thus in this case 
tn = 1 implies that t is diagonalizable. 

(ii) If T is a set of diagonalizable linear transformations which commute 
with one another, then there is a basis for V over which all t E T have 
diagonal matrices simultaneously. 

Exercises 

5.7.1 Let G be a subgroup of GL(V) over the field F. 
(i) If t E End(V) commutes with every element of G, then ker t and 

1m tare G-invariant subspaces of V. 
(ii) If the only G-invariant subspaces are V and 0, and F is alge­

braically closed, then Z (G) consists of scalar matrices of the 
form (1. 

(iii) If char F = p =1= 0, then 1 is the only p-element in GL(V) which 
is a scalar. 

[Hint: In the second part, if z E Z(G), consider z - (1 where ( is 
an eigenvalue ( for z. For the third part use the fact that (X _l)PT = 
XpT - lover any field of characteristic p.] 

5.7.2 Let G be any group, and for each x E G define 

Cc(x) := {y E G I [x, y] E Z(G)}. 

Prove that Cc(x) is a subgroup of G and that y 1-+ [x, y] is a homo­
morphism from Cc(x) into Z(G) with kernel CG(x). In particular, 
Cc(x)/CG(x) is abelian. 
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5.7.3 Show that there is no field for which SL2 (F) contains a finite preim­
age G of A6 • [Hint: If char F #- 3 then every finite 3-subgroup of 
SL2(F) is cyclic, while if char F = 3 then the elements of order 2 lie 
in the centre, and so G would have an element of order 12.] 

5.7.4 Show that there is no field for which SL3(F) contains a finite 
preimage G of A7 . 

We define >'(k) to be the smallest positive integer d for which there exists 
a field F such that GLd(F) contains a finite preimage G of Ak. Simple 
arguments show that >'(k) ::; k -1 for all k :2: 2, and that >'(2) = >'(3) = 1 
and >'(4) = >'(5) = 2. Obviously there is no restriction in assuming that 
F is algebraically closed. Our object is to obtain a general lower bound on 
>.( k). 

Theorem 5.7 A. For all k :2: 2, >'(k) :2: (2k - 4)/3. 

A major part of the proof of this theorem is the proof of the following 
lemma. 

Lemma 5.7D. Let k :2: 5, and let d = >'(k). Then there exists an 
algebraically closed field F and a finite subgroup G of SLd(F) such that: 

(i) G is irreducible as a linear group; 
(ii) Z(G) is a group of scalars (1 (with ( E F) and its order divides d; 

(iii) if char F = p > 0, then p lIZ(G)I; 
(iv) G/Z(G) ~ A k • 

PROOF. The definition of d shows that there exists an algebraically closed 
field F such that GLd(F) contains a finite preimage G of A k . We choose 
F and G so that G has smallest possible order; let K be the kernel of 
this preimage. Note that G must be a minimal preimage of Ak and hence 
G' = G because k :2: 5. Since det(x-1y-1xy) = 1 for all x, y E G, this 
shows that G ::; SLd(F). 

Let V = Fd denote the underlying vector space. Since GL(V) ~ 
GLd(F), we can identify G with its image in GL(V). We shall now show 
that G satisfies the conditions (i)-(iv). 

(i) Suppose that W is a G-invariant subspace. Then G stabilizes the 
subgroup chain V :2 W :2 ° of (V, + ). Since G does not act trivially on 
V, Lemma 5.7B (ii) shows that G does not act trivially on both Wand 
V/W, and so, by Lemma 5.5A (iii) and the choice of G, must act faithfully 
on one of these. Now the minimality of d shows that either W or V /W has 
dimension d, and so W = ° or V. This proves (i). 

(ii) Since G acts irreducibly on V, Exercise 5.7.1 shows that Z(G) is a 
group of scalars. Thus Z( G) ::; {(1 I (d = 1} because G ::; SLd(F). In 
particular, IZ(G)I divides d. 

(iii) Suppose that char F = p > 0, and let P be a Sylow p-subgroup of 
K. Since P acts on the locally finite p-group (V, +) as a group of automor-
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phisms, Lemma 5.7 A shows that W := fixv (P) =1= O. Since P is the unique 
Sylow p-subgroup of K by Lemma 5.5A (ii), therefore P <l G. Hence W is 
a G-invariant subspace, and so W = V by the irreducibility of G. Hence 
fixv(P) = V, and so P = 1. This shows that p I IKI. Since Z(G) :c:: K, 
(iii) follows. 

(iv) We have to show that K = Z(G). Suppose that this is false. Since 
K is nilpotent by Lemma 5.5A (ii), there exists a subgroup M of K 
such that M/Z(G) is a minimal normal subgroup of G/Z(G) contained 
in Z (K / Z ( G)). Then M / Z (G) is an elementary abelian group of order qT, 
say, for some prime q. We claim that r :c:: d. 

First, if M :c:: Z(K), then M is abelian and, as we saw in the proof of 
(iii) above, the order of K is relatively prime to the characteristic of F if 
the latter is nonzero. Since F is algebraically closed and M is abelian, we 
can find a basis of V over which all elements of M correspond to diagonal 
matrices by Lemma 5.7C (ii). Each finite subgroup of the multiplicative 
group of any field is cyclic (see, for example Lang (1993) IV §1), so we 
have an embedding of M into a direct product of (at most) d cyclic groups. 
Hence M itself is generated by at most d elements, and so the same is true 
for the homomorphic image M / Z ( G). Hence r :c:: d in this case. 

Second, if M is not contained in Z(K), then M n Z(K) = Z(G) by the 
minimality of M. Choose elements Xl, ... , Xm from M to form an F-basis 
of the subspace of End(V) spanned by M (so m :c:: d2 ). The elements of 
this basis lie in different cosets of Z (G) because Z (G) consists of scalars; we 
shall show that in fact they form a set of coset representatives for Z (G) in 
M. Indeed, if this were not true then we could choose y E M such that no 
Xi lies in the coset Z(G)y. Then y = 2:= AiXi for some unique Ai E F, and 
so 1 = 2:= Aixiy-I. Since xiy-I does not lie in Z(G), it is not contained in 
Z(K) and so we can choose Zi E K which does not commute with xiy-I. 
Since M / Z (G) :c:: Z (K / Z ( G)) and Z (G) consists of scalars, this shows that 
there exist (ij E F such that 

[XiY-I, Zj] = (ijl and (ii =1= 1 for i, j = 1, ... ,m. 

Thus, for each j, we have 

1 -11 '"""' \ -1 -1 '"""' \ /" -1 = Zj Zj = ~ AiZj XiY Zj = ~ Ai"ijXiY . 

The linear independence of the Xi now shows that Aj(jj = Aj for each 
j, and so Aj = 0 because (jj =1= 1. This implies y = 0, and we have a 
contradiction. Hence Xl, ... ,Xm is a set of coset representatives for Z(G) 
in M and so 

which shows that r :c:: d in this case as well. 
Thus we have shown that M / Z (G) is a vector space of dimension :c:: d 

over the field with q elements. Since the kernel of G acting on this space (by 
conjugation) contains M, Lemma 5.5A (iii) and the minimality of IGI in 
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the choice of G shows that G must act trivially on this space. Now, Lemma 
5.7B (ii) shows that G acts trivially on the Sylow q-subgroup of M, and so 
M :::; Z(G) contrary to hypothesis. This shows that Z(G) must be all of 
K as claimed. 0 

PROOF OF THEOREM 5.7 A. We proceed by induction on k. The cases 
where k :::; 7 are dealt with in Exercises 5.7.3 and 5.7.4, so suppose k ::::: 8. 
Let d := >'(k), and let G :::; SLd(F) be a group satisfying the conditions 
(i)-(iv) of Lemma 5.7D for a suitable field F. Since k ::::: 8, we have d ::::: 4 
by Exercise 5.7.4. Let ¢ denote a homomorphism of G onto A k , and choose 
x in a Sylow 3-subgroup of G such that ¢(x) = (123) E A k . With the 
notation of Exercise 5.7.2 

Cc(x)/Z(G) ~ CAk«123)) ~ (123)) x Ak - 3 

and Cc(x)/Ca(x) is abelian, so C := Ca(x) has a section isomorphic to 
the simple group Ak-3 (recall that k - 3 ::::: 5 because k ::::: 8). Let H be a 
minimal preimage of A k - 3 in C. 

Put V := Fd. If V = Vo ::::: VI ::::: V2 ••• ::::: Vr = 0 is any chain of 
C-invariant subspaces, then H must act nontrivially on at least one of the 
factor spaces Vi-dVi, since otherwise H would not act faithfully on V by 
Lemma 5.7B (ii). Thus, if we can prove that there exists a chain of C­
invariant subspaces in which successive quotient spaces all have dimension 
:::; d - 2, then induction shows that d - 2 ::::: {2(k - 3) - 4}/3 and hence 
d::::: (2k - 4)/3 as required. To complete the proof we consider two cases. 

First, suppose that char F -:f. 3. In this case x is diagonalizable. Since 
each eigenspace of x is C-invariant (Exercise 5.7.1), it is enough to show 
that x does not have an eigenspace of dimension d-l. Suppose the contrary; 
then x corresponds to a diagonal matrix of the form diag(a, (3, ... ,(3). 
Choose y E G such that ¢(y) = (12)(45) E Ak. Then the conjugate 
y-l xy of x has the form x2( because ¢(y-1xy) = ¢(X)2 and the ele­
ments of Z(G) are scalars. Thus the diagonal matrix for x is similar to 
diag(a2(, (32(, ... ,(32() and so the diagonal entries of the two matrices 
must match after possible reordering. Since d > 2, this can only happen if 
a = a 2 ( and (3 = (32(. Hence a = (-1 = (3, which is impossible because x 
does not lie in Z (G). Hence every eigenspace for x has dimension :::; d - 2 
and the proof is completed in this case. 

Second, suppose that char F = 3. In this case 3 1 [Z(G)[ by Lemma 
5.7D, and so x is an element of order 3 in G. Thus the minimal polynomial 
for x divides X3 - 1 = (X - 1)3 (compare with Exercise 5.7.1). Hence all 
the eigenvalues of x equal 1, and the blocks in the Jordan canonical form 
for x have one of the three forms: 

[ 1 1] [1 1 0] 
[1], 0 1 or ~ ~ ~ . 
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A simple calculation shows that the dimension of W := ker(x - 1) is equal 
to the number of Jordan blocks, and so is at least 2 (since d 2: 4) and at 
most d - 1. Since W is C-invariant the only case we have to consider is 
when dim W = d - 1, and this occurs only when x has one block of size 
2 and all other blocks of size 1. In this case we see that U := Im(x - 1) 
is a C-invariant subspace of dimension 1 contained in W, and so the chain 
V > W > U > 0 fulfills our requirements. 

Thus we have proved the induction step in all cases, and hence completed 
the proof of the theorem. 0 

5.8 Small Subgroups of Sn 

The following theorem is an application of some of the results obtained in 
this chapter to show that many interesting classes of groups always appear 
as small subgroups of Sn. 

Theorem 5.8A. Let C be a nonempty class of finite groups with the prop­
erty that whenever G E C then every subgroup and homomorphic image of 
G lies in C. (Briefly: C is closed under taking subgroups and homomorphic 
images.) Suppose that C does not contain every finite group. Then there 
exists c > 1 such that for all n 2: 1: 

(5.7) ifG::; Sn andG E C, then IGI::; cn- I . 

PROOF. Since C does not contain every finite group and is closed under 
taking isomorphisms and subgroups, there exists m such that Am rt C. 
Choose Co > 1 such that (5.7) holds with c = Co for all n ::; m. Now 
choose no 2: m such that (5.7) holds with c = Co whenever G is primitive 
and n 2: no. This is possible because the choice of m and the hypothesis on 
C ensures that G must be a proper primitive subgroup of Sn when n > no, 
and so Theorem 5.6B applies. Finally choose c 2: Co so that (5.7) holds for 
all n ::; no. We claim (5.7) now holds for all values of n. 

Indeed, (5.7) holds when G is primitive by the choice of c, and also for 
small values of n, so we can proceed by induction on n assuming that G 
is either imprimitive or intransitive. If G ::; Sn is imprimitive, then there 
exists din with 1 < d < n such that G can be embedded in a wreath 
product of the form H wr K where H ::; Sn/d is isomorphic to a subgroup 
of G and K ::; Sd is isomorphic to a factor group of G (Exercise 2.6.2). 
Thus the hypothesis on C together with the induction hypothesis implies 
that 

IGI ::; IHld IKI ::; c(n/d-I)dcd-I = cn- I 

as required. On the other hand, if G ::; Sn is intransitive, a similar argu­
ment shows that G can be embedded in a direct product H x K where 
H ::; Sd and K ::; Sn-d for some d with 1 ::; d::; n - 1, and Hand K are 
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homomorphic images of G. Then the hypothesis on C and the induction hy­
pothesis show that IGI :s; IHIIKI :s; ed-len-d-l < en-I, so the induction 
step is proved in this case too. This proves the theorem. 0 

Exercises 

5.8.1 Suppose that in addition to the hypothesis of the theorem, we assume 
that C is closed under taking direct products, and that C contains a 
nontrivial group. Show that in this case there exists e' > 1 such that, 
for infinitely many values of n, there exists G :s; Sn with G E C such 
that IGI ;::: (c')n-l. Hence there exists some e > 1 such that (5.7) 
holds for all n ;::: 1 and such that, for each e' with 1 < e' < e, there 
exists infinitely many n for which (5.7) fails to hold if c is replaced 
by C'. 

5.8.2 Show that every abelian subgroup of Sn has order at most en where 
e = 31/ 3 = 1.44225 ... and that this bound is reached whenever n is 
a multiple of 3. 

5.8.3 Find a similar bound for the nilpotent subgroups of Sn. 
5.8.4 Suppose that in addition to the hypothesis of the theorem we assume 

that C is closed under forming extensions (that is, if N <1 G with 
N E C and GIN E C, then G E C). Prove that there exist e ;::: 1 
such that (5.7) holds for all n ;::: 1, with the bound exact for infinitely 
many n. 

5.8.5 Prove that every subgroup G :s; Sn of odd order has its order bounded 
by 3(n-l)/2 and that this bound is exact whenever n is a power of 3. 
[Hint: If G is primitive, the point stabilizer Go. acts faithfully on a 
set of size (n - 1)/2 (see Theorem 4.4A (ii)).] 

In the special case where C is the class of solvable groups, we can make 
the conclusion of Theorem 5.8A more precise. 

Theorem 5.8B. Let e := 241/ 3 = 2.8845 .... Then, for every permuta­
tion group G of degree n, the product of the orders of the abelian factors 
in a composition series for G is at most en-I. In particular, the solvable 
subgroups of Sn have order at most cn- 1 . 

PROOF. We shall first prove the result in the special case where G is solv­
able. It is easy to check that the result is true for n :s; 4 (the bound is exact 
for n = 1 and n = 4), so we shall proceed by induction on n, and assume 
n > 4. We consider three cases. 

(i) If G is intransitive with an orbit of length d, say, with 1 :s; d < n, 
then G is isomorphic to a subgroup of Sd X Sn-d. Thus, by induction, 
IGI :s; ed-len-d-l < en-I. 

(ii) If G is imprimitive, then there exists din with 1 < d < nand 
m := nld such that G is isomorphic to a subgroup of the wreath product 
Sd wr Sm with the natural action of Sm. Then induction shows that IGI :s; 
(ed- 1 )mcm- 1 = en-I. 
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(iii) If G is primitive, then n = pk, say is a power of some prime p, G 
has an abelian socle of order pk, and G", is isomorphic to some subgroup 
of GLk(p) (see Theorem 4.6A). Hence 

IGI = pk IG",I ::; pk(pk _ 1)(pk _ p) ... (pk _ pk-I) < nk+l. 

Now 

(k + 1) log n = log pn log n/ logp ::; log 2n log n/ log 2. 

A simple calculus argument shows that the last expression is less than 
(n -1) log c whenever n 2:: 16; so nk+1 < cn - I for n 2:: 16 and the required 
bound is proved for these values of n. Direct verification shows that the 
latter inequality also holds for each prime power n = pk with 5 ::; n ::; 13 
except for n = 8. Finally, for n = 8, IGI ::; 8IGL3(2)1 = 1344 < c7 , and so 
the bound holds for all degrees. This completes the proof of the theorem 
in the special case where G is solvable. 

Now consider the case where G ::; Sn is a general permutation group 
of degree n. It is enough to consider the case where G is chosen so that 
the product of the orders of its abelian composition factors is as large as 
possible for a group of this degree while the order of G is as small as possible. 
We claim that in this case G is solvable. Indeed, if G is not solvable, then 
there exist normal subgroups Hand K of G such that: K ::; H, G / H is 
solvable, and H / K is a nonabelian chief factor of G (and hence a direct 
product of nonabelian simple groups). Let P / K be a nontrivial Sylow p­
subgroup of H/K. Then the Frattini argument (Exercise 1.4.14) shows 
that G = NH where N/K := NG/K(P/K). Now K ::; Nand N/K has 
a quotient N/(N n H) ~ G/H. Hence the product of the orders of the 
abelian composition factors of N is as great as the corresponding product 
for G while INI < IGI. Since this contradicts the choice of G, we conclude 
that G must be solvable. Thus the bounds for the special case apply in the 
general case, and the theorem is proved. D 

Exercises 

5.8.6 Show that the bound in the theorem above is attained for groups of 
degree 4k. 

5.8.7 Show that every solvable subgroup of Sn has its derived length £( G) 
bounded by lblognJ where b = 5/(2 log 3) = 2.27559 ... , and that 
this bound is best possible whenever n is a power of 9. 

5.9 Notes 

• Theorem 5.1A and Exercises 5.1.4-6: It is shown in Landau (1909) §61 
that log hn is asymptotic to yin log n as n -+ 00. See also Nicolas (1967), 
Miller (1987) and Massias et al. (1989). 

• Theorem 5.1B: See Babai and Seress (1987). 
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• Theorems 5.2A and 5.2B: See Liebeck (1983b) and Jordan (1870) 68-75. 
• Exercise 5.2.8: See also Sect. 8.5. 
• Lemmas 5.3A and 5.3B: See Babai (1980) and (1981). 
• Theorem 5.3A: See Babai (1981). 
• Theorem 5.4A and Lemma 5.4B: See Bochert (1897). 
• Exercise 5.4.3: Known to Jordan. See also Babai and Seress (1987). 
• Sect. 5.5: This section is based on Wielandt (1934). Theorem 5.5B gives 

a logarithmic bound on the degree of transitivity of a finite permutation 
group; this was the original aim of Wielandt (1934). All significantly 
better bounds on degree of transitivity use (directly or indirectly) the 
classification of finite simple groups; see Sect. 7.3. 

• Lemma 5.6A and Exercise 5.6.2: See Babai and Erdos (1982). 
• Lemma 5.6B, Lemma 5.6C and Theorem 5.6A: See Pyber (1993a) and 

(1995) which are based on Babai (1982). Babai gives a weaker version of 
Theorem 5.6B. For related results see Pyber (1993b). 

Wielandt (1969) proves that the order of a simply primitive group of 
degree n is at most 24n. Praeger and Saxl (1980) improved this bound 
to 4n , and showed that it holds for all proper primitive groups of degree 
n. (The proof, however, is very computational, and not all the details 
are spelled out.) The Wielandt-Praeger-Saxl bound is useful because 
it is nontrivial even for relatively small values of n, in contrast to the 
asymptotically better bounds of Theorems 5.3A and 5.6A. For related 
bounds for transitive groups see Liebeck (1982) and (1984a). 

• Sect. 5.7: The whole object of this section is to prove the inequality of 
Theorem 5.7 A and so complete the proof of Theorem 5.5B. The bound 
which we obtain is not tight. Indeed, Lemma 5.7D shows that )"(k) is 
the minimal degree of a projective linear representation of A k , and using 
information about these representations [see Hoffman and Humphreys 
(1992)] it can be shown that )"(k) ;:: k - 2. 

• Theorem 5.8A: Using the Wielandt-Praeger-Saxl bound discussed above, 
Babai et al. (1982) proves that if k ;:: 6 and G ::.; Sn has no section 
isomorphic to A k , then IGI ::.; kn. 

• Exercise 5.8.5: See Alspach (1968) for a purely combinatorial proof. 
• Theorem 5.8B: See Dixon (1967) for the solvable case. See also Palfy 

(1982) . 



6 

The Mathieu Groups and Steiner 
Systems 

6.1 The Mathieu Groups 

The five Mathieu groups, M ll , M 12 , M22 , M 23 and M24 , are a truly re­
markable set of finite groups. These groups were first described in papers 
of Emile Mathieu (1861, 1873), and are the only finite 4- and 5-transitive 
groups which are not alternating or symmetric. Moreover, all five of the 
Mathieu groups are simple, and constitute the earliest known examples of 
sporadic simple groups (simple groups not belonging to an infinite family). 
The five Mathieu groups are all subgroups of M24 . In recent decades, M24 
has been used to construct exceptionally tight packings of spheres in ]R24 

which in turn have led to a number of further sporadic finite simple groups 
[see Thompson (1983)]. 

The group M12 is sharply 5-transitive of degree 12, which means that 
each 5-point stabilizer is the identity. The group Mll as a point sta­
bilizer of M 12 ; so Mll in turn is sharply 4-transitive on 11 points. 
Indeed the stabilizer of a point in Mll is a group, sometimes called 
M lO , which is isomorphic to A6 . 2. The group Mll also has an ex­
ceptional 3-transitive permutation action on 12 points with the point 
stabilizers isomorphic to PSL2(11). Thus PSL2(11) has both its natu­
ral 2-transitive action of degree 12 and an exceptional 2-transitive action 
of degree 11. 

The group M24 is 5-transitive of degree 24 with M23 as a one-point 
stabilizer and M22 as a two-point stabilizer; so these latter groups are 4-
and 3-transitive, respectively. The point stabilizers in M22 are isomorphic to 
PSL3(4) in its natural2-transitive action on the 21 points of the projective 
plane of order 4 (see Section 2.8). It so happens that we can partition the 
set n of points on which M24 acts into two sets of size 12, n = E U r, so 
that the setwise stabilizer (M24){~} induces the group M12 on each of the 
sets E and r. Moreover, if O! is a point of E, then the copy of Mll fixing O! 

in the action on E induces the 3-transitive action of M ll , mentioned above, 
on the complementary set r. The stabilizer in Mll of a point (3 E r is a 
copy of PSL2(11). 

177 
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The main objective of the present chapter is to construct these groups 
and their permutation actions. Our approach is concrete and constructive. 
We build, for each permutation action, an appropriate geometry preserved 
by the group where these geometries are nested inside one another in the 
same manner as the groups. Our strategy is to start with the smallest and 
build successively larger geometries and groups. Initially, the small Math­
ieu groups (Mll and M 12 ) are handled separately from the large Mathieu 
groups (M22' M 23 and M 24 ), but at the end we shall explain how M12 

is embedded inside M24 and identify the 3-transitive degree 12 action for 
MD. (This latter action is also constructed by different means in Example 
7.5.2.) However, the first step is to define and develop the type of geometry 
we use in these constructions. . 

Exercises 

6.1.1 Prove that the Mathieu groups are simple using the fact that 
P8L2 (11) and P8L3 (4) are both simple. [Hint: Use Theorem 7.2B 
on normal subgroups of multiply transitive groups.] 

6.1.2 Show that if G is transitive of prime degree p and IGI = p. m . k 
where m > 1, m == 1 mod p and k is a prime with k < p then 
G is simple. Hence, use the facts that IM23 1 = 23 . 40320 . 11 and 
IMlll = 11 . 144·5 to show that these groups are simple. 

6.2 Steiner Systems 

We have already seen examples of permutation groups as automorphism 
groups of a structure such as a graph, affine space or projective space 
(see Sections 2.3, 2.8). Here we define a general class of combinatorial ge­
ometries whose automorphism groups have turned out to yield interesting 
permutation groups. 

In an affine or projective space each pair of points is contained in a unique 
line; it is this "geometric" property which we seek to generalize. 

Definition. A Steiner system S = 8(0, B) is a finite set 0 of points 
together with a set B of subsets of 0 called blocks such that, for some 
integers k and t, each block in B has size k, and each subset of 0 of size t 
lies in exactly one block from B. 

We call 8 an 8(t, k, v) Steiner system where v := 101. The parameters 
are assumed to satisfy t < k < v to eliminate trivial examples. 

It is important that this use of the term "block" should not be confused 
with the earlier use in reference to imprimitive groups. The terminology is 
too well established to change, but confusion will be minimized in our case 
since the groups dealt with in this chapter will be multiply transitive, so 
blocks of imprimitivity will not arise. 
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An automorphism of a Steiner system 8(n, B) is a permutation of n 
which permutes the blocks among themselves. Many interesting permuta­
tion groups, not least the Mathieu groups, arise as automorphism groups 
of Steiner systems. This gives a means of constructing the groups as well as 
a concrete tool to study the structure of the groups. The study of Steiner 
systems and other combinatorial geometries is a lively area of combina­
torics quite apart from its role in permutation groups. See, for example, 
Cameron and van Lint (1991), Hughes and Piper (1985), Beth et al. (1993). 
The following examples give some idea of the ways in which automorphism 

groups of Steiner systems arise. The affine and projective groups were in­
troduced in Section 2.8 and the other groups mentioned in the examples 
are discussed later in Section 7.7. 

EXAMPLE 6.2.1. (Affine space as a Steiner system) Take n to be the vector 
space of dimension d over the field IF q for some prime power q. Take the 
set B of blocks to be the affine lines of the space, that is, the translates of 
I-dimensional subspaces. Then there are v = qd points in the space and 
each block has k = q points on it. Any two distinct points are joined by 
a unique line so lie together in just one block. Thus we have an 8(2, q, qd) 
Steiner system. The group AfLd(q) (see Section 2.8) is the automorphism 
group of this Steiner system. 

EXAMPLE 6.2.2. (Projective space as a Steiner system) Take n to be the 
set of I-dimensional subspaces of a vector space of dimension d + 1 over 
the field IF q for some prime power q. Take the 2-dimensional subspaces as 
the set B of blocks. Then there are v = (qd+l - 1)/(q - 1) points and 
each block contains exactly k = q + 1 points. Two points correspond to 
two I-dimensional subspaces, so together they span a single 2-dimensional 
subspace. Thus every pair of distinct points lies in a unique block. Hence 
the projective space of dimension d is an example of an 8(2, q + 1, v) Steiner 
system where v = (qd+l - 1)/(q - 1). The group PfLd+l(q) (see Section 
2.8) is the automorphism group of this Steiner system. 

EXAMPLE 6.2.3. In any affine space three distinct points define a plane 
unless they are collinear. If the field of scalars is IF 2 then three points cannot 
be collinear since lines contain only two points. Therefore the points and 
planes of AGd (2) form an 8(3,4, 2d ) Steiner system with the 3-transitive 
automorphism group AGLd(2). 

EXAMPLE 6.2.4. An inversive plane is an 8(3, m + 1, m 2 + 1) Steiner 
system. For each prime power q there is a classical example of an inversive 
plane with m = q on which PGL2 (q) acts as an automorphism group. If 
s is odd there is also an inversive plane, with m = 28 , having the Suzuki 
group 8z(28 ) as a simple 2-transitive automorphism group. See Sect. 7.7 
for further details. 
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EXAMPLE. 6.2.5 A unital is an 8(2, m + 1, m 3 + 1) Steiner system. If m 
is an odd prime -power then there is a classical unital with 2-transitive 
automorphism group PGU3(m). For each odd s there is also a unital with 
m = 38 which admits the Ree group R(38 ) as a simple 2-transitive group 
of automorphisms. See Sect. 7.7 for further details. 

EXAMPLE. 6.2.6 The previous examples form infinite families. There are 
also many examples of Steiner systems which occur in isolation or form 
part of a small finite collection. For example, there are (up to isomorphism) 
16 8(2,4,25) Steiner systems with non-trivial automorphism groups [see 
Kramer, Magliveras and Mathon (1989)]. See also Exercise 6.2.5. 

The basic parameters of a Steiner system are the numbers v, k, t and the 
number b := 1131 of blocks. Given any point 0, we can count the number 
of blocks containing 0 as follows. We can choose t - 1 further points from 
o in (~=:) ways, and so this is the number of t-subsets which contain 

o. Similarly, any block (of size k) which contains 0 has (~=D t-subsets 
containing o. Since each t-subset lies in a unique block, we conclude that 
there are exactly r := (~=D / (tD blocks containing 0; in particular, r is 
independent of the point o. A similar argument shows that more generally, 
if 1 ::; i ::; t, then the number Ai of blocks which contain a specified i-subset 
of points is independent of the subset chosen and is given by 

G=D (v - i)(v - i-I) ... (v - t + 1) 
Ai = (k-~) = (k _ i)(k _ i-I) ... (k _ t + 1) for i = 1, ... , t. 

t-t 

In the proof of the next theorem we shall need the concept of an inci­
dence matrix for a Steiner system 8(0, B). This is a matrix whose rows 
are indexed by the set 0 and whose columns are indexed by 13 (in some 
ordering), and whose (0, B)-th entry is 1 if 0 E Band 0 otherwise. 

Theorem 6.2A. Let 8 be an 8(t, k, v) 8teiner system with b blocks such 
that each point lies in exactly r blocks. Then: 

(i) bk = vr; 
.. (v-1)(v-2) .. ·(v-t+1) 

(11) r = ; (k - l)(k - 2) ... (k - t + 1) 
(iii) (Fisher's inequality) v ::; band k ::; r. 

PROOF. (i) We count, in two ways, the number m of pairs (0, B) such that 
the point 0 is contained in the block B. There are b choices for B and then 
k choices for a point inside; thus m = bk. On the other hand, there are v 
ways to choose 0 and then r choices for a block containing 0; thus m = vr. 
This proves (i) 

(ii) This follows at once from the calculations above (r = AI). 
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(iii) This part requires a more sophisticated argument. Let A be the 
incidence matrix for 8. Then the definition of Steiner system implies that 

The determinant of the v x v matrix AAT is (v + r - l)(r - 1)v-l (see 
Exercise 6.2.2 below), and this is nonzero because r 2: 2. Thus the v x b 
matrix A must have rank v. Therefore v .-:::; b, and then (i) shows that 
k.-:::; r. D 

It follows from this theorem that we can calculate band r from v, k 
and t, and this explains why these parameters are not mentioned in our 
notation 8(t, k, v). The theorem also shows that there are restrictions on 
the triples which can appear as the parameters of a Steiner system; more 
generally, v, k and t must be such that each of the expressions for Ai is an 
integer. There seems to be no simple necessary and sufficient condition to 
characterize the triples (v, k, t) for which a Steiner system exists. 

Exercises 

6.2.1 Show that the parameters of an 8(t, k, v) Steiner system satisfy v 2: 
(t + l)(k - t + 1). 

6.2.2 Show that an n x n matrix of the form 

r
a1 + c al .. . 

a2 a2 + c .. . 
· . . · . . · . . 

an an . . . 

has determinant cn-1(c + al + ... + an). 
6.2.3 Prove the following properties of a Steiner system with parameters 

(2, k, v): 
(i) If b > v then v 2: k2 . 

(ii) The following are equivalent: (a) v = k 2 ; (b) r = k + 1; (c) 
b = k(k + 1); (d) if a is a point not in a block B, then there is 
a unique block which contains a and does not intersect B. 

(iii) In the situation of part (ii), the blocks can be partitioned into 
k + 1 "parallel classes" each consisting of k blocks such that the 
blocks in a given parallel class are disjoint. (A Steiner system 
with this property is called an affine plane.) 

6.2.4 An 8(2, n + 1, n 2 + n + 1) Steiner system is called a projective plane 
of order n. 

(i) Suppose that P is a projective plane of order n, and L is a block. 
Show that if L and all the points on it are removed, then the 
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resulting system of points and blocks is an affine plane (as in 
Exercise 6.2.3). 

(ii) Conversly, suppose that A is an affine plane of order n. Show 
that there is a projective plane P of order n and a block L of 
P such that the removal of L and all its points from P leaves 
A. Moreover, any two projective planes with this property are 
isomorphic. 

(iii) Show that in a projective plane any two blocks meet in a unique 
point. 

We are concerned here with Steiner systems as geometries on which per­
mutation groups can act. An automorphism group of a Steiner system acts 
on both the points and the blocks. These two actions are linked in subtle 
ways as shown in the following theorem. 

Theorem 6.2B. Let 8 = 8(0,8) be a Steiner system and suppose that 
G is a group of automorphisms of 8. Then: 
(i) G has at least as many orbits on 8 as on O. 

(ii) If G acts transitively on both 8 and on 0, then the rank of G acting 
on 8 is at least as great as the rank of G acting on O. 

Remark. Part (i) applied with G = 1 gives Fisher's Inequality (Theorem 
6.2A(iii)) . 

PROOF. (i) Suppose that 0 1 , O2,,,,, Os are the orbits of G on 0, and set 
ni := 10il. Similarly, let 8 1,82 , ... , 8 t denote the orbits of G on 8. We 
have to show that s :::: t. 

Since we are working with orbits, it makes sense to define Cik as the 
number of points in Oi which lie in any given block in 8 k , and to define 
dki as the number of blocks in 8k which contain a given point of Oi (i = 

1, ... , sand k = 1, ... , t). The point is, these numbers are independent of 
the particular block or the particular point chosen. 

Fix i and j and consider the set 

T:= {(o:,B,,6) E Oi x 8 x OJ 10:,,6 E B}. 

We count the number of elements of T in two ways. If we first pick ,6 E OJ, 
and then B E 8k with ,6 E B, and finally 0: E Oi n B, then this gives 

ITI = L njdkjCiko 

k 

Alternatively, if we first pick 0: E Oi and,6 E OJ, and then choose the block 
B containing these points, then (using the definition of Ai given above) we 
obtain 

if i = j 
if i i= j 
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Equating these two expressions for ITI and dividing through by nj shows 
that 

'" . d . _ { (ni - I)A2 + Al if i = j 
~ Cik kJ - A . f . ...J. • • k ni2 l~rJ 

Defining the matrices C := [Cik] and D := [dkj] , this last set ofrelations 
can be written: 

[ 

(n1 - I)A2 + Al 
n2 A2 

CD= . 

ns A2 

n1
A

2 1 n2 A2 

(ns - I)A2 +1 A 

Now Exercise 6.2.2 shows that det(CD) = (AI - A2)8-1(A1 - A2 + VA2) 
because E ni = v. Thus CD is nonsingular and so the s x t matrix C has 
rank s; hence s ::; t as required. 

(ii) Fix a E nand B E B, and let m be the number of orbits of G acting 
on n x B. Then by the transitivity of G on nand B, m is equal to both 
the number of orbits of Go on B and to the number of orbits of G {B} on n. 
Now the rank of G acting on n equals the number of orbits of Go acting 
on n, and hence is at most m by part (i). On the other hand the rank of 
G acting on B is equal to the number of orbits of G{B} acting on B, and 
again part (i) shows that this is at least m. This proves (ii). 0 

Exercises 

6.2.5 Show that if an S(2, 4, 25) Steiner system has an automorphism of 
prime order p then p = 2, 3, 5 or 7. The number of fixed points of 
such an automorphism is: 1 or 5 if p = 2; 1 or 4 if p = 3; 0 if p = 5; 
and 4 if p = 7. 

6.2.6 Consider an Set, k, v) Steiner system and let B = {ar, ... , ad be 
a block. For 0 ::; j ::; i ::; k, let /Lij denote the number of blocks B' 
for which B' n {a1,"" ail = {a1,"" aj}' For example, with the 
usual notation, /Loo = band /L11 = r. The numbers /Lij form what is 
called the intersection triangle of the system. 

(i) Prove that /Lii = (~::::D/(~.::::D and that /Lij = /Li-1,j -/Li,j-1 for 
all j < i. 

(ii) Writing the intersection triangle in the form 

/Loo 
/L1O /L11 

/L20 /L21 /L22 
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the triangle for an 8(5,6,12) Steiner system is 

132 
66 66 

30 36 30 
12 18 18 12 

4 8 10 8 4 
1 3 5 5 3 1 

1 0 3 2 3 0 1 

Use this triangle to show that in such a Steiner system the com­
plement of a block is also a block. (In Section 6.4 we shall show 
that there is a unique Steiner system with these parameters.) 

(iii) Construct the intersection triangle for the 8(5, 8, 24) Steiner sys­
tem and use it to show that two blocks of this Steiner system 
cannot intersect in exactly 1 or 3 points. 

6.2.7 The intersection triangle of the previous problem can be extended 
to any set X = {al, ... , am} of points in the Steiner system with 
m > k if we know the values of !-tii for i :::; m. Consider an 8(3, 4, 10) 
Steiner system. Construct the intersection triangle corresponding to a 
set X of five points containing no block. Use the intersection triangle 
to show that the complement of X also fails to contain a complete 
block. 

Suppose that 8 = 8(0, B) is an 8(t, k, v) Steiner system. For any point a 
of 8, we can form a new Steiner system 8a = 8(0', B'} where 0' := 0\ {a} 
and B' := {B \ {a} I B E B and a E B}. The Steiner system 8a is called 
the contraction of 8 at a and is an 8(t - 1, k - 1, v-I) Steiner system. 
The contraction 8a is also sometimes called the derived or restricted Steiner 
system. This formation of the contraction of a Steiner system is a basic tool 
which we shall use frequently in this chapter; it is analogous to working 
with a point stabilizer in a group. We shall also speak of 8 as being an 
extension of 8a . While contraction of a Steiner system is always possible, 
it is rare to find an extension of a given Steiner system. In order to extend 
an 8(t, k, v) Steiner system 8, a new set of blocks each with k + 1 points 
must be found. The new set of blocks must have the property that any set 
of t + 1 points of 8 not contained in a block of 8 is in exactly one new 
block. In this chapter construction of extensions of Steiner systems is a 
major theme, but you should note that the sequences of extensions which 
we build here are highly exceptional. 

The following exercises develop some basic ideas used repeatedly in later 
sections. 

Exercises 

6.2.8 An inversive plane was defined in Example 6.2.4 as an 8(3, m + 
1, m2 + 1) Steiner system. Show that the contraction of an inversive 
plane is an affine plane (as defined in Exercise 6.2.3). 
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6.2.9 Suppose that G is an automorphism group of a Steiner system 8 
and that a is a point of 8. Show that G a is an automorphism group 
of the contraction 8 a . 

6.2.10 Suppose that a Steiner system 8 has an extension 8* obtained by 
adding the point a and the new set S of blocks. Show that a group 
H of automorphisms of 8 is also a group of automorphisms of 8* if 
and only if H leaves S invariant in its induced action on the subsets 
of the points of 8. 

6.2.11 Let 8 be an 8(t, k, v) Steiner system and 8* be an extension of 8 ob­
tained by adding a new point a to each of the blocks of 8 and adding 
some new set S of blocks. Suppose that 8 is determined uniquely 
(up to isomorphism) by its parameters and that any two possible 
choices for the set S are conjugate under some automorphism of 
8. Prove that Aut (8*) is transitive on the points of 8*, and that 
Aut(8*)a (as a permutation group acting on the points of 8) is the 
largest subgroup of Aut(8) which leaves the set S invariant. 

6.3 The Extension of AG2 (3) 

The Mathieu groups will be constructed by building Steiner systems 
which have the required groups as their automorphism groups. The first 
Steiner system to look at is the affine geometry AG2 (3). We have al­
ready seen in Example 6.2.1 that, with lines as blocks, this geometry is 
an 8(2,3,9) Steiner system. In fact, we shall see that this Steiner sys­
tem can be extended three times to produce systems with parameters 
8(3,4,10),8(4,5,11) and 8(5, 6,12) with the small Mathieu groups as the 
corresponding automorphism groups. The new blocks to be added at each 
stage will be subsets of the affine plane AG2 (3), so we shall begin with a 
detailed study of the geometry of this finite plane. 

The affine plane AG2 (3) is the set of nine points in the 2-dimensional 
vector space over the field lF3 = {O, 1, 2}. To simplify notation we shall 
write ij in place of (i, j) (i, j E {O, 1, 2}) for the elements of AG2 (3). Each 
of the 12 lines of AG2 (3) contains exactly three points, and every pair of 
points lies on a unique line. We can partition these 12 lines into four classes, 
each consisting of three parallel lines, namely: 

Exercises 

000102 
10 11 12 
2021 22 

001020 
0111 21 
02 12 22 

001122 
011220 
02 1021 

00 1221 
0110 22 
02 11 20 

6.3.1 Show that in AG2 (3) there are: (i) 72 triangles, (ii) 54 quadrangles 
(sets of four points with no three collinear), (iii) 4 triangles in each 
quadrangle, and (iv) 3 quadrangles containing a given triangle. 
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6.3.2 Show that the automorphism group of AG2 (3) induces 84 on the set 
of 4 parallel classes. 

6.3.3 Show that every set of five points in AG2 (3) contains at least one 
quadrangle. 

Theorem 6.3A. Up to isomorphism, AG2 (3) is the unique 8(2,3,9) 
Steiner system. 

PROOF. Consider any 8(2,3,9) Steiner system 8. In anticipation of the 
result, we shall refer to its blocks as "lines". We have seen (Exercise 6.2.3 
with k = 3) that the lines of 8 can be partitioned into 4 parallel classes. 
Pick one parallel class and write down its lines as three rows. Rearrange the 
points in the rows so that the columns form the lines of a second parallel 
class. Finally, by perhaps interchanging the last two rows we can assume 
that the diagonal points also form a line of 8. Thus we can assume that 
seven of the 12 lines of 8 can be displayed as in Fig. 6.1. There are five 
more lines needed to complete the Steiner system. However, taking any 
two points not already joined by a line, there is exactly one way to choose 
the third point on this line. Therefore, there is a unique 8(2,3,9) Steiner 
~~m. D 

We want to extend AG2 (3) to an 8(3,4,10) Steiner system (to be called 
W lO ) by adding a new point a and defining appropriate new blocks. The 
Steiner system WlO will have b = 30 blocks, r = 12 blocks containing each 
point, and each triple of points will be contained in a unique block. As 
discussed in the last section, the blocks of WlO containing a will have the 
form Au { a} where A is a line of AG2 (3). These twelve blocks Au { a} cover 
all triples which include a as well as all collinear triples of points of AG2 (3). 
The remaining blocks must cover the triangles of AG2 (3) once each. The 
required blocks of WlO consist of all sets of four points from AG2 (3) of 
which no three are collinear (since the collinear triples are already in the 
blocks Au {a} ). Thus we are looking for a set of 18 = 30 - 12 quadrangles 
to cover the 72 triangles of AG2 (3) once each. We shall show that there are 
exactly three such sets of 18 quadrangles and these three sets partition the 
set of all 54 quadrangles of AG2 (3). 

e--e--e 

1"'1 1 e--e--e 

1 1"'1 e--e-e 

FIGURE 6.1. 
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We need to make a careful study of the quadrangles of AG2 (3). Since 
the automorphism group of AG2 (3) is transitive on quadrangles (Ex­
ercise 2.8.11), it is sufficient to look at one particular quadrangle, say 
{DO, 01,10, 11}. For each quadrangle 3 there are six lines joining its four 
points in pairs; we call these the lines of the quadrangle. Since each line of 
AG2 (3) lies in one of the four parallel classes, we see that to each quadran­
gle 3 we can associate a pair {x, y} of parallel classes such that these are 
the classes that each contain two of the six lines of 3. We shall say that 3 
has type {x, y}. 

Exercise 

6.3.4 Consider any quadrilateral 3 of AG2 (3). 
(i) Show that there is a unique point 8 outside of 3 which lies on 

two distinct lines of 3. (This point is called the diagonal point 
of the quadrilateral.) 

(ii) Show that there is a unique quadrilateral 3* disjoint from 3 and 
that 3 and 3* have the same diagonal point. 

(iii) If the parallel classes of AG2 (3) are a, b, c, d and 3 has type 
{a, b}, show that 3* has type {c, d}. 

(iv) If 3 is a quadrangle of type {a, b}, and, is a point outside 3 
such that the only quadrangles contained in 3 U {,} are of type 
{ a, b} or {c, d}, show that, is the diagonal point of 3. 

The set {a, b, c, d} of four parallel classes of AG2 (3) can be partitioned 
in three different ways into a pair of 2-subsets, namely: ab I cd, ac I bd 
and ad I bc. Taking the partition ab I cd as an example we can form the 
set Sl of all quadrangles of AG2 (3) which either have type {a, b} or type 
{ c, d}. This gives three sets of quadrangles (which we denote Sl, S2 and 
S3), one for each partition, and each quadrangle belongs to exactly one of 
these sets. Since the automorphism group of AG2 (3) acts like 84 on the set 
of parallel classes (see Exercise 6.3.2), each of these sets contains 18 of the 
54 quadrangles of AG2 (3). 

Theorem 6.3B. Each set S = Si(i = 1,2,3) has the property: 

(6.1) each triangle of AG2 (3) is in a unique quadrangle from S. 

Conversely, these are the only sets of 18 quadrangles with this property. 

PROOF. We first show that each Si has the property (6.1). By symmetry it 
is enough to consider the case where Si corresponds to the partition ab I cd. 
Consider any triangle T. The three sides of T are in different parallel classes 
and so one parallel class, say d, is not represented. When T is completed to 
a quadrangle by adding a point 7r, the three lines through 7r will all lie in 
different parallel classes. Thus the class d cannot be represented twice by 
the lines of this quadrangle, and so T is not contained in any quadrangle 
of type {c, d}. On the other hand, there is a unique quadrangle of type 
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{a, b} containing T. Indeed we can enumerate the vertices of T as p, a and 
7, say, where the line through p and a is in class a, and the line through 
p and 7 is in class b. Then the (unique) line of class a through 7 and the 
line of class b through a intersect at a point 7l', and 2 := {a, p, 7, 7l'} is the 
unique quadrilateral of type {a, b} containing T. As we noted above, no 
quadrangle containing T has type {c, d}, so 2 is the unique quadrilateral 
in Si which contains T. This proves that the sets Si have property (6.1). 

To prove the converse, let S be a set of 18 quadrangles satisfying (6.1). 
For each set {a, p} of distinct points we define Q( a, 7) to be the set of 
all quadrangles in AG2 (3) which contain these points. In particular, we 
can enumerate the nine quadrangles in Q(OO,01) (by their two additional 
points) as follows: 

21 : 10,11; 22 : 10,12; 23 : 10,21; 24 : 11,12; 25 : 11,20; 

26 : 12,22; 27 : 20,21; 28 : 20,22; 29 : 21,22. 

Since there are six triangles which contain the points 00 and 01 and each 
quadrangle contains four triangles, condition (6.1) shows that S must 
contain exactly three of these quadrangles. It is now straightforward to 
see that this leaves only three possibilities for S n Q(OO,Ol), namely: 
{21' 2 6, 27}, {22' 2 5, 2 9} or {23, 2 4, 28}' Moreover, in each of these cases, 
S n Q(OO, 01) ~ Si for some i (1 2: i 2: 3). Since AGL2(3) acts 2-
transitively on AG2 (3) and leaves the condition (6.1) invariant, this implies 
the following more general fact: For each set {a, p} of distinct points there 
exists i such that S n Q( a, p) ~ Si. It remains to show that i is independent 
of {a, p}. 

Now suppose that {a, p} and {a', p'} are both sets of distinct points with 
S n Q(a,p) ~ Si and S n Q(a',p') ~ Sil; we claim that i = i'. Indeed 
we can choose triangles T and T' such that {a, p} ~ T, {a', p'} ~ T' and 
IT n T'I = 2. Let 2 and 2' be the quadrangles in S containing T and T', 
respectively. Then 2 E Si and 2' E Si' while both these quadrangles are 
contained in S n Q(T n T') ~ Sj, say. Hence i = j = i' as required. 

This proves that S ~ Si for some i, and so the second part of the theorem 
is proved. D 

Corollary 6.3A. All Steiner systems which are one-point extensions of 
AG2 (3) are isomorphic. 

PROOF. It follows from the theorem that when we extend AG2 (3) by 
adding a point a, the 18 blocks which do not contain a can be chosen 
in just three different ways; namely, as one of the sets SI, S2 or S3. The 
automorphism group AGL2 (3) of AG2 (3) induces S4 on the set of 4 parallel 
classes (see Exercise 6.3.2), and hence induces S3 on the set of 3 partitions 
{ab I cd, ac I bd, ad I be}. ThusAGL2(3) acts transitively on {SI,S2,S3}, 
and so all the one-point extensions of AG2 (3) are isomorphic. D 



6.4. The Mathieu Groups Mll and M12 189 

Theorem 6.3C. Up to isomorphism, there is a unique 8(3,4, 10) 8teiner 
system which we shall denote by WlO • Its automorphism group Aut(WlO ) 

is 3-transitive on the set of points of WlO and has order 10 . 9 . 8 . 2. 

PROOF. Consider an 8(3,4,10) Steiner system W and a point a of W. 
When we contract W at a by removing a and all the blocks not containing 
it, we end up with an 8(2,3,9) Steiner system. By Theorem 6.3A, there 
is only one such geometry, namely AG2 (3). Hence by Corollary 6.3A, W is 
determined up to isomorphism and we shall denote it by W lO • 

If a and {3 are two points of W lO , then the contractions obtained by 
deleting a and {3, respectively, are isomorphic under a mapping ¢ which 
takes the blocks not containing a (a set Si of 18 quadrangles) to the blocks 
not containing {3. We can extend ¢ to all of WlO by mapping a to (3 to 
obtain an automorphism of WlO • This shows that Aut(WlO ) is transitive. 
Now the stabilizer of a point in Aut(WlO ) is isomorphic to the subgroup of 
AGL2(3) which fixes one of the sets Si, say Sl. This latter subgroup is just 
the stabilizer of the partition ab I cd of the four parallel classes, and so it is 
a subgroup of index 3 in AGL2(3). Since the order of AGL2(3) is 9·8·6, we 
have I (Aut (WlO )) '" I = 9·8·2 and IAut(WlO )I = 10·9·8·2. The stabilizer 
in AGL2(3) of the partition ab I cd is 2-transitive on the points of AG2(3) 
(Exercise 6.3.5 below), so Aut(WlO ) is 3-transitive as asserted. 0 

Exercise 

6.3.5 Let H be the stabilizer in AGL2(3) of the partition ab I cd. Show 
that the stabilizer H {a,b} in H of the pair {a, b} has index 2 and is 
sharply 2-transitive on the points of AG2 (3). [Hint: The group T of 
translations in AGL2(3) fixes all parallel classes.] 

The group Aut(WlO ) has a subgroup of index 2 which is called MlO 
(although, strictly, MlO is not a Mathieu group). The group MlO is a 
sharply 3-transitive group which is isomorphic to a proper subgroup of 
PGL2(9) containing P8L2(9). The point stabilizer (MlO )", is the stabilizer 
in AGL2(3) of all three sets Sl, S2, S3. The group MlO will appear later as 
the pointwise stabilizer in M12 of a pair of points. 

6.4 The Mathieu Groups Mll and M12 

In this section we shall extend the Steiner system WlO to an 8(4,5,11) 
Steiner system which we denote W ll , and then extend again to an 
8(5,6,12) Steiner system called W 12 . These Wi, as well as the Steiner 
systems associated with the large Mathieu groups, are called Witt geome­
tries. The methods used will build on the previous section but, in fact, all 
of the hard work has already been done there. 
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First assume that we have an 8(4, 5, 11) Steiner system Wand select two 
points a, {3 in W. Then the contractions of W at a and (3, respectively, are 
both 8(3,4,10) Steiner systems, so by Theorem 6.3C they are isomorphic, 
and each is an extension of AG2(3) of the sort constructed in Section 6.3. 
We may assume that the set of points in W is just the set of points in 
AG2 (3) together with a and {3. Then the blocks of W containing a and {3 
are of the following forms: Au {a, {3} where A is a line of AG2 (3); 3 U {a} 
where 3 is a quadrangle in 8 1 ; and 3 U {{3} where 3 is a quadrangle in 8 2 

(where 8 1 and 8 2 are sets of quadrangles of the type defined in the last 
section). 

It remains to describe the set of those blocks of W which contain neither 
a nor {3 (and so are contained in AG2 (3)). First recall that any set of five 
points in AG2 (3) contains a quadrangle (see Exercise 6.3.3), so each of the 
remaining blocks must contain a quadrangle from 8 3 . On the other hand, 
since each set of four points lies in exactly one block, none of these blocks 
contains a quadrangle from 8 1 or 8 2 , and so Exercise 6.3.4 (iv) shows that 
each of the blocks of W disjoint from {a, {3} has the form 3 U {8} where 
3 E 8 3 and 8 is the diagonal point of 3. 

Below we shall show how to reverse this argument to prove the existence 
of an 8(4,5,11) Steiner system. 

Theorem 6.4A. Up to isomorphism there is a unique 8(4,5,11) 8teiner 
system which we shall denote by W l1 , and write Ml1 := Aut(Wl1 ). The 
group Ml1 is sharply 4-transitive on the set of points of Wl1 and has order 
11 . 10 . 9 . 8. 

PROOF. We begin by constructing an 8(4,5,11) Steiner system W using 
the observations made above. Let n := AG2 (3) U {a, {3} (where a and (3 
are new points not in AG2 (3)) be the set of points of W. Define the set 8 
of blocks to consist of all sets of the form: 

(i) Au {a, {3} where A is a line of AG2 (3); 
(ii) 3 U {a} where 3 E 8 1 ; 

(iii) 3 U {{3} where 3 E 8 2 ; or 
(iv) 3 U {8} where 3 E 8 3 and 8 is the diagonal point of 3. 

In particular, there are exactly 18 blocks of each of the types (ii)-(iv), 
and 12 of type (i), so 181 = 66. 

We must show that 8 is a set of blocks for an 8(4,5,11) Steiner system; 
that is, that each set of four points from W lies in exactly one block. Since 
181 = e})/(~), it is enough to show that each set of four points is in at 
least one block. It is clear that any set of four points of W which includes 
a or (3 lies in a block from 8, and also that any quadrangle in AG2 (3) lies 
in a block. Thus it remains to show that when U is a set of four points in 
AG(3, 2) containing a line A, then U also lies in a block from 8 (necessarily 
of type (iv)). Without loss in generality, assume that 8 3 corresponds to the 
partition ab 1 cd and that A lies in parallel class a. If 7r is the point of U 
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not on A, then we choose p tf- U such that the line A' through 7f and p is 
in parallel class b; note that A' ~ U u {p}. Finally, let 8 be the intersection 
of A and A' and let 3 be the complement of {8} in U U {p}. Then 3 is a 
quadrangle of type {c, d} with diagonal point 'Y, and so U U {8} = 3 U {'Y } 
is a block of type (iv) containing U. Thus W = 8(n, E) is an 8(4,5,11) 
Steiner system as asserted. 

The uniqueness of an 8(4,5, 11) Steiner system and the transitivity of its 
automorphism group now follows as in the proof of Theorem 6.3C and Ex­
ercise 6.2.10. We call this Steiner system Wll and define Ml1 := Aut(Wll ). 
Finally the subgroup (Ml1 )a,6 leaves invariant each of the sets Sl and S2, 
and hence also S3' Thus (Ml1 )a,6 has index 6 in AGL2 (3) and so has order 
9 . 8 and is sharply 2-transitive (Exercise 6.3.4). Therefore Ml1 is sharply 
4-transitive with order 11 . 10 . 9 . 8. D 

So far we have constructed two successive extensions of the affine plane 
AG2 (3). We can make one more extension by adding a further point. Before 
constructing this system we examine what properties it must have. 

Our analysis of AG2(3) told us that there are three sets Sl, S2, S3 of 
quadrangles each of which covers the triangles of AG2 (3) exactly once. For 
each of the sets Si, we construct the set Ci consisting of subsets of AG2 (3) 
of the form 3 U {8} where 3 E Si and 8 is the diagonal point of 3. Now 
suppose that W is an 8(5,6,12) Steiner system containing points a, (3 and 
'Y. Since an 8(4,5,11) Steiner system is unique up to isomorphism, each 
of the one-point contractions of W by a, (3 and 'Y, respectively, can be 
constructed as in Theorem 6.4A using the sets Si and Ci. Thus, we can 
assume that the set n of points of W is AG2 (3) U {a, {3, 'Y}, and that the 
blocks which contain at least one of a, {3 and 'Y have the form: 

(i) Au {a, {3, 'Y} where A is a line of AG2 (3); 
(ii) 3 U {,8, 'Y} where 3 is a quadrangle in S1; 

(iii) 3 U {a, 'Y} where 3 is a quadrangle in S2; 
(iv) 3 U {a, ,8} where 3 is a quadrangle in S3; 
(v) R U {a} where R is in C1 ; 

(vi) R U {,8} where R is in C2 ; or 
(vii) R U h} where R is in C3 . 

The blocks disjoint from {a,,8, 'Y} cannot contain any of the five element 
subsets in the Ci , and so do not contain a quadrangle with its diagonal 
point. A simple argument shows that this means that all blocks disjoint 
from {a, ,8, 'Y} are of the form: 

(viii) a union of two distinct parallel lines in AG2 (3). 

We note that there are 12 sets listed in (i), 18 of each of the types (ii)­
(vii), and 12 of type (viii). Thus the set E of all these blocks has size 
lEI = 132. 
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Theorem 6.3B. Up to isomorphism, there is a unique 8(5,6,12) 8teiner 
system which we call W 12 . The automorphism group M12 := Aut(W12 ) has 
order 12 . 11 . 10 . 9 . 8 and is sharply 5-transitive on the points of W 12 . 

PROOF. The argument is similar to those already used to construct WlO 
and Wn and their automorphism groups. We have shown that there is at 
most one way to extend Wn to an 8(5,6,12) Steiner system W12, and the 
verification that (i)-(viii) do indeed define a set of blocks for an 8(5,6,12) 
Steiner system follows that given in the proof of Theorem 6.3A. The first 
part of our theorem then follows. Now the affine group AGL2 (3) permutes 
the new blocks of type (viii) in a single orbit, so (M12)'Y is all of Mn. 
Then the transitivity of the automorphism group M12 of W 12 is immediate 
by the uniqueness of Wn and the fact that AGL2 (3) induces 8 3 on both 
{51, 52, 53} and on {Cl , C2 , C3 }. Finally, the sharp 5-transitivity of M12 

(and hence the order) follows from the sharp 4-transitivity of Mn. 0 

Exercises 

6.4.1 Show that Aut(WlO) has a normal subgroup of index 2 isomorphic 
to 8 6 . 

6.4.2 Show that the stabilizer MlO of 2 points in M12 has index 2 in 
Aut(WlO ). 

6.4.3 Let B be a block of W 12 . Show 
(i) The complement B' of B is also a block. [Hint: Use Exercise 

6.2.6.] 
(ii) The setwise stabilizer of B in W 12 induces 86 on B. 

(iii) An involution in W 12 which fixes four points of B acts as 
the product of three 2-cycles on B'. (This exhibits the outer 
automorphism of 8 6 ; see Section 8.2.) 

6.5 The Geometry of PG2( 4) 

We shall now turn to the construction of the large Mathieu groups. In this 
case, instead of starting from AG2 (3), we begin with the projective plane 
PG2 (4). 

A finite projective plane is, by definition, an 8(2, n + 1, n2 + n + 1) 
Steiner system. Exercise 6.2.3 shows that not only are any two points of 
a projective plane in a unique block, but any two blocks meet in a unique 
point. It is this property which makes these finite planes similar to the 
classical (infinite) projective plane. In this section, we shall make a detailed 
study of the projective plane of order n = 4. This is a Steiner system with 
21 points and 21 blocks which we shall refer to as lines. We shall establish 
in Theorem 6.6A that there is only one projective plane of order 4 so it 
will suffice to work with a concrete representation using coordinates. 
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In coordinate form, we represent the points of PG2 (4) by nonzero vectors 
(x, y, z) of dimension 3 over the field lF4 of four elements. Two vectors 
denote the same (projective) point exactly when they are scalar multiples 
of one another. In other words, the points of PG2 (4) are identified with the 
lines through the origin in the vector space. We can give a standard list of 
representations of the points by: (0,0,1), (0, 1, v) and (1, u, v) where u and 
v run over lF4 . Every point is represented by exactly one of these vectors. 
The lines (= blocks) of PG2 (4) are represented in a similar manner (up to 
nonzero scalar multiples) and are written [a, b, c] with a, b, c E lF4 not all 
zero. A point (x, y, z) lies on the line [a, b, c] if and only if ax + by + cz = 0. 

More generally, we can define PGn(F) over any field (or division ring) 
F, where the "points" are the I-dimensional subspaces in the (n + 1)­
dimensional space over F and the "lines" are the 2-dimensional subspaces. 
A point 7r is on a line A when 7r <:::; A. Refer to Section 2.8 for further 
details. 

Exercises 

6.5.1 Consider the triangle in PG2 (4) with vertices (1,0,0), (0,1,0) and 
(0,0,1). Show that the point (x, y, z) lies on one of the sides of this 
triangle if and only if at least one of x, y, z is non-zero. (The sides of 
the triangle are just the lines going through pairs of vertices.) 

6.5.2 Let F be a field and K be a subfield. Show that PG2 (K) can be 
embedded inside PG2 (F) as a subset of the points and of the lines. 

6.5.3 Show that there are exactly five points in PG2 (4) which lie on the 
conic X 2 + YZ = 0; that is, points (x, y, z) such that x2 + yz = 0. 
(Note that this makes sense only because the polynomial is homoge­
neous. The homogeneity ensures that two representations of the same 
point both satisfy the condition or neither does.) Show that no three 
of these points are collinear. In fact, we can add the point (1,0,0) and 
the resulting set of six points still has no collinear triples. (Such a set 
is called a hyperoval.) 

The group PGL3(4) was defined in Section 2.8; here we review the con­
struction. It is the group induced by the group of the 3 x 3 invertible 
matrices M acting by matrix multiplication on the points and lines of 
PG2(4) according to: 

(x, y, z) ~ (x, y, z)M and [a, b, c] ~ [a, b, C](M-l)T. 

A straightforward calculation shows that permutations defined by M on the 
sets of points and lines constitute an automorphism of PG2 (4), and that 
M induces the trivial automorphism if and only if it is a scalar matrix. 
Thus PGL3(4) = GL3(4)/K where K is the subgroup of scalar matrices 
in GL3(4). Note that K is isomorphic to the multiplicative group of units 
of IF 4, so it is cyclic of order 3. 
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The general linear group GL3(4) has a subgroup SL3(4) formed by the 
matrices of determinant 1. Since we are working over lF4 and SL3 (4) is 
the kernel of the mapping M f---t det M, therefore SL3 (4) has index 3 in 
GL3(4) and all scalar matrices lie in SL3(4). Thus the group PSL3(4) 
induced by SL3(4) on the projective plane has index 3 in PGL3(4) and 
order 20, 160 = 26 . 32 . 5 . 7. 

Each field automorphism a of IF 4 induces another type of automorphism 
gO' of PG2 (4) defined by 

(x, y, z) f---t (XU, yO', ZU) and [a, b, c] f---t [aU, bU, c''J. 

The group generated by PGL3(4) and the automorphisms gO' (a E 
Aut(lF4)) is the full automorphism group of the projective plane PG2 (4); it 
is denoted pr L3 (4). Since Aut(lF 4) has order 2 (the only nontrivial auto­
morphism maps x f---t x 2 ), the quotient group prL3(4)/PGL3(4) has order 
2. We denote by P~L3(4) the subgroup of prL3(4) generated by PSL3(4) 
and the field automorphisms, and again we have P~L3(4)/PSL3(4) of 
order 2, while prL(3,4)/P~L3(4) has order 3. 

Exercise 

6.5.4 Let IT and A denote the sets of 21 points and 21 lines, respectively, of 
PG2 (4). Define a mapping cp on IT U A which interchanges the points 
and lines by cp : (x, y, z) <-+ [x, y, z]. 
(i) Show that cp preserves incidence. 

(ii) Let C be the set of permutations IT U A which preserve incidence 
and either leave IT and A invariant or interchange IT and A. Show 
that C is the subgroup of Sym(IT U A) generated by cp and all 
permutations induced by prL3(4). (In fact, C ~ Aut(PSL3(4)). 

In the rest of this section we shall write G := PGL3(4) and S := 
PSL3(4). By an ordered quadrangle we shall mean an ordered set of four 
points such that no three are collinear. For any field K, the group PGL3(K) 
acts regularly on the set of ordered quadrangles of the projective plane 
PG2 (K). This fact is the case d = 3 of Exercise 2.8.19 and is sometimes 
referred to as the "Fundamental Theorem of Projective Geometry". For 
easy reference, we shall record the special case of interest in a theorem. 

Theorelll 6.5A. PGL3(4) acts regularly on the set of ordered quadrangles 
of PG2 (4). 

PROOF. See Exercise 2.8.19. o 

One consequence of Theorem 6.5A is that all quadrangles in PG2 (4) are 
isomorphic to the standard one: 3 = {(I, 0, 0), (0, 1,0), (0,0,1), (1, 1, I)}. 
The six sides of 3 meet in pairs in the three points (0,1,1), (1,0,1) and 
(1,1,0) called the diagonal points of the quadrangle. In PG2 (4) it happens 
that these three diagonal points are collinear, lying on the line [1,1,1]. Thus 
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the quadrangle S together with its three diagonal points defines a set of 
seven points and seven lines, namely: 

(1,0,0), (0, 1,0), (0,0,1), (1, 1, 1), (0, 1, 1), (1,0,1), (1, 1,0) and 

[1,0,0]' [0, 1,0], [0,0,1]' [1, 1, 1], [0, 1, 1], [1,0,1]' [1,1, OJ. 

These lines and points form a projective plane which is essentially PG2(2). 
Each of the points lies on three lines and each line contains exactly three 
of the points. Moreover, two points of the set are joined by one of the lines 
and every two lines meet at a point of the set. (You are urged to draw a 
diagram.) This configuration is called a Fano subplane. By Theorem 6.5A 
every quadrangle in PG2 (4) defines a unique Fano subplane by adding its 
three diagonal points. The name Fano subplane specifically denotes the 
projective plane with seven points. In the context under consideration such 
a subplane is also a Baer subplane (a subplane of order m in a projective 
plane of order m 2 ), and some authors refer to these planes by this name. 
It should also be noted that the phenomenon of collinear diagonal points 
which holds in PG2 (4) depends on the fact that the underlying field has 
characteristic 2. 

Exercises 

6.5.5 Show that each line of PG2 (4) meets a given Fano subplane in either 
1 or 3 points. What similar statement can you make about the points 
of PG2 (4) and the lines of a Fano subplane? 

6.5.6 Show that if P is a set of seven points of PG2 (4) with the property 
that every line of PG2 (4) meets P in 1 or 3 points, then P is a Fano 
subplane. 

Returning to the quadrangle S, we shall construct a different type of 
subset containing S. As we saw above, there are six lines joining pairs of 
points of S, and each of these lines contains one of the diagonal points. 
Since each line of PG2 (4) has five points, there are 12 points on the lines 
of S which are not in the Fano subplane defined by S. These 12 points 
together with the points of the Fano subplane make a total of 19 points. 
Therefore there are exactly two points of PG2 (4) (namely, (1, w, w2 ) and 
(1, w2 , w) where w E 1F'4 satisfies w2 + w + 1 = 0) which are not on any 
line of the Fano subplane of S. The set formed by S and these two points 
is called a hyperoval. It follows from Theorem 6.5A that each quadrangle 
is contained in a unique hyperoval. 

Exercises 

6.5.7 Show that the two points added to a quadrangle S to make a 
hyperoval are on the line joining the diagonal points. 

6.5.8 Show that PG2 (4) has 168 hyperovals and 360 Fano subplanes. 
6.5.9 Show that a set of six points of PG2 (4) is a hyperoval if and only 

if it does not contain three collinear points. 
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6.5.10 Show that each line of PG2 (4) meets a given hyperoval in 0 or 2 
points. 

6.5.11 Show that a nontrivial automorphism of a projective plane which 
fixes every point of some line has at most one fixed point not on 
that line. 

6.5.12 Show that any nontrivial element of PGL3(4) which fixes all points 
in some quadrangle 3 has order 2, and that it induces a 2-cycle on 
the hyperoval of 3. 

6.5.13 Show that if Do is a hyperoval in PG2 (4) then 
(i) PGL3(4k~} acts faithfully on the six points of Do. 

(ii) PGL3(4){~} = P8L3(4){~} and induces A6 on Do. [Hint: Use 
Theorem 6.5A and the fact that A6 is the only sharply 4-
transitive subgroup of 86 . J 

(iii) prL3(4){A} = PEL3(4){A} and induces 86 on Do. 
6.5.14 Consider a hyperoval Do in PG2 (4). 

(i) Show that exactly six lines of PG2 (4) are disjoint from Do. 
(ii) Show that PGL3(4) induces 86 on these 6 lines. 

(iii) Use (ii) to show that 86 has an outer automorphism. 
(iv) Show that this automorphism also induces an outer automor­

phism of A6 • 

The group G = PGL3(4) is transitive on quadrangles and each quad­
rangle is contained in a unique hyperoval and a unique Fano subplane. 
Hence G is transitive on both the set of hyperovals and the set of Fano 
subplanes. The situation for the subgroup 8 = P8L3(4) is somewhat dif­
ferent. We have 8{~} = G{A} for each hyperoval Do (Exercise 6.5.13), and 
8 has index 3 in G, so 8 permutes the set of hyperovals in three orbits 
of equal size. What about the Fano subplanes? Each Fano subplane II> is 
a copy of PG2 (2). The group PGL3(2) acts regularly on the set of quad­
rangles of PG2 (2) (Exercise 2.8.19). Note that since the underlying field 
only has two elements, PGL3(2) = P8L3(2). Since any automorphism of 
II> which fixes a quadrangle pointwise must be the identity, this shows that 
Aut(lI» ~ P8L(3, 2). Now P8L3(2) can be identified with the subgroup of 
8 consisting of elements induced by 3 x 3 matrices over lF2 • Thus, the sta­
bilizer 8{.p} of II> induces the full automorphism group of this plane. Since 
G{.p} acts faithfully on 11>, it follows that G{.p} = 8{.p}. Hence 8 permutes 
the set of Fano subplanes in three orbits. 

Theorem 6.5B. 
(i) P8L3(4) acting on the set of 168 hyperovals of PG2 (4) has three 

orbits, each consisting of 56 hyperovals. 
(ii) P8L3(4) acting on the set of 360 Fano subplanes of PG2 (4) has three 

orbits, each consisting of 120 subplanes. 
(iii) If Dol and Do2 are hyperovals, each with four points in common with 

a particular Fano subplane II> then Dol and Do2 are in the same orbit 
under P8L3(4). 
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(iv) pr L3 (4) induces a cyclic permutation on the orbits of hyperovals of 
PSL3(4), and the stabilizer is of any orbit is PSL3(4). 

PROOF. For (i) and (ii), the only point not covered in the preceding dis­
cussion is the counting of the hyperovals and Fano subplanes. This is 
straightforward since each hyperoval and each Fano subplane is uniquely 
specified by any of its quadrangles (see Exercise 6.5.8). 

To prove (iii) we note that, for i = 1,2, the set ~i n ~ is a quadrangle 
in ~ and determines the hyperoval ~i' Since S{cI>} induces PGL3 (2) on ~ 
and so is transitive on the quadrangles of~, some element x E S{cI>} maps 
~l n ~ to ~2 n ~. Then ~l = ~2' and so the two hyperovals lie in the 
same PSL4 (3)-orbit. 

Part (iv) follows from the fact that the quotient group pr L3 (4) / P S L3 (4) 
is cyclic of order 6. D 

Theorem 6.5B(iii) shows that the hyperovals which have a quadrangle 
in common with some Fano subplane from a particular PSL3(4)-orbit of 
Fano subplanes all lie in a single PSL3(4)-orbit. Therefore we can la­
bel the PSL3(4)-orbits HI, H2, H3 of hyperovals and the PSL3(4)-orbits 
FI, F2, F3 of Fano subplanes such that, if ~ E Hi and ~ E F j , then 
I ~ n ~ I :::; 3 if and only if i =I- j. This correspondence will be useful in 
constructing the Steiner systems of the next section. 

6.6 The Extension of PG2(4) and the Group M22 

In this section we construct an S(3, 6, 22) Steiner system which is an ex­
tension of the projective plane PG2 (4). The construction is similar to that 
of Sections 6.3 and 6.4. The first step is to show that the projective plane 
PG2 (4) is determined uniquely by its parameters. 

Theorem 6.6A. PG2 (4) is the only S(2, 5, 21) Steiner system. 

PROOF. If we remove a line and all its points from an S(2, 5, 21) Steiner 
system, we get an affine plane A with parameters S(2, 4,16). Moreover it is 
enough to show that there is a unique S(2, 4,16) Steiner system (Exercise 
6.2.4). So let A be any S(2, 4,16) Steiner system and note that the 20 lines 
of A are divided into five parallel classes of which we distinguish two as 
{rI, ... ,r4} and {AI, ... ,A4}. The other 12 lines of A will be denoted 
~I, ... , ~l2' For j = 1, ... ,12 and i, k = 1, ... ,4 we define tij := k if 
the point of intersection of Ak and r i lies on ~j. Then, for each j, the 
list tlj, t2j, t3j, t4j is a permutation of 1,2,3,4 and so each column of the 
4 x 12 matrix T := [tij] contains each of the entries 1,2,3,4 exactly once. 
Moreover, T does not contain a minor of the form [~ ~ 1 since this would 
correspond to two points being joined by two different lines. Thus, without 
loss in generality, we can assume that we have labelled the lines in the 
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parallel classes and the lines in the list Lll, ... , Ll12 so that part of the 
matrix T looks like: 

[
1 1 1 2 2 2 3 3 3 4 4 4] 
234 1 3 4 1 2 4 1 2 3 
3 . 
4 

To finish the proof it is enough to show that there is only one way to 
complete the matrix T with the properties noted above. We leave this as a 
simple exercise. D 

We now want to show that the projective plane PG2 (4) can be extended 
to an 8(3,6,22) Steiner system W22 by adding a new point CY. Some of 
the blocks of W22 will be obtained by adjoining CY to each of the lines of 
PG2 (4). In addition we must define some new blocks consisting of six points 
from PG2 (4). The new Steiner system will have the property that every 
triple of points in W22 lies in a unique block. The triples which include CY 

lie in blocks of the form A U {a} where A is a line of PG2 (4). These blocks 
also cover the triples of collinear points in PG2 (4). Thus the new blocks 
must be defined in such a way that they exactly cover the triangles (triples 
of noncollinear points) of PG2 (4). Recall that we showed at the end of 
Section 6.5, that the group P8L3(4) has three orbits on hyperovals. The 
following theorem says that each of the P8L3(4)-orbits of hyperovals has 
this property so an extension of PG2 (4) does exist. 

Theorem 6.6B. Let Hi be one of the three 8-orbits of hyperovals in 
PG2 (4) where 8 := P8L3(4). Then every triangle of PG2 (4) is contained 
in a unique hyperoval of Hi' 

PROOF. First we observe that 8 is transitive on the set of ordered triangles 
of PG2 (4). Indeed, for any triangle from PG2 (4), the homogeneous coordi­
nates of the three points are linearly independent vectors, and so there is a 
matrix M mapping these three vectors to the vectors (1,0,0), (0,1,0), (0,0,1) 
representing the vertices of the "standard triangle". Now, if we define N as 
the diagonal matrix diag(1, 1, det(M)-l), then N maps each of the latter 
vectors into a scalar multiple of itself. Thus M N induces a mapping of the 
given triangle onto the standard triangle and det(M N) = 1. This shows 
that 8 is transitive on the set of triangles. Since 8 is also transitive on Hi, 
there is a number m such that each triangle is contained in exactly m hy­
perovals from Hi (see Exercise 6.6.1). Consider the set K of quadruples of 
the form (p, 0', T, Ll) where {p, 0', T} is a triangle and {p, 0', T} C Ll E Hi. 
If we count IKI in two ways we find that 21 . 20 . 16 . m = 56 . 6 . 5 . 4. 
Hence m = 1 and Hi covers each triangle exactly once as asserted. D 
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Exercise 

6.6.1 Let G be a group acting on a finite set f! and suppose that Sl ~ f!{r} 

and S2 ~ f!{s} with r ::; s. If G acts transitively on both Sl and S2, 
show that there exist integers m and n such that each r-subset in Sl 
is contained in exactly m s-subsets from S2, and that each s-subset 
in S2 contains exactly n r-subsets from Sl. 

We now turn to the uniqueness of the S(3, 6, 22) Steiner system. Let 
W be an S(3, 6, 22) Steiner system. The contraction of W at a point is an 
S(2, 5, 21) Steiner system, and so is isomorphic to PG2 (4) (Theorem 6.6A). 
Thus, without loss in generality, we may assume that W is an extension of 
PG2 (4) by a point a. Then the blocks of W containing a are of the form 
A U {a} where A is a line of PG2 (4), and these blocks contain all triples of 
collinear points from PG2 ( 4). Therefore the blocks of W not containing a 
are sets consisting of six points of PG2 (4) in which no three are collinear; 
thus they are hyperovals (see Exercise 6.5.9). We want to show that the set 
H of blocks of W not containing a is in fact one of the PSL3(4)-orbits of 
hyperovals. With this in mind we collect some further detailed information 
about hyperovals in PG2 (4). 

Theorem 6.6C. 
(i) Each pair of points of PG2 (4) is in 12 hyperovals in PG2 (4). 

(ii) Each triangle of points of PG2 (4) is in three hyperovals, one from 
each PSL3(4)-orbit Hi. 

(iii) For any hyperoval .6. and two points p, a E .6., there are three 
hyperovals in PG2 (4) whose intersection with .6. is exactly {p, a}. 

PROOF. (i) Let p and a be distinct points of PG2 (4). There are 1~.9 ways 
to complete {p, a} to a quadrangle, and each of these quadrangles lies in a 
unique hyperoval (see Section 6.5). On the other hand, each hyperoval con­
taining {p, a} is counted 4;} times in this process. Thus there are 1:': = 12 
hyperovals containing the pair {p, a}. 

(ii) A counting argument similar to (i) shows that each triangle lies in 
three hyperovals. The proof that it lies in one hyperoval from each of the 
PSL3(4)-orbits follows from Exercise 6.6.1 and the fact that, for each orbit 
Hi, some triangle lies in a hyperoval from Hi. 

(iii) Consider a hyperoval .6. and two points p, a E .6.. By (ii) exactly 
12 hyperovals contain p and a. On the other hand there are four ways to 
complete {p, a} to a triangle in .6., and (ii) shows that each of these triangles 
lies in two hyperovals apart from .6.. Since two hyperovals can intersect in 
at most three points, there are exactly 11 - 4 . 2 3 hyperovals which 
intersect .6. in exactly {p, a}. D 

We are now in a position to establish the uniqueness of the S(3, 6, 22) 
Steiner system. 
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Theorem 6.6D. Up to isomorphism, there is a unique S(3, 6, 22) Steiner 
system which we denote by W 22 • The automorphism group Aut(W22 ) acts 
3-transitively on the points of W22 . 

PROOF. Most of the work has already been done. To prove the existence 
of such a Steiner system we start with PG2 (4), add a new point 0:, and 
new blocks 'Hi where 'Hi is a PSL3(4)-orbit of hyperovals. Then Theorem 
6.6B shows that we have an S(3, 6, 22) Steiner system. 

We now prove uniqueness. Consider an arbitrary S(3, 6, 22) Steiner sys­
tem W and choose one of its points 0:. The contraction of W at 0: is an 
S(2, 5, 21) Steiner system, so by Theorem 6.6A we may assume that this 
contraction is PG2 (4). Then the blocks D. not containing 0: form a set 'H of 
56 hyperovals in PG2 (4) which cover each triangle exactly once. To show 
that W is isomorphic to W22 we shall show that 'H = 'Hi for some i = 1,2 
or 3. 

Suppose that D. is a hyperoval from 'H. Using only the property that 'H 
is a set of hyperovals covering each triangle once, we shall show that for 
any two points p, (J' E D., there are three hyperovals in 'H which intersect D. 
in exactly these points. Indeed, the points p, (J' lie in 16 triangles, and each 
of these triangles lies in a unique hyperoval of 'H. Since each hyperoval of 
'H containing p, (J' is counted four times in this process, there are 16/4 = 4 
hyperovals in 'H containing p, (J'. Each hyperoval in 'H intersects D. in at 
most two points, so there are 4 - 1 = 3 hyperovals in 'H intersecting D. in 
exactly the set {p, (J'} as claimed. 

Since 'H j also covers each triangle exactly once, then the argument in 
the preceding paragraph shows that similarly if D. is a hyperoval from 'Hj, 

then there are three hyperovals of 'Hj whose intersection with D. equals 
{p, (J'}. If D. lies in both 'H and 'Hj , then these three hyperovals must be the 
same since, according to Theorem 6.6C, there are only three hyperovals in 
PG2 (4) which intersect D. in exactly the set {p, (J'}. Now there are 15 ways 
to choose a pair of points from D., and each choice determines three hyper­
ovals which are shared by 'H and 'Hj. Thus we have shown that whenever 'H 
and one of the 'Hi have a hyperoval in common, then they have at least at 
least 45 hyperovals in common. Since 'H contains a total of 56 hyperovals, 
and the 'Hi are disjoint, we conclude that 'H must equal one of the 'Hi as 
claimed. Finally, Aut(PG2 (4)) acts transitively on {'Hl' 'H2, 'H3} (Theorem 
6.5B) so all three possibilities generate isomorphic extensions. Thus W is 
isomorphic to W 22 . 

Transitivity of Aut(W22 ) now follows as before, from the uniqueness of 
the construction. The stabilizer of a point (Aut(W22 ))<.> must fix one of the 
PSL3(4)-orbits 'Hj and so equals PSL3(4) (Theorem 6.5B). Since PSL3(4) 
is 2-transitive on PG2 (4), therefore Aut(W22 ) is 3-transitive on the points 
of W 22 . This completes the proof. D 

The Mathieu group M22 is a subgroup of Aut(W22 ) with index 2. It is 
simplest to construct M22 from the largest Mathieu group M 24, as we shall 
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do in the next section, but already we can see its action here. The group 
(Aut(W22 ))", is PL:;L3(4) while (M22 )", = P8L3(4). 

Exercises 

6.6.2 Calculate the intersection triangle for W22 (Exercise 6.2.5). Show that 
two blocks of W 22 intersect in 0 or 2 points. 

6.6.3 Prove that Aut(W22 ) is transitive on the 77 blocks of W22 and has 
rank 3. 

6.7 The Mathieu Groups M 23 and M24 

The Steiner system W 22 can be extended twice more, each time in a unique 
way. In Section 6.5 we showed that P8L3(4) acting on PG2 (4) has three 
orbits HI, H2 , H3 of hyperovals and three orbits F I , F2 , F3 of Fano sub­
planes. Label these orbits so that the hyperovals in Hi are the hyperovals 
generated by the quadrangles in the Fano subplanes in F i . Adding two new 
points il, {3 to PG2 (4), define four types of blocks of W23 as follows: 

(i) Au {il,{3} for each line A of PG2 (4); 
(ii) ~ U {il} for each hyperoval ~ E HI; 

(iii) ~ U {{3} for each hyperoval ~ E H2 ; 

(iv) <J? for each Fano plane <J? E F 3 . 

Theorem 6.7 A. With these blocks W 23 is an 8(4, 7, 23) Steiner system. 

PROOF. We must check that any set of four points lies in exactly one of 
the blocks defined above. There are 253 blocks of size 7 and 23 points. Since 
253 G) = (2f), it is enough to show that each set of four points is covered at 
least once. Let II be a set of four points. If either il or {3lies in II, then we can 
apply arguments similar to those used in Theorem 6.6D to show that there 
is a block of type (i), (ii) or (iii) containing II. On the other hand, suppose 
that II contains only points from PG2 ( 4). If these points are collinear then 
they lie in a block of type (i). If II is a quadrangle then it lies in a unique 
hyperoval ~. So if II is not in a block of type (ii) or type (iii) then ~ is in 
H3 and II is in a unique Fano subplane <J? E F3 and so is a block of type 
(iv). Finally, suppose that II consists of three collinear points il, {3, I and a 
point 0 not on this line. The triangle {il, {3, o} is in a unique hyperoval of 
H3 (Theorem 6.6B). The line through I and 8 meets the hyperoval again at 
some point ( (Exercise 6.5.10). The quadrangle {il, {3, 0, (} is contained in 
a unique Fano subplane <J? which by the construction must lie in F3 . Since 
I is a diagonal point of this quadrangle, II is contained in <J? and hence lies 
in a block of type (iv). This completes the proof. D 

Now suppose that W is any 8(4, 7, 23) Steiner system. Its contraction at a 
point il is a copy of the unique 8(3, 6, 22)-design constructed in Section 6.6. 
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Thus taking two points a, (3 of W, the blocks containing at least one of these 
points are essentially as described in (i),(ii) and (iii) of the construction of 
W22 . There remain 120 further blocks to be identified which cover exactly 
once each of the sets of four points not already covered by a block of type 
(i),(ii) or (iii). We shall repeatedly use the fact that when W is contracted 
twice, at any two points, the result is the projective plane PG2 (4). 

Theorem 6.7B. Up to isomorphism there is a unique S(4, 7, 23) Steiner 
system W23 . Its automorphism group M23 := Aut(W23 ) is 4-transitive on 
the points of W 23 . 

PROOF. We have seen in Theorem 6.7A that an S(4, 7, 23) Steiner system 
W23 exists, so it remains to show that every S(4, 7, 23) Steiner system W 
is isomorphic to W23 . 

By the preceding discussion we may assume that W is an extension 
of PG2 (4) by two new points a, (3. The blocks of W then consist of: (i) 
A U {a, (3} for each line A of PG2 (4); (ii) 6. U {a} for each hyperoval 
6. E HI; (iii) 6. U {(3} for each hyperoval 6. E H2; and (iv) 120 further 
blocks each of which consists of seven points from PG2 (4) such that each 
of these blocks has at most three points in common with each of the blocks 
of types (i)-(iii) and with each of the other blocks of type (iv). We shall 
denote the set of blocks of type (iv) by F. It remains to show that F = F3 

(see the definition of W23 ). 

First, we show that each block II> in F is a Fano subplane of PG2 (4). 
To see this, take two points p, a of II> and let A be the line of PG2 (4) 
through p and a. As noted above, II> and A cannot have more than 3 points 
in common. The contraction Wp,O" is a replica of PG2 (4) and the two sets 
II> \ {p, a} and A U {a, (3} \ {p, a} are lines in this projective plane. Hence 
these sets have a point T in common, and so II> and A have the three points 
p, a, T in common. Thus II> is a set of seven points in PG2 (4) with the 
property that any line meeting the set in more than one point meets it in 
three points. Therefore II> is a Fano subplane by Exercise 6.5.6. 

To complete the proof, we must show that the set F of Fano subplanes 
is actually the set F3. Take II> E F and let :=: be a quadrangle in 11>. Then 
:=: is in a unique hyperoval 6., and 6. cannot be in HI or H2 since II> has 
at most three points in common with the hyperovals in these sets. Thus 
6. E H3 and II> E F 3 . Since F and F3 each contain 120 Fano subplanes we 
conclude that F = F3 • 

Thus the design W 23 is unique up to isomorphism. As before we can 
use the uniqueness of W23 , and the fact that Aut(PG2 (4)) acts transi­
tively on the two sets {HI, H 2 , H 3 } and {FI' F 2 , F 3 } to show that M 23 := 
Aut(W23 ) is transitive on the points of W23 . The stabilizer Aut(W23 )o:,/3 
fixes each of the sets HI, H2 and F3 , and so it contains PSL3 (4) since 
these sets are PSL3 (4)-orbits. Finally since PSL3 (4) is 2-transitive, M23 

is 4-transitive. D 
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Exercises 

6.7.1 The two point stabilizer (M23 )a,B is PSL3 (4). The order of M 23 is 
23 . 22 . 21 . 20 . 16 . 4. 

6.7.2 The setwise stabilizer (M23 ){a,,B} acts on the projective plane PG2(4). 
Describe this action. 

The last and largest of the Mathieu groups is M24 which acts as the group 
of automorphisms of the unique S(5, 8, 24) Steiner system W 24 . In many 
ways this is a remarkable group and it contains the other Mathieu groups 
as subgroups in natural ways. We shall construct W24 as an extension of 
W23 so we shall think of W 24 as PG2 (4) with three new points ct, (3, 'Y 
added. This Steiner system has 759 blocks where those which include any 
of the new points are built from lines, hyperovals and Fano subplanes of 
PG2 (4). There is a set M of 210 further blocks, each of which is a set of 
eight points of PG2 (4) and which contains at most four points in common 
with any line, hyperoval or Fano subplane of PG2(4). We shall show that 
the blocks E E M are precisely those sets of points which lie on a pair of 
lines of PG2 (4) when we omit the point of intersection. With this in mind 
we establish the following result. 

Lemma 6.7 A. Suppose that E is a set of eight points of PG2 (4) such that 
any line of PG2 (4) which meets E in at least three points actually meets E 
in four points. Then there exist two lines Al and A2 of PG2 (4) such that 
E = (AI U A2) \ (AI n A2). 

PROOF. A subset of PG2 (4) with no collinear triples has at most six points. 
Thus E contains three points on some line At, and hence four points on 
At, by the hypothesis on E. 

Let A2 be the line joining two points of E \ AI. We claim that the point 
a of intersection of Al and A2 lies outside of E. Suppose the contrary. Then 
A2 would also contain four points of E. This would leave one point J.t of 
E not on Al or A2. There are three lines of PG2 (4) joining J.t to points of 
A2 \ {a}. At least two of these lines intersect Al in a point of E. Thus these 
lines contain three points of E and so, by hypothesis, contain four points 
of E. This would imply that E has more than eight points contrary to 
hypothesis. Thus we have shown that every line A2 which joins two points 
of E \ Al intersects Al in the point T of Al which is not in E; hence the 
four points of E \ Al are collinear. This proves the lemma. 0 

Theorem 6.7e. Up to isomorphism, there is a unique S(5, 8, 24) Steiner 
system W 24 . Its automorphism group M24 := Aut(W24 ) is 5-tmnsitive on 
the points of W 24 . 

PROOF. We construct W24 from PG2 (4) by adding three new points 
ct, (3, 'Y. Let M denote the set of all eight-point subsets of PG2 (4) con­
sisting of the points on a pair of lines of PG2 (4) excluding the point of 
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intersection. Thus IMI = e21) = 210. Also the PSL3(4)-orbits of hyper­
planes and Fano subplanes, namely Hi and Fi (i = 1,2,3), are defined as 
before. 

We define the blocks of W 24 as follows: 

(i) A U {a,,8, ')'} for each line A of PG2 (4); 
(ii) A U {a,,8} for each hyperoval A E HI; 

(iii) AU {a, ')'} for each hyperoval A E H2; 
(iv) AU {,8,')'} for each hyperoval A E H3; 
(v) If> U {a} for each Fano plane If> E F I ; 

(vi) If> U {,8} for each Fano plane If> E F2 ; 

(vii) If> U h} for each Fano plane If> E F 3 ; 

(viii) ~ where ~ E M. 

This defines a total of 759 blocks and in order to prove that this set of 
blocks defines W24 as an S(5, 8, 24) Steiner system we must show that each 
subset of five points from W24 lies in exactly one of these blocks. Since 
e54) = 759(~), it is enough to show that each set of five points lies in at 
least one block. The proof that we have defined a Steiner system as claimed 
is now similar to the earlier proofs and is left as an exercise (Exercise 6.7.3). 

Finally, let M24 := Aut(W24 ). As in previous arguments we see that 
M24 is transitive. Moreover, since M is invariant under Aut(PG2 (4)), it is 
certainly invariant under PSL3(4). Thus (M24 )", is the full automorphism 
group of W23 . Since M 23 is 4-transitive, M24 must be 5-transitive. 0 

The setwise stabilizer (M24 ){"",6} is the full automorphism group of W22. 

The Mathieu group M22 is the subgroup (M24 )",,6 of index 2. 
Some of the information about the Mathieu groups and their Steiner 

systems is summarized in Tables 6.1 and 6.2. 

Exercises 

6.7.3 Show that each set of five points of W 24 is contained in at least one 
of the blocks defined in (i)-(viii) in the proof of Theorem 6.7C. 

TABLE 6.l. The Mathieu Groups 

group degree transitivity rank on blocks order 

MlO 10 3 24 .32 .5 
Mll 11 4 4, primitive 24 .32 ·5· 11 
MI2 12 5 3, on pairs 26 .33 ·5· 11 
M22 22 3 3, primitive 27 . 32 . 5 . 7 . 11 
M 23 23 4 3, primitive 27 . 32 . 5 . 7 . 11 . 23 
M24 24 5 4, primitive 2lO . 33 . 5 . 7 . 11 . 23 
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TABLE 6.2. The Steiner Systems of the Mathieu 
Groups 

Steiner parameters number automorphism 
system of blocks group 

WlO (3,4,10) 30 M lO ·2 
W l1 (4,5,11) 66 Ml1 

W 12 (5,6,12) 132 M12 

W22 (3,6,22) 77 M 22 ·2 
W 23 (4,7,23) 253 M 23 

W 24 (5,8,24) 759 M24 

6.7.4 Show that the set stabilizer (M24){~} of a block ~ of the Steiner 
system W24 induces Alt(~) on~. Describe the action ofthis stabilizer 
on the complementary set of 16 points. 

6.7.5 Show that any two distinct blocks of W24 intersect in either 0, 2 or 4 
points. 

6.8 The Geometry of W24 

The Steiner system W24 has a rich geometry. Inside this geometry we are 
able to identify not only the Steiner systems W 22 and W 23 but also the 
Steiner systems W l1 and W 12 . By locating the Steiner system W 12 , it is 
possible to identify a 3-transitive action of Ml1 of degree 12. Moving in the 
other direction to larger combinatorial structures, the geometry of W24 has 
been used to construct the Golay binary codes and also the Leech lattice 
in ]R24. 

We shall begin our detailed study of the geometry of W 24 with a lemma 
concerning the blocks. Recall that the symmetric difference of two sets E 
and A is 

EeA:= {a I a E EUA,a (j. EnA}. 

Lemma 6.8A. Consider the Steiner system W 24 . 

(i) Two blocks intersect in 0, 2 or 4 points. 
(ii) If two blocks intersect in four points then their symmetric difference is 

a block. 

PROOF. (i) This is Exercise 6.7.5. It follows either from the concrete con­
struction of W 24 in the last section or by calculating the intersection triangle 
from the parameters (Exercise 6.2.5). 

(ii) Suppose that El and E2 are blocks with El n E2 = {a,,8, 1', 8}. 
Contraction of W 24 at a,,8, l' gives a copy of PG2(4) with the blocks El , E2 
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represented as lines A1 , A2 through 8. Then according to our construction 
of W24 , the set (A1 U A2 ) \ {8} is a block and it is also the symmetric 
difference E1 8 E2 . 0 

Two distinct blocks cannot contain more than four points in common. 
Thus the blocks which contain a given set of four points partition the 
remaining 20 points of W24 into five sets of size four. In particular any set 
of four points is in exactly five blocks. 

Lemma 6.8B. Let E be a set of four points and IT be a block disjoint from 
E. Then in the set:F of five blocks containing E either: 
(i) two of these blocks meet IT in four points and three are disjoint from 

IT; or 
(ii) four of the blocks meet IT in two points and one is disjoint from IT. 

PROOF. As we noted above, every two blocks in :F intersect exactly in E. 
Suppose some block.6.1 E :F meets IT in four points. Then, by Theorem 
6.8A, .6.2 := .6.1 8 IT E :F and .6.2 also meets IT in four points. If another 
block from :F intersected IT nontrivially, it would share at least one point 
with .6.1 or .6.2 which is impossible. Thus the other three blocks in :F are 
disjoint from IT. This is case (i). 

Now suppose that no block in:F meets IT in four points. Then by Lemma 
6.8A all the blocks in :F intersect IT in 0 or 2 points. Since for each a E IT 
there is a unique block containing E U {a}, there are exactly four blocks 
in :F which intersect IT in two points. This is case (ii). 0 

If two blocks .6.1 ,.6.2 of W24 meet in two points then their symmetric 
difference .6.1 8.6.2 is a set of 12 points which we call a dodecad. A remark­
able fact is that the stabilizer of a dodecad r in M24 induces the Mathieu 
group M12 on r. This means that all five of the Mathieu groups live inside 
M 24 • The following result takes us part of the way toward establishing this 
claim. 

Lemma 6.8C. Let r be a dodecad of W 24 and suppose that.6. is a block 
which meets r in at least five points. Then: 
(i) the block.6. meets the dodecad r in exactly six points; and 

(ii) there is a unique block .6.* such that r = .6. 8 .6. *. 

PROOF. Since blocks intersect in an even number of points, a block must 
intersect a symmetric difference of blocks in an even number of points. 
Thus, if a block .6. meets r in at least five points, it must meet r in six or 
eight points. So to establish part (i) it is enough to show that a dodecad 
cannot contain a block. 

We can write the dodecad r in the form IT1 8 IT2 with blocks IT1 and 
IT2; note that IT1 n IT2 contains two points. Suppose that r contained a 
block .6.. Then .6. would intersect each of IT1 and IT2 in four points. Since 
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E := A n III and II2 are disjoint, and III is a block containing E and 
intersecting II2 in two points, Lemma 6.7B shows that no block which 
contains E can intersect II2 in four points. Since 1.60 n II21 = 4 we reach a 
contradiction. Thus every block which meets r in at least five points must 
intersect r in exactly six points. This proves (i). 

Now suppose that A meets r in exactly six points. Then with perhaps a 
change in the roles of III and II2 we can assume that A meets III in four 

,points, and so A 8 III is also a block by Lemma 6.8A. This block meets 
II2 in four points; namely, the two points of A n II2 and the two points of 
III n TI2. Thus Lemma 6.8A shows that .60* := (A 8 III) 8 II2 is a block 
and .60* 8 .60= r (see Exercise 6.8.1). D 

Exercises 

6.8.1 Show that the symmetric difference operation 8 is commutative and 
associative, and for any sets A, r we have «r 8 A) 8 A) = r. 

6.8.2 Consider the set E of matrices of the form: 

.... where a, (3 E IF'4. 
[ "'(31 o~ O~l 

Show that E is an elementary abelian subgroup of 8L3(4) which 
fixes each point on the line [1,0,0] and acts regularly on the set 
of points of PG2 (4) which are not on this line. Deduce that the 
pointwise stabilizer (M24)~ of a block A of W24 acts regularly on 
the complement of the block. 

6.8.3 Show that the pointwise stabilizer (M24)r of a dodecad r is trivial. 
6.8.4 Show that W24 has 16 . 7 . 23 = 2576 dodecads. 
6.8.5 Is the complement of a dodecad in W 24 also a dodecad? 

Since every set of five points of a dodecad r is contained in a unique block 
of W 24 , we can define a Steiner system whose point set is r and whose blocks 
are the 6-element subsets of r obtained by intersecting r with blocks of 
W24 (Lemma 6.8C). According to Theorem 2.3B this 8(5,6, 12) Steiner 
system must be isomorphic to W 12 • 

Theorem 6.8A. M24 acts transitively on the set of all dodecads of W 24 , 

and for any dodecad r the setwise stabilizer (M24){r} is isomorphic to M12 . 

PROOF. We have just noted that the stabilizer (M24){r} is an automor­
phism group of an 8(5,6, 12) Steiner system with r as point set. Since 
(M24){r} acts faithful on r (Exercise 6.8.3), (M24){r} is isomorphic to a 
subgroup H of M12 . The index IM24 : (M24){r} I equals the number of 
dodecads lying in the orbit of r under M 24 , and so is at most 2576 by 
Exercise 6.8.4. However, IM241 / IMl21 = 2576, and so we conclude that 
IM24 : (M24){r} I = 2576. Hence there is a single orbit of dodecads under 
M 24 , and (M24){r} ~ H = Ml2 as required. D 
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In Section 6.5, we constructed the group M12 as the last in a series 
of transitive extensions and now we have just used the uniqueness of the 
8(5,6,12) Steiner system W l2 to identify the group Ml2 as a subgroup of 
M 24 . An alternative approach to the Mathieu groups is possible by defining 
Ml2 to be the setwise stabilizer of a dodecad r in M 24 , and then showing 
that Ml2 is 5-transitive on r. See the following exercise. 

Exercises 

6.8.6 Let r be a dodecad of W24 , and let (al' ... ,(5) and ({3I, ... ,(35) be 
any two sequences of five distinct points from r. Show that there is an 
element z E H := (M24){r} such that (aI, ... ,a5Y = ({3l, ... ,(35). 
[Hint: Since M24 is 5-transitive there exists x E M24 such that 
(al,' .. ,(5)X = ({3I,"" (35), so it is enough to show that there 
exists Y E M24 such that y fixes ({3I,"" (35) and xy E H. First 
show that there exist blocks Ei (i = 1,2,3) of W24 such that 
{al,"" a5} <::;; El , r = EI 8 E2 and r = EI 8 E3, and that the 
blocks E3 and E2 each meet EI in two points outside of {{3I," . ,{3s}. 
Finally apply Exercise 6.7.4.] 

6.8.7 Let r be a dodecad and write r = .6. 8 .6.* where .6. and .6.* are 
blocks of W24, and put H := (M24){r}' Show that H{A,} induces the 
full symmetric group on each of the 6-point sets .6. n rand .6.* n r, 
but that these actions are not equivalent. 

There is one further exceptional multiply transitive permutation action 
hidden inside M 24 . If r is a dodecad then the complement of r is again a 
dodecad r*. If we take a E r, then the stabilizer (MI2 )", is the Mathieu 
group Mll in its natural (4-transitive) action on r \ {a}. This group Mll 
also acts on the 12 points of r*. The remarkable fact is that Mll is 3-
transitive in this action. The geometry preserved by this 3-transitive action 
is not a Steiner system but a block design with blocks of size 6 in which 
any 3 points are together in exactly 2 blocks. This degree 12 action of Mll 
is constructed, by a different method, in Example 7.5.2. 

Exercises 

6.8.8 The following are some of the maximal subgroups of M24 described 
in its action on W24 . (The group M24 has nine conjugacy classes of 
maximal subgroups in all.) 

(i) The stabilizer of 1 point (M23 ). 

(ii) The setwise stabilizer of 2 points (M22 : 2). 
(iii) The setwise stabilizer of 3 points (P8L3 (4) : E3)' 
(iv) The stabilizer of a block (24 . A8). 
(v) The stabilizer of a complementary pair of dodecads (Ml2 : 2). 

6.8.9 Show that the stabilizer, in M 24 , of a block induces As on the block 
and the kernel of this action induces an elementary abelian regular 
group on the 16 points of the complement. Hence prove that A8 ~ 
P8L4 (2). 
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6.8.10 Mathieu's definitions: [taken from Carmichael (1937)]: 
(i) Ml1 = (s, t) and M12 = (s, t, u) where 

s = (0 1 2 3 4 5 6 7 8 9 10), 

t = (4539)(10 726), 

u = (011)(110)(25)(37)(48)(69). 

(ii) M 23 = (a, b) and M24 = (a, b, c) where 

6.9 Notes 

a = (0 1 2 34 5 ... 21 22), 

b = (216968)(4312 13 18)(10 11 22717) 

(20 15 14 19 21), 

c = (023)(122)(211)(315)(417)(59)(619)(713) 

(820)(10 16)(12 21)(18 14). 

The Mathieu groups appeared first in Mathieu (1861) and Mathieu (1873) 
as part of a systematic study of multiply transitive groups. They were 
recognized as simple groups three decades later: Ml1 by Cole (1894), 
M 12 , M 22 , M 23 and M24 by Miller (1899) and (1900). Steiner systems have 
a history going back to the early nineteenth century. The development 
of the Steiner systems for the Mathieu groups is presented in Carmichael 
(1937), Witt (1938a) and (1938b). Our presentation here owes a debt to 
Liineburg (1969). There are many constructions known for these groups. 
A few are mentioned below; there are more in Conway and Sloane (1988) 
and the references given in Conway et al. (1985). 

• The Witt geometries W12 and W24 can be constructed using the natural 
actions ofthe groups PSL2 (11) and PSL2 (23); the other geometries and 
groups are then defined from these. See Beth et al. (1993). 

• Transitive extensions as presented in Sect. 7.4 can be used. See Rot­
man (1995) (who then derives the Witt geometries from the groups) and 
Passman (1968). 

• The Golay code is the unique twelve dimensional subspace of lF~4 in 
which the minimum number of nonzero coordinates in a nonzero vector 
is 8. The Mathieu group M24 is the group of coordinate permutations 
that leave this subspace invariant. See Cameron and van Lint (1991), 
Conway (1971). 

• R.T. Curtis has developed a remarkable method for computing the blocks 
of W 24 . His Miracle Octad Generator is described in Curtis (1976) and 
Conway (1984). 

• Exercise 6.1.2: See Chapman (1995). 
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Multiply Transitive Groups 

7 .1 Introduction 

A permutation group G acting on a set n is k-transitive if any k-tuple of 
distinct points can be mapped, by some element of G, to any other k-tuple 
of distinct points. Clearly a k-transitive group is also (k - I)-transitive. 
A group is called multiply transitive if it is at least 2-transitive. We have 
already seen some examples of multiply transitive groups such as the alter­
nating and symmetric groups, the affine groups AGLd(F) and projective 
groups PGLd(F) (see Sect. 2.8), and the Mathieu groups (Chap. 6). 

A 2-transitive group is necessarily primitive. In our analysis of finite 
primitive groups in Chap. 4 we showed that the socle of a finite 2-transitive 
group is either elementary abelian and regular, or primitive and simple 
(Theorem 4.IB). Historically, this result has implications working in two 
directions. On the one hand, much energy has been expended in this century 
looking for new finIte 2-transitive groups, since any new 2-transitive non­
affine group would have a new simple group as its socle. On the other 
hand, the classification of finite simple groups leads to a classification of 
the finite 2-transitive groups via a determination of the primitive actions of 
the simple groups. The complete list of finite 2-transitive groups (8 infinite 
families and 10 isolated groups) is presented in Sect. 7.7. 

The landscape of the infinite case is quite different. On the one hand there 
are infinite analogues of some of the finite groups. For example, there are 
various symmetric groups (see Chap. 8), and affine and projective groups 
can be defined over infinite fields or with infinite dimensions. These exam­
ples retain much of the structure of their finite counterparts, but infinite. 
multiply transitive groups can also exhibit behaviour that is just not possi­
ble for a finite group, such as the nontrivial highly transitive groups. New 
methods, including ideas from model theory in logic, have been employed 
recently in an attempt to understand these infinite groups. 

By definition, G acts k-transitively on n if and only if it acts transitively 
on n(k)j so in this case the stabilizers Go" of k distinct points are conju­
gate in G. We say that G is sharply k-transitive if each of these k-point 

210 
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stabilizers equals 1, or equivalently, if G acts regularly on O(k). In partic­
ular, I-transitive and sharply I-transitive are equivalent to transitive and 
regular, respectively. If k > 1, then clearly G is k-transitive if and only if 
Gis (k -I)-transitive and each of the (conjugate) (k -I)-point stabilizers 
is transitive on the set of remaining points; we say that G is k-primitive if 
this action of the (k - I)-point stabilizers is primitive. 

Exercises 

7.1.1 Let Homeo(lR.) denote the set of "homeomorphisms" of lR., that is, 
the set of all bijections x of lR. onto itself for which x and X-I are 
both continuous (such a mapping is called bicontinuous). Show that 
Homeo(lR.) is a subgroup of Sym(lR.), and that a permutation x lies 
in Homeo(lR.) if and only if x is monotonic (order preserving or order 
reversing). [Hint: Use the intermediate value theorem.] 

7.1.2 Let G be the set of all monotonic permutations in Sym(Q). Show 
that Gis 2-transitive but not 3-transitive. (See also Exercise 2.2.8.) 

The following exercise deals with the group Homeo(Q) of homeomor­
phisms of Q consisting of all bicontinuous mappings of Q onto itself. 
Because Q is disconnected, Homeo(Q) has a much richer structure than 
Homeo(lR.). 

Exercises 

7.1.3 Show that every monotonic permutation of Q lies in Homeo(Q). 
7.1.4 Suppose that I and J are any two nonempty intervals of Q whose 

end points are either irrational or infinite. Show that there is a 
bicontinuous mapping of I onto J. 

7.1.5 Suppose that Q is partitioned into a finite set of intervals It, .. . ,In 
whose end points are irrational or infinite. Suppose i f---> if is a 
permutation of {I, 2, ... , n}, and that for each i there is a bicon­
tinuous mapping Xi : Ii ---+ Ii'. Let x be the permutation of Q 
whose restriction to Ii is equal to Xi (i = 1, ... , n). Show that 
x E Homeo(Q). 

7.1.6 Show that Homeo(Q) is highly transitive. 

In this chapter we shall develop some basic results on multiply transitive 
groups, and look at some special classes of these groups. The following 
elementary result will be frequently used. 

Lemma 7.1A (Jordan-Witt Lemma). Let G :::; Sym(O) be k-tmnsitive 
for some k 2: 1, and let ~ be a subset of 0 with I~I = k. Put H := GU:::'.) 
and suppose that K :::; H has the property: 

for each x E G such that X-I Kx :::; H 

there exists y E H such that X-I Kx = y-I Ky. 
(7.1) 
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Let r := fix(K) :2 ~, and put N := NG(K). Then r is N-invariant, and 
N acts k-transitively on r. 

Remark. Two natural cases where condition (7.1) holds are when K = H 
and (for H finite) when K is a Sylow subgroup of H. 

PROOF. For each "I E r and x E N, b"')K = 'YK", = {,,!"'}, and so "I'" E r. 
This proves that r is N-invariant. 

Now, since G is k-transitive, in order to prove that N acts k-transitively 
on r it is enough to show that: 

(7.2) 
for each x E G such that ~'" ~ r 

there exists zEN such that xz-1 acts trivially on ~. 

However, ~'" ~ r implies that xKx-1 acts trivially on~, and so xKx-1 :::::: 
H. Thus by condition (7.1) there exists y E H such that xKx-1 = y-l Ky, 
and so z := yx satisfies the condition (7.2). 0 

Exercises 

The following series of exercises leads to a generalization of the Jordan­
Witt Lemma. Suppose that G is a group acting on a set n, a E n, and 
H :::::: G with a E ~ := fix(H). Put K := NG(H) and 

E := {x-1Hx I x E G and x-1Hx:::::: Go,}. 

We consider the actions of K on ~ and of Ga (by conjugation) on E. 

7.1.7 Put W := {x E G I a'" E ~}. Show that W is the union of a 
set A of complete double cosets of the form GayK, and that E = 
{xHx- 1 I x E W}. 

7.1.8 Show that there is a bijection cP of A onto the set Orb(K,~) of 
orbits of K on ~ given by CP(D) := aD. 

7.1.9 Show that there is a bijection'll of A onto the set Orb(Ga , E) of 
orbits of Ga on E given by 

w(D) := {xHx- 1 I xED}. 

7.1.10 Show that the number of (right) G a-cosets in D is equal to I cP (D) I , 
and the number of (left) K-cosets in D is equal to Iw(D) I for each 
D EA. 

7.1.11 Hence prove: there is a bijection e of Orb(Ga , E) onto Orb(K,~) 
such that when G is finite we have ING(L) : NGa(L)1 = le(LGa)1 
for each LEE. 
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7.2 Normal Subgroups 

We begin our study of normal subgroups of multiply transitive groups with 
the case of a regular normal subgroup. We have met this situation before; 
Theorem 4.3B and Sect. 4.6 describe the regular normal subgroups of finite 
primitive groups. In the present case finiteness is not needed for the initial 
part of this analysis. Suppose that G is a transitive group acting on the 
set 0 and that H is a regular normal subgroup of G. Then the action 
of the stabilizer Ga on 0 is equivalent to its action on H by conjugation 
(see Exercise 1.6.16), and so, if G is multiply transitive, the non-identity 
elements of H form a single conjugacy class under the action of Ga. This 
places a severe restriction on H. The case where G is 2-primitive is studied 
in the following theorem. Exercises 7.2.3 and 7.2.4 below address the case 
of a 2-transitive but not a 2-primitive group. 

Theorem 7.2A. Suppose that G ~ Sym(O) is 2-primitive with 101 ;::: 4. 
If G has a regular normal subgroup H, then H is an elementary abelian 
2-group of order 101. Moreover, if 101 ;::: 5, then G is not 3-primitive. 

PROOF. Fix 0: E O. Then K := Ga is primitive on 0 \ {o:} by definition 
of 2-primitivity. As noted above, the action of K on 0 is equivalent to the 
action by conjugation of K on H, and so in the latter action K is primitive 
on the set H# of nontrivial elements of H. For each x E H#, the set 
B := {x, x- 1 } is a block for K, and so primitivity shows that B = H# 
or IBI = 1. Since IHI > 3, this shows that each element in H# has order 
2. Thus H is an elementary abelian 2-group (see Exercise 7.2.1 below). 
Finally, suppose 101 > 4 and consider the action of K on the set of ordered 
pairs (H#)(2). The group H has a proper subgroup A of order 4. Let B be 
the set of all pairs (x, y) such that A = (x, y). Then IBI = 6 and B is a 
proper block for the action of K on (H#)(2) and so K is not 2-primitive 
on H#. Thus G is not 3-primitive on O. D 

In the last theorem we can identify the normal elementary abelian sub­
group with the additive group of a vector space over the field IF 2. So the 
group G is acting as an affine group containing the translations and the 
stabilizer Go is a (possibly infinite dimensional) linear group over 1F2 • 

Exercises 

7.2.1 Show that a group in which each nontrivial element has order 2 is an 
elementary abelian 2-group. [Hint: If x 2 = y2 = 1 then x-1y-1xy = 
(xy)2.) 

7.2.2 Find all 2-primitive subgroups of Sn for n ~ 4. 
7.2.3 Show that, if G is a finite 2-transitive group with a regular normal 

subgroup H, then H is an elementary abelian p-group for some prime 
p. 
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7.2.4 The result of the previous exercise is no longer true if G is not assumed 
to be finite. For example, let S be an infinite group in which all 
nontrivial elements are conjugate [see Higman et al. (1949)]. Take G 
as the image in Sym(S) of S x S acting on S by 

a(s,t) := s-lat for a E Sand (s, t) E S x S. 

Show that Gis 2-transitive and has two regular normal subgroups iso­
morphic to the simple group S. (This type of action is also considered 
in Exercises 1.4.5, 4.4.7 and 4.4.8.) 

We know that a nontrivial normal subgroup of a primitive group is tran­
sitive (Theorem 1.6A). The following is an analogous result for k-primitive 
groups. 

Theorem 7.2B. Let G ~ Sym(n) be a k-primitive group for some integer 
k 2:: 2 and Inl 2:: 6, and let H be a nontrivial normal subgroup of G. Then 
either 

(i) H is k-tmnsitive; or 
(ii) k = 2 and H is a regular elementary abelian 2-group. 

PROOF. Since G is primitive, H is certainly transitive. Fix a E n. Then 
K := GOl is (k - I)-primitive on n' := n \ {a}, and M := HOl <] K. 

If k = 2, then K is primitive on n', and so either M is trivial or M 
is transitive on n'. In the former case, H is regular, and hence, by the 
previous theorem, the subgroup H is an elementary abelian 2-group. In 
the latter case, His 2-transitive. This proves the assertion for k = 2. 

Now suppose k 2:: 3 and proceed by induction. Theorem 7.2A shows that 
H is not regular and so M =f=. 1. Thus, since K is (k - I)-primitive on 
n', induction shows that M is either regular or (k - I)-transitive on n'. 
In the latter case H is k-transitive and we are finished, so it remains to 
prove that M is not regular. Suppose that M is regular, so H is sharply 
2-transitive. Choose /3 E n' and put L := GOl!3 and nil := n \ {a, /3}. 
Then L is (k - 2)-primitive on nil. Because H is sharply 2-transitive, there 
exists a unique z E H such that (a, /3Y = (/3, a), and since Z2 fixes (a, /3) 
therefore Z2 = 1. For each x E L, the commutator Z-lX-1 zx lies in Hand 
fixes (a, /3), so it is also 1. Hence z centralizes L and so the orbits of (z) on 
nil form a system of blocks for L acting on nil. However the orbits of (z) 
all have lengths 1 or 2 and at most one has length 1 (because H is sharply 
2-transitive). Since Inl > 4, this contradicts the primitivity of L on nil. 
Hence M is not regular and the induction step is proved. D 

Corollary 7.2A. A nontrivial normal subgroup of a highly tmnsitive group 
is highly tmnsitive. 

In general a nontrivial normal subgroup of a transitive group need not be 
transitive, but Exercise 1.4.6 shows that at least it is true that the orbits 
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of the normal subgroup all have the same length. This leads to the concept 
of half-transitivity which we shall use below in our analysis of nonregular 
normal subgroups of 2-transitive groups. 

We say that a nontrivial group G acting on a set 0 acts 1/2-transitively 
if all its orbits on 0 have the same length. For each integer k ;:::: 1, we say 
that G acts (k + 1/2)-transitively on 0 if Gis k-transitive and each of the 
(conjugate) k-point stabilizers G C'-1 ••• ak is 1/2-transitive. 

Obviously 

(k + 1/2)-transitivity =} k-transitivity =} (k - 1/2)-transitivity 

for each integer k ;:::: 1. In general, however, it is not true that a group con­
taining a (k + 1/2)-transitive group is necessarily also (k + 1/2)-transitive 
(see Exercise 7.2.7 below). 

Exercises 

7.2.5 Let G ::; Sym(O) be 2-transitive, and suppose that H is a nontrivial 
normal subgroup of G. Show that H is either regular or 3/2-transitive. 

7.2.6 Let G ::; Sym(O) be 3-transitive, and suppose that H is a nontrivial 
normal subgroup of G. Show that H is either regular, 5/2-transitive 
or strictly 2-transitive. 

7.2.7 Give an example of a permutation group G which is not 3/2-transitive 
but which has a normal 3/2-transitive subgroup. [Hint: G may be 
taken as a semidirect product of a regular normal elementary abelian 
subgroup of order 9 and a group of order 4.J 

7.2.8 If G is a 1/2-transitive group of degree n, show that IGI divides n. 

If H is a nonregular normal subgroup of a 2-transitive group G, then 
a point stabilizer Ha is nontrivial and normal in Ga and so H is 3/2-
transitive by Exercise 1.4.6. Is H primitive? To answer this question we 
shall use the concept of a minimal block: Ll is a minimal block for G, if Ll 
is a block for G containing at least two points, and no other block with at 
least two points is properly contained in Ll. Every finite transitive group 
of degree at least 2 posesses minimal blocks, but an infinite imprimitive 
group may not. 

Exercise 

7.2.9 Give an example of an infinite imprimitive group with no minimal 
blocks. 

Theorem 7.2C. Suppose that G is a 2-transitive subgroup of Sym(O) 
with a nontrivial imprimitive normal subgroup H. If H has a minimal block 
then Ha {3 = 1 for every pair of distinct points 0:, (3 E O. (Thus H is either 
regular or a Frobenius group.) 

PROOF. Let Ll be a minimal block for H. Since H <l G, Ll'" is a minimal 
block for H for each x E G, let B be the set of all such blocks. Since G is 
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2-transitive, every pair of distinct points a, (3 lies in at least one block in 
B. On the other hand if D.l, D.2 were distinct blocks in B containing a and 
(3, then D.l n D.2 would be a nontrivial block for H properly contained in 
D.l and this contradicts the minimality of D.l' Hence for each pair a, (3 of 
distinct points contained in n, there is exactly one block in B containing 
both these points. (This shows that B is set of blocks for a Steiner system 
on n as discussed in Sect. 6.2). 

Each block r containing a is fixed setwise by HOI.' Thus H 01.(3 fixes all 
blocks in B which contain a or (3. Let D.o be the block in B which contains 
a and (3, and suppose that 'Y E n \ D.o. Then there exist distinct blocks 
D.l, D.2 E B such that {a, 'Y} ~ D.l and {(3, 'Y} ~ D.2, and so D.l n D.2 = 
b}. Thus H 01.(3 fixes every point not lying in D.o. Finally, since D. =1= n, 
there is a block D.3 E B with D.o n D.3 = 0. Since Ha(3 fixes all points in 
D.3, the argument above shows that it also fixes all points outside of D.3, 
and so Ha (3 = 1 as asserted. D 

Exercise 

7.2.10 Let G = AGLd(F) :::; Sym(Fd) for some field F and some integer 
d ?: 1. Let H be the normal subgroup consisting of the elements of 
the form v f-+ AV + a where A =1= 0 is an element of F and a E Fd. 
Show that the blocks in B which occur in the proof above are exactly 
the lines in the affine space. 

Theorem 7.2D. Let G :::; Sym(n) be an infinite 2-transitive group, and 
suppose that H :::; G has finite index. Then H is primitive. 

PROOF. Every subgroup of finite index in G contains a subgroup of finite 
index which is normal in G (see Exercise 1.3.4), and so it is enough to 
prove the result under the assumption that H is normal. Thus suppose 
that H <l G. Since G is 2-transitive, and H =1= 1, therefore H is transitive 
and G = GaH. Thus IGa : Hal = IGaH : HI = IG : HI, and so HOI. is a 
normal subgroup of finite index in Ga. Since Ga is transitive on n \ {a}, 
HOI. has only a finite number of orbits on n \ {a}, all of which are infinite 
(Theorem 1.6A). 

Now suppose that H is imprimitive. If D. is a block for H containing 
a, then D. is Ha-invariant. Since HOI. has only a finite number of orbits, 
this shows that there are only finitely many blocks for H containing a. In 
particular, H has a minimal block D. containing a. Let B := {D.''' I x E G}. 
Then it follows from the proof of Theorem 7.2C that any two blocks in B 
meet in at most one point and any two points are in a unique block. Choose 
a block rEB that is disjoint from D., say some other block from the same 
system. Then each 'Y E r determines a distinct block Aa ,"'! meeting D. in 
{ a} and r in { 'Y }. Since r is infinite, this implies that H has infinitely many 
distinct blocks containing a, contrary to what we showed above. Thus H 
is primitive as claimed. D 
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For finite groups we have a stronger result (Theorem 4.1B) which we 
proved using the O'Nan-Scott Theorem in Chap. 4. We give here a brief 
alternative proof based on the structure of finite Frobenius groups. Note 
that the two conclusions of the theorem are not exclusive since both include 
the case where soc( G) is cyclic of prime order. 

Theorem 7.2E (= Theorem 4.IB). Let G < Sym(O) be a finite 
2-tmnsitive group. Then soc( G) is either 

(i) primitive and simple; or 
(ii) regular and elementary abelian. 

PROOF. Put H := soc(G). If H is not primitive, then Theorem 7.2.A shows 
that either H is regular, or H is a Frobenius group (Sect. 3.4). In the for­
mer case H is elementary abelian (see Exercise 7.2.3) and so (ii) holds. 
The latter case cannot hold since the structure theorem for finite frobenius 
groups (Sect. 3.4) shows that a finite Frobenius group has a proper non­
trivial characteristic subgroup which is impossible for the socle of a finite 
primitive group (see Corollary 4.3B). This settles the imprimitive case. 

Now suppose that H is primitive but not regular. Then H is 3/2-
transitive because H <I G (Exercise 7.2.5). By Theorem 4.3B, a finite 
primitive group either has a unique minimal normal subgroup, or it has 
exactly two minimal normal subgroups which are nonabelian, regular and 
isomorphic to one another. Since H is its own socle, it is a direct product 
of simple groups. Thus either H is simple or H = S x T where S and 
T are isomorphic simple, nonabelian, regular subgroups. However, in the 
latter case IHI = 101 2 which is not possible since the 3/2-transitivity of H 
implies that IHI has a factor in common with 101 - 1. Thus H is simple 
and the proof of the theorem is complete. 0 

The final theorem of this section strengthens Theorem 7.2E (Theorem 
4.1B) in a special case. 

Theorem 7.2F. Suppose that G is a 2-tmnsitive subgroup of Sym(O) 
of degree 2m where m > 1 is odd. Then soc( G) is a simple 2-tmnsitive 
subgroup. 

PROOF. Indeed, since 2m is not a prime power, the previous theorem shows 
that H := soc( G) is primitive, simple and nonabelian. It follows from 
Exercise 1.6.12 that IHI is divisible by 4. Let a and f3 be distinct points in 
O. To prove that His 2-transitive it is enough to show that Ga = HaGa{3, 
since then Ha acts transitively on 0' := 0 \ {a}. Since Ha <I Ga, the 
group Ha acts 1/2-transitively on 0', and so IHa : Ha{31 divides 2m - 1. 
Thus, Ha {3 contains a Sylow 2-subgroup, say P, of Ha , and P =f. 1 because 
IHI is a multiple of 4. The Frattini argument (Exercise 1.4.14) shows that 
Ga = Ha(NnGa) where N := Na(P). Since IH : Hal = 2m, any Sylow 2-
subgroup Q of H containing P satisfies IQ : PI = 2, and therefore Q :::; N. 
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On the other hand the Jordan-Witt Lemma (Lemma 7.1A) shows that 
N leaves r := £ix(P) invariant and acts 2-transitively on this set. Since 
IQIIIGal we have Qr =I- 1. Thus Qr has order 2, and is a Sylow 2-subgroup 
of the 2-transitive group N r . Hence its degree Irl = 2m - Isupp(P)I has 
the form 2n where n is odd. Applying Exercise 1.6.12 to N r shows that this 
is impossible unless In = 2. Hence r = fix(P) = {o:, .B}, and so N n Ga ::; 
Gaf3 . This shows that Ga = Ha(N n Ga) = HaGaf3 as required. D 

7.3 Limits to Multiple Transitivity 

It is a consequence of the classification of finite simple groups that a fi­
nite permutation group which does not contain the alternating group is 
at most 5-transitive. Except for the alternating and symmetric groups, 
the only finite groups which are 4- or 5-transitive are the Mathieu groups 
Mu , M 12 , M 23 and M 24 • The proof of this strong statement involves a case­
by-case analysis of the finite simple groups. We shall be content here with 
a weaker result due to Wielandt (1960a) which shows that the Schreier 
Conjecture implies that every proper finite multiply transitive group is at 
most 7-transitive. (Note that the proof of the Schreier Conjecture also uses 
the "classification".) H. Nagao and M. Suzuki have shown how to reduce 
the bound in the theorem from 7 to 6 by a similar argument. The story is 
quite different for infinite permutation groups. For example, Homeo(Q) is 
highly transitive (Exercise 7.1.6), and we shall see later that, for each k, 
there are infinite groups that are k- but not (k + I)-transitive. 

Recall that the Schreier conjecture states that the outer automorphism 
group of any finite simple group is solvable (see Appendix A). 

Theorem 7.3A (Assuming the Schreier Conjecture). Let G ::; Sym(n) 
be an 8-transitive group of finite degree. Then G :::::: Alt(n). 

PROOF. Clearly we can assume that 10,1 > 8. Fix A ~ 0, with IAI = 5, 
and put r := 0, \ A. Define N := Na (G(.6.») and H := soc(G(.6.») where 
H <l N because the socle of a group is a characteristic subgroup. Since 
A = fix(G(.6.»), the Jordan-Witt Lemma (Lemma 7.1A) shows that N acts 
5-transitively on A; hence N.6. = Sym(A). Because G(.6.) acts 2-transitively 
on its support r, Theorem 4.1B shows that H is either a simple group 
(possibly of prime order) acting primitively on r, or H is an elementary 
abelian p-group of order:::::: p2 (for some prime p) acting regularly on r. We 
consider these two possibilities. 

Suppose that H is simple, and put G := GN(H). The action of Non H 
by conjugation defines a homomorphism '¢ : N ---> Aut(H) whose kernel 
is G. Moreover, we have ,¢(H) = Inn(H) , and so NjGH ~ '¢(N)j'¢(H) 
is solvable by the Schreier Conjecture. Since N.6. = Sym(A), we conclude 
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that 

Alt(Ll) :::; (OH)t:,. = ot:,. :::; Sym(Ll) 

because Alt(Ll) is simple and nonabelian. On the other hand, since H acts 
primitively on its support r, Theorem 4.3B shows that Or = H r or 1 
depending on whether H r is regular (of prime order p, say) or not. Since 
Irl > 2, we conclude that in either case Or and Ot:,. have no common 
nontrivial homomorphic image. Hence 0 = Or x ot:,. by Theorem 1.6C, 
which shows that 0 (and hence G) contains a 3-cycle from Alt(Ll). Since G 
is primitive, Theorem 3.3A now shows that G 2': Alt(O), and the theorem 
is proved in this case. Note that up to this point of the proof we have only 
used the hypothesis that Gis 7-transitive, and that 101 > 7. 

Now suppose that H is regular on r. Since G is 8-transitive, N r is 3-
transitive, and so by Theorem 7.2A, H ~ H r is an elementary abelian 
2-group and hence Irl = 28 for some integer s > 1. Now choose 'Y E r, and 
put G* := G'Y. Since G* is 7-transitive on 0' := 0 \ b}, the argument 
above (with G* in place of G) shows that either G* 2': Alt(O') (and hence 
G 2': Alt(O)), or H* := soc(G*) is an elementary abelian p-group of order 
2': p2 which acts regularly on r \ b}. However the latter cannot hold 
since it implies that 28 - 1 = Irl - 1 = pT for some integer r > 1 which is 
impossible by Exercise 7.3.1 below. Hence we have proved that G 2': Alt(O) 
in this case as well. D 

Exercises 

7.3.1 Show that if p is a prime and pT = 28 ± 1, for positive integers rand 
s, then either r = 1 or p = 3, r = 2. [Hint: First show that if r is 
odd then the second factor in (pT ± 1) = (p ± 1) (pT-l =f .•. + 1) must 
be odd. Also (P2t -1) = (Pt -l)(Pt + 1) and p2t + 1 == 2 mod 4 for p 
odd. J (More generally, it is true that the only solution to pT = q8 - 1 
with p, q primes and r, s integers> 1 is 23 = 32 - 1.) 

7.3.2 Show that the only finite solvable permutation group which is 3-
primitive is the symmetric group of degree 4. 

7.4 Jordan Groups 

Let G be a group acting on a set O. We say r ~ n is a Jordan set and 
its complement Ll := 0 \ r a Jordan complement if Irl > 1 and G(t:,.) 
acts transitively on r (the case Ll = 0 is permitted). If G is k-transitive 
on n, every subset Ll of size < k is a Jordan complement; in such a case 
we say r and Ll are improper, and otherwise they are proper. A group G 
acting on 0 is a Jordan group if it is transitive and has at least one proper 
Jordan complement. These groups fit naturally into the study of multiply 
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transitive groups since a primitive Jordan group with a finite proper Jordan 
complement is always 2-transitive (see Theorem 7.4A). 

Exercises 

7.4.1 Let G := AGLd(F) be the affine group acting on the d-dimensional 
vector space 0 := Fd over the field F. If d :2: 2, show that every 
affine subspace of dimension < din 0 is a Jordan complement. 

7.4.2 Let G := PG Ld+1 (F) be the projective linear group acting on the set 
o := PGd(F). If d :2: 3, show that any proper projective subspace of 
o is a Jordan complement. 

7.4.3 Let G := Aut(Q, S) be the group of order preserving permutations of 
the rational numbers. Show that G is primitive, but not 2-transitive, 
and that every open interval r is a Jordan set on which G(O\r) acts 
primitively. 

The finite Jordan groups have been completely classified using the clas­
sification of finite simple groups; except for a small handful of exceptional 
groups, the finite Jordan groups are closely related to the groups described 
in Exercises 7.4.1 and 7.4.2 above (with F finite). However the theory of 
finite Jordan groups which we develop here is quite elementary. Essentially 
it is due to Jordan and others in the last century. We shall present these re­
sults for Jordan groups under the hypothesis that the Jordan complement 
is finite. Jordan groups with infinite Jordan complements, such as the ex­
ample in Exercise 7.4.3 above, must be handled by a different approach. 
There is a growing collection of recent results that deal with this case; see 
the notes at the end of the chapter. 

The theory of Jordan groups has a geometrical flavour. We have seen in 
the exercises above that the Jordan complements of the affine and projec­
tive groups are the geometric subspaces. In general the finite proper Jordan 
complements of a primitive group behave like subspaces. 

Let G be a group acting transitively on a set o. The properties 
established in the following exercises will be used repeatedly. 

Exercises 

7.4.4 If ~ is a Jordan complement for G then, for each x E G, the set ~x 
is also a Jordan complement. 

7.4.5 If ~' and ~ are Jordan complements for G and ~ U ~' =1= 0, then 
~ n ~' is also a Jordan complement. [Hint: G(~n~') contains both 
G(~) and G(~').l 

Let G be a group which acts transitively on the set o. A J-ftag for G is 
a finite chain of distinct finite Jordan complements ~i for G of the form 

o = ~o C ~1 C ... C ~k 

with the property that whenever ~ is a Jordan complement for G with 
~i-l ~ ~ ~ ~i then ~ = ~i-l or ~i. Note that 10 \ ~kl > 1 by the 
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definition of Jordan complement. In the extreme case that I~i \ ~i-ll = 1 
for all i ~ j, then G is (j + I)-transitive. We also note that for each 
i ~ k,0 = ~i \ ~i C ... C ~k \ ~i is a J-flag for G(Ll;) acting on n \ ~i. 
Clearly, if 0 = ~o C ~1 C ... C ~k is a J-flag, then 0 = ~o c ~'f c 
... c ~k is also a J-flag for each x E G; thus G acts on the set of J-flags. 
Our first results show how a Jordan group acts on the set of its J-flags. 

Lemma 7.4A. Suppose that the group G acts transitively on n. 
(i) If ~ and~' are finite Jordan complements for G with I~I ~ I~'I, then 

~ x ~ ~' for some x E G. 
(ii) If 0 = ~o C ~1 C ... C ~k and 0 = ~~ C ~~ C ... c ~l are two 

J-flags for G with I~kl = I~ll, then k = i and for some x E G we 
have ~~ = Sf for each i. 

PROOF. (i) By hypothesis ~' =I- n, so take a rt ~'. Since G is transitive 
and ~ =I- n, there exists y E G such that a rt ~Y, and so ~y U ~' =I- n. 
Hence, if we choose x E G such that ~ x n ~' is as large as possible, then 
~x U ~' =I- n, and so ~x n ~' is a Jordan complement by Exercise 7.4.5. 
We claim that ~ x ~ ~'. Indeed, otherwise there exists (3 E ~ x \ ~' and 
(since I~'I 2: I~I) also some 'Y E ~' \ ~x. Since (3, 'Y E n \ (~x n ~') and 
~x n~' is a Jordan complement, there exists Z E G(LlXnLl') which maps (3 
onto 'Y. But then 

~x n ~' = (~x n ~'Y ~ ~xz n ~' 

while 'Y = (3z lies in the second of these sets but not the first. This implies 
that I~x n ~/I < l~xZ n ~'I, contrary to the choice of x. Thus ~x ~ ~' 
as required. 

(ii) We proceed by induction on I~I. The result is true for ~ = 0, so 
suppose ~ =I- 0. Then k and i are both at least 1, and it follows from (i) 
that for some y E G either ~~ ~ ~~ or ~~ ;;;? ~i. By the properties of a 
J-flag this implies that ~1 = ~~. Now 

o = ~~ \ ~~ c ... C ~~ \ ~~ 

and 

o = ~~ \ ~~ c ... c ~£ \ ~~ 
are J-flags for G(Ll' ) acting on n \ ~~. Hence induction shows that k = i 
and that for some lZ E G(Ll1 ) we have (~~ \ ~i) = (~rZ \ ~i) for each 
i 2: 1. The result now follows with x = yZ. 0 

If G is an imprimitive Jordan group then the blocks of imprimitivity and 
the Jordan complements must fit together in a particular way. This is useful 
even for primitive Jordan groups since these groups are generally built up 
from smaller degree imprimitive Jordan groups. This is the content of the 
following lemma. 
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Lemma 7.4B. Let G be a group acting transitively on O. 
(i) Suppose that G is imprimitive and that 8 is a system of nontrivial 

blocks for G. If G has a Jordan complement A then, either there exist 
a block r E 8 such that A u r = 0, or else A is a union of some 
subset 8' of blocks from 8 with 18 \ 8'1 > 1. Moreover, in the latter 
case 8' is a Jordan complement for G acting on 8. 

(ii) If A' c:: A are two Jordan complements for G with IA \ A'I < 10 \ AI 
then, for any system 8 of nontrivial blocks for GU:::.') acting on 0 \ A', 
the set A \ A' is a union of blocks from 8. 

(iii) If G is primitive and A' C A are consecutive terms in a J-flag for G, 
then A:= A \ A' is a block for the action ofG{fl.'} acting on 0 \ A', 
and 0 \ A is a union of at least two blocks from the corresponding 
system of blocks. 

PROOF. (i) If A is not a union of blocks from 8, then there exists a block 
r E 8 such that A n r -I- 0 or r. Since GCfl.) is transitive on 0 \ A, this 
shows that r ] 0 \ A as asserted. Now suppose that AU r -I- 0 for every 
r E 8. Then A is a union of a subset 8' of blocks from 8 with 18 \ B'I > 1. 
In the action of G on B we clearly have GCB') 2:: GCfl.), and so GCB') acts 
transitively on 8 \ B'; this shows that 8' is a Jordan complement. 

(ii) This follows immediately from (i) applied to GCfl.') acting on 0 \ A' 
since the condition on 10 \ AI shows that 0 \ A is not contained in a block 
of 8. 

(iii) Put A := A \ A'. We first show that IAI < 10 \ AI. This is im­
mediately true if 0 is infinite, and so suppose that 0 is finite. Since G is 
primitive, 0 \ A is not a block for G and so there exists x E G such that 
~ := A n AX -I- A and A U AX -I- O. By Exercise 7.4.5, ~ is a Jordan 
complement for G properly contained in A, and so by Lemma 7.4A (ii) we 
conclude that ~y <;;; A' for some y E G. Thus I~I :::; IA'I and so 

IAI = IA \ A'I :::; IA \ ~I = I(AX U A) \ AI < 10 \ AI 

which proves our claim. 
We now show that A is a block for G{fl.'} acting on 0 \ A'. Suppose the 

contrary. Then there exists x E G {fl.'} such that A n A X -I- A or 0. Since 
A = A'uA we have A' c AnAx c A, and IA U .6.x l = 1.6. U AXI < 101 by 
the assertion which we just proved. Exercise 7.4.5 now shows that .6. n .6. x is 
a Jordan complement for G, and it lies properly between .6.' and A contrary 
to the choice of .6.'. Thus we conclude that A is a block for G{fl.'}; since 
IAI < 10 \ .6.1, (ii) is proved. D 

With this collection of technical details in hand we can proceed to a 
remarkable series of criteria for multiple transitivity for Jordan groups 
obtained by Jordan (1871). 

Theorem 7.4A. Let G be a group acting primitively on O. 
(i) If G has a finite nonempty Jordan complement then G is 2-transitive. 
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(ii) If G has a finite Jordan complement A such that G(L),.) has no non­
trivial blocks of size less than IAI on n \ A, then G is (IAI + 
I)-transitive. 

(iii) If G has two finite Jordan complements t:.' c t:. with It:. \ A'I = 1 
then G is (1t:.1 + I)-transitive. 

PROOF. (i) Let 0 = Ao C Al C ... C Ak be a J-flag for G of length 
k > O. Then applying Lemma 7.4B (ii) to the pair 0 C t:.l shows that Al 
is a block for G, and hence IAll = 1. This implies that Gis 2-transitive. 

(ii) We proceed by induction on 1t:.1. The result is true for A = 0 so 
suppose that t:. =f. 0. We first show that if A' C A are consecutive terms in 
a J-flag for G, then It:. \ t:.'1 = 1. This is true if t:.' = 0 by (i), so suppose 
that t:.' =f. 0. Put A := A \ A' and note that IAI < 1t:.1. Then Lemma 7.4B 
(ii) shows A is a block for G{~/} acting on n \ t:.' and that n \ t:. is a union 
of a set of at least two of the blocks conjugate to A. Since G(~) ::; G{~/} 
these latter blocks must also be blocks for G(~) and hence must be of size 
1 by the hypothesis on G(~). Thus IAI = 1 as claimed. Now IA \ A'I = 1 
and so G(~/) acts 2-transitively (and hence primitively) on n \ A'. Since 
IAI = IA'I + 1, induction now shows that G is IAI-transitive. Finally, since 
G(~) is transitive on n \ A, the group G is (IAI + I)-transitive. 

(iii) By the argument in (ii), G(~/) acts 2-transitively (and hence primi­
tively) on n \ t:.'. Thus by (ii), Gis 1t:.I-transitive. Since G(~) is transitive, 
Gis (1t:.1 + I)-transitive. 0 

Exercises 

7.4.6 Suppose that G is a group acting primitively on a set n and t:. is a fi­
nite Jordan complement. If G(~) is an abelian group whose nontrivial 
elements all have order ~ 1t:.1, show that Gis (1t:.1 + I)-transitive. 

7.4.7 Let G be a primitive Jordan group on a set n which has a finite 
proper Jordan complement. Show that the minimal proper Jordan 
sets for G form the blocks of a Steiner system on which G acts. 

Let G be a primitive Jordan group with a J-flag 0 = t:.o C Al C ... C 

t:.k • If Gis t-transitive then the increments Ai := Ai \ Ai-l are singletons 
for i = 1, ... , t - 1. If G is not (t + I)-transitive then the remaining 
increments Ai have at least two elements and Ai is a block of imprimitivity 
for G(~i_d on n \ t:.i- l . The definition of Jordan group places a condition 
on the pointwise stabilizer of a Jordan complement Ai. In fact, the setwise 
stabilizer G{~i} induces a transitive action on Ai itself and G{~;} is a 
Jordan group on t:.i with J-flag 0 = Ao C t:.l C ... C t:.i- 1 . We show 
this in the following lemma. 

Lemma 7.4C. Let G be a group acting primitively on n and let 

o = Ao C t:.l C ... C Ak 

be a J-ftag for G with k ~ 1. Then: 
(i) For each i < k, G{~k} n G(~i) acts transitively on Ak \ t:.i. 
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(ii) If I~k \ ~k-ll > 1 then 0 = ~o C ~l C ... C ~k-l is a J-fiag for 
the group G{~d acting on ~k. 

(iii) Let I~kl :2': t. Then G is t-transitive on D if and only if G{~d acts 
t-transitively on ~k. 

PROOF. (i) Put ~ := ~k and ~I := ~i' The idea is to apply the Jordan­
Witt Lemma (Lemma 7.1A) to the transitive action of G(~/) on D \ ~/. 
Since ~ :) ~I we have G(~) < G(~/). The normalizer of G(~) in G(~/) 
is G{~} n G(~/) and the fixed point set of G{~} n G(~/) in its action on 
D \ ~I is exactly ~ \ ~/. Moreover, for any x E G with ~I c ~ x, the 
set ~x \ ~I is a Jordan complement for G(~/) and so, by Lemma 7.4A (i), 
there exists y E G(~/) such that ~x \ ~I = (~ \ ~/)Y. Equivalently, for all 
x E G, x-lG(~)X -<:: G(~/) implies that x-1G(~)X = y-1G(~)y for some 
y E G(~/). Now the Jordan-Witt Lemma shows that G{~} n G(~/) acts 
transitively on ~ \ ~I as asserted. 

(ii) Since I~k \ ~il > 1 for all i < k, (i) shows that each of these ~i is 
a Jordan complement for G{~k acting on ~k. It remains to show that if 
~ is a Jordan complement for G{~k and ~i-l s: ~ s: ~i for some i < k, 
then ~ = ~i-l or ~i. Indeed, the hypotheses show that G{~k} n G(~) acts 
transitively on ~k \ ~ and that G(~;) acts transitively on D \ ~i' Since 
these two orbits intersect nontrivially and have union D \ ~, we conclude 
that G(~)(which contains both G{~d n G(~) and G{~;}) acts transitively 
on D \~. Hence ~ is a Jordan complement for G, and so ~ = ~i-l or ~i 
by the definition of a J-flag. 

(iii) It is clear that G is t-transitive if and only if whenever 0 = ~o C 

~l C ... C ~k is a J-flag for G with I~kl :2': t we have k :2': t and I~il = i 
for i = 0,1, ... , t - 1. Thus the assertion follows immediately from (ii) or 
Theorem 7.4A (iii) depending on whether or not I~k \ ~k-ll > 1. D 

We now have a detailed picture of the structure of a J-flag 0 = ~o C 

~l C '" C ~k for a Jordan group G. If G is t-transitive but not (t + 
I)-transitive, then the sets in the series grow one point at a time up to 
~t-l' After this point the increments Ai := ~i \ ~i-l grow in size by at 
least a factor of 2 at each step. This follows by applying Lemma 7.4B (iii) 
to the (2-transitive) action of G{~i+d on ~i+l' We see that Ai is a block 
for G(~i_rl and IAi+ll = I~i+l \ ~il :2': 21 Ai I. For the affine and projective 
groups the J-flags are formed by the geometric subspaces increasing by one 
dimension at each step. In the case of the 3-transitive group AGLd(2) the 
Jordan complement ~i has 2i - 1 points so the increments increase by a 
factor of exactly 2 each time for i :2': 2. 

The following theorem, proved by B. Marggraff in 1889, applies the ideas 
developed so far. 

Theorem 7.4B. Let G be a group acting primitively on a finite set D of 
size n, and suppose that G has a Jordan complement of size m where m :2': 
n/2. Then G is 3-transitive, and moreover, if m > n/2 then G :2': Alt(D). 
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PROOF. We proceed by induction on n to show that Gis 3-transitive. The 
result is easily verified if n ~ 4, so suppose that n > 4. Let 0 = ~o C 

.6.1 C C ~k be a J-flag for G with I~k I = m. By Lemma 7.4B (i) we 
have 

1 1 
I~k \ ~k-11 <:::; 2 10 \ ~kl = 2 (n - m). 

If I~k \ ~k-11 = 1, then G is (m + l)-transitive by Theorem 7.4A, so 
suppose that I~k \ ~k-11 > 1. Then from the inequality above and the 
hypothesis on m we have 

1 1 1 1 1 
l~k-11 2 m - 2 (n - m) = 2m + 2 (2m - n) 2 2m = 2 I~kl· 

Hence by Lemma 7.4C (ii) and the induction hypothesis, G{6.d acts 
3-transitively on ~k' and so Lemma 7.4C (iii) shows that G is also 
3-transitive. 

Now suppose that m > n/2. We leave the case where n <:::; 7 as an 
exercise, and so we assume m 2 5. An induction similar to the one above 
shows that we may conclude that H := G{6.d restricted to ~k contains 
Alt(~k)' Thus the derived group H' restricted to ~k is equal to the simple 
group Alt(~k)' and H' restricted to 0 \ ~k has no homomorphic image 
isomorphic to Alt(~k) because m > n - m. Hence the kernel of the action 
of H' on 0 \ ~k induces Alt(~k) on ~k by Theorem 1.4B. Thus G 2 H' 2 
Alt(~k) and this shows that G contains a 3-cycle. Since G is primitive, 
Theorem 3.3.A now shows that G 2 Alt(O) as asserted. D 

Exercises 

7.4.8 Complete the proof of the theorem above for n <:::; 7. 
7.4.9 In the case that m = n/2 and G is a proper primitive group in 

Marggraff's Theorem, show that there exists d such that n = 2d and 
G <:::; AGLd(2) [Hint: Show that there are proper Jordan complements 
of size 4. Pick one point to be 0 and make 0 into a vector space 
by defining the sum a + f3 to be the fourth point in the Jordan 
complement of order 4 containing 0, a, f3.] 

Using the classification of finite simple groups, a precise description of 
the finite primitive Jordan groups has been obtained; since such a group is 
2-transitive it is a matter of checking the list of finite multiply transitive 
groups (see Sect. 7.7). If G is a finite primitive Jordan group acting on a 
set 0 then one of the following cases applies. 

(i) 0 is the affine space AGd(q) of dimension d over the field lFq and 
ASLd(q) <:::; G <:::; AfLd(q) for some d 2 2 and prime power q. 

(ii) 0 is the projective space PGd(q) of dimension d over the field lFq and 
PSLd+1 (q) <:::; G <:::; PfLd+1(q) for some d 2 2 and prime power q. 

(iii) 0 is the affine space AG4 (2) of dimension 4 over the field lF2 and 
G <:::; AGL4 (2) is an extension of the group of translations by A7 . The 
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group G is 3-transitive and has the 2-dimensional affine subspaces as 
Jordan complements with 4 points. 

(iv) n is the projective space PG3 (2) of dimension 3 over the field lF2 and 
G ::; PGL3 (2) is the stabilizer of a point in the group described in 
(iii). 

(v) G is one of the large Mathieu groups M 22 , Aut(M22 ) , M 23 and 
M24 acting on the corresponding Steiner system. The proper Jordan 
complements are the blocks of the Steiner systems. 

The final part of this section is devoted to some classical results on special 
types of Jordan groups. In particular we consider primitive groups of finite 
degree that contain a cycle of prime power length. With this in mind we 
next prove a more general theorem that again goes back to the work of 
Jordan (1871). Some of the situations where the theorem can be applied 
are explored in the exercises that follow it. 

Theorem 7.4C. Let G be a group acting primitively on n with a finite 
Jordan complement~. Suppose that H := G(6.) acts (transitively) on n\~ 
such that for each integer d with 1 ::; d < I~I there is at most one system of 
imprimitivity for H whose blocks have size d. Then G is (I ~ I + 1) -transitive. 

PROOF. We proceed by induction on m := I~I. We know that G is 2-
transitive by Theorem 7.4A so the result is true if m ::; 1. Suppose that 
m>1. 

First suppose that Gis 3-transitive. Then for a E ~ the group Go. is 2-
transitive on n\ {a} with a Jordan complement ~ \ {a} and (Go.)(6.\{a}) = 
H, so induction shows that Ga is I~I-transitive and hence G is (I~I + 
I)-transitive. 

Thus we may suppose that G is not 3-transitive and m > 1 and produce 
a contradiction. In particular, 2m < Inl by Theorem 7.4B. Moreover, if 

o = ~o C ~1 C ... C ~k = ~ 
is a J-flag for G ending in ~, then 1~11 = 1 and I~i \ ~i-ll > 1 for all 
i > 1 by Lemma 7.4B. 

We claim that k = 2. Put K := G(6.k_l) and consider the action of K on 
n \ ~k-l; we claim that K satisfies the same hypothesis as H does. That 
is, if B and B' are two systems of nontrivial blocks of the same size d for the 
action of K on n\~k-l then B = B'. Lemma 7.4B (ii) shows that ~ \~k-l 
is a union of blocks (from either system) so d ::; I~ \ ~k-ll < I~I. Also 
there are blocks E E Band E' E B' with E, E' ~ n \ ~. Then E and E' 
are blocks for H ::; K acting on n \ ~, and so the hypothesis on H shows 
that E and E' are conjugate under H, and hence B = B'. This shows that 
K satisfies the same hypothesis as H, and so we can apply induction to 
conclude that G is (l~k-ll + I)-transitive. Since G is not 3-transitive, this 
means that l~k-ll ::; 1 and so k ::; 2. If k ::; 1 then m ::; 1 contrary to 
hypothesis, and so k = 2. 
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This shows that G has a J-flag of the form 0 C {o:} C t:.. Now observe 
that, for all x E G, t:. u t:.x #- n (because 2m < Inl ), and so E := t:. n t:. x 

is a Jordan complement by Lemma 7.4A. Thus E = 0, t:. or b} for some 
"( E t:.. Moreover, if E = b}, then r := t:.x \ b} ~ n \ t:. is a block 
for the action of H on n \ t:.; indeed, for each z E H = G(t::..), we have 
t:.xz n t:.x :2 b} and so rz n r = 0 or r. 

Finally, since G is 2-transitive, we can choose x, y E G such that 

t:. x n t:. = {o:}, t:. Y n t:. = {,8} and t:. x n t:. Y = b} 

for distinct points 0:, (3 and "( (choose x and y so that o:X = 0:, (3x t/:. t:. and 
o:Y = "( E t:.x \ t:.). Then t:.x \ {o:} and t:.Y \ {(3} are finite blocks of size 
It:. I - 1 for H acting on n \ t:., and so by the hypothesis on H they must 
lie in the same system of imprimitivity for H. However, 

(t:. x \ {o:}) n (t:. Y \ {(3}) = b} #- 0 

and so these two blocks must be equal. Thus 

t:.x \ {o:} = t:.Y \ {(3} = b} 

which shows that It:. \ {o:} I = 1, and then Theorem 7.4A (iii) shows 
that G is 3-transitive, a contradiction. This completes the proof of the 
theorem. D 

An alternative argument, using ideas from Sect. 6.2, can be given for the 
end of this proof. Start at the point where we know that G has a J-flag of 
the form 0 C {o:} C t:.. We claim that the images of t:. under G form the 
blocks for a Steiner system. Since G is 2-transitive any two points are in 
the same number of blocks and since the intersection of any two of these 
blocks is a Jordan complement for G, two points are in a unique block. 
The blocks meeting t:. in any fixed point form a system of imprimitivity 
for H on n \ t:.. So if we take points 0:, (3 E t:. and "( t/:. t:. the blocks of the 
Steiner system through 0:, "( and through (3, "( define two different systems 
of imprimitivity for H of the same size d. This is contrary to hypothesis. 

Exercises 

7.4.10 Show that the condition on H in Theorem 7.4C is equivalent to: if 
Kl and K2 are subgroups of the same index d in H with 1 ::::: d < 1t:.1 
and these subgroups have a common fixed point on n \ t:., then Kl 
and K2 are conjugate in H. 

7.4.11 If G is a group acting primitively on a set nand G contains a 
cycle x #- 1 with a finite number t of fixed points, show that G is 
(t + I)-transitive. 

7.4.12 Suppose that G is a proper primitive group containing a cycle x#-1 
with a finite number of fixed points. Show that Ga(x) = (x). [Hint: 
Show that otherwise there exists w #- 1 in G such that supp( w) n 



228 7. Multiply Transitive Groups 

supp(x) = 0. Then Exercise 7.4.11 shows that [w, z] is a 3-cycle for 
some z E G.] 

7.4.13 Suppose that G is a proper primitive group of degree n containing 
a cycle x oflength m > 1. Show that m ~ (n - m)! + 1 in all cases, 
and that m ~ 2(n - m)! when m is even. [Hint: Put ~ := fix (x) , 
H := G{~}, K := G(~) and C := {y-1xy lyE H}. Show that 
m ICI = IHI = (n - m)! IKI·] 

Lemma 7.4D. Let N ::; Sym(r) be a transitive group of degree pk with 
a normal Sylow p-subgroup P, and suppose that P contains a cycle x of 
length pk. Then the derived group N' ::; P. 

PROOF. We shall proceed by induction on the degree. The result is true for 
k = 1 since in this case P = (x) is a regular normal subgroup of order p and 
N ::; AGL1 (P) (see Exercise 3.5.1). So suppose that k > 1. Let Z := Z(P); 
this is a nontrivial normal subgroup of N (since the centre of a p-group is a 
nontrivial characteristic subgroup and P<JN). Since (x) is a regular abelian 
group, it is self-centralizing in Sym(r) (Theorem 4.2A) and, in particular, 
Z ::; (x). Note that N normalizes Z and so N/CN(Z) is isomorphic to 
a subgroup of Aut(Z). Since Z is cyclic, Aut(Z) is abelian (see Exercise 
2.2.2) and so the derived group N' ::; CN(Z). Let ~ := {rb ... , r h } be 
the set of orbits of Z (with h < pk because Z ::/- 1). 

Now suppose that y is a p'-element of N'. We have to show that y = 1. 
Since N acts transitively on ~ and x acts as an h-cycle on ~, we can apply 
induction on the degree to conclude that y acts trivially on~. Thus ry = r i 

for each i. However, if"( lies in the Z-orbit r i then "(Y = "(Z for some z E Z 
which implies that "(yj = "(zj for all integers j because yEN' ::; CN(Z). 
Thus y acts as a p-element on rio Since y is a p'-element this implies that 
y acts trivially on each rio Hence y = 1 as required. 0 

The following result generalizes Theorem 3.3E. 

Theorem 7.4D. Let G be a proper primitive group of finite degree. If G 
contains a pk-cycle x for some k ~ 1, then x has at most 2 fixed points if 
p ::/- 3, and at most 3 fixed points if p = 3. 

PROOF. Suppose that G is acting on the set n of size n. Put ~ := 
fix(x) , t := I~I and let P be a Sylow p-subgroup of G(~) containing X. 

Exercise 7.4.11 shows that G is (t + I)-transitive. Since ~ = fixP, the 
Jordan-Witt Lemma (Lemma 7.IA) shows that N := Na(P) ::; G{~} and 
N acts t-transitively on ~; in other words, N~ is Sym(~). Thus (N')~ = 
Alt(~). On the other hand, putting r := n \~, Lemma 7.4D shows that 
(N'l is a p-group. If p ::/- 3 and t ~ 3, then we could choose x E N' such 
that x~ is a 3-cycle, and xr has order pT, say. Then xpr is a 3-cycle lying in 
N', which is impossible by Theorem 3.3A. Hence when p ::/- 3, t is at most 
2. Similarly, if p = 3 and t ~ 4, then we could choose x E N' such that 
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xA is a permutation of cycle type 22, and again a suitable p-power of x 
gives a permutation of type 22 lying in N'. On the other hand, the degree 
n = t + 3k ~ 13 because G cannot contain a 3-cycle, so this possibility is 
ruled out by Example 3.3.1. Hence, when p = 3, t is at most 3. This proves 
the theorem. 0 

The possible exception in the case p = 3 does not actually occur. Indeed 
the proof above shows that if the pk -cycle has t fixed points then G is (t + 1 )­
transitive. But the classification of finite simple groups shows that there 
are no proper 6-transitive groups and the only proper 4- and 5-transtive 
groups are the Mathieu groups, of degrees 11, 12, 23 and 24, none of which 
contains a cycle of length 3k (k ~ 1). 

In fact, suppose that G is a primitive group of degree t + pk containing 
a pk-cycle. If t = ° then G must be 2-transitive or a subgroup of AGL1(p) 
(see Theorems 3.5A and 3.5B). If t > ° then G is 2-transitive by Theorem 
7.4A. Using the classification of 2-transitive finite groups (see Sect. 7.7) it 
can be shown that one of the following situations arises: 

(i) t = 0, k = 1, G :::; AGL1 (p); 
(ii) t = 0, G :::; prLd(q) where pk = qqd~ll for some prime power q; 

(iii) t = 0, G = PSL2(11) of degree 11, Mll of degree 11 or M 23 of degree 
23; 

(iv) t = 1, AGL1 (2d) :::; G :::; AGLd(2) where 2d = 1 + pk and G is 
3-transitive; 

(v) t = 1,p = 2,2k + 1 = q is a Fermat prime and G = AGL1 (q); 
(vi) t = 1,p = 2, k = 3 and G :::; AGL2(3) of degree 9; 

(vii) t = 1, G = Mll of degree 12, M12 of degree 12 or M24 of degree 24; 
(viii) t = 2,p = 2,2k + 1 = q is a Fermat prime and G = PGL2(q); 

(ix) t = 2, p = 2,2k + 1 = 32 , G = PGL2(9) or pr L2(9). 

Consult Exercise 7.3.1 for more insight into the prime arithmetic in parts 
(iv) , (v), (viii) and (ix). 

7.5 Thansitive Extensions 

If G is k-transitive on a set 0 then the stabilizer Go. is (k - 1)-transitive 
on 0 \ {a}. The idea of a transitive extension is to reverse this process. 
We start with a group H :::; Sym(O) and pick a new point w ~ 0, and 
attempt to construct a group G acting transitively on the set 0* = 0 U {w } 
such that the stabilizer Gw is the original group H. In this case, we call 
G a transitive extension of the permutation group H. Clearly if H is k­
transitive on 0 then G is (k + 1)-transitive on 0*. Transitive extensions 
are rare in the finite case, since the new group G is multiply transitive 
and so is one of a slender family of groups. Working the other way around, 
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every multiply transive group G arises from some group H by transitive 
extension. Using the classification of finite 2-transitive groups in Sect. 7.7, 
questions about the existence or nonexistence of a transitive extension of 
a finite group H can be easily answered by scanning the list. On the other 
hand, results on transitive extensions formed an important part of the work 
leading up to the classification, so it seems appropriate to look at some of 
these more elementary results. 

In this section we establish a criterion for the existence of a transitive 
extension of a transitive group H and apply this criterion to the construc­
tion of some exceptional 2-transitive groups. We then present a sample 
nonexistence theorem [due to Zassenhaus (1935)] which shows that most of 
the groups PSLd(q), in their natural action on the points of the projective 
space PGd-l(q), fail to have transitive extensions. 

As a first step, recall the following classical result expressing the rank of 
a permutation group in terms of double cosets (Exercise 3.2.27). Suppose 
that the group G is transitive on a set 0 and that a E O. Then G has rank 
ron 0 if and only if for some Yl, ... , Yr-l E G the group G is the disjoint 
union of r (Ga , Ga)-double cosets: 

G = Ga U GaylGa ··· U GaYr-lGa. 

If the orbits of Ga are Ao = {a}, AI' ... ' Ar-l then we can label the 
suborbits so that the double coset GaYiGa consists of the elements of G 
taking a to a point in Ai. 

Suppose that H is k-transitive on 0 and set n* = 0 U {w} where w tf. O. 
If x E Sym(O*) is any element that does not fix w, then G = (H, x) will 
certainly be (k + I)-transitive, but will usually contain Alt(O*). In other 
words, unless we choose x with care, the stabilizer Gw will be strictly larger 
than H. Theorem 7.5A gives a sufficient condition for the existence of a 
transitive extension of a group H. 

Theorem 7.5A. Let H ~ Sym(O) be a transitive group of rank r. Fix 
a E 0 and let Yo = 1, Yl, ... ,Yr-l be a set of representatives for the 
(Ha, Ha)-double cosets in H. Now choose a point w not in 0 and put 
0* := 0 U {w}, and let x E Sym(O*) with w E supp(x). Then G := (H, x) 
is a transitive extension of H whenever the following conditions hold: 

(i) x 2 E H; 
(ii) XYiX E HxH for i = 1, ... ,r - 1; and 

(iii) xHax = Ha. 

Remark. Exercise 7.5.1 shows that every transitive extension can be 
constructed in this way (with an arbitrary set of representatives for the 
(Ha, Ha)-double cosets) provided x is chosen appropriately. 

PROOF. Put K := H U HxH. We shall first show that K is a subgroup 
of Sym(O*). Indeed, (i) shows that K is closed under taking inverses, so 
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it is enough to show that KK ~ K. However, from (iii) and (ii) we have 
X-I HQYiHQX- I = HQXYiXHQ ~ H xH for each i ~ 1, and so by (i) and 
(iii) : 

xH x = X-I H x-I = X-I HQx- I U U X-I HQYiHQX-I ~ HUH xH = K. 
i2I 

Hence KK ~ H u HxHxH ~ HKH = K as required. Thus K is a 
subgroup and so G = (H, x) = H u HxH. 

Finally, Gw = H since w is fixed by H but not by any element in HxH. 
Thus G is a transitive extension of H. 0 

EXAMPLE 7.5.1. The symmetric group G .- 8n can be constructed as 
a transitive extension of H := 8n - 1 taking X := (n - 1 n), K := 8n - 2 

and double coset representative Y := (n - 2 n - 1). Conditions (i)-(iii) of 
Theorem 7.5A are easily verified. 

EXAMPLE 7.5.2. Our second example is less trivial. Let Ll := {a, (3, "I, 8, E} 
and consider the action of A := Alt(Ll) on n := Ll {2}. We label the ten 
elements of n as follows: 

0123456789 
& aE a(3 (3"1 "18 a"l (38 "IE 8a (3E 

and calculate the images of some particular elements of A under this action: 

(a(3"1) 
«(3"1)( E8) 
(a(3) ( E8) 
(a8) «(3"1) 
( (8)«(3E) 

I-t a = (197) (235) (486) 
f--+ b = (18)(25)(49)(67) 
f--+ c = (16)(35)(47)(89) 
f--+ YI = (01)(24)(56)(79) 
f--+ Y2 = (02)(16)(37)(45) 

Then H := (b, YI) ~ A and Ho = (a, b) ~ 83. The orbits of Ho are 
{O}, {I, 4, 6,7,8, 9} and {2, 3, 5}, and so 1, YI and Y2 form a set of repre­
sentatives for the (Ho, Ho)-double cosets in H. Let 00 be a point not in n, 
and define x := (000)(35)(48)(79). Then it is straightforward to verify that 
conditions (i)-(iii) of Theorem 7.5A are satisfied for G := (H, x) (observe 
that (XYI)3 = 1 and (XY2)3 = c). Thus G is a 2-transitive group of degree 
11 and order 11 . 10 . 6. 

A further extension is possible in this case. Add a new point w and 
define z := (woo)(18)(47)(69), and note that 1, x are representatives of the 
(H, H)-double cosets in G. Again, it is easy to check that Theorem 7.5A 
applies to show that F := (G, z) is a transitive extension of G, and so F 
is a 3-transitive group of degree 12 and order 12 . 11 . 10 . 6. 

The two groups G and F are sporadic examples of multiply transitive 
groups; they do not form part of an infinite family. We have met both of 
the groups earlier in other circumstances. The group G is isomorphic to 
P8L2 (11), a group with a natural 2-transitive representation of degree 12. 
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The permutation representation of P8L2 (11) of degree 11 constructed here 
is one of the exceptional actions of prime degree discussed at the end of 
Sect. 3.5. The 3-transitive group F is isomorphic to the Mathieu group 
Mu. Recall that the Mathieu group M24 acts on an 8(5,8,24) Steiner 
system. At the end of Chap. 6, it is mentioned that the stabilizer H in 
M24 of the symmetric difference r of two blocks that meet in two points is 
isomorphic to the group M 12 . If a E r then Ha ~ Mn and the action of 
this copy of Mu on the complement of the block r is the action we have 
just constructed under the name F. 

There is something of the rabbit-out-of-the-hat about constructing a mul­
tiply transitive group by transitive extension. Once the special permutation 
x is defined, it is simple to check the conditions and build the group. The 
hard part is finding permutations that work. 

Exercises 

7.5.1 Suppose that G S; 8ym(O*) is a 2-transitive group, H := Gw 

is a point stabilizer of G, and Ha is a point stabilizer of H. Let 
1, Yl, ... ,Yr-l be any set of representatives for the (Ha, Ha)-double 
cosets in H, and choose x E G such that x interchanges wand a 
(this is possible because G is 2-transitive). Show that the conditions 
(i)-(iii) of Theorem 7.5A are satisfied. 

7.5.2 Show that the "Klein 4-group" H := ((12)(34), (13)(24); has no 
transitive extension. 

7.5.3 Let 0 = {O, 1, ... ,7, 8} and define the following permutations of this 
set: 

a := (083)(174)(265) 
c := (0)(1823)(4765) 

b := (012)(345)(678) 
d := (0)(1624)(3587). 

(i) Show that T := (a, b; is a regular elementary abelian group 
of order 9 and that H := (a, b, c, d; is a sharply 2-transitive 
subgroup of AGL2 (3) whose stabilizer Ho = (c, d; is a quaternion 
group of order 8. 

(ii) Add a new point 00 to obtain 0* := 0 U {oo}, and define 
x = (000)(1)(2)(38)(45)(67). Use Theorem 7.5A to show that 
the group G = HuH xH is a sharply 3-transitive group of 
degree 10 with stabilzer H. 

(In fact, G ~ MlO the stabilizer of a point in the Mathieu group 
Mu. We know that there are two more successive transitive exten­
sions possible from the group G = MlO just constructed. The next 
exercise explores the first of these.) 

7.5.4 Let G ~ MlO be the group constructed in Exercise 7.5.3, and let w 
be a new point not in 0*. Define the permutation 

z := (woo)(0)(1)(2)(36)(48)(57) 
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Use z to construct a transitive extension of G. (This extension is 
isomorphic to Mll') 

7.5.5 In Exercise 7.5.3, the regular subgroup T can be identified with the 
vector space lF~ in such a way that the stabilizer Ho = (c, d) acts as 
a linear group. Show that if a and b are taken as a basis, then the 

matrices representing c and dare [~ --;1 ] and [i !1]' respectively. 

Note that c2 = d2 corresponds to a scalar matrix. 
7.5.6 Let f := {o:, fJ, ry, 0, E, G. Then Alt(f) induces an action on the set 

of partitions of f into two sets of size 3. There are 10 such partitions 
that we label with the elements of fl* = {O, ... ,8,00} as follows: 

00 
o 
1 
2 
3 

afJry I DEC, 
afJo I ryE( 
o:fJ E I ryo( 
afJ( I ryOE 
aryo I fJE( 

4 
5 
6 
7 
8 

aryE fJo( 
o:ry( fJo E 

aD E fJry( 
ao( fJryE 
exE( fJryo 

Retaining the notation of Exercise 7.5.3, this identification defines an 
embedding <P : Alt(f) --+ Sym(fl*). Show that under this mapping 
<P we have 

(o:fJry) f--> a 

(DE() f--> b 

(a( fJE) ("(D) f--> c 

(o:fJ) ("(D) f--> x 

Hence show that MlO has a subgroup of index 2 isomorphic to A 6 • 

(However MlO is not isomorphic to S6.) 

As well as being able to construct transitive extensions, it is also valu­
able to know that some particular group H does not have any transitive 
extensions. One approach is to use Exercise 7.5.1 to prove that there are 
no transitive extensions by showing that there are no appropriate elements 
satisfying these conditions of Theorem 7.5A. Other arguments have been 
given over the years to show that certain groups fail to have transitive ex­
tensions. The final portion of this section applies some of these ideas to 
affine and projective groups. 

We have seen in Chap. 6 that the group PSL3 (4) has a transitive exten­
sion to the Mathieu group M22 and that the latter group can be extended 
twice more in succesion to produce M 23 and M 24 . On the other hand, the 
projective group PSLd(2) is isomorphic to the linear group GLd(2) so the 
affine group AGLd(2) is a transitive extension of PSLd(2). We will show 
that these are the only two cases in which the natural permutation action of 
PSLd(q) has a transitive extension. The key observations are that PSLd(q) 
is a Jordan group and that a transitive extension of a Jordan group is again 
a Jordan group. 
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Lemma 7.5A. Suppose that H is a t-transitive Jordan group acting on 
a set 0 and that 0 is a transitive extension of H acting on the set 0* = 
o u {w}. Suppose that H has a proper Jordan complement ~ of size k, and 
that any set of t points of 0 is contained in exactly A complements of this 
size. Let v := 101 and r := ~ U {w}. Then 

(i) the set r is a Jordan complement for 0 on 0*; 
(ii) the group induced on r by G {r} is a transitive extension of the group 

induced on ~ by H{t:.}; 
(iii) any t + 1 points of 0* are in exactly A Jordan complements for 0 of 

size k + 1; 
(iv) the number b of Jordan complements of size k + 1 for 0 is 

(v + l)(v)(v - 1) ... (v - t + 1) 
b = (k + l)(k)(k _ 1) ... (k _ t + 1) A. 

PROOF. Parts (i), (ii) and (iii) are straightforward applications of Lemmas 
7.4A and 7.4C. Part (iv) follows directly from (iii). D 

Suppose that the Jordan group H has a proper Jordan complement ~ 
and that Ht:.t:.} does not have a transitive extension; then Lemma 7.5B 
shows that jj does not have a transitive extension either. This idea is used 
in the following theorem. 

Theorem 7.5B. Let d :2: 3. If the group PSLd(q) in its natural action on 
POd-l (q) has a transitive extension then either q = 2 or d = 3 and q = 4. 

PROOF. For the group H := PSLd(q) the Jordan complements are the 
proper subspaces of POd-l(q). Lemma 7.5A shows that it will be enough 
to prove that PSL3(q) does not have a transitive extension for q i- 2,4 
and that P S L4 ( 4) does not have a transitive extension. 

First consider the case where d = 3, and suppose that H has a transitive 
extension O. The geometry of the projective plane P02 (q) is an S(2, q + 
1, q2 + q + 1) Steiner system. Lemma 7.5A (iv) applies with v = q2 + q + 
1, k = q + 1 and A = 1, so the number b of complements of size k + 1 for 
o is 

b = (q2 + q + 2) (q2 + q + 1) (q2 + q) = (q2 + q + 2) (q2 + q + 1) 
(q+2)(q+1)q (q+2)· 

This number must be an integer. Since GCD(q2 + q + 2, q + 2) = GCD(q + 
2,4) and GCD(q2 + q + 1, q + 2) = GCD(q + 2,3), the group 0 can exist 
only when q is a prime power such that q+2 divides 12. Therefore PSL3(q) 
can have a transitive extension only if q = 2 or 4. 

Now consider the group H := PSL4(4) acting on the 85 points of 0 := 
P03(4) and suppose that G is a transitive extension. The group H has 
Jordan complements ~ which are planes in the space O. In this case it 
is more convenient to work with these planes rather than the lines. Each 
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pair of points of 0 is in the same number >. := q + 1 = 5 of planes and 
each plane has k := q2 + q + 1 = 21 points (so the planes form a 2-
(q3 + q2 + q + 1, q2 + q + 1, q + 1) design). By Lemma 7.5A (iv), the group 
G would have b:= 8~28g~8io5 Jordan complements of size 22. Since b is not 
an integer, PSLd(4) does not have a transitive extension if d > 4. This 
completes the proof of the theorem. 0 

The basic idea used in the preceeding theorem is that a transitive exten­
sion of an automorphism group of a combinatorial geometry should also 
act on a tightly related geometry. We proved this in the case of a Jordan 
group and then showed that the extended geometry fails to exist. The same 
approach works to show that the Mathieu group M24 and the affine groups 
AGLd(q) (d ;::: 3) have no transitive extensions (see Exercises 7.5.8,7.5.9). 
Since there do exist S(3, q + 1, q2 + 1) and S(3, q + 1, q2 + 1) Steiner sys­
tems (see Examples 6.2.4 and 6.2.5), the analogous method must work with 
the planes in the affine case and fails entirely for extensions of AGL2(q). 
The argument developed here can be extended to certain other groups; see 
Hughes (1965) and Liineburg (1969). 

Exercises 

7.5.7 Complete the proof of Lemma 7.5A. 
7.5.8 Show that the Mathieu group M24 does not have a transitive 

extension. 
7.5.9 Show that the affine group AGLd(q) does not have a transitive 

extension if d ;::: 3. [Hint: Apply Lemma 7.5A with ~ a plane.] 
7.5.10 Show that the groups AGLd(2) are the only transitive extensions of 

PGLd(2). [Hint: Use Exercise 7.4.9.] 

7.6 Sharply k-transitive Groups 

In this section we consider permutation groups which are sharply k­
transitive. Recall that a group G ::; Sym(O) is sharply k-transitive if it 
acts regularly on the set O(k) of k-tuples of distinct elements of O. Alter­
natively, G is sharply k-transitive if it is k-transitive and the identity is the 
only element of G with more than k -1 fixed points. Trivially Sk is sharply 
k-transitive and Ak is sharply (k - 2)-transitive, so to avoid these cases we 
shall require the condition that 101 > k + 2. 

Sharply k-transitive groups have been studied for a long time. A classical 
result of Jordan (1873) runs as follows. 

Theorem 7.6A. Let G be a sharply k-tmnsitive g'rOUp of finite degree 
d with d > k + 2 > 5. Then either k = 4, d = 11 and G = M l1 , or 
k = 5, d = 12 and G = M 12 . 
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Much later, Tits (1952) showed that there are no infinite sharply k­
transitive groups if k ;::: 4. Both of these results are subsumed by the 
following theorem of Hall (1954). 

Theorem 7.6B. Let G be a 4-transitive group such that the stabilizer of 
4 points is a finite group of odd order. Then G is finite and G is one of 
84 ,85 , A6 , A7 or Mll in its natural permutation representation. 

Finally, Yoshizawa (1979) showed, more generally, that there are no 
infinite 4-transitive groups in which the stabilizer of 4 points is finite. 

Exercise 

7.6.1 Use Theorem 7.6B to show that there are no sharply k-transitive 
groups when k 2": 4 except those listed in Theorem 7.6A. 

As a consequence of these theorems, interest in sharply k-transitive 
groups is restricted to the cases k = 2 or 3. A construction of a general class 
of sharply 2-transitive groups and a list of seven exceptional groups were 
described by Dickson (1905). Zassenhaus (1936) showed that these are the 
only finite sharply 2-transitive groups. Zassenhaus also showed that there 
are exactly two infinite families of finite sharply 3-transitive groups. So far 
no complete description of the infinite sharply 2- and 3-transitive groups 
is known. In this section we describe some algebraic constructions used to 
study sharply 2- and 3-transitive groups. 

We first consider the sharply 2-transitive groups. The 1-dimensional 
affine group AG Ll (F) over any field F is sharply 2-transitive group 
in its natural action on AG1(F). Dickson generalized this example by 
generalizing the concept of a field. 

A near field is a set F with at least two elements 0 and 1 and with two 
binary operations + and· such that: 

NFl: (F, +) is an abelian group with identity 0 (we denote the inverse of 
a under + by -a and use F# to denote the set of nonzero elements 
of F); 

NF2: (F#,.) is a group with identity 1 (we denote the inverse of a in this 
group by a-I), and a· 0 = O· a = 0 for all a E F; 

NF3: there is a one-sided distributive law: (a + /3) . 'Y = a . 'Y + /3 . 'Y for 
all a, /3, 'Y E F. 

EXAMPLE 7.6.1. Every field (or even division ring) is a near field. Con­
versely, a near field is a field exactly in the case that the operations + and 
. are both commutative. 

EXAMPLE 7.6.2. An important class of near fields was described in 1905 
by L. E. Dickson. These near fields are now called Dickson near fields (or 
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sometimes regular near fields). With seven exceptions, they include all finite 
near fields. 

Let (D, +, .) be a division ring and let ¢ : D# ~ Aut(D) be a mapping 
from the group of units of D to the automorphism group of D. We require 
that ¢ satisfy the condition 

(7.3) ¢(a<P(fj) . (3) = ¢(a)¢({3) for all a, {3 E D#. 

We then define a new multiplication 0 on D# by 

a 0 (3 := a<p(fj) . {3 for all a, {3 E D#. 

The condition (7.3) implies the identity ¢(a 0 (3) = ¢(a) ¢({3) and from 
this it is straightforward to check that (D, +, 0) is a near field. 

Concrete examples of Dickson near fields can easily be given in the finite 
case. Let q be a prime power and n be a positive integer such that: each 
prime that divides n also divides q - 1; and n "¥- 0 mod 4 if q == 1 mod 4. 
These conditions ensure that n divides (qn - 1) / (q - 1) and that the integers 

q2 _ 1 q3 _ 1 qn - 1 
1,--,--, ... ,--

q-1 q-1 q-1 

form a complete residue system modulo n (see, for example, Liineburg 
(1981), Th. 6.4). Let F := Fqn and let w be a generator of the cyclic group 
F# of units. Since n divides the order of F#, F# has a subgroup H := (wn ) 
of index n. For i = 1, ... , n, define "Ii := W(q'-l)/(q-l). Then the elements 
"Ii (i = 1, ... , n) form a complete system of coset representatives for H. 
Consider the automorphism r : ~ f---> ~q of F and define ¢ : F ~ Aut(F) 
by setting ¢(~) := ri if ~ is in the coset H"Ii. One can readily check that 
¢ satisfies the condition (7.3). Let ~, 1] be elements of F# with ¢(~) = ri 
and ¢(1]) = rj. So ~ = a"li and 1] = {3'Y' for some a, {3 E H. Then H 
is a characteristic subgroup of F#, so e('T/)1] = aT] "Ii] {3"1j E H"It "Ij. We 
want to show that "It "Ij is in the coset H"Ii+j. But "It "Ij is w raised to the 
exponent 

( 
qi _ 1). qj - 1 __ ql+ __ 
q-1 q-1 

qi+j _ qj qj _ 1 
----,--- + --

q-1 q-1 

qi+j - 1 

q-1 

Thus ¢ satisfies the condition (7.3) and we have constructed a near field. 

Any near field can be used to construct a sharply 2-transitive group in 
a way that generalizes the construction of affine groups. Let F be a near 
field and take n = F. Let G* be the set of all permutations of n of the 
form ~ f---> ~{3 + a (a E F, (3 E F#), and K* be the subset of permutations 
defined by mappings ~ f---> ~ + a. A simple calculation shows that: G* is a 
sharply 2-transitive group, K* is a regular normal subgroup of G* , and the 
point stabilizers of G* are isomorphic to (F#, .). 

This construction of sharply 2-transitive groups containing a normal 
abelian subgroup is quite general, as the next theorem shows. 
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Theorem 7.6C. Let 101 ::::: 2 and let G ::::: Sym(O) be a sharply 2-
transitive group which possesses a regular normal abelian subgroup K. Then 
there exists a near field F such that G is permutation isomorphic to the 
group G* defined in the construction above. 

PROOF. Take F := 0 and fix two arbitrary elements of F which we de­
note by 0 and 1. We shall use a, b, c, . . . to represent elements of G and 
0,1,0:, (3, ... to represent elements of F. We then define binary operations 
+ and . on F as follows. Since K is regular, there is a bijection of K onto 0 
given by a f-+ oa. The operation + on F is defined by: oa + Ob = oc where 
c = ab in K. Then a f-+ oa defines an isomorphism from K onto (F, + ). 
Since the point stabilizer Go acts regularly on F# := F \ {O} , we can sim­
ilarly define· on F# so that a f-+ 1a is an isomorphism of Go onto (F#, .). 
We also define a . 0 = 0 . a = 0 for all a E F. Then (NFl) and (NF2) 
are satisfied and it remains to show that (NF3) holds. We first establish an 
identity: for all a E K and bE Go we have b-1ab E K and oa .1b = ob-'ab. 
Indeed, if a = 1 then b-1ab = 1 so oa . 1b = o· 1b = 0 = ob-'ab. Suppose 
a =f::. 1. Then there exists a unique c E Go such that oa = 1 c. This implies 
that oa . Ib = l C • Ib = 1cb = oab = ob-'ab because b E Go. Now it is 
easily seen that (NF3) : (0: + (3) . "/ = 0: . "/ + (3 . ,,/, holds whenever at least 
one variable is O. On the other hand, suppose that "/ =f::. O. Then there are 
a, bE K and c E Go with 0: = oa, (3 = Ob, "/ = 1C • Now the identity just 
proved shows that 

(0: + (3). "/ = (Oa + Ob) .1c = Oab .1c = oc-'abc 

= o(c-lac)(c-lbc) = Oa . 1 c + Ob . 1 c = 0: . "/ + (3. "/. 

Thus F with the operations + and . forms a near field. 
Finally, we show that G is the group of all permutations of the form 

~ f-+ ~ • (3 + 0:. By construction, the permutations in K are defined by 
mappings ~ f-+ ~ + 0: where 0: E F and the permutations in Go are defined 
by mappings of the form ~ f-+ ~ • (3 where (3 E F#. Since K is a regular 
normal subgroup of G every element x of G can be written x = ba where 
a E K and b E Go. Thus x is a permutation of the form ~ f-+ ~ • (3 + 0: 

with 0: E F and (3 E Go. Since G is 2-transitive all permutations of this 
form are in G. D 

Combining Theorem 3.4B, Example 7.6.1 and the previous theorem we 
get the following characterization. 

Corollary 7.6A. 
(i) Every finite, sharply 2-transitive group G is permutation isomorphic 

to a group G* obtained from a finite near field by the construction 
described above. 
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(ii) For every (possibly infinite) sharply 2-transitive group whose point sta­
bilizers are abelian there exists a field F such that G is permutation 
isomorphic to the affine group AGL1 (F) ::::: 8ym(F). 

The Dickson near fields, defined in Example 7.6.2, give examples of finite 
sharply 2-transitive groups contained in the group ArL1(q). Apart from 
these examples there are, up to permutation isomorphism, seven further 
finite sharply 2-transitive groups G. In each case G contains the group of 
translations of a vector space F~ and is contained in the group AG L2 (P) 
where p = 5,7,11,23,29 or 59 (there are two examples with p = 11). The 
stabilizers Go for the exceptional groups are described in Table 7.1 where 
the given matrices generate Go as a subgroup of G L2 (p). In the first four 
cases, the groups are solvable. In the remaining cases the group Go has the 
form 2· A5 X C where C is cyclic of order 1, 7 or 29, and so is not solvable. 

Exercise 

7.6.2 Let L be the subgroup of 8L(2,11) generated by the matrices a 
and b listed in item V above. Show that L acts regularly on the set 
of nonzero vectors in the underlying vector space over F 11. Hence 
construct a finite sharply 2-transitive permutation group of degree 
121 which has a nonsolvable point stabilizer. 

TABLE 7.1. Generators for the Stabilizers of the 
Exceptional Finite Sharply 2-transitive Groups 

p a b c 

(i) 5 [0 -1] -1 0 [1 -2] -1 -2 
(ii) 11 [0 -1] -1 0 [ !5 !2] [~ ~] 
(iii) 7 [0 -1] -1 0 [ !1 !2] 
(iv) 23 [0 -1] -1 0 [1 -6] 12 -2 [~ ~] 
(v) 11 [0 -1] -1 0 [i !3] 
(vi) 29 [0 -1] -1 0 [ 1 -7] -12 -2 [16 0] o 16 
(vii) 59 [0 -1] -1 0 [9 15] -10 -10 [~ ~] 
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Theorem 7.6C and its corollary raises the natural question: when does 
an infinite sharply 2-transitive group G S; Sym(0.) have a regular nor­
mal abelian subgroup? Since a sharply 2-transitive group is a Frobenius 
group, results which we obtained for Frobenius groups (Sect. 3.4) apply. In 
particular, it is easy to show (Exercise 3.4.2) that, for a Frobenius group, 
K := {x E G I x = lor fix(x) = 0} is a (normal) subgroup of G if and 
only if for some a E 0., the elements of K lie in distinct right cosets of Ga. 

As Example 3.4.3 shows, for a general Frobenius group it is possible 
that K may be the identity group. However, with the added condition of 
2-transitivity we have the following result (see also Theorem 3.4B). 

Theorem 7.6D. Let G S; Sym(0.) be a sharply 2-tmnsitive group, and 
put K := {x E G I x = 1 or fix(x) = 0}. Then: 
(i) G has a unique conjugacy class T of elements of order 2, and each 

point stabilizer G a contains at most one element of T; 
(ii) If for some a the elements of K lie in distinct right casets of Ga then 

K is a regular normal abelian subgroup of G. 

PROOF. (i) We first show that for any pair (a, (3) of distinct points of 0., 
there exists an element of order 2 which interchanges a and (3. Indeed by 
the hypothesis on G, there is a unique element t such that (a, (3)t = ((3, a). 
Since t2 fixes both a and (3, therefore t has order 2 as required. Now let T 
denote the conjugacy class of t in G. Suppose that s E G also has order 
2, and that '"Y and 8 are any pair of points interchanged by s. Then we can 
choose z E G such that (a, (3Y = b, 8), and s-lz-ltz fixes both '"Y and 
8. Thus s-lz-ltz = 1 and so s = z-ltz E T. This shows that T is the 
unique conjugacy class of elements of order 2 in G. 

Now suppose that s, t E T both lie in Ga , and pick (3 -=/= a. Then '"Y := 
(3s -=/= (3 and 8 := (3t -=/= (3. Choose z E G such that ((3,8)Z = ((3, '"Y). Then 
the argument above shows that s = z-ltz. Since fixes) = fix(t) = {a}, 
this means that z fixes a as well as (3, and so z = 1. Thus s = t, and Ga 

does not contain more than one element from T. 
(ii) We first show that either K contains an element of T or else TT c:;: K. 

Indeed, if K contains no element from T, then (i) shows that each point 
stabilizer Ga contains exactly one element from T. In the latter case, any 
two elements t, sET have unique fixed points a -=/= (3, respectively, say, 
and we have to show that st E K. Assume the contrary. Then st also 
has a unique fixed point '"Y, say. Since s-l(st)s = ts = (st)-l, we have 
{'"'I} = fix(st) = fix((st)-l) = (fix(st))S = {'"'IS}. Thus s fixes THence 
a = '"Y. Similarly t fixes '"Y, and so (3 = '"Y. Hence s, t E G"I' and so s = t by 
(i) which is contrary to the assumption that st tf- K. Thus we have shown 
that either K contains an element from T, or TT c:;: K. In particular, 
K-=/=1. 

Now the hypothesis on K shows that K is a (nontrivial) subgroup of G, 
and hence K <J G (Exercise 3.4.2). Since G is primitive and K is normal, K 
must be transitive. Since the point stabilizers of K are trivial, this shows 
that K is a regular normal subgroup of G. 
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We finally show that K is abelian. First consider the case where K con­
tains an element of T. Since T is a conjugacy class, and K is normal, this 
implies that T ~ K. However, the 2-transitivity of G shows that Go: acts 
transitively by conjugation on the set K# of nonidentity elements of K 
(Exercise 2.5.5), and so K# = T. Thus K is a group of exponent 2, and 
hence an elementary abelian 2-group. 

There remains the case where TT ~ K. We claim that in this case K = 
tT for each t E T. Indeed, suppose that a is the unique fixed point of t. For 
each x =f. I in K, we can choose sET such that a and a''' are interchanged 
by s (8ee the proof of (i)). Then tsx-1 E K and fixes a, so tsx-1 = I and 
x = ts E tT. This proves that TT ~ K ~ tT, and so K = tT as claimed. 
Now fix t E T and consider conjugation by t on K. For each x E K we have 
sET such that x = ts and then rlxt = rltst = st = s-lt- l = X-l. 

Hence conjugation by t inverts the elements of K. In particular, for all 
x, y E K we have xy = t-1(xy)-lt = (rly-lt)(rlx-lt) = yx. Thus K 
is abelian in this case as well. 0 

Exercises 

An automorphism T of a group K is fixed point free if x T =f. x for all x =f. 1. 

7.6.3 Let K be a finite group with a fixed point free automorphism T of 
order 2. Show that K is abelian. [Hint: Show that each u E K has 
the form X-lxT and hence uT = u- l .] 

7.6.4 Let K be an infinite group with a fixed point free automorphism T of 
order 2. Suppose that for each x E K there is a unique y E K such 
that y2 = x. Show that K is abelian. [Hint: Show that y2 = X-lXT 

implies y = x- l .] 

7.6.5 Use Exercise 7.6.4 to show that, in the definition of a near field, the 
commutativity of the group (F, +) in (NFl) can be deduced from the 
other axioms. 

Exercise 7.6.5 shows that the axioms for a near field are at least formally 
stronger than necessary to define a sharply 2-transitive group. The axioms 
can be weakened further to define a near domain. A near domain is a set 
F with two binary operations + and . satisfying the following conditions. 

NDI: (F,+) has the properties: 
(i) there is a zero element 0 such that 0 + a = a + 0 = a for all 

a E F; 
(ii) a + (3 = 0 =? (3 + a = 0 for all a, (3 E F; 

(iii) in each equation a + (3 = 'Y any two of the elements determines 
the third. 

ND2: (F#,.) is a group where F# is the set of nonzero elements of F. 
ND3: a . 0 = 0 . a = 0 for all a E F. 
ND4: For all a, (3 E F there is an element 001.,(3 E F# such that a + ((3 + 

'Y) = (a + (3) + 00:,(3 • 'Y. 
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These conditions are sufficient to define a sharply 2-transitive group (Ex­
ercise 7.6.6). A near domain is a near field when the additive structure is 
a group. The generalization may be formal rather than real: a finite near 
domain is a near field and it is not known if there are any infinite near 
domains that are not near fields. 

Exercise 

7.6.6 Show that if F is a near domain then the mappings ~ f-+ ~. /3 + 0: (0: E 

F, /3 E F#) form a sharply 2-transitive group on the set F. 

We now consider sharply k-transitive groups with k 2:: 3. As noted at 
the begining of this section, Jordan and Tits showed that, apart from the 
alternating and symmetric groups, Ml1 and M12 are the only sharply 4-
and 5-transitive groups. On the other hand, there are two easily constructed 
infinite families of sharply 3-transitive groups of both finite and infinite 
degrees. Zassenhaus (1936) showed that these two families include all finite 
sharply 3-transitive groups. The families can be described as follows. 

First of all there is the projective general linear group PGL2 (F) acting 
on the projective line PG l (F) for an arbitrary field F. As we noted in Sect. 
2.8, this group is permutation isomorphic to the group G of all fractional 
linear mappings of the form 

o:~ + /3 
ta (3,8 : ~ f-+ "(~ + 8 with 0:, /3, ,,(, 8 E F and 0:8 - /3"( -=1= 0 

acting on the set 0 := F U {oo}. Note that two of these mappings, t a (3,8 

and t a '(3','8" are equal if and only if the vector (0:', /3', "(', 8') is a nonzero 
scalar multiple of (0:, /3, ,,(, 8). It is readily seen that G is 2-transitive on 0, 
that GCX) consists of the mappings ~ f-+ o:~ + /3 (0:, /3 E F with 0: -=1= 0), and 
that GCX)o consists of the mappings ~ f-+ o:~ (0: E F with 0: -=1= 0). Since 
GCX)o acts regularly on 0 \ {(x), O}, this shows that G is sharply 3-transitive. 
In the case that F is a finite field of order q, G has order (q + l)q(q - 1). 

The construction above works for all fields. For some fields it is possible 
to define a "twisted" version of the construction to obtain a second family 
of sharply 3-transitive groups. Suppose that F has the properties: F has a 
field automorphism (j of order 2; and not every element in the multiplicative 
group F# of units of F is a square. Then F# has at least one proper 
subgroup, say A, such that A contains all the squares in F# and AB = A 
(for example, take A as just the set of squares). Consider the mappings 

if 0:8 - /3"( E A 

if 0:8 - /3"( t/: A 

on 0 = F U {(x)} (we extend (j to 0 by defining 0011 = (0). A calculation 
similar to that just given shows that the set of all Sa(3,8 (0:, /3, ,,(, 8 E F with 
0:8 - /3"( -=1= 0) forms a group G(A, (j) which is 3-transitive on 0 (Exercise 
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7.6.7). The following examples are cases where the underlying field has the 
appropriate properties. 

EXAMPLE 7.6.3. If F is a finite field of size q, then F has the appropriate 
properties only in the case that q is a square (so IAut(F)I is even) and q 
is odd (so the squares form a subgroup of index 2 in the group of units). 
Conversely, suppose that q is an odd prime power, and that q is a square, 
say q = r2. Then we can take F := lFq, fJ : , I---> ,r and A as the set of 
all nonzero squares in F. Then the construction above gives a sharply 3-
transitive group of order (q+ l)q(q-l) which is not permutation isomorphic 
to PGL2 (q) acting on n (see Exercise 7.6.8). 

EXAMPLE 7.6.4. Let F := Q[i] be the field obtained by adjoining the 
complex square root of 1 to the rational field. Then complex conjugation 
gives an automorphism fJ of order 2 for F. For each (rational) prime p, and 
for each a =f. 0 in F define vp(a) to be the exponent of p in the canonical 
factorization of the rational number lal 2 . Let TI be any nonempty set of 
primes. Then An := {a E F I a =f. 0, vp(a) even for all p E TI} is 
a subgroup of the group of units of F which is obviously fixed by fJ and 
contains all the squares. The construction above gives a sharply 3-transitive 
group G(An, fJ) acting on PG1 (F) = F U {oo}. 

EXAMPLE 7.6.5. Let F := K(X) be the field of all rational functions over 
an arbitrary field K. Each nonzero f E F has the form hi h for some 
polynomials 11, h in K[X]; we define v(f) := deg h - deg h and put 
A := {f E F I f =f. 0 and v(f) even }. Then A is a subgroup of index 2 in 
the group of units of F. There are several ways to define an automorphism 
fJ of order 2 for F mapping A onto itself. Two examples are: 
(i) fJ fixes every element of K and maps X I---> 1 - X; 

(ii) fJ fixes X and acts as an automorphism of order 2 on K. 

Exercises 

7.6.7 Show that the group G(A, fJ) defined in the "twisted" version of the 
construction is sharply 3-transitive on n = F U {oo}. 

7.6.8 For a E F#, let x", := S",010 E (G(A, fJ) )000. 

(i) Show that x",x{3 =f. x{3x", whenever a E A and f3 f/. A. 
(ii) Hence show that G(A, fJ) is not permutation isomorphic to 

PGL2 (F) acting on PG1 (F). 

7.7 The Finite 2-transitive Groups 

This is a largely expository section in which we shall describe the com­
plete list of finite 2-transitive groups, although we shall not prove that 
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this list is complete. We know from Theorem 4.1B that the socle of any 
finite 2-transitive group is either elementary abelian or else a primitive 
simple group, and this explains the direct relationship between classifying 
finite 2-transitive groups and classifying finite simple groups. A detailed 
examination of possible cases was carried out by a number of different 
mathematicians in anticipation of the classification of finite simple groups, 
and led to the results described here. 

There are eight infinite families of finite 2-transitive groups. These in­
clude the familiar cases of the alternating, symmetric, affine and projective 
groups (in their natural actions). The less familiar oneS are groups of Lie 
type: the symplectic groups SP2m(2), the Suzuki groups Sz(q), the unitary 
groups PGU3 (q2), and the Ree groups R(q). The symplectic groups each 
have two distinct 2-transitive actions. Each of the groups from the other 
three classes is 2-transitive on the set of points in its action on an appro­
priate Steiner system. In addition to these eight infinite families, there are 
ten exceptional (sporadic) examples of 2-transitive groups. We describe all 
these groups in more detail below. 

Alternating and symmetric groups 

These are the trivial examples. In their natural actions, Sd is d-transitive 
and Ad is (d - 2)-transitive. In only a few cases, covered below, are they 
2-transitive in any other action (see Exercise 7.7.1). 

Exercise 

7.7.1 If n > 7, show that neither An nor Sn has a 2-transitive representa­
tion of degree > n. [Hint: If G acts on n, and C is a conjugacy class 
for G, then a C is Go-invariant for any a En.] 

Affine groups 

A 2-transitive group with abelian socles is permutation isomorphic to a 
subgroup of ArLd(q) for some d and q, and has degree qd. Conversely, a 
subgroup G ~ Ar Ld(q) is 2-transitive if and only if the point stabilizer 
Go ~ rLd(q) acts transitively on the set of nonzero vectors in the underly­
ing vector space. The 2-transitive solvable groups have been determined by 
Huppert (1957), and the 2-transitive nonsolvable affine groups have been 
determined by Hering (1974) [see also Huppert and Blackburn (1982) XII 
§7.5]. Each of the latter has a unique nonabelian composition factor. There 
are three infinite families of examples : 

(i) SLd(q) ~ Go ~ rLd(q); 
(ii) SPd(q) ~ Go ~ rLd(q); and 

(iii) Go = G2(2m) ~ rL6(2m). 

In addition there is a small number of sporadic examples of dimensions 
2, 4 and 6. Some of these appear in Sect. 7.6 as sharply 2-transitive groups. 
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Two further examples can be found in Exercises 7.7.15 and 7.7.16 (if we 
identify PG4 (2) and IF'~). 

Projective groups PSLd(q) 

The projective groups are defined in Sect. 2.8. The group PSLd(q) has a 
faithful 2-transitive action of degree (qd - I)/(q - 1) on fl := PGd(q) 
(or, equivalently, on the set of I-dimensional subspaces of IF' q). Apart 
from the cases (d, q) = (2,2) or (2,3), PSLd(q) is a nonabelian simple 
group. The normalizer of PSLd(q) in Sym(fl) is prLd(q) which is gen­
erated by PGLd(q) together with the permutations induced by the field 
automorphisms of IF' q. 

In the case d = 2, PGL2(q) is sharply 3-transitive of degree q + 1, and 
so prL2(q) is also 3-transitive. Note that PSL2(q) = PGL2(q) if q is even 
but that PSL2(q) has index 2 in PGL2(q) when q is odd. Also, as abstract 
groups, PSL2(4) ~ PSL2(5) ~ A5 , PSL2(7) ~ PSL3 (2), PSL2(9) ~ A6 
and PSL4 (2) ~ As. 

The symplectic groups SP2m(2) 

Let F be an arbitrary field, m ~ 1 a fixed integer, and let V := F2m. We 
define two block matrices over F of the form 

e := [~ ~] and f:= [~I ~] = e - eT 

where 0 and 1 denote the m x m zero and identity matrices, respectively, 
(and eT denotes the transpose of e). Then SP2m(F) is the subgroup of 
G L2m (F) consisting of all matrices x such that x f x T = f. When F is a 
finite field of size q, it is known that ISP2m(F)1 = qm2 I1~1 (qi - 1) [see 
Taylor (1974)]. 

Associated with f is the symmetric bilinear form r.p : V x V -+ F defined 
by r.p( u, v) := ufv T. If the characteristic of F is not 2, then there is a natu­
ral way to associate a quadratic form to every bilinear form. Namely, using 
a suitable scaling, we can take the quadratic form 0 to be O(u) := ~ r.p{u, u); 
and r.p can be recovered from 0 by use of the "polarization identity" 

(7.4) r.p{u, v) = O{u + v) - O{u) - O{v) for all u, v E V. 

Thus, when char F =I- 2, there is a one-to-one correspondence between 
bilinear forms and quadratic forms. If char F = 2 (which is the case we are 
interested in), this correspondence no longer exists, and often, for a general 
bilinear form, there will be no quadratic form satisfying the polarization 
identity. For the bilinear function r.p defined above, however, it can be easily 
verified that, in characteristic 2, the quadratic form 0 = Oo{u) := ueuT (= 
ueTuT ) satisfies condition (7.4). 

Now suppose char F = 2 and consider the set fl of all functions 0 : 
V -+ F such that condition (7.4) is satisfied for our particular bilinear 
form r.p( u, v) = ufv T. Since 00 E fl, we have 0 E fl, if and only if the 
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function.>. := B - Bo satisfies .>.(u + v) = .>.(u) + .>.(v) for all u, v E V (and 
so .>. is a homomorphism of the group (V, +) into (F, + )). 

From now on we specialize to the case where F = lF2 . Then each group 
homomorphism of (V, +) into (F, +) is an F-linear transformation, and so 
has the form .>.(u) = ucT for some c E V. Since f is invertible we can 
replace cT by faT, and so conclude that n = {Ba I a E V} where 

(7.5) Ba(u) := ueuT + ufaT = Bo(u) + cp(u, a). 

For later purposes note that, since F = lF2' therefore f = e + eT and the 
values of Ba and cp are always 0 or l. 

Now put G := SP2m(2) (= SP2m(lF2)). Since G acts on V and leaves f 
invariant, the definition of n shows that G also acts in a natural way on n 
where for x E G and BEn we have BX(u) := B(ux- 1 ) (see Sect. 2.6). Our 
object is to show that n can be partitioned into two G-invariant subsets 
such that G acts 2-transitively on each of these sets. 

We begin by defining the transvections ta : V -+ V given by uta := 
u + cp( u, a)a for each a E V. It is readily seen that each ta lies in G, that 
ta = ta, and that x-1tax = tax for all x E G (see Exercise 7.7.5). Using 
equation (7.4) and the fact that cp( u, c) = 0 or 1, we have the identity 

(7.6) B~c(u) = Ba(ut;:l) = Ba(u + cp(u, c)c) = Ba(u) + (Ba(c) + l)cp(u, c). 

Lemma 7.7A. 
(i) For all a, c E V we have 

Btc = { Ba 
a Ba+c 

if Ba(c) = 1 
if Ba(c) = 0 . 

(ii) For all a, b E V there is at most one c E V such that tc maps Ba onto 
Bb. Such a c exists if and only if Bo(a) = Bo(b) (and then c = a + b). 

PROOF. (i) When Ba(c) = 1, this follows immediately from equations (7.5) 
and (7.6). When Ba(c) = 0, we have B1c (u) = Ba(u) + cp(u, c) = Bo(u) + 
cp(u, a) + cp(u, c) = Bo(u) + cp(u, a + c) = Ba+c(u). 

(ii) It follows at once from (i) that there is at most one c such that tc 
maps Ba onto Bb; namely, c = a + b. Moreover, this value of c has the 
required property if and only if Ba(a + b) = o. However, using equation 
(7.4) and the fact that cp(a, a) is always 0, we have 

Ba(a + b) = Ba(a) + Ba(b) + cp(a, b) = Bo(a) + Bo(b) 

and so the result follows. o 

We now define H := (t a I a E V; ::; G. Exercise 7.7.5 shows that H is 
normal in G. It is known that G' = G = H whenever m 2 3, but we shall 
not need that fact here [see Taylor (1974)]. 
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Corollary 7.7 A. H has two orbits on n, namely 

n+ := {Ba I Bo(a) = O} and n-:= {Ba I Bo(a) = I} 

with In+1 = 2m - l (2m + 1) and In-I = 2m - l (2m - 1). These are also 
orbits for G = SP2m(2). 

PROOF. The first assertion follows at once from part (ii) of the lemma 
and Exercise 7.7.6. The second assertion follows from the observation that 
otherwise G would be transitive, and this is impossible because the orbits 
of the normal subgroup H have different sizes (Theorem 1.6A). 0 

Our main theorem will show that H (and hence G) acts 2-transitively 
on each of these orbits. We isolate part of the argument in the following 
lemma. For each nonzero vector a E V and 10 E IF 2 we define L( a, E) = {v E 
V I r.p( v, a) = E}. Thus L( a, E) is an affine subspace of dimension 2m - 1 in 
V. If aI, .•. ,ak are linearly independent, then the conditions r.p(v, ai) = Ei 

(i = 1, ... , k) are equivalent to a system of k linear equations of rank k 
on the entries of V. Hence, by elementary linear algebra, n:=l L(ai' Ei) = 
U + Wo for some subspace U of dimension 2m - k in V and some Wo E V. 
We have Wo = 0 when all Ei = O. 

Lemma 7.7B. Let m 2': 3. Then Bo is not constant on L(a, Ed n L(b, (02) 
whenever a and b are distinct elements in V and 101,102 E lF2 • 

PROOF. Since IF 2 has only two elements, a =1= b implies that a and b are lin­
early independent. Hence U := L(a, 0) n L(b, 0) is a subspace of dimension 
2m - 2 > 2 in V, and so contains an element c which is linearly indepen­
dent of a and b. Thus there exists w E L(a, Ed n L(b, (02) n L(c, (03) for any 
103 E lF2 • By the choice of c, both wand w + c lie in L(a, (01) n L(b, (02). On 
the other hand, Bo(w + c) = Bo(w) + Bo(c) + r.p(w, c) = Bo(w) + Bo(c) + 103. 

Hence we can choose 103 = Bo(c) + 1 to ensure that Bo(w + c) =1= Bo(w). This 
proves the lemma. 0 

Theorem 7.7 A. SP2m(2) acts 2-transitively on each of the orbits n+ and 
n- for each m 2': 2. 

PROOF. We shall prove the theorem only for m 2': 3. The case where m = 2 
is left as an exercise (see Exercises 7.7.7 and 7.7.8). 

We know that n+ and n- are both orbits for G (and H), so it is enough 
to show that H acts 2-transitively on each of them. Equivalently, we shall 
show that, if 10 E lF2' and a, b, c E V satisfy Bo(a) = Bo(b) = Bo(c) = 10, 

then there is an element x E H which maps Ba onto Bb leaving Be fixed (this 
shows that the point stabilizer of Be in H is transitive on the remaining 
points of the orbit containing Be). More precisely, we shall show that under 
these hypotheses on a, b and c, there exists wEn such that: 

(7.7) Bo(w) = 10 and Be(a + w) = Be(b + w) = 1. 
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Then Lemma 7.7A(ii) shows that x = ta+wtb+w has the required property. 
It remains to show that there exists w satisfying (7.7). First note that 

Bc(a + w) = Bc(a) + Bc(w) + cp(w, a) = Bo(a) + Bo(w) + cp(a, c) + cp(w, c) + 
cp(w, a), with a similar expansion for Bc(b + w). Therefore the conditions 
(7.7) are equivalent to 

(7.8) cp(w, a + c) = 1 + cp(a, c), cp(w, b + c) = 1 + cp(b, c) and Bo(w) = E. 

Finally, the set of w E V satisfying the first two equations in (7.8) is simply 
L(a + c, 1 + cp(a, c)) n L(b + c, 1 + cp(b, c)), and Lemma 7.7B shows that 
Bo is not constant on this set. Thus, whatever value E takes, there exists w 
satisfying all the conditions of (7.8) as required. 0 

Exercises 

7.7.2 Show that Sp2(F) = SL2(F) for any field F. 
7.7.3 For any field F, prove that all matrices of the form 

[a~l a~]' [~ n or [! ~ ] with b = bT 
(where all blocks are m x m over F) lie in SP2m(F). Characterize 
more precisely the elements of SP2m(F). 

In the remaining exercises it is assumed that F = lF2' G = SP2m(2) and 
H is the subgroup generated by transvections. 

7.7.4 Show that each function B in n can be written as a quadratic form 
(when F = lF2). 

7.7.5 Show that for all a E V and all x E G, ta has order 2 and x-1tax = 
tax. In particular, the latter shows that H <1 G. 

7.7.6 Show that the orbits n+ and n- of G have sizes 2m - 1 (2m + 1) and 
2m - 1 (2m - 1), respectively. 

7.7.7 When m = 2, show that G = Sp4(2) ~ S6, and H ~ A6. 
7.7.8 Prove Theorem 7.7 A in the case m = 2. 
7.7.9 Show that, for each m ~ 2, the group G acts faithfully on each of 

the orbits n+ and n-. 

Unitary groups, U3(q) 

Let q be a power of a prime and let K := IF q2. Denote by V the 
3-dimensional vector space over K. The mapping (j : ~ f---+ ~q is an au­
tomorphism of K and (j2 = 1. This automorphism of order 2 allows us 
to define a hermitian form cp : V x V ---> K. Thus, for all u, v E V and 
a, (3 E K we have cp(au, (3v) = a{3q <p(u, v) and cp(u, v) = cp(v, u)q. The 
unitary group GU3(q) is the subgroup of GL3(q2) that preserves cpo So 
h E GL3(q2) is an element of GU3(q) {==} cp(u, v) = cp(uh, vh ) for all 
u, v E V. The group GU3 (q) induces an action on the I-dimensional sub­
spaces of V; the induced group is the projective unitary group, PGU3(q), 
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a subgroup of the projective general linear group PGL3(q2). The group 
PGU3(q) has a subgroup PSU3(q) = PGU3(q) n PSL3(q2) and can be 
extended to a group PfU3(q) by adding the field automorphisms (byanal­
ogy with the group PfL3(q2)). In fact, PSU3(q) is a proper subgroup of 
PGU3(q) only if 3 divides q + 1, in which case the index is 3. If q > 2 then 
the group PSU3(q) is simple. 

Any vector u E V such that rp( u, u) = ° is called isotropic. Clearly, 
the elements of PGU3(q) leave the set of isotropic vectors invariant. Every 
scalar multiple of an isotropic vector is again isotropic so the set of 1-
dimensional subspaces n = {(u) I rp(u,u) = o} is invariant under the 
action of PGU3(q) (actually it is invariant under all of PfL3(q)). This is 
the action of interest; the group PSU3(q) is 2-transitive on the set n. 

By taking a specific bilinear form rp we can describe this 2-transitive 
action in more detail. Let u = (6 , 6, 6), v = ( 'T/l, 'T/2, 'T/3) be variables 
defined on V. Using ~ f---t '" = ~q to denote the automorphism of order 2, 
we take rp(u, v) = 6'T/3 + 6'T/l + 6'T/2. It is straightforward to calculate that 
for this choice of bilinear form the set of I-dimensional isotropic subspaces 
is 

n = {((1,0,0))} U {((a,,6, 1)) I a + a+,6{3 = O,a,,6 E lFq2}. 

Thus Inl = q3 + 1. 
We can also give a simple description of some of the elements of the 

group G = PGU3(q) corresponding to this choice of bilinear form. Define 

and h"'!,li = [6 ~ 
° ° 

These define elements of G, to which we give the same names, if a,,6, "I, 8 
are elements of IF q2 and also 88 = 1, "I =1= 0, a + a + ,6{3 = 0. There are q3 
matrices of the type ta,{3 and (q2 - 1)(q + 1) of type h"'!,li. Let el = (1,0,0) 
and e3 = (0,0,1). Then the stabilizer G(el) of the subspace spanned byel 
consists of the elements represented as x = h"'!,lita,{3 (where 88 = 1, "I =1= 0, 
a + a +,6{3 = 0). The set T = {ta ,{3 I a + a +,6{3 = O} is a normal 
subgoup of G(el) acting regularly on n \ {(el)}. Since there are elements 
of G that do not fix (el) (Exercise 7.7.10), it follows that Gis 2-transitive. 
Since the matrices ta ,{3 clearly have determinant 1, the group PSU3(q) is 
similarly 2-transitive on n. The stabilizer in GU of the two points (el) and 
(e3) of n is GU(el)(e3) = {h"'!,li I "I =1= 0,88 = I}. The element h"'!,li is a 
scalar matrix, and hence acts trivially on n, if "I = 8 and 88 = 1. Thus the 
group G(el)(e3) has order q2 - 1. 

The unitary group U3 (q) acts as a group of automorphisms of a cer­
tain combinatorial geometry. As points of this geometry we take the set 
n of I-dimensional isotropic subspaces. A plane containing more than one 
isotropic subspace must contain q + 1 such subspaces (Exercise 7.7.12); 
these sets of points are the blocks of the geometry. This system of points 
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and blocks is an S(2, q + 1, q3 + 1) Steiner system. Such a Steiner system 
is called a unital. 

For further details on the unitary groups see O'Nan (1973) and Taylor 
(1974) and (1992). 

Exercises 

7.7.10 For the particular choice of bilinear form above, find an element of 
PSU3 (q) that does not fix < el >. 

7.7.11 Define t : V ---; V by t : v f-+ v + a'P(v, u) . u where a + a = 0 and 
u is isotropic. Show that t is an element of GU3 (q). Such an element 
is called a unitary transvection; these elements generate PSU3 (q) if 
q> 2. 

7.7.12 
(i) Suppose that u, v are isotropic and that 'P( u, v) = 1. Show that 

the vector u + o:v is isotropic ~ 0: + a = O. 
(ii) Show that there are q + 1 solutions of 0: + a = 0: + o:q = 0 in 

IF q2. 

Suzuki groups 

The group Suzuki group Sz(q), which is also called 2 B2(q), is defined when 
q = 22m+1 is an odd power of two. The group has order (q2+1)q2(q-1) and 
is simple if q > 2. (The group Sz(2) ~ AGLl(5).) It is an automorphism 
group of an S(3, q + 1, q2 + 1) Steiner system (an inversive plane of order 
q). The group Sz(q) is 2-transitive on the q2 + 1 points and a stabilizer of 
two points is cyclic. Let K := lFq . To define the groun Sz(q) we consider 
the automorphism a E Aut(K) defined by a: ~ f-+ err. '. Since q = 22m+1 , 

a 2 is the Frobenius automorphism ~ f-+ e. 
Define 0:= {(1]1,1]2,1]3) E K3 11]3 = 1]11]2 +1]f+2 +1]2} U {oo}. Thus 

101 = q2 + 1. For 0:, fl, /'i, E K with /'i, =f. 0, define the following permutations 
of 0 fixing 00: 

ta,j3: (1]1,1]2,1]3) f-+ (1]1 + a, 1]2 + b + aa1]l, 

1]3 + ab + aa+2 + ba + a1]2 + aa+11]l + b1]l) 

n K : (1]1,1]2,1]3) f-+ (/'i,1]1 , /'i,a+11]2 , /'i,a+21]3) 

Finally, define the involution w fixing 0 by 

) ( 1]21]1 1 ) w: (1]1,1]2,1]3 +-+ -, -,-
1]3 1]3 1]3 

for 1]3 =f. 0, 

00 +-+ (0,0,0) 

The Suzuki group Sz(q) is the group generated by wand all ta,j3, n K • The 
stabilizer of 00 is Sz(q)oo = (ta,j3, n" I 0:, fl, /'i, E K, /'i, =f. 0). The stabilizer 
of the two points 00 and (0,0,0) is the cyclic group (n" I /'i, E K#). The 
subgroup T := (t a ,j3 I 0:, fl E K) is a Sylow 2-subgroup and is a normal 
subgroup of Sz(q)oo acting regularly on 0 \ {oo}. Since w does not fix 
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00 it follows that Sz(q) is 2-transitive on n. For complete details on the 
definition and structure of the Suzuki groups see Suzuki (1960) and (1962), 
Tits (1960) and (1962) or Liineburg (1980). 

Exercises 

7.7.13 Assuming that the set of permutations T = {t"",6 I a, fJ E K} is 
closed under composition, show that T is transitive on n \ {oo } and 
is normalized by n", for all '" E K#. 

7.7.14 Show that the permutation t"",6 # 1 has order 4 if a # ° and has 
order 2 if a = 0. 

Ree groups 

The Ree groups can be defined in a way that parallels the description of the 
Suzuki groups above. The Ree group R(q), which is also called 2G2 (q), is 
defined when q = 32mH is an odd power of 3 and has order (q3+1)q3(q_1). 
The group R(q) is simple if q > 3; the group R(3) ~ PY:.L2(8) has a normal 
subgroup of index 3. The group R(q) acts as an automorphism group of an 
S(2 , q + 1, q3 + 1) Steiner system (a unital of order q). R(q) is 2-transitive 
on the q3 + 1 points and the stabilizer oftwo points is cyclic. Let K := lFq • 

To define the group R(q) we use an automorphism (J" E Aut(K) defined by 
(J": ~ f-c> em + 1

• Since q = 32m+ l , (J"2 is the Frobenius automorphism ~ f-c> e. 
The set n of points on which R(q) acts consists of 00 and the set of 

sixtuples ('T/l, 'T/2, 'T/3, AI, A2, A3) with 'T/l, 'T/2, 'T/3 E K and 

\ 2 + a a+3 /\1 = 'T/l'T/2 - 'T/l'T/3 'T/2 - 'T/l 
\ (J" a a + 2 + 2a+3 /\2 = 'T/l'T/2 - 'T/3 'T/l'T/2 'T/2'T/3 - 'T/l 

A3 = 'T/l'T/f - 'T/fH'T/2 + 'T/f+3'T/2 + 'T/i'T/~ - 'T/~H - 'T/~ + 'T/ia+4. 

Thus Inl = q3 + 1. For a, fJ, ,,(, '" E K with", # 0, define the following 
permutations of n fixing 00: 

t",,(3,,: ('T/l, 'T/2, 'T/3, AI, A2, A3) f-c> 

('T/l + a, 'T/2 + fJ + aa'T/l, 'T/3 + 'Y - a'T/2 + fJ'T/l - aaH'T/l, ... , ... , ... ) 

n",: ('T/l, 'T/2, 'T/3, AI, A2, A3) f-c> 

("''T/l, ",a+l'T/2, ",a+2'T/3, ",a+3 AI, ",2a+3 A2, ",2a+4 A3). 

(The missing formulas in the definition of t""(3,, are long and can be calcu­
lated from the formulas given and the fact that t""(3,, leaves n invariant.) 
Finally, define the involution w fixing n by 

( -~ -~ -~ -~ -~ 1) 
('T/l,'T/2,'T/3,Al,A2,A3) <-+ ~,~,~,~,~,-

/\3 /\3 /\3 /\3 /\3 A3 

for A3 # ° and 

00 <-+ (0,0,0,0,0,0). 
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The Ree group R(q) is the group generated by wand all ta,{3", n K • The sta­
bilizer of 00 is R(q)oo = (ta ,{3", n K I a, (3, /, '" E K, '" =1= 0). The stabilizer 
of the two points 00 and (0,0,0) is the cyclic group (nK I '" E K#). The 
subgroup T := (ta ,{3" I a, (3 E K) is a Sylow 3-subgroup and is a normal 
subgroup of R(q)oo acting regularly on n \ {oo}. Since w does not fix 00 

it follows that R(q) is 2-transitive on n. For more details on the definition 
and structure of the Ree groups see Tits (1960), Ree (1961) or Huppert 
and Blackburn (1982). 

The previous 2-transitive groups all fell into infinite classes. The 
remaining ten groups are the sporadic 2-transitive groups. 

Mathieu groups 

The five Mathieu groups were constructed in Chap. 6. The groups M12 and 
M24 are the only nontrivial finite 5-transitive groups while Mll and M 23 

are the only nontrivial finite 4-transitive groups. 

PSL2 (11) and Mll 

We showed in Chap. 6 that the 24 points on which M24 acts can be parti­
tioned into two sets D-, r of 12 points each such that the set stabilizer of D­
is the Mathieu group M 12 . The stabilizer in this latter group of a point in D­
is isomorphic to Mll and acts 3-transitively on the 12 points of r. The point 
stabilizer in this action of degree 12 is PSL2 (11) acting 2-transitively on 
11 points. These actions were also constructed, using transitive extensions, 
in Example 7.5.2. 

A7 < PGL4 (2) 

The 3-dimensional projective space PG3 (2) has 15 points and admits the 
automorphism group PGL4 (2). It was shown in Exercise 6.8.10 that As 2:' 

PSL4 (2). Therefore there is a subgroup G of PSL4 (2) of index 8 isomorphic 
to A7 • It happens that this subgroup G acts 2-transitively on the 15 points. 

Exercises 

7.7.15 Prove that the subgroup G 2:' A7 of PSL2 (4) acts 2-transitively on 
PG3 (2). 

7.7.16 (Continuation) Show that a subgroup of A7 isomorphic to A6 is 
transitive on PG3 (2). 

The Higman-Sims group 

The Higman-Sims group H S is one of the sporadic finite simple groups; it 
has order 44,352,000 (see Appendix A). The group HS can be described as 
the automorphism group of a combinatorial geometry consisting of a set n 
of 176 points and a set r of 176 quadrics such that each quadric consists of 
50 points and each point is in 50 quadrics. Each pair of points (respectively, 
quadrics) is incident with exactly 14 quadrics (respectively points) giving 
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a symmetric 2-(176,50,14) design. The group HS is 2-transitive in its ac­
tion on n and has an equivalent 2-transitive action on r. This particular 
combinatorial geometry can be constructed from the Witt geometry W24 

(see Chap. 6); for details see Higman (1969) or Smith (1976). 
The Higman-Sims group also has a rank 3 permutation action on a set 

of 100 points. The Higman-Sims graph 1i is a graph with 100 vertices 
built from the Witt geometry W 22 for the Mathieu group M 22 . The ver­
tex set of 1i consists of the 22 points and the 77 blocks of W 22 as well 
as one additional vertex w. The vertex w is joined in 1i to each point of 
W 22, each point of W22 is joined to each of the blocks of W22 that contain 
the point, and two blocks of W 22 are joined when they are disjoint. Each 
vertex of the resulting graph has degree 22. Clearly M22 acts as an auto­
morphism group of 1i fixing w. The full automorphism group of 1i is the 
automorphism group H S.2 of the Higman-Sims group. For further details 
see Higman and Sims (1968), Biggs and White (1979), or Beth et al. (1993). 

The Conway group C03 

The group 003 is a sporadic simple group of order 210 .37 .53 .7 ·11· 23 = 
495,766,656,000. It is closely related to the Higman-Sims group but is most 
naturally defined using a different combinatorial structure. A lattice in IRn 
is a subset consisting of all integral linear combinations of some basis of 
IRn. The automorphisms of the lattice are the linear transformations of IRn 
that fix the lattice setwise. The Leech Lattice A is a particular, and quite 
exceptional, 24-dimensionallattice which can be constructed using the Witt 
geometry W 24 , the S(2,8,24) Steiner system constructed in Chap. 6. Many 
interesting groups occur as subgroups of Aut(A) fixing particular types or 
configurations of vectors in A. In particular, the group 003 is the stabilizer 
of a vector of "type 3". This group has a 2-transitive action of degree 276 
also derived from the lattice. The stabilizer of a point in this action is 
MeL : 2, the automorphism group of the McLaughlin group which is also 
a sporadic simple group. Furthermore, 003 has a subgroup isomorphic to 
the Higman-Sims group H S which has two orbits: one of length 100, the 
other of length 176. The actions of H S on these two orbits are the rank 3 
and the 2-transitive actions described above. Details of these constructions 
can be found in Conway (1969) and (1971), Conway and Sloane (1988), 
and Thompson (1983). 

7.8 Notes 

• Exercises 7.1.3-6: Homeo(Q) has been extensively studied. See, for 
example, Neumann (1985b), Mekler (1986) and Mekler et al.(1993). 

• Lemma 7.1A: This is classical. See Wielandt (1964). 
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• Exercises 7.1.7-7.1.11: See Alperin (1965). 
• Theorems 7.2A and 7.2B: Versions of these theorems were known to 

Jordan. See Wielandt and Huppert (1958) and Wielandt (1974). 
• Exercises 7.2.5-7.2.8: See Wielandt (1964) Sect. 12. 
• Theorems 7.2C and 7.2D: See Cameron (1981b). 
• Sect. 7.2: The proof of Theorem 4.1B given here is from Burnside (1911). 
• Theorem 7.2F: See Aschbacher (1972). 
• Theorem 7.3A: See Wielandt (1960a). The improved result due to Nagao 

and Suzuki appears in Huppert and Blackburn (1982) §XII.4. 
• Sect. 7.4: Much of this section is classical, at least in the finite case. Our 

presentation uses Neumann (1985a); the latter also includes some of the 
history of the development of these results. Prior to the classification of 
finite simple groups, Hall (1962) and Kantor (1969) and (1974) classified 
some particular classes of finite Jordan groups. Using the classification 
of finite simple groups, S.A. Adeleke and P.M. Neumann classify infinite 
Jordan groups which are not highly transitive [see Neumann (1985a)]. 
See also Cameron (1990) and Liebeck (1983). 

• Exercise 7.4.11: See Levingston and Taylor (1976). 
• Exercises 7.4.12-13: See Williamson (1973). 
• Lemma 7.4D and Theorem 7.4D: See Neumann (1975b). See also 

Levingston (1978). 
• Theorem 7.5A: Often ascribed to Witt, but appears in this form in 

Manning (1921). 
• Exercises 7.5.3-6: See Witt (1938a). See also Biggs and White (1979) 

and Rotman (1995). 
• Theorem 7.5B: See Zassenhaus (1935). 
• Sect. 7.6: Further details about the finite case may be found in Passman 

(1968) and Huppert and Blackburn (1982). For the infinite case see Kerby 
(1974) and Griindhofer (1989). 

• Exercises 7.6.3-5: See B.H. Neumann (1940) . 
• Examples 7.6.3-5: See Karzel (1965) or Kerby (1974). 
• Sect. 7.7: The following are relevant: Cameron (1972) and (1981a), Curtis 

et al. (1976), G. Higman (1969), Huppert (1957), Mortimer (1980), Ree 
(1964) and Wielandt (1967a). 
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The Structure of the Symmetric 
Groups 

The present chapter studies the symmetric groups with particular empha­
sis on the infinite case. Of course we know that every group is isomorphic 
to a subgroup of some symmetric group (for example, via its regular per­
mutation representation), so one might suppose that it is not possible to 
say much useful about the symmetric groups unless we know a great deal 
about groups in general. However this is not true. There are certain facts 
which are available without a detailed knowledge of all of the subgroups, 
much in the same way that we have useful results about the set of real 
numbers without knowing detailed facts about individual real numbers. 

This chapter starts with the complete description of all normal subgroups 
of Sym(O), and then shows that (with notable exception of degree 6) the 
automorphisms of Sym(O) are all inner. We then look at the subgroups of 
the "small" subgroup FSym(O), and (at the other extreme) the subgroups 
of small index in Sym(O) and maximal subgroups of the symmetric group. 
Since we shall be especially interested in the case where 0 is infinite, this 
chapter requires a little more familiarity with set theoretic arguments and 
elementary results in cardinal arithmetic than previous chapters. 

8.1 The Normal Structure of Sym(n) 

In Sect. 3.3 we showed that, when 0 is finite and 101 ::::: 5, then the only 
normal subgroups of Sym(O) are 1, Alt(O) and Sym(O). In the present 
section we are going to look at the normal subgroups of Sym(O) when 
o is infinite. In this case we already know of one other normal subgroup, 
namely the finitary symmetric groups FSym(O), consisting of all elements 
of Sym(O) with finite support. There is a natural generalization of this 
construction as follows. 

Let c be an infinite cardinal. Then for any nonempty set 0 we define 

Sym(O, c) := {x E Sym(O) I Isupp(x) I < c}. 

255 
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Exercise 

8.1.1 Show that Sym(n, c) is a normal subgroup of Sym(n) for every 
infinite cardinal c. When c = ~o (the smallest infinite cardinal), 
then Sym(n, ~o) = FSym(n), and Sym(n, c) = Sym(n) whenever 
c> 10,1. 

The primary object of this section is to prove the following theorem 
which shows that the only normal subgroups of Sym(n) are the obvious 
ones. The result is due to Baer (1934). 

Theorem B.IA. Let 0, be any set with 10,1 > 4. Then the normal sub­
groups of Sym(n) are precisely: 1, Alt(n), Sym(n) and the subgroups of 
the form Sym(n, c) with ~o ::; c ::; 10,1. 

Exercises 

8.1.2 Find all normal subgroups of Sn for n = 1,2,3 and 4. [Hint: In the 
respective cases there are 1, 2, 3 and 4 normal subgroups.] 

8.1.3 Show that Sym(n, c) has order 10,1 for c = ~o and order Inl e for 
~o < c ::; 10,1· 

8.1.4 If G is an infinite subgroup of FSym(n), show that for each a E 0, 
we have IGal = IGI. 

The proof of Theorem 8.1A is based on three lemmas. 

Lemma B.IA. For each x E Sym(n) there exist y, Z E Sym(n) such that 
x = yz, y2 = z2 = 1 and supp(y) u supp(z) ~ supp(x). 

PROOF. It is enough to prove the result for each of the disjoint cycles of 
x. In the case of a finite cycle we may consider, without loss in generality, 
a cycle of the form (1 2 ... n). Define 

y := (1 2m)(2 2m - 1) ... (m m + 1), 

z := (2 2m)(3 2m - 1) .. , (m m + 2), and 

w := (12m + 1)(2 2m) ... (m m + 2). 

Then yz = (1 2 ... 2m) and yw = (1 2 ... 2m + 1), so the case of a finite 
cycle is settled. On the other hand an infinite cycle ( ... - 1 0 1 2 ... ) can 
be written as the product yz where: 

y:= (01)(-12)(-23) ... , and 

z := (02)(-13)(-24) .. . 

This proves the lemma. D 

Lemma B.IB. Let N <J Sym(n) and suppose that some x E N has 
Isupp(x)1 = a ~ ~o. Then for each infinite cardinal b ::; a there exists 
yEN of order 2 with b 2-cycles and at least b fixed points. 
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PROOF. We first define an element Z E Sym(n) with the same cycle struc­
ture as x (so z is conjugate to x in Sym(n)), such that supp(z) = supp(x), 
and xz has exactly b 2-cycles (and perhaps nontrivial cycles of other 
lengths). We do this as follows: 

(i) For each finite cycle u = (ala2 ... an) oflength ~ 4 in x there will be 
a corresponding cycle v = (a4ala2a3 ... ) in z with the same support. 
Note that uv contains the 2-cycle (ala3). 

(ii) For each infinite cycle u = ( ... a-laOal ... ) in x there will be 
a corresponding infinite cycle v in z with the same support where 
each block a4ia4i+1a4i+2a4i+3 in u has been replaced by the block 
a4i+3a4i+1a41+2a4i. The product uv has infinitely many 2-cycles of 
the form (a4ia4i+2). 

(ii) Partition the 2-cycles of x into pairs; if there is an odd one left over 
then z will include that 2-cycle. For each pair u = (ala2)(a3a4) of 
2-cycles in x, there will be a pair v = (ala3)(a2a4) of 2-cycles in z. 
Note that uv is a product of two 2-cycles. 

(iv) Finally, partition the 3-cycles of x into pairs; if there is an odd 
one left over then z will include that 3-cycle. For each pair u = 
(ala2a3)(a4a5a6) of 3-cycles in x, there will be a pair v = 
(ala3a5)(a2a4a6) of 3-cycles in z. Note that uv is again a product of 
two 2-cycles. 

It is now evident that z has the properties claimed. Since z is conjugate 
to x in Sym(n), zEN, and so w := xz E N is an element with exactly b 
2-cycles (and perhaps other nontrivial cycles). 

Finally, form b pairs of 2-cycles from the 2-cycles in w leaving b 2-cycles 
unpaired. Define t E Sym(n) to be a permutation with the same cycle 
structure as w (and so t also lies in N) in the following way. For each of the 
pairs u = (ala2)(a3a4) of 2-cycles in w, t has the pair v = (ala3)(a2a4) 
of 2-cycles; and for every other cycle r in w there is the cycle r- l in t. Then 
y := wt has precisely b 2-cycles and its other cycles all have length 1. 0 

Lemma B.le. Let N be a nontrivial normal subgroup of Sym(n) where 
Inl > 4. Then either N = Alt(n) or N ~ Sym(n, No). 

PROOF. First recall that any nontrivial normal subgroup of the highly 
transitive group S := Symcn, No) is also highly transitive and hence prim­
itive (Corollary 7.2A). Thus Theorem 3.3A shows that either S n N = 1 
or S n N ~ Altcn). We must show that the former is impossible, and that 
in the latter case either N = Alt(n) or N ~ S. 

First suppose that N ::; S. Then S n N = N -=I- 1 and so N ~ Alt(n). 
Since IS : Alt(n) I = 2, this shows that N = Alt(n) or S as required. On 
the other hand, if N is not contained in S, then N contains an element 
of infinite support. Thus by Lemma 8.lB there exists yEN such that y 
has No 2-cycles and infinitely many fixed points. Let a and f3 be distinct 
fixed points of y. Then y and z := y(af3) have the same number of 2-cycles 
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and the same number of fixed points, and so are conjugate in Sym(n) 
(Exercise 1.2.7). Thus zEN and so (af3) = y-lz E N. Therefore N ~ 
(Alt(n), (af3)) = S in this case. 0 

PROOF OF THEOREM 8.IA. Let N <l Sym(n) and suppose that Nfl 
or Alt(n). Then Lemma 8.IC shows that N ~ Sym(n, No). Let b be the 
least cardinal such that Isupp(x) I < b for all x E N. Then N ::::: Sym(n, b) 
and we want to show that N = Sym(n, b). By Lemma 8.IA it is enough 
to show that each element y E Sym(n, b) with order 2 lies in N, and 
since N ~ Sym(n, No) it is enough to do this when a := I supp(y) I ~ No. 
Since a < b, the definition of b shows that there exists x E N with 
c := I supp (x) I ~ a, and then Lemma 8.IB shows that there exists zEN 
of order 2 with a 2-cycles and 10,1 I-cycles. This means that z is conjugate 
to y in Sym(n) provided they have the same number of fixed points (= 
I-cycles). Since 10,1 ~ a, the only case in which the numbers of fixed points 
can differ is when a = 10,1 and lfix(y) I < lfix(z) I = a. In this case there 
is a permutation t E Sym(n) which maps supp(z) into supp(y) in such a 
way that 2-cycles are mapped onto 2-cycles. Then all the 2-cycles in r 1 zt 
appear as 2-cycles in y, but there are a 2-cycles in y which do not appear 
as 2-cycles in rlzt (the support of the latter cycles lies in fix(z)t). Hence 
w := yrlzt has exactly a 2-cycles and a I-cycles which means that w (and 
hence y) is conjugate to an element in N. Thus in either case y is conjugate 
to an element in N. Since N <l Sym(n), this implies yEN as required. 
This proves the theorem. 0 

Exercises 

8.1.5 Let c be an infinite cardinal. Show that two elements x, y E 

Sym(n, c) are conjugate in Sym(n) if and only if they are conjugate 
in Sym(n, c). Deduce that every normal subgroup of Sym(n, c) is 
normal in Sym(n). 

8.1.6 Let a be an arbitrary infinite cardinal, and let b be the least 
cardinal with a < b. Show that for any set 0, with Inl > a, 
Sym(n, b)jSym(n,a) is a simple group. 

8.1.7 Show that any nontrivial factor group Sym(n, a)jSym(n, b) has 
elements of infinite order. 

8.1.8 Prove that no two distinct normal subgroups of Sym(n) are isomor­
phic. Moreover, if M <l Sym(n) and N <l Sym(A) with M ~ Nfl, 
then 10,1 = IAI· 

8.1.9 Show that every group is isomorphic to a subgroup of some simple 
group. 

8.1.10 Find necessary and sufficient conditions on the cycle lengths of two 
permutations in Sym(n) in order that they should be conjugate 
under an element of Alt(n). In particular, show that each conjugacy 
class of FSym(n) contained in Alt(n) is either a conjugacy class of 
Alt(n), or a union of two conjugacy classes. 
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8.2 The Automorphisms of Sym(n) 

Theorem 8.1A shows that Sym(n) has a rather rigid normal structure with 
a single chain of normal subgroups, so it is not too surprising that the au­
tomorphisms of Sym(n) are quite tightly controlled as well. As we shall see 
below, except for the notable exception when 10,1 = 6, the automorphisms 
of Sym(n) are all inner. In the infinite case, these theorems are due to 
Schreier and Ulam (1936). We begin with a slightly more general result. 

Theorem 8.2A. Let 10,1 > 6. Suppose that G satisfies Alt(n) :S G :S 
Sym(n), and let N be the normalizer of G in Sym(n). Then for each 
automorphism ¢ of G there exists yEN such that x<i> = y-1xy for all 
x E G. In particular, every automorphism of Sym(n) is inner. 

The theorem remains true for 10,1 < 6, but is false for 10,1 = 6. (See 
Exercises 8.2.2-8.2.5.) The proof of the theorem will be based on two 
lemmas. 

Lemma 8.2A. Under the hypotheses of the theorem, ¢ maps Alt(n) onto 
itself and so its restriction to Alt(n) is an automorphism of Alt(n). More­
over, if C is the conjugacy class consisting of all 3-cycles in Alt(n) then 
C<i>=C. 

PROOF. Put A := Alt(n). Since 10,1 > 4, A is simple and the same is true 
of A <i>. Since A and A <i> are both normal in G, A n A <i> is normal in both A 
and A <i>, and so either A n A <i> = 1 or A = A <i>. The former case could only 
happen if A<i> centralized A. Since the centralizer of A in Sym(n) is trivial 
(see Exercise 8.2.1), we conclude that A = A<i>, and so the restriction of ¢ 
to A is an automorphism of A. It remains to show that C = C<i>. 

We begin with a characterization: C is the unique conjugacy class of A 
consisting of elements of order 3 such that for all x, y E C, xy has order 1, 2, 
3 or 5. (The latter fact follows from the calculations (123)(145) = (12345), 
(123)(124) = (14)(23) and (123)(214) = (234).) Since it is easy to see that 
C<i> is also a conjugacy class of A, it is enough to show that C is the only 
conjugacy class with these properties. Let C' be another conjugacy class of 
A consisting of elements of order 3 with C' #- C. Then each element in C' 
contains at least two 3-cycles. Since 10,1 :::: 7 by hypothesis, the calculation 

(137)(254) ... (253)(467) ... = (123456 ... ) ... 

shows that there are two elements x, y E C' such that xy has order at least 
6. Thus C<i> #- C', and the lemma is proved. 0 

Lemma 8.2B. Under the hypotheses of the theorem, if't/J is an automor­
phism of G which fixes each element of Alt(n), then 't/J is the identity 
map. 
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PROOF. Let y E G. Then for each x E Alt(O), we have y-1xy E Alt(O) 
and so y-1xy = (y- 1xy)1/; = (y1/;)-lxy1/;. Thus y1/;y-l centralizes Alt(O). 
Since 101 > 3, the centralizer of Alt(O) is trivial, and so y1/; = y for all 
y E G. D 

PROOF OF THEOREM 8.2A. For each pair of distinct points a, /3 E 0 
define 

L(a, /3) := {(a/31') E C 11' E 0 \ {a, /3}}. 

Then the calculations in the proof of Lemma 8.2A show that 8 := L(a, /3) 
is maximal as a subset of C satisfying the condition 

(8.1) if x, y E 8 and x -:j:. y, then xy has order 2. 

The same calculations show that, conversely, if 8 is a subset of C which 
satisfies (8.1) and contains (a/31') , then 8 is a subset of L(a, /3), L(/3, 1') 
or Lb, a). Thus L(a, /3) (a, /3 E 0 and a -:j:. /3) are the unique maximal 
subsets of C with the property (8.1). Since the property (8.1) is invariant 
under automorphisms of Alt(O), Lemma 8.2A shows that the sets L(a, /3) 
are permuted amongst themselves by ¢. In particular, if we fix a and /3 
with a -:j:. /3, then there exist a' and /3' with a' -:j:. /3' such that L(a, /3)<P = 
L(a', /3'). 

Now define y E 8ym(0) by: aY = a', /3Y = /3', and 1'Y = 1" such that 
( a/31' ) <P = (a' /3' 1") for all l' -:j:. a or /3. Let 'Ij; be the homomorphism of 
G into 8ym(0) defined by x1/; := yx<py-l. Then, for all l' -:j:. a or /3 we 
have (a/31')1/; = (a/31') , so 'Ij; fixes each element of L(a, /3). Since L(a, /3) 
generates Alt(O) (see Exercise 1.6.8), we conclude that 'Ij; acts trivially on 
Alt(O) and so 'Ij; is the identity on G by Lemma 8.2B. Thus x<P = y-1xy 
for all x E G. In particular, this shows that yEN, and the theorem is 
proved. D 

Exercises 

8.2.1 Show that the centralizer of Alt(O) in 8ym(0) is trivial if 101 > 3. 
8.2.2 Show that Theorem 8.2A remains true when 101 < 6. [Hint: For 

101 = 4 or 5, show that the conclusions of the two lemmas remain 
true.) 

8.2.3 Show that ((12345), (2354)) is a subgroup of index 6 in 8 5 , and hence 
that 8 5 has a faithful transitive permutation representation of degree 
6 in which each element of order 3 is fixed point free. 

8.2.4 From Exercise 8.2.3 it follows that 8 6 has two conjugacy classes of 
subgroups isomorphic to 8 5 : a class of transitive subgroups and a 
class of intransitive subgroups. Show that there is an automorphism 
of 86 which interchanges these two classes (and hence cannot be an 
inner automorphism). 

8.2.5 Show that Aut(86 )/Inn(86 ) has order 2. 
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8.3 Subgroups of FSym(fl) 

The present section considers some of the properties of the finitary sym­
metric group FSym(n) when 0, is infinite. We begin with the following 
crucial observation. Theorem 3.3D shows that every primitive subgroup of 
Sym(n) which contains a nontrivial element of finite support must con­
tain all of Alt(n). Since IFSym(n) : Alt(n) I = 2, we obtain the following 
lemma. 

Lemma 8.3A. If 0, is infinite, Alt(n) and FSym(n) are the only 
primitive subgroups of FSym(n). 

Consider now an imprimitive subgroup G of FSym(n). If 6. is proper 
block for G, then there exists x E G such that 6. n 6.x = 0, and so 
6. ~ supp(x). Since the latter is finite, this shows that each proper block 
of G is finite. There are then two cases which may arise: 

(i) G has a maximal proper block 6. (so 0, is the only other block 
containing 6.); 

(ii) G has no maximal proper block and so there exists an infinite strictly 
ascending sequence of finite blocks 

(B.2) 6.1 C 6.2 C ... C 6.k C .... 

In case (i) we shall say that G is almost primitive and in case (ii) we 
shall say that G is totally imprimitive. This terminology comes from P. M. 
Neumann (1975a). 

Lemma 8.3B. Let 0, be an infinite set, and let G be a subgroup of 
FSym(n). 

(i) Suppose that G is almost primitive, and 6. is a maximal proper block 
for G. Let ~ := {6.x I x E G} be the corresponding system of blocks 
for G. Then the image of the action of G on ~ is either Alt(~) or 
FSym(~). (Note that I~I = 10,1 because 16.1 is finite.) 

(ii) If G is totally imprimitive with a strictly ascending sequence (8.2) of 
blocks, then 0, is a countable set and G = U Gk where Gk <I G is the 
subgroup which fixes setwise each of the blocks 6.k (u E G). 

(iii) If G is transitive, then G has a normal subgroup K in which each 
simple section is finite and such that GIK ~ 1, Alt(n) or FSym(n). 

PROOF. (i) G acts transitively on ~ and, if r is a block for G on ~ with 
6. E r, then the union of the blocks in r forms a block for G on 0, containing 
6.. By the maximality of 6., this means that G acts primitively on ~. 
Because G S FSym(n), the image of the action on ~ lies in FSym(~), 
and so the result follows from Lemma B.3A. 

(ii) Since U 6.k is a block for G and is not finite, therefore 0, = U 6.k • 

Since the 6.k are all finite, this shows that 0, is countable. Moreover, each 
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x E G has finite support, therefore supp(x) ~ 6 k for some k. Since 6 k 

is a block, this implies that, for each u E G, either supp(x) ~ 6;: or 
supp(x) n 6;: = 0; hence x E Gk. This proves (ii). 

(iii) If G is primitive, take K = 1. If G is almost primitive, then let 
K be the kernel of the action of G on :E defined above and note that 
FSym(:E) ~ FSym(O). If G is totally imprimitive, take K = G. 0 

Lemma 8.3C. Let H <l G ::; FSym(O) for an infinite set O. 
(i) If all orbits of H are infinite, then G' ::; H. 

(ii) If G is transitive, then G' is contained in every subgroup of finite index 
in G and the centre Z(G) of G equals 1. 

PROOF. (i) Let x, y E G and put 6 := supp(x) Usupp(y). Since 6 is finite 
and each orbit of H is infinite, Lemma 3.3B shows that there exists u E H 
such that 6 n 6 u = 0. Put w := [x, u][y, u][(xy)-I, u]. Since H <l G we 
have w E H. The elements u-1xu, u-1yu and u-1xyu all have supports 
lying in 6 u, so they commute with both x and y. Hence 

w = (X-ly-lxY)(U-lXU)(U-lYU)(u-ly-lx-lU) = [x, y]. 

Thus [x, y] E H for all x, y E G, and so G' ::; H. 
(ii) If H ::; G has finite index, then Exercise 1.3.4 shows that there 

is a normal subgroup K of finite index in G such that K ::; H. Then 
Theorem 1.6A shows that each orbit of K is infinite because G is transitive 
of infinite degree; hence (i) shows that G' ::; K ::; H. Finally, if Z E Z(G), 
then supp(z) is a finite G-invariant subset of 0, and so by the transitivity 
of G, supp(z) = 0 and z = 1. This shows that Z(G) = 1. 0 

A group G is called an FC-group if each conjugacy class of elements is 
finite (or, equivalently, if IG : Ga(x)1 is finite for each x E G). A group Gis 
residually finite if for each nontrivial element x there is a homomorphism ¢ 
of G onto a finite group with ¢(x) f. 1. Since any subgroup of finite index 
in G contains a subgroup of finite index which is normal in G (see Exercise 
1.3.4), G is residually finite exactly when for each x f. 1 in G there is a 
subgroup K of finite index in G such that x rf- K. 

Lemma 8.3D. Let G ::; FSym(O). Then the following are equivalent: 
(i) Every orbit of G is finite; 

(ii) G is an FC-group; 
(iii) G is residually finite. 

PROOF. (i) =} (ii) Suppose that each orbit of G is finite. Then, for each 
x E G there is a finite G-invariant subset 6 such that supp(x) ~ 6. The 
number of conjugates of x in G is then clearly bounded by the number of 
conjugates of x a in Sym(6). This shows that G is an FC-group. 

(ii) =} (iii) Suppose that G is an FC-group. Let x f. 1 be an element of 
G. If x rf- Z(G), then there exists y E G with x rf- Ca(Y), and Ca(y) has 
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finite index by (ii). On the other hand, if x E Z (G), then ~ := supp( x) is 
a finite G-invariant set, and so G(L~)is a subgroup of finite index in G not 
containing x. This shows that G is residually finite. 

(iii) =? (i) Suppose that G is residually finite, and let r be an orbit for 
G. If r is infinite, then Gris also residually finite and so Lemma 8.3C (ii) 
shows that (Gry = 1. But then Z(Gr ) = Gr contrary to Lemma 8.3C (ii). 
Hence the orbits for G must all be finite. This completes the proof. 0 

Exercises 

8.3.1 Define the subsets Tk(k = 1,2, .... ) of FSym(N) by 

TI := {(OI), (23), (45), ... } 

T2 := {(02)(13), (46)(57), ... } 

where in general Tk consists of all elements of the form 

2 k - 1 _1 

Xk,n:= II (i + n2k, i + n2k + 2k - I ). 

i=O 

for n = 0,1, .... Let G be the union of the subgroups Gk := 

(TI' ... ,Tk ) for k = 1,2, .... Show that: 
(i) for each k, Gk <l G, and Gk+1/Gk is an elementary abelian 2-

group; 
(ii) all finitely generated subgroups of G are finite 2-groups; 

(iii) G is transitive. 
8.3.2 Let p be a prime, and define G to be the multiplicative group consist-

k 
ing of all complex numbers z such that zP = 1 for some k 2': 1. Show 
that G has no nontrivial representation as a finitary permutation 
group. 

8.3.3 Suppose that H <l N <l G ::; FSym(O) for some infinite set O. If all 
orbits of N are infinite, show that H <l G. 

We now consider the class X of groups G with the property that ev­
ery (not necessarily faithful) representation of G as a group of finitary 
permutations has all of its orbits finite. Every finite group lies in X. If 
G EX, then each factor group G / N EX. Since the class of FC-groups 
is clearly closed under taking factor groups, it follows from Lemma 8.3D 
that every FC-group lies in X. In general, G E X does not imply that each 
subgroup HEX. Indeed, Sym(N) E X (see Exercise 8.3.4 below), but 
FSym(N) tf- X. 

Exercise 

8.3.4 Show that Sym(N) E X. [Hint: Use Theorem 8.1A and Lemma 8.3B.] 
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As noted above, X is not closed under taking subgroups, but, as the next 
lemma shows, X is closed under forming extensions. 

Lemma 8.3E. 
(i) If H <JG :s: FSym(D) with H =I- 1 and GIH E X, then H is transitive 

on every infinite orbit of G. 
(ii) If N <J K and both N and KIN lie in X, then K E X. 

PROOF. (i) It is enough to consider the case where D is infinite and G is 
transitive; we have to show that H is also transitive. Suppose the contrary. 
Then G is imprimitive and the set E of orbits of H form a system of 
nontrivial blocks for G. Since all proper blocks for G are finite by Lemma 
8.3B, E is infinite. Consider the action of G on E. This action gives a 
homomorphism of G onto a transitive subgroup of F Sym(E) with a kernel 
K. Thus G I K tf. X. Clearly H :s: K, and therefore G I H cannot lie in X. 
This contradicts the hypothesis on H. Hence H must be transitive. 

(ii) Let a : K -+ F Sym(D) be any representation as a group of finitary 
permutations. Since a(K)/a(N) is a homomorphic image of KIN we have 
a(K)/a(N) E X. Therefore applying (i) to a(N) <J a(K) :s: FSym(D) we 
see that a(N) is transitive on every infinite orbit of a(K). Since N E X, 
this implies that a(K) has no infinite orbits. Since this is true for every 
finitary representation a of K, we have K EX. 0 

The next theorem gives examples of further classes of groups in X. A 
group G has finite exponent if for some integer m ;::: 1 we have xm = 1 for 
all x E G. A group G is hypercentral if every factor group GIN =I- 1 has a 
nontrivial centre Z (G IN). A finite group is hypercentral exactly when it is 
nilpotent, but infinite hypercentral groups can be much more complicated 
[see, for example, Robinson (1972)J. 

Theorem 8.3A. All groups in the following classes lie in X: 
(i) groups of finite exponent; 

(ii) hypercentral groups; 
(iii) solvable groups. 

PROOF. (i) Since the class of groups of finite exponent is closed under 
taking homomorphic images, it is enough to show that if G :s: F Sym(D) 
is an infinite transitive group, then G contains elements of arbitrarily large 
orders. This is true if G is almost primitive by Lemma 8.3B since the 
infinite alternating group contains elements of arbitrarily large order. Thus 
it remains to consider the totally imprimitive case. 

We shall proceed by induction on n to show that every infinite, transitive, 
totally imprimitive group G :s: FSym(D) has an element with a cycle of 
length > n. This is clearly true for n = 1, so suppose that n > 1. Choose 
x =I- 1 in G. Then G has a finite block ~ such that supp(x) ~ ~ (Lemma 
8.3B). Let E be the system of blocks ~x (x E G). Since ~ is finite, E 
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is infinite, and G acts as a totally imprimitive group on L:. Hence by the 
induction hypothesis, there exists y E G whose action on L: contains a 
cycle of length h 2: n. Since G is transitive on L: we may choose y so 
that A, AY, ... , Ayn

-
1 are all distinct. If a E supp(x) ~ A, then an easy 

induction on i shows that 

",(xy)i = (",X)yi E 1\ yi £ .... .... u or i = 1,2, ... , n - 1. 

In particular, the cycles in xy and y which contain a have length at least 
n. However, at least one of these cycles must have length greater than n, 
since otherwise from above we have 

which contradicts the choice of a E supp(x). This proves the induction 
step and so the result is proved. 

(ii) Again, since the class of hypercentral groups is closed under taking 
homomorphic images, it is enough to show that if G ::::; F Sym(fl) is a 
transitive, hypercentral group, then fl is finite. But this follows from Lemma 
8.30 (ii) because a nontrivial hypercentral group has a nontrivial centre. 

(iii) Since abelian groups are hypercentral, (ii) and Lemma 8.3E show 
that every solvable group lies in X. 0 

Corollary 8.3A. Let G ::::; FSym(fl) be an infinite transitive group. Then 
G' is the unique minimal normal transitive subgroup of G. In particular, 
G' = Gil (so G' is perfect). 

PROOF. Lemma 8.3D shows that every transitive normal subgroup con­
tains G'. Since G/G' E X by the theorem, G' is transitive by Lemma 8.3E. 
It now follows that Gil (= (G')') is also transitive. Since Gil is a normal 
subgroup of G which is contained in G', therefore Gil = G'. 0 

Exercise 

8.3.5 We say that a group G is residuall'!f"X if for each nontrivial x E G 
there exists K <!G such that x (j K and G/K E X. IfG ::::; FSym(fl) 
and G is residually-X, show that all orbits of G are finite, and hence 
that G is residually finite. 

8.4 Subgroups of Small Index in Sym(O) 

We have seen in Sect. 5.2 that a subgroup of "small index" in Sn, namely, 
of index less than ~ (Ln/2J)' either contains An or is intransitive (with a few 
exceptions for small n). In the theorem below we consider the analogous 
theorem in the case where the symmetric group has count ably infinite de­
gree. The case where the degree is uncountable is also interesting although 
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we shall not consider it here; the analogous results are dependent on the 
validity of the "Generalized Continuum Hypothesis" . 

Theorem 8AA. Let n be countably infinite and put S := Sym(n). Then 
for any subgroup G of S the following conditions are equivalent: 

(i) IS: GI < 2101 ; 
(ii) for some finite subset ~ ~ n, S(b.) :::; G :::; S{b.},o 

(iii) S = FSym(n)G. 

The proof of the theorem will be based on two lemmas. In the arguments 
below we shall use the concept of a "moiety" (a term used in a legal sense 
for a half share): a moiety of an infinite set n is a subset f such that 
If I = In \ fl. It is important to observe that, for any subsets f, f' ~ n 
with IrJ = If'l and In \ rj = In \ f'l, there exists x E Sym(n) such that· 
f' = fX; in particular, Sym(n) acts transitively on the set of moieties of 
n. The first lemma is a classical result of W. Sierpinski proved in 1928. 

Lemma 8AA. Let n be a countable set. Then there exists a family F of 
moieties of n such that: 
(i) IFI = 2101 ; and 

(ii) for any two distinct f, f' in F, f n f' is finite. 

PROOF. Without any loss in generality we may take n = Q. Then for 
each real number r we choose an infinite sequence {an} of distinct rationals 
which converges to r, and define fr to be the set {an I n = 1,2, ... }. It is 
now easily verified that F := {f r IrE lR} is a family of moieties satisfying 
(i) and (ii). 0 

As usual, if E ~ n, then we identify Sym(E) with the pointwise stabilizer 
of n \ E in Sym(n). 

Lemma 8AB. Let fl and f2 be subsets of an arbitrary set n such that 
Ifl n f21 = Ifll :::; If21. Then 

(Sym(f l ), Sym(f2)) = Sym(fl U f2). 

PROOF. If fl is a finite set, then the hypotheses imply that fl n f2 = f l , 
and so the result is trivial; hence suppose that f 1 is infinite. Put ~ := 

fl n f2 and E := fl U f 2. Let x E Sym(E). Since ~x ~ E and ~ is 
infinite, there is some i such that I~x n fil = I~I. Choose a subset <1> of 
~ so that <1>'" is a moiety of ~ '" n f i, and note that <1> is also a moiety of 
~. Then 1<1>1 = 1<1>"'1 and Ifi \ <1>1 = Ifil = Ifi \ <1>"'1, and so there exists 
y E Sym(ri) such that (ri \ <1>"')Y = r i \ <1> and 'Yxy = 'Y for all 'Y E <1>. 
Now by the hypothesis on ~, Irl \ ~I :::; I~I = 1<1>1. Hence, for some 
z E Sym(fl)' we have (fl \ ~)Z ~ <1>, and so r l \ ~ ~ fix(zxyz-l). This 
shows that zxyz-l E Sym(r2), and so x E (Sym(ft), Sym(f2)). Thus we 
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have shown that 

The reverse inequality is trivial, so the lemma is proved. o 

PROOF OF THEOREM 8.4A. Since IFSym(n) I = Inl < 21111, it is clear 
that (iii) implies (i). On the other hand, if ~ is a finite subset of n, then 
for each XES there exists y E FSym(n) such that y-lx E S(l!l.); hence 
S = FSym(n)s(.6.). This shows that (ii) implies (iii). It remains to show 
that (i) implies (ii). 

We shall first show that there is a moiety E in n such that Sym(E) :S G. 
Since nand n x n have the same cardinality, we can write n as a union 
of a countably infinite family {Ei liE N} of infinite subsets which are 
pairwise disjoint. Write Si := Sym(Ei), and define 

T := {x E S I Ef = Ei for all i}. 

Now, if Gi :S Si denotes the restriction of GnT to Ei , then GnT :S fL Gi , 
and so 

II lSi: Gil = II IT: Gil :S IT: G n TI :S IS : GI < 21111. 
i 

Since Inl = ~o, this implies that lSi: Gil = 1 for all but a finite number 
of values of i. If we choose j such that Sj = Gj and put E := Ej , then 
G {~} acts as the full symmetric group on E. This implies that, whenever 
U E G n Sym(E) and x E Sym(E), then for some v E G we have X-lUX = 
v-luv E G n Sym(E); hence G n Sym(E) <] Sym(E). Since 

ISym(E) : Sym(E) n GI :S IS : GI < 21111 

and ISym(E) : FSym(E) I = 21111, it follows from Theorem 8.1A that G n 
Sym(E) = Sym(E). Hence Sym(E) :S G as required. 

Now let F be a family of moieties of E which satisfies conditions (i) and 
(ii) of Lemma 8.4A. Since each rEF is a moiety of n, we can choose an 
element x(r) of order 2 in S such that 

x(r) E S(~\r) and x(r) interchanges r and n \ E. 

Since IFI > IS: GI, there exist distinct r, r' E F such that z := 
x(r)x(r')-l = x(r)x(r') E G. Put E' := EZ, and note that E = n \ 
(r,)x(r/) and E' = (n\p(r)y = n\p(r/). Hence EnE' = n\ (rur,)",(r/) 
and E U E' = n \ (r n r,)x(r/). 

In particular, EnE' contains (n \ E)x(r/) because r, r' ~ E, and so 
EnE' is infinite. Since Sym(E) and Sym(E') = z-lSym(E)z both lie 
in G, we conclude from Lemma 8.4B that Sym(E U E') ~ G. On the 
other hand, ~' := (r n r,)x(r /) is finite by the construction of F, and 
S(.6./) = Sym(E U E'), so we conclude that S(.6./) ~ G for the finite subset 
~'. 
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Finally, choose .6. to be a smallest finite subset of 0 such that S(!:» c:;;; G. 
Then for each x E G we have Sym(O \ .6.X ) = x-1Sym(O \ .6.)x :::; G, 
and so Lemma 8.4B shows that G :::: (Sym(O \ .6.), Sym(O \ .6.X )) = 
Sym(O \ (.6. n .6.X )). Thus, for all x E G, .6. = .6.x by the minimality of .6.. 
Hence G :::; S{!:>}, and the proof of the theorem is complete. 0 

Exercises 

8.4.1 Let S := Sym(O, c) where 0 is an infinite set and c is an infinite car­
dinal. Show that S{!:>} is a maximal subgroup of S for each nonempty 
finite subset .6. of O. 

8.4.2 Show that there exists a proper subgroup of Sym(N) which acts 
transitively on the set of moieties of N. 

8.4.3 Show that Sym(N) contains a free subgroup of rank 2~o. 

8.5 Maximal Subgroups of the Symmetric Groups 

It follows from Exercise 5.2.8 that the maximal subgroups M of Sn fall into 
three classes: 

(i) (intransitive) M is the set stabilizer of some set of size m with 1 :::; 
m < n/2, and so is isomorphic to Sm x Sn-m; 

(ii) (imprimitive) M is the stabilizer of some partition of {I, 2, ... , n} 
into m equal parts of size k with 1 < m < n, and so is isomorphic to 
the wreath product Sk wr Sm in its imprimitive action; or 

(iii) (primitive) M = An, or else is a proper primitive group (and so has 
"small" order). 

It is easily shown that any subgroup in class (i) or (ii) is maximal in Sn 
(Exercise 5.2.8), but it is much harder to decide which of the subgroups in 
(iii) are maximal. In Liebeck et al. (1987), the o 'Nan-Scott Theorem (The­
orem 4.1A) and the classification of finite simple groups are used to identify 
precisely which of the proper primitive subgroups of Sn are maximal in Sn 
(or in An). For example, if n = km (k :::: 2, m :::: 2), then the subgroups of 
Sn which are permutation isomorphic to Sk wr Sm in its product action 
(see Lemma 4.5A) are maximal. Similarly, for any nonabelian simple group 
T, and n = ITlm - 1 , the group T m . (Out(T) x Sm) is maximal in Sn or An 
in its diagonal action (see Lemma 4.5B), and the affine group AGLd(p) is 
isomorphic to a primitive maximal subgroup of Sn when n = pd (p prime, 
d:::: 2). 

The situation for infinite symmetric groups is more complicated, and it 
seems unlikely that there is any satisfactory description of the maximal 
subgroups in this case. The remaining theorems in this chapter give some 
recent results along these lines and hint at the complexity of this problem. 
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Exercises 

8.5.1 When is AGL1(F) maximal in Sym(F) (where F is a field)? 
8.5.2 In general an infinite group need not have any maximal subgroup. 

Show that the abelian group (Q, +) has no maximal subgroup. 
8.5.3 Let H be a subgroup of an infinite group G, and suppose that G can 

be generated by H and a finite set of additional elements. Show that 
G has at least one maximal subgroup containing H. [Hint: This will 
require a transfinite argument such as the use of Zorn's Lemma.] 

We begin with some simple lemmas. In the following we shall say that a 
moiety r of 0 is full for some subgroup G ::; Sym(O) if G {r} induces the 
full symmetric group Sym(r) in its action on r. 

Lemma 8.5A. Let 0 be an arbitrary infinite set, and let G ::; S := 

Sym(O). Then: 
(i) Let rand bo be moieties of 0 such that ~ := r n bo has size 101 and 

0= r u bo. Ifr and bo are both full for G, then G = S. 
(ii) If G #- S, and at least one moiety of 0 is full for G, then there exists 

xES such that S = (G, x), and so G is contained in a maximal 
subgroup of S. 

PROOF. (i) Since G is full on r, there exists x E G{r} such that fixr{x) = 
r \ ~ = 0 \ bo. Then x E G(r\~) <I G{r\~} = G{6.}, and Isupp6.(x) I = lbol 
because SUPP6.(x) 2 ~ and I~I = 101. Now Theorem 8.1A shows that x6. is 
not contained in any proper normal subgroup of Sym(bo). Since G is full on 
bo, therefore G{6.} = G(r\~) = G(!l\6.) = Sym(bo). Hence Sym(bo) ::; G. 
A similar argument shows that Sym(r) ::; G, and so G = S by Lemma 
8.4B. 

(ii) Let r be a moiety of 0 on which G is full. Choose a moiety bo of 
o such that r n bo is a moiety of 0 and r u bo = O. Since Sym(O) is 
transitive on the set of moieties of 0, there exists x E Sym(O) such that 
bo = rx. Now rand bo are both full for (G, x) and so (G, x) = S by part 
(i). Finally, Exercise 8.5.3 shows that this implies that G is contained in a 
maximal subgroup of S. 0 

We next consider chains of subgroups in Sym( 0). By a chain of subgroups 
in a group G we shall mean a family {H.xJAEA of (distinct) subgroups of G 
indexed by a totally ordered set A such that HA < H/L whenever A, fl E A 
and A < fl. The length of the chain is simply the cardinality of A. We are 
interested in bounds on the lengths of chains of subgroups in the symmetric 
groups. 

If 0 is finite of size n, say, then the length of every chain of subgroups in 
Sym(O) is trivially bounded by (log n!)j(log 2) rv (n log n)j(log 2). A more 
careful argument shows that the length is bounded by a constant multiple 
of n, and this bound has been made sharp; Cameron et al. (1989). 
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Exercises 

8.5.4 Show that there exists a constant C > 0 such that every chain 
of subgroups in Sn has length at most Cn. [Hint: Let M be the 
largest subgroup not containing An in the chain. If M is primitive, 
use Theorem 5.6B, and otherwise apply induction on degree.] 

8.5.5 Show that, whenever n > 1 is a power of 2, there is a chain of proper 
subgroups in Sn of length (3n - 4)/2. 

The situtation for the infinite symmetric groups appears to be quite 
different. 

Theorem 8.5A. Let S := Syrn(D) where D is infinite. If {H'\hEA is a 
chain of proper subgroups of S such that U'\EA H,\ = S. Then: 
(i) IAI > IDI; and 

(ii) for some f.l E A, FSyrn(D) :::: H/k' and so H/k is highly transitive. 

PROOF. (i) The proof is a nice example of a diagonal argument. We shall 
first show that no H,\ can be full on any moiety. Indeed, otherwise, Lemma 
8.5A (ii) shows that S = (HI" x) for some f.l E A and some xES. Then 
x E Hv for some v, and so S :::: (H/k' Hv) = Hmax(/k,v) contrary to the 
hypothesis that the H,\ are proper subgroups. Therefore, no H,\ is full on 
a moiety of D. Now suppose that IAI :::: IDI. Then there exists a partition 
{D,\ I A E A} of D into moieties, and we can choose z,\ E Syrn(D).,) 
such that z,\ is not induced by any element of (H'\){fl>.} acting on D,\. 
Let Z E Syrn(D) be the permutation which maps each D,\ onto itself, and 
whose restriction to D,\ equals z,\. Then Z is not contained in any of the 
H,\, and so U'\EA H,\ 'I S contrary to hypothesis. Thus IAI > IDI. 

(ii) IFSyrn(D) I = IDI (see Exercise 8.1.3), so there exists a subset A' c;::; A 
of cardinality IDI such that FSyrn(D) c;::; U'\EA' H,\, and (i) shows that 
the latter is not equal to S. Thus there exists f.l E A such that H/k is not 
contained in any H,\ (A E A'). Since the subgroups form a chain, this means 
that H,\ < H/k for all A E A', and so FSyrn(D) :::: H/k as required. D 

Exercise 

8.5.6 Show that any group G which is not finitely generated can be written 
as a union of a chain of proper subgroups. 

Theorem 8.5B. Let D be infinite, and c > No. Put S := Syrn(D, c). 
(i) If H :::: Sand S = FSyrn(D)H, then there is a finite subset Ll c;::; D 

such that S(t),,) :::: H :::: S{b.}' 
(ii) If M is a maximal subgroup of S, then either M contains FSyrn(D) 

(and so is highly transitive), or M = S{b.} for some nonempty finite 
subset Ll of D. 
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Remark. Every subgroup of the form S{Ll} with Ll nonempty and finite 
is maximal in S; see Exercise 8.4.1. 

PROOF. Put S := Sym(n, c) and F := FSym(n), and suppose that 
S = F H (= H F) for some H ~ S. We shall proceed by a series of steps. 

(a) We shall first show that H n F i= 1. Assume, on the contrary, that 
H n F = 1. Since c > No, we can choose XES such that x has exactly 
2k - 1 cycles of length 2k (k = 1,2, ... ) and all other cycles oflength 1. Since 
the 2m th power of a 2k-cycle is a product of 2m disjoint cycles of length 
2k - m (for 0 ~ m < k), it is possible to choose Xm E S such that xx;;,2= is 
a product of a finite number of cycles of lengths 2k with k ~ m. Thus, for 
each m ~ 1, there exists Xm E S such that x;;: E Fx. By the hypothesis 
on H we can choose y and Ym in H such that x E Fy and Xm E FYm, and 
then y;,= E Fy for each m. Since we are assuming that H n F = 1, we 
conclude that y = y;:,n. However, x-1y E F. So supp(x-1y) is finite, and 
hence there exists r ~ 1 such that y has cycles of length 27'" (in fact this 
will be true for all sufficiently large r). Then y = y;,= implies that Ym has 
a cycle of length 2m +7'" and so y has at least 2m cycles of length 27'". Since 
this is true for each m, we conclude that y has infinitely many 27'" -cycles, 
which is impossible because supp(x-1y) is finite. Thus the assumption that 
H n F = 1 has led to a contradiction; so H n F = 1 as claimed. 

(b) Now consider the case where H is transitive. We shall show that in 
this case H = S. 

First suppose that Ll is an infinite subset of n with n \ Ll also infinite. 
Since S acts transitively on the set of all countable subsets of n, there exists 
xES such that LlnLl x and Ll \LlX are both infinite. By hypothesis, x = yu 
where u E F and y E H. Then Llx \ supp(u) c::: LlY c::: LlX U supp(u). Since 
supp( u) is finite, this shows that Ll n LlY and Ll \ LlY are both infinite, and 
so Ll is not a block for H. Hence H has no proper infinite blocks. 

On the other hand, H cannot have a system of nontrivial finite blocks. 
Indeed, otherwise, let Lli (i = 1,2, ... ) be count ably many distinct blocks 
from such a system. Then there exists xES such that, for each i, Lli nLli i= 
Lli or 0. Now x = yu with y E Hand u E F. Since u has finite support, 
this implies that Lli = Ll; for infinitely many i, and then the choice of x 
gives a contradiction. This shows that H has no system of (finite or infinite) 
nontrivial blocks, and so H is primitive. 

Finally, since H is primitive and F n H i= 1 by (i), Theorem 3.3D shows 
that Alt(n) ~ H. Hence IS : HI = IFH : HI = IF : F n HI ~ 2, and so 
H <I S. Thus H = S by Theorem 8.1A. 

(c) Finally, consider the general case. Choose xES as a permutation 
with infinitely many cycles of infinite length. Then there exists y E H such 
that supp(x-1y) is finite, and so y must also have cycles of infinite length. 
In particular, H has an orbit r of infinite length. The argument in (b) now 
shows that if n \ r were also infinite, then there would exist y E H such 
that r \ r y is infinite. Since r is an orbit for H, this is impossible, and so 
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we conclude that ~ := 0 \ r is finite. Now H = H{Il} ~ S{Il}, and so 
S{Il} = S{Il} n F H = F{Il}H. Since ~ is finite, the subgroup F(Il)H(Il) 
has finite index in S(Il) ~ Sym(r, c). Thus Exercise 1.3.4, Theorem 8.IA 
and Exercise 8.1.5 show that F(Il)H(Il) = S(Il). Now applying (b) shows 
that H(Il) = S(Il), and so S(Il) ~ H ~ S{Il} as required. 

(ii) If M does not contain FSym(O), then S = FSym(O)M. The result 
now follows from (i). 0 

Theorem 8.5B (ii) shows that the infinite symmetric groups have no im­
primitive maximal subgroups. It also shows that the (intransitive) subgroup 
S{Il} is not a maximal subgroup of S when both ~ and 0 \ ~ are infinite. 
The problem of describing all maximal subgroups of S remains open at this 
time. We conclude with a construction which provides one further class of 
maximal subgroups. 

EXAMPLE 8.5.1. Let ~ be an infinite subset of 0 such that I ~ I < 10 I, and 
put S := Sym(O). Then the almost stabilizer A := {x E S I I~ 8 ~xl < 
I~I} is a maximal subgroup of S. (We are using 8 to denote symmetric 
difference of the two subsets.) 

Indeed, clearly A is a subgroup of S and A =I- S. In order to show that A is 
maximal, we have to show that, for each x tj. S \ A, G := (A, x) = S. Since 
x tj. A,I~ 8 ~xl = I~I so, replacing x by x- 1 if necessary, we may assume 
that I~ \ ~xl = I~I. Since I~x n ~I ~ I~I = I~ \ ~xl and I~x \ ~I ~ 
I~I < 10 \ (~ u ~X)I, and the sets ~x n ~ and ~x \ ~ are disjoint, we 
can find z E S{Il} ~ A such that (~X n ~y ~ ~ \ ~x and (~X \ ~y ~ 
0\ (~U~X). Then ~xz n~x = 0, and so y := xzx-1 E G has the property 
that ~Y n ~ = 0. Put r := 0 \~. Since Sym(r) = S(Il) ~ A ~ G, we also 
have Sym(rY) = S(/lY) ~ G. Moreover, r u r y = 0 \ (~ n ~Y) = 0, and 
r n r y = 0 \ (~u ~Y) has size 101. Thus G 2: (Sym(r), Sym(rY)) = S 
by Lemma 8.4B. Since this is true for every xES \ A, therefore A is a 
maximal subgroup of S as asserted. 

Exercises 

8.5.7 Let 0 be an infinite set and c be an infinite cardinal. If G ~ Sym(O) 
and there exists r ~ 0 such that 10 \ rl < c and r is full for G, 
show that Sym(O) = Sym(O, c)G. 

8.5.8 Let 0 be infinite and ~ be a moiety of O. Let A denote the almost sta­
blizer of ~ in Sym(O). Show that there is a unique proper subgroup 
M of Sym(O) such that A < M, and describe this subgroup. 

8.5.9 Let 0 be infinite of cardinality c, and let n > I be an integer. Let IT 
be a partition of 0 into subsets of size n, and define S{II} to be the 
subgroup of S := Sym(O) consisting of all elements of S which act on 
IT by permuting the subsets in IT. Show that M := Sym(O, C)S{II} is 
a proper subgroup of S. [Hint: Show that M is the "almost stabilizer" 
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of II in the sense that: x EM-¢=} {.6. E II I .6. x t/:. II} has 
cardinality < c.] (It has been proved by H.D. Macpherson that Mis 
a maximal subgroup of S; see Brazil et al. (1994).) 

8.6 Notes 

• Exercise 8.1.8: See Karrass and Solitar (1956). 
• Exercises 8.2.3-5: See Rotman (1995) Theorem 7.7. 
• Lemmas 8.3B and 8.3C: See Neumann (1975a) and (1976). See also Segal 

(1974). 
• Lemma 8.3D and Exercise 8.3.1: See Wiegold (1974). 
• Exercise 8.3.2: See Neumann (1976). 
• Theorem 8.3A: See Wiegold (1974). Part (i) is due to D. Giorgetti; 

see Neumann (1975a) where it is shown that every group satisfying a 
nontrivial law lies in X. 

• Theorem 8.4A: First announced without proof in Semmes (1981). Re­
discovered and proved in Dixon et al. (1986). See also Evans (1986) and 
(1987) and Shelah and Thomas (1989). 

• Exercise 8.4.2: See Stoller (1963). 
• Exercise 8.4.3: See de Bruijn (1957). 
• Sect. 8.5: Further papers relevant to Sect. 8.5 include: Shelah and Thomas 

(1988) and (1989), MacPherson and Praeger (1990), and Baumgartner 
et al. (1993). 

• Exercises 8.5.4-5: See Babai (1986) and Cameron et al. (1989) for the 
precise bound. 

• Theorems 8.5A and 8.5B: See MacPherson and Neumann (1990). 
• Example 8.5.1: See Ball (1966). 
• Exercise 8.5.7: The converse is proved in MacPherson and Neumann 

(1990) Theorem 1.2. 
• Exercise 8.5.9: See Ball (1966) and Brazil et al. (1994). 
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Examples and Applications of 
Infinite Permutation Groups 

The object of this chapter is to give a selection of examples of infinite 
permutation groups, and a few of the ways in which permutation groups can 
be used in a more general context. For example, we give a criterion of Serre 
for a group to be free which leads to a classic theorem on free groups due to 
J. Nielson and O. Schreier, and give a construction due to N. D. Gupta and 
S. Sidki of an infinite p-group which is finitely generated. What makes these 
constructions manageable is that the underlying set on which the groups act 
have certain relational structures. The most symmetric of these structures 
(the ones with the largest automorphism groups) are the homogeneous 
structures; of these the countable universal graph is an especially interesting 
and well-studied example. 

9.1 The Construction of a Finitely Generated Infinite 
p-group 

In 1902 W. Burnside proposed the following question. Suppose that e and 
n are fixed positive integers. Is it true that every group of exponent e which 
can be generated by n elements is of finite order? If so, can this order be 
bounded by a function of nand e? (Recall that a group G has exponent e 
if x e = 1 for all x E G.) 

This problem has turned out to be very deep. Although a lot is now 
known about finitely generated groups of finite exponent (now known as 
Burnside groups), there are still very hard open questions. 

Let Fn be the free group on n generators and let Rn,e denote the nor­
mal subgroup of Fn which is generated by the set {xe I x E Fn}. Then 
B(n, e) := Fn/ Rn,e is called the free n-generator Burnside group of ex­
ponent e. If G is any group of exponent e which can be generated by n 
elements, then by general properties of free groups, there is a homomor­
phism <p of Fn onto G, and evidently Rn,e ::; ker <po Thus G ~ Fn/ ker <p is 
a homomorphic image of the free n-generator B(n, e). 

274 
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Burnside's questions may then be refined to: Is B(n, e) finite (for speci­
fied n and e); and do the finite homomorphic images of B(n, e) have orders 
bounded by a function of nand e? These are known as the Burnside 
Problems: the General and Restricted Burnside Problems, respectively. Of 
course, if there is a positive answer to the General Problem, then that 
immediately gives a positive answer to the Restricted Problem. 

It has been shown that B(n, e) is finite for some small values of e: for 
e :::; 3 by Burnside in 1902, for e = 4 by Sanov in 1940 and for e = 6 
by Hall in 1958. Then, in 1968, there appeared a long and intricate proof 
by Novikov and Adian (1968) which showed that B(n, e) is infinite for 
all n 2': 2, provided e is sufficiently large and odd (the result had been 
announced nine years earlier). A less precise, but technically simpler proof 
of this result was given by Ol'shanskii (1982). Since then some results 
about the case where e is even have also been proved. However, there 
are still many cases where the General Burnside Problem has not been 
settled; for example, it is not known whether or not B(2, 5) is finite. [See 
Adian(1979)]. 

On the other hand, in 1956, P. Hall and G. Higman showed that 
the answer to the Restricted Burnside Problem is always positive pro­
vided that it is positive whenever e is a prime power (actually their 
proof required a property of finite simple groups which is a consequence 
of the later classification of finite simple groups). A complete positive 
solution of the Restricted Burnside Problem was finally obtained after 
A.I. Kostrikin settled the case of prime exponent in 1959, and Zel­
manov (1991a) and (1991b) settled the case of general prime power 
exponent. 

These results are all very deep. A simpler, but still interesting question, 
is whether there exist infinite finitely generated groups in which each ele­
ment has p-power order for some fixed prime p, but where the orders of the 
elements are not assumed to be bounded. Of course, the result of N ovikov 
and Adian shows that B(n,p) is an example of such a group for any suffi­
ciently large prime p. However, much more elementary examples exist. The 
earliest example is due to Golod (1964), and a simple construction of a 
2-group with this property was given by Grigorchuk (1980). The construc­
tion which we give here is due to Gupta and Sidki (1983) and applies to all 
primes. 

Our objective is to construct an infinite p-group which is generated by 
two permutations of an appropriate set. We shall go through the con­
struction in detail for the case where p is an odd prime, and leave the 
modifications necessary for p = 2 to the exercises. 

Let p be a fixed odd prime, and let n denote the set of all (finite) strings 
of the symbols 'lLlp'lL which we shall write {O, 1, ... ,p -I}. Thus, for p = 3, 
typical strings might look like: 10220 or 000210222, as well as the empty 
string of length o. Writing or to denote the string consisting of r zeros 
(r 2': 0), we define two permutations t and z on n as follows. 
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(i) For any string of the form iw : (iw)t := (i + l)w. In other words, if 
the string starts with i followed by a substring w (possibly of length 
0), then t changes the first symbol to (i + 1) and leaves the rest of the 
string unchanged. The empty string is left fixed by t. 

(ii) For any string of the form OTijw with i =1= 0 : (OTijwY := OTi(i + j)w. 
In other words, z changes the first symbol following the first nonzero 
symbol, and leaves all other symbols unchanged; the empty string and 
strings entirely of zeros or of zeros followed by one nonzero symbol are 
left fixed by z. 

Note that both t and z leave the lengths of strings invariant, so all orbits 
of (t, z) are finite. 

Theorem 9.1A. The group G := (t, z) is an infinite group in which each 
element has order a power of p. 

PROOF. We shall prove the result for the case where p is odd and leave the 
modifications necessary for the case p = 2 as an exercise (Exercise 9.1.3). 

First observe that it follows at once from the definitions that z and teach 
have order p. Define 8 := {Sh := t-hzth I h = 0,1, ... ,p - I} <:;;; G, and 
put H := (8). The subsets Ok := {kw I w E O} (k = 0,1, ... ,p - 1) are 
H-invariant and form a partition of 0; in particular, t rt H and so H =1= G. 
Since it is clear that H <J G and that G = (H, t), we conclude that G/H 
has order p. 

A simple calculation shows that for any string kw E Ok we have: 

(9.1) (kwyh equals kwz if k = h and equals kWtk - h otherwise. 

Thus the restriction of H to 0 0 contains the permutations Ow 1---+ Owz and 
Ow 1---+ Owt , and so contains a copy of G. Since H < G, this implies that G 
must be infinite. 

We now turn to the proof that each element of G has p-power order. We 
know that H = (8) <J G, G = (H, t), and that t and each of the elements 
in 8 has order p. Thus each x E G can be written in at least one way in 
the form 

(9.2) 

where m is chosen as small as possible and 0 S u < p. We shall proceed 
by induction on m to prove that x is a p-element. Since t has order p, x is 
a p-element when m = O. Thus suppose that m > 0, and that the result 
is true for all elements x which can be expressed in the form (9.2) with a 
product of fewer than m of the Si. We consider two cases. 

First suppose that u = O. In this case x E H and so it leaves each 
Oi invariant. Moreover, (9.1) shows that for each string kw E Oi we have 
(kw)X = kww where w has the form tV Sj1 ..• Sjn when n of the ih in the 
product for x are equal to k. Thus, if the subscripts ih in (9.2) are not all 
equal, then induction shows that, for each k, the restriction of x to Ok is 
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a p-element, and so x is a p-element. On the other hand, if all ih have the 
same value, say i, then x = Si and so x has order dividing p. This proves 
the induction step in the case u = O. 

The other possibility is that 0 < u < p. In this case put y := Sil ... Sim • 

Then 

x P = (tuy)P = tUP . ru(p-l)ytu(p-l) ... y = tUyrU . t 2uyr2u ... y 

since tP = 1. Since p I u, the exponents u, 2u, ... , 0 which appear in the 
expression above for xP correspond to a full set of residue classes modulo 
p. Now 

where the indices in the product on the right should be read modulo p. 
Hence xP can be written as a product of pm terms of the form Si (0 :::; 
i < p). Since the exponents u, 2u, ... , 0 correspond to a full set of residue 
classes modulo p, each Si occurs as a factor exactly m times. We now apply 
(9.1) to see that for each k we have: (kw)XP = kww where w (depending 
on k) is a product consisting of pm factors which are either powers of t or 
equal to z. Moreover, z occurs as a factor exactly m times and the total 
power to which t occurs is v := m(l + 2 + ... + p - 1) = m(p - 1)p/2. By 
using identities of the form sitT = t r Si+T (indices taken modulo p), we can 
rewrite this product for w in the form w = tV Sil sh ... sim where tV = 1 
because p I v (this is where the fact that p is odd is used). Now the first 
case of the proof of the induction step applies, and we can conclude that w 
has p-power order. Since this is true for each k, we conclude that xP , and 
hence x itself, is a p-element. This completes the proof of the induction 
step in the second case, and the theorem is proved. 0 

Exercises 

9.1.1 Show that the orders of the elements in G are not bounded (so G is 
not a homomorphic image of a Burnside group). 

9.1.2 Show that G is residually finite. 
9.1.3 The construction above does not work for p = 2 (why?). To obtain the 

corresponding theorem for p = 2, take n as the set of all finite strings 
over Z/4Z. Define t as above, but modify the definition of z as follows: 
for any string of the form OTijw with i =j:. 0 : (OTijwY := OTi(i + j)w 
if i = 1 or 3, and (OT2jw)Z = OT2jw. 

9.2 Groups Acting on 'frees 

Recall that a tree is a connected graph with no nontrivial circuits (see 
Section 2.3). Alternatively, a graph T is a tree if for every pair a, (3 of ver­
tices there exists a unique simple path from a to (3 in T: a finite sequence 
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a = aD, a1, ... ,ak = {3 of distinct vertices such that each of the k consec­
utive pairs ai, ai+1 of vertices are adjacent in T. In the latter case we shall 
write d( a, {3) := k, and say that a and {3 have distance k in T. It may be 
immediately verified that d defines a metric on the set n of vertices of T. 
For subsets r and ~ of n and a point a, d(a,~) will denote the minimum 
distance from a to ~, and d(r, ~) will denote the minimum distance from 
a point in r and to a point in ~. 

If T is a finite tree then the automorphism group of T either fixes a vertex 
or interchanges two adjacent vertices (see Exercise 9.2.4); the groups which 
arise are not particularly interesting. We shall be considering infinite trees, 
but often assume that the tree is locally finite, namely, that each vertex 
has finite degree. An infinite, locally finite tree has countably many vertices 
(see Exercise 2.3.1). 

Exercises 

9.2.1 Show that if T is a tree with vertex set n, then the group Aut(T) of 
permutations of n which preserve the graph structure is also the set 
of all permutations of n which preserve the distance d defined above. 

9.2.2 Describe all trees with at most 5 vertices, and calculate the 
automorphism group for each of these trees. 

9.2.3 Define an relation on the vertives of a tree T by a == {3 <i===} d(a, {3) 
is even. Show that this is an equivalence relation and that it is 
invariant under every automorphism of the tree. 

9.2.4 Let T be a finite tree with vertex set n. Define the function f on the 
vertices by f(a) = L(3Erl d(a, {3). Show that f takes its minimum 
value either at a unique vertex or at two adjacent vertices. Hence 
prove that Aut(T) fixes a vertex or an edge. (Alternatively, this vertex 
or edge is the "centre" of every longest path in the tree.) 

9.2.5 Suppose that T is a tree with an automorphism x of order 2. Show 
that x either fixes a vertex or interchanges two adjacent vertices. 
[Hint: If a -=I- aX, then x maps the unique path from a to aX onto 
itself.] 

If F is a free group on a set R then the Cayley graph T := Cayley(F, R) is 
a tree (see Exercise 2.3.11). Each vertex has degree /R U R-1 /, and so if IRI 
(the rank of G) is finite, then T locally finite. The action of F on the vertex 
set F of T by right multiplication preserves the adjacency property, and so 
we can embed F into Aut(T) (see Exercise 2.3.10). It is easily seen, that 
in this action only the trivial element fixes a vertex or reverses an edge 
of T. Our first result, due to J.P. Serre, shows that this latter property 
characterizes free groups. 

To clarify the statement of the theorem we shall say that a group G 
acting as a group of automorphisms on a tree T acts freely if the only 
element of G to fix a vertex or reverse an edge of T is the trivial element. 
Exercise 9.2.5 shows that if a group acts freely on a tree then the group 
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cannot contain an element of order 2. The following theorem gives a much 
stronger statement. Serre's original proof shows that the conclusion remains 
true when the hypothesis of "locally finite" is dropped. 

Theorem 9.2A. Any group which acts freely on a locally finite tree is a 
free group. 

PROOF. Let G be a group acting freely on a locally finite tree T, and let 
o be the set of vertices of T. Fix a vertex w E O. Since T is locally finite, 
there are only finitely many vertices at any given distance from w. Thus 
there exists an enumeration Wo = w, WI, W2, . .• of 0 such that d(w, Wk) :::::; 

d(w, Wk+1) for all k. We define r ~ 0 recursively by the conditions: w = 
Wo E r; and, for each k ?': 1, Wk E r if and only if Wk is adjacent to one 
of the points Wj E r with j < k, but does not lie in the G-orbit of any of 
these points. In particular, the subgraph induced on r is connected, and so 
is a subtree of T. 

The construction of r shows that r does not contain more than one 
point from each G-orbit in O. We claim, in fact, that r contains exactly 
one vertex from each G-orbit, and that each G-orbit D. is represented by a 
point 8 E r satisfying d(w, 8) = d(w, D.). We shall prove this by induction 
on m := d(w, D.). The claim is true for m = 0 since then D. = wG and 
w = Wo E r. Therefore suppose that D. is an orbit with m = d(w, D.) > 0 
and that the claim holds for all orbits with smaller distance to w. Choose 
a E D. with d(w, a) = m. Then a is adjacent to some vertex (3, say, with 
d(w, (3) = m - 1. By induction, there exists x E G such that (3x E rand 
d(w, (3X) :::::; d(w, (3). Then aX is adjacent to (3x and 

m = d(w, D.) :::::; d(w, aX) :::::; d(w, (3X) + 1 :::::; d(w, (3) + 1 = m. 

Hence d(w, aX) = d(w, D.). Suppose aX = Wk in the enumeration of O. 
Since aX is adjacent to (3x and (3x E r, the construction of r shows that 
Wk Ern D. unless Wj Ern D. for some j < k. In the latter case 
d(w, D.) :::::; d(w, Wj) :::::; d(w, Wk) by the enumeration of O. Thus in either 
case r contains a representative of D. at minimum distance from w. This 
proves the induction step, and the claim is proved. 

We next note that rx n r y = 0 whenever x, y E G are distinct. Indeed, if 
rx n r y =1= 0, then there exist ,,/, 8 E r such that ,,/x = 8Y • Since r contains 
only one point from each orbit, this shows that 8 = ,,/, and so xy-l EGo. 
But G acts freely on T, so must have x = y. Thus the sets rx (x E G) are 
pairwise disjoint. Since r is a set of representatives of G-orbits on 0, this 
shows that the family of sets rx (x E G) is a partition of O. 

Now define T := {t E G I d(r, rt) = 1} = T- 1 • Since G acts freely, G 
contains no elements of order two, so we can write T = R U R-1 as a union 
of disjoint sets. We shall show that R is a set of free generators for G. To 
do this we must show that R generates G, and that there are no nontrivial 
relations between the elements of R. 
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To show that R generates G we proceed to show that each x E G lies 
in (T) = (R) by induction on m := d(f, fX). If m = 0, then f n fX -=I- 0, 
and so x = 1 from above. On the other hand, if m > 0, then for some 
a E n we have d(f, a) = 1 and d(a, rx) = m - 1. Then for some t E T 
we have a E ft and d(f, fXC 1) = d(ft, fX) ::; m - 1. Hence xrl E (T) 
by induction, and so we conclude that x E (T) as required. 

Finally we show that the elements in R satisfy no nontrivial relations. 
Otherwise, for some n :2: 2, there would be a product ht2 ... tn = 1 with 
each tk E T and such that tktk+1 -=I- 1 for 1 ::; k < nand tntl -=I- 1. 
Put Xk := tk ... tn (1 ::; k ::; n) and Xn+l := 1. Then d(fXk, f Xk+1 ) 

d(ftk, f) = 1 for each k, and so there is a path in T of the form: 

where Ih is a list of points such that Ih, WXk is a path in the subtree rXk 
from a vertex in this subtree adjacent to WXk+ 1 to the vertex W Xk • Since 
Xn+l = Xl = 1, this gives a circuit in T, which is impossible because T is 
a tree. Hence there are no nontrivial relations between the elements of R, 
and so we have proved that R is a set of free generators for G. This proves 
the theorem. ;::::J 

Corollary 9.2A. If F is a free group of finite rank, then every subgroup 
of F is also free (possibly of infinite rank). 

PROOF. Suppose that R is a set of free generators for F. As we noted 
above, Cayley(F, R) is a locally finite tree on which F (and hence every 
subgroup of F) acts freely. Now the theorem applies. ::::J 

Again the result is true without the hypothesis of finite rank. Moreover, 
it can be shown that if F is free of rank r, then any subgroup of index h 
in F has rank h(r - 1) + 1 [see Serre (1980)]. We use this fact in the next 
section. 

We now consider more general actions of groups on trees. To do this we 
introduce the concept of a line in a graph. The standard line is the tree 
with vertex set ;Z such that i, j E ;Z are adjacent if and only if Ii - j I = 1. 
Similarly the standard half-line is the tree with the same adjacency rule on 
the vertex set N. More generally, a line (respectively, half-line) in a graph 
Q is a subset A of vertices of Q such that the subgraph induced on A is 
isomorphic to the standard line (half-line). 

A translation of a graph Q along a line A is an automorphism x of Q which 
fixes A setwise. In the case that Q is a tree and d is the corresponding metric, 
then m := d(a, aX) is constant for a E A (see Exercise 9.2.7 below). In 
this case we say that x is a translation by m along A, and x is a nontrivial 
translation if m > 0. 

We shall say that a vertex 'Y in a tree lies between vertices a and (3 if 'Y 
lies on the simple path from a to (3. 



9.2. Groups Acting on Trees 281 

Exercises 

9.2.6 If x is a translation of a tree T along a line A, and a E A, show 
that all vertices on the simple path from a to aX in T lie in A. 

9.2.7 If x is a translation of a tree along a line A show that m := d(a, aX) 
is constant for all a E A. If (3 is a vertex not in A, show that 
d((3, (3X) > m. 

9.2.8 Let a and (3 be adjacent vertices in a tree, and let, be a vertex 
distinct from both of these. Show that either a lies between (3 and 
" or (3 lies between a and ,. 

9.2.9 Let A be an infinite set of vertices from the tree T. Show that A 
is a line if and only if the subgraph induced on A is connected and 
each vertex in A is adjacent to exactly two other vertices in A. Give 
a corresponding criterion for A to be a half-line. 

9.2.10 Show that every infinite locally finite tree contains a half line 
starting at an arbitrary vertex. 

9.2.11 Give an example of an infinite tree which contains no half-line. 

There is a simple criterion for an automorphism of a tree to be a 
translation. 

Lemma 9.2A. Let x be an automorphism of a tree T. 
(i) Suppose that there exist distinct vertices a and (3 of T such that (3 lies 

between a to aX, and that aX lies between a and (3x. Put k := d( a, aX). 
Then x is a translation of T by k along some line A containing the 
points a and (3. 

(ii) Any translation along more than one line acts trivially on both lines. 

PROOF. (i) Let ao = a, aI, ... , ak = aX be the simple path from a to aX 
in T. Note that (3 = a r for some r with 0 < r :::; k by hypothesis, and so 
a #- aX. Now define an for all n E Z by writing aik+j := aj for 0 :::; j < k 
and i E Z. Since x E Aut(T), an is adjacent to an+I for all n E Z. On the 
other hand A : = {an I n E Z} is set-invariant under x. It remains to show 
the an are distinct vertices; then A will be a line and x will be a translation 
by k along A. 

Suppose on the contrary that am = an for some m < n, and choose 
m and n so that n - m is as small as possible. Since am = am+ki, 
we can also suppose that 0 :::; m < k, and then n > k because 
ao, al,· .. , ak are distinct. Now the two paths am, a m+l, .. . ,ak-l, ak and 
am = an, an-I,··· ,ak+l, ak from am to ak are simple by the minimal 
choice of n - m, and so must be identical because T is a tree. In particular, 
ak-I = ak+l. However, (3 = a r with 0 < r :::; k, and so (3x = ar+k 
lies between ak+I and a2k. Hence the path a = ao, aI,· .. ,ak-l = 
ak+l, ... ,ar+k = (3x from a to (3x does not pass through aX = ak be­
cause both ao, aI, ... ,ak and its x-image ak, ak+l, ... ,a2k are simple 
paths. Since some subpath of this path gives the simple path from a to (3x, 
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this contradicts the hypothesis that aX lies between a and f3 x . Hence we 
conclude that the an are all distinct as required, and (i) is proved. 

(ii) Suppose that x is a translation by m > 0 along a line A and also a 
translation along a different line N. Since A and N are orbits for x, they 
are necessarily disjoint, so dCA, N) > O. Choose a E A and f3 E N such 
that dCa, (3) = dCA, N). Except for a and f3, the vertices on the simple 
path from f3 to a must all lie outside of A uN. The simple path from a to 
aX lies in A (see Exercise 9.2.6), and so there is a simple path from f3 to aX 
passing through a on which f3 is the only vertex in N. However, a similar 
argument shows that there is a simple path from f3 to aX passing through 
f3x on which the only vertex in A is aX. Since these two paths must be the 
same, we must have a = aX contrary to the hypothesis that m > O. This 
proves (ii). D 

This lemma forms the basis of the following classification of automor­
phisms of trees due to Tits (1970). 

Theorem 9.2B. Let T be a tree. Then each automorphism x ofT satisfies 
exactly one of the following conditions: 

(i) r := fix(x) :f. 0 and the induced subgraph on r is a subtree; 
(ii) x interchanges a pair of adjacent vertices in T; 

(iii) x is a translation by m along some line A with m > 0, and dCa, aX) > 
m for all a f/- A. 

PROOF. It is evident that if (iii) holds then neither (i) nor (ii) can hold. 
On the other hand, suppose that x fixes a vertex ,,(, and that a and f3 are 
adjacent vertices in T. Using Exercise 9.2.8, we may assume, without loss 
in generality, that f3lies between a and ,,(, and hence dCa, "() = 1 + d(f3, "(). 
Since x preserves the metric d, this shows that x cannot interchange a and 
f3. Hence if (i) holds, then (ii) does not. This shows that at most one of 
the conditions (i)-(iii) can hold for each x E Aut(T). We now show that 
at least one will hold. 

First note that, if a and f3 are two fixed points in T, then the simple 
path from a to f3 is mapped under x again onto a simple path from a to 
f3. By the uniqueness of this path, each of the points on the path must be 
fixed by x. This shows that if fix(x) :f. 0, then the subgraph induced on 
the fixed points is connected and hence a subtree (and so (i) holds). 

Now assume that x E Aut(T) has no fixed points and does not inter­
change any pair of adjacent vertices. Then neither (i) nor (ii) holds; we 
must prove that (iii) holds. Choose a vertex a such that m := dCa, aX) is 
as small as possible, and let a = ao, a1, ... , am = aX be the simple path 
from a to aX in T. Since x has no fixed point, m > 0, and so we can define 
f3 := a1 :f. a. Since d(f3, f3X) 2: m by the choice of a, f3x cannot lie between 
f3 and aX. On the other hand, d(aX, f3X) = dCa, (3) = 1, so Exercise 9.2.8 
shows that aX lies between f3 and f3x. Now Lemma 9.2A applies and we 



9.2. Groups Acting on Trees 283 

conclude that x is a translation by m along some line A containing a and 
(3. Finally, by the choice of m, d( ,,(, "(X) ::::: m for all vertices "(; so it remains 
to show that db, "(X) = m implies "( E A. However, if db, "(X) = m, then 
the argument above with "( in place of a shows that x is a translation along 
some line A' containing "(. Now Lemma 9.2A (ii) shows that A' = A, and 
so "( E A as required. This completes the proof of the theorem. D 

Exercises 

9.2.12 Give an example of a translation x =f. 1 of a tree which leaves more 
than one line invariant. 

9.2.13 Suppose that x and yare automorphisms of a tree T, and that each 
interchanges a pair of adjacent vertices. If these pairs are disjoint, 
show that xy is a translation. 

The set of vertices of degree 1, the leaves, of a tree is invariant under 
the automorphism group of the tree. An infinite tree may also contain 
lines (or half-lines) which do not have terminal vertices. In a certain sense, 
the extremites of lines of a tree also constitute an invariant set. Define 
an equivalence relation on half-lines by taking half-lines Al and A2 to be 
equivalent if the intersection Al n A2 is also a half-line. So half-lines are 
equivalent if they are eventually the same sequence of vertices. An end is an 
equivalence class of half-lines under this relation. The full automorphism 
group of T induces a permutation action on the set ~(T) of ends of T. 

The group induced on the ends of T can have interesting properties. For 
each k ::::: 2, there is an essentially unique tree T,. which has a countable 
vertex set and such that every vertex has degree k (Exercise 9.2.14). T,. 
is the countable k-regular tree. (The tree 73 was introduced in Example 
1.5.4.) The set of ends ~k := ~(T,.) is uncountable and the group induced 
on ~k by Gk := Aut(T,.) is faithful and 3-transitive but not 4-transitive 
(Exercises 9.2.18 and 9.2.19). It can be shown that, if k =f. m then G k is 
not isomorphic to Gm [see Znoiko (1977) and Moller (1991)]. 

Exercises 

Let k ::::: 2. 

9.2.14 Show that there exists a count ably infinite tree T,. in which each 
vertex has degree k, and that ffny two such trees are isomorphic. 

9.2.15 If U and V are finite subtrees of T,. and <P : U ---+ V is an iso-
morphism, show that there exists 'ljJ E Aut(T,.) such that <p is the 
restriction of'ljJ to U. In particular, Aut(T,.) acts transitively on both 
the vertex set and the set of edges of T,.. 

9.2.16 Show that Aut(T,.) acts imprimitively on the vertex set 0 with two 
blocks 0 1 and O2 , say, where a and (3 lie in the same block if and 
only if d(a, (3) is even; and that Aut(T,.){o,} acts primitively on each 
of the blocks. 



284 9. Examples and Applications of Infinite Permutation Groups 

9.2.17 Suppose that Bt, B2 are two distinct ends of a tree T. Show that 
there is a unique line A in T such that the two half-lines derived 
from splitting A at any vertex lie one in Bl and the other in B 2 • 

(Thus any two distinct ends are "joined" by a line of T.) 
9.2.18 Suppose that T is a tree in which every vertex has degree at least 

3. Show that the set Ll(T) of ends is uncountable. 
9.2.19 Show that the automorphism group Gk of the k-regular graph ~ 

acts faithfully on the set Llk of ends and is 3-transitive but not 
4-transitive. 

9.2.20 Describe the orbits of Gk on the set of 4-sets from Llk. 

9.3 Highly Transitive Free Subgroups of the 
Symmetric Group 

A finitely generated group has at most count ably infinite order. Hence a 
transitive, finitely generated permutation group has either finite or count­
ably infinite degree. We might wonder whether it is possible for a finitely 
generated group of countable degree to be highly transitive. In fact, it turns 
out that, in a suitable sense, almost all finitely generated groups of count­
able degree are both highly transitive and free [Dixon (1990)]. We shall not 
prove that here, but shall give a construction due to McDonough (1977) of 
a specific example of such a group. 

EXAMPLE 9.3.1. We shall first construct a group G = (x, y) ~ Sym(Z) 
which is both highly transitive and free of rank 2. We shall then show how 
to derive further examples of highly transitive free groups of other ranks. 

Let x be defined by aX := a+l for all a E Z, and let y be an infinite cycle 
in Sym(Z) with support N. We shall prove that under these conditions: (i) 
G is always highly transitive; and (ii) for a suitable choice of y, G is free of 
rank 2. 

To prove (i) we first note that xnyx-n is a cycle with support On := 
{a E Z I a 2': -n}. Then a simple induction on n shows that Gn := 
(y, xyx-1 , ..• ,xnyx-n ) is (n + I)-transitive on On for n = 0,1, .... Since 
each finite subset of Z is contained in all but a finite number of the On 
with n 2': 0, and Gn ~ G, it follows that Gis k-transitive for each k 2': 1. 
Hence G is highly transitive. This proves (i). 

To prove (ii) we have to construct y so that x and y satisfy no nontrivial 
relation. Let R denote the set of all 2k-tuples 

(9.3) 

of nonzero integers ri, 8i with k 2': 1. Then x and y are free generators for 
G provided each of the words w(rl' 81, ... , rk, 8k) := xr1ySl ... xrkySk is 
not equal to 1 (every relation is reducible to one of this type). Suppose that 
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(rl' Sl, ... ,rk, Sk) E R, and put M := I: ISil + 1. For each a E N and any 
integer r i= 0, we define A(a, r, M) to be the list a, a + M, ... , a + rM if 
r > 0, and to be a + Irl M, a + (Irl - 1)M, ... ,a if r < 0. Then for any 
al E N we define recursively ai+l := ai + Iril M +Si (i = 1, ... ,k). By the 
choice of M, al < a2 < ... < ak+l, and A(ai' ri, M) (i = 1, ... , k) are 
disjoint lists of integers:::::: al. If each of the lists A(ai' ri, M) (i = 1, ... , k) 
appears as consecutive elements in the cycle y, then yTixSi maps ai onto 
ai+l, and so w(rl' Sl, . .. ,rk, Sk) maps al onto ak+1 i= al. In particular, 
for any such cycle, the word w(rl' Sl, ... , rk, Sk) i= 1. 

It is now clear how to construct the cycle y so that x and y satisfy no 
nontrivial relation. The set R of elements of the form (9.3) is countable, 
and so we can enumerate these elements. Then, successively, for each ele­
ment of R we construct lists A(a, r, M) as above, such that all of the lists 
constructed are mutually disjoint, and so that infinitely many points in N 
do not occur in any of the lists. Finally we concatenate the lists A(a, r, M) 
on the right, and list the remaining points from N on the left, to obtain 
an infinite cycle y with support N. From what we have proved above, each 
word w(rl' Sl, . .. , rk, Sk) i= 1, and so x and y are free generators for G. 
This proves (ii). 

This gives a construction of a highly transitive free group of rank 2. To 
construct examples of other highly transitive free groups we can proceed 
as follows. First note that any nontrivial normal subgroup of G is also 
highly transitive (see Corollary 7.2A). Now by the universal property for 
free groups, there exists a homomorphism of the free group G onto every 
group which can be generated by at most two elements. Hence, mapping 
G (for example) onto a cyclic group shows that G has nontrivial normal 
subgroups of index h for each finite h and also of infinite index. It is known 
that any subgroup of (finite or infinite) index h in a free group of rank 
r is free of rank h(r - 1) + 1 (see Rotman (1995) Theorem 12.25). Since 
G is free of rank 2, this shows that G contains a highly transitive normal 
subgroup of rank h + 1 for each finite h :::::: 1, and also a highly transitive 
normal subgroup of count ably infinite rank. 

The exercises that follow give an alternative way to construct highly 
transitive free groups of countably infinite rank. 

Exercises 

9.3.1 Suppose G ::::: Sym(o') and N is a normal subgroup of G such that 
GIN is a free group of count ably infinite rank. If N is highly transi­
tive, show that there exists a highly transitive subgroup H ::::: G such 
that G = HN and H n N = 1. Note that, since H ~ GIN, His 
also free of countable rank. [Hint: Let NXi(i = 1,2, ... ) be a set of 
free generators for GIN. Show that you can choose Ui E N such that 
H := (UiXi I i = 1,2, ... ) is highly transitive.] 



286 9. Examples and Applications of Infinite Permutation Groups 

9.3.2 Take a := K· F8ym(N) where K :::; 8ym(N) is a regular repre­
sentation of the free group of countable rank. The previous exercise 
shows that a contains a subgroup H which is highly transitive and 
free of countable rank. Show that each nontrivial element of H has 
only a finite number of fixed points. 

9.4 Homogeneous Groups 

A group a acting in a set n induces an action on the set n{k} of k element 
subsets of n, for all k 2 1. The group a is k-homogeneous if its action 
on n{k} is transitive. An infinite group is highly homogeneous if it is k­
homogeneous for all integers k 2 1. Clearly any k-transitive group is k­
homogeneous. Also if a is k-homogeneous of finite degree n then a is 
also (n - k)-homogeneous. These ideas were introduced in Sect. 2.1; we 
look at them more closely here. In the finite case, with a small number of 
well described exceptions, a k-homogeneous group is actually k-transitive 
(see Theorem 9AB). In the infinite case, the property of k-homogeneity is 
distinct from k-transitivity, and interesting new examples arise. 

EXAMPLE 9.4.1. Let x := (1234567) and y := (235)(476). Note that 
y-1xy = x 2 • Let a = (x, y) :::; 87. Then lal = 21 so a is clearly not 2-
transitive. However, a is 2-homogeneous. To see this note first that for any 
pair of distinct points a, /3 there exists Z .E a such that {a, /3Y = {1,,} 
for some ,. If, E {2, 3, 5} then {a, /3YY' = {1, 2} for some i; otherwise, 
{a, /3y yJ x = {1, 2} for some j. Thus a has a single orbit on 2-sets. For the 
general situation, see Exercise 2.1.11. 

EXAMPLE 9.4.2. Let a = Aut(Q, :::;) be the group of all order preserving 
automorphisms of the rationals. Then a is highly homogeneous but is not 
2-transitive (see Exercise 2.2.8). The group H of all permutations that pre­
serve or reverse the order on Q contains a, so is again highly homogeneous; 
it is 2-transitive but not 3-transitive on Q (Exercise 7.1.2). The group H 
can be described as the group of permutations preserving a ternary between 
relation B on Q where B is defined by 

(a, /3, ,) E B {==} /3 < a < , or , < a < /3. 

EXAMPLE 9.4.3. Let n be the points on the unit circle, and let a be 
the group of all permutations of n that preserve the separation relation 8 
where (a, /3",8) E 8 when a shortest path from a to /3 along the circle 
runs through exactly one of, and 8. The group preserving this relation 
is highly homogeneous and 3-transitive but not 4-transtive. We can make 
this an example of countable degree by replacing n by the set of all roots 
of unity. 
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Exercises 

9.4.1 Verify the assertions of Examples 9.4.2 and 9.4.3. 
9.4.2 Let 0 be the set of complex roots of unity and S be the separation 

relation. Fix one point 0: and define a relation R on 0 \ {o:} by 
((3,"!,8) E R {==} (0:,{3,,,!,8) E S. Show that 0 \ {o:} with this 
relation is isomorphic to <Q with the between relation. 

9.4.3 Let G = Aut(O,:::;) be the full automorphism group of a totally 
ordered set (0, :::;). If G is 2-homogeneous, show that 0 is infinite 
and G is highly homogeneous. 

9.4.4 Under the hypotheses of Exercise 9.4.4, show that (0, :::;) is dense. 
9.4.5 Show that the group PGL2 (8) in its action on the projective line 

PGl (8) is k-homogeneous for each k = 1, ... ,9. 

Taking a more general setting for the moment, we consider the action 
of G on k-sets. Denote by fk = fk(G) the number of orbits of G on O{k}. 
The first theorem establishes the remarkable fact that the series h, h, ... 
is monotonic (up to )0) /2 in the finite case). Since G is k-homogeneous if 
and only if fk = 1, it follows that a k-homogeneous group is also (k - 1)­
homogeneous. In particular, a 2-homogenous group is always transitive. The 
proof we give comes from Cameron (1976) and is based on the following 
lemma. 

Let rand Ll be nonempty sets and suppose that A t:;;; r x Ll has the 
property: 

(9.4) for all 8 E Ll, the set b E r ) h,8) E A} is finite. 

Let Fun(r, <Q) and Fun(Ll, <Q) denote the vector spaces over <Q consisting 
of all functions from rand Ll, respectively, to <Q. The proof of Theorem 
9.4A makes use of the <Q-linear transformation e : Fun(r, <Q) -+ Fun(Ll, <Q) 
given by 

fl}(8):= L fh) 
CT,6)EA 

where f E Fun(r, <Q), fl} E Fun(Ll, <Q), 8 E Ll and,,! E r. 

Lemma 9.4A. Let G be a group which acts on both rand Ll and leaves 
A invariant. If the mapping e is injective then the number of orbits of G 
on r is no g'leater than the number of orbits of G on Ll. 

PROOF. Let V C Fun(r, <Q) and W C Fun(Ll, <Q) denote the subspaces 
of functions constant on the orbits of G. Another way to say this is that 
f E V if and only if fh) = fhX) for all x E G and similarly for W. 
Thus the dimensions of V and Ware the numbers of orbits of G on the 
sets rand Ll respectively. Now since A is G-invariant, the transformation 
e maps V into W. Hence, if e is injective dim(V) :::; dim(W) and the result 
follows. 0 
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Theorem 9.4A. Let G be a group acting on a set O. 
(i) If k and m are integers such that 0 ::; m ::; k and k + m ::; 101 then 

G has at least as many orbits on O{k} as it has on o{m}. 

(ii) If G is k-homogeneous and 0 < 2k ::; 101 + 1 then G is m-homogeneous 
for all m with 0 < m ::; k. In particular, G is transitive. 

PROOF. (i) We shall apply Lemma 9.4A to r = o{m} and ~ = O{k}, and 

A := {(T, 8) I T E o{m}, 8 E O{k} and T <;;; 8} . 

Clearly, the property (9.4) defined above holds for A, so (i) follows from 
Lemma 9.4A provided we can show that the corresponding linear transfor­
mation e has kernel O. Equivalently, we must show that if f is a function 
from o{m} into Q, then the condition: 

(9.5) f(T) = 0 for all 8 E O{k} 

implies that f = O. 
We prove this implication as follows. Suppose that condition (9.5) holds. 

For any finite subsets R, 8 of 0 with R <;;; 8 we define 

g(R, 8) := f(T). 
TE[!{m}, R~T~S 

Observe that 9 has the following two properties: 

(a) g(0, 8) = 0 for all 8 with 181 ~ k. Indeed this is true when 181 = k by 
(9.5), and the general case, when 181 = n, say, follows from the easy 
identity: 

(~) g(0, 8) = L g(0, T); 
T~S, ITI=k 

(b) for any a E 0,g(R,8) =g(R\{a},8)-g(R\{a},8\{a}) since the 
left hand side is a sum of f(T) over just those m-sets T which contain 
R \ {a} and are not disjoint from {a}. 

Now a simple induction on IRI using properties (a) and (b) shows that 
g(R, 8) = 0 whenever R <;;; 8 and 18 \ RI ~ k. In particular, if T E o{m} 

then for any 8 E O{Hm} such that T <;;; 8, we have f(T) = g(T, 8) = O. 
Thus f = 0 and (i) is proved. 

(ii) This follows immediately from (i) and the fact that a 1-homogeneous 
group is transitive. D 

Exercises 

9.4.6 Suppose that G acts k-homogeneously on 0 and that 1 ::; m ::; k 
with k + m ::; 101. Let r and ~ be subsets of 0 of sizes k and m 
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respectively. Show that G {r} has at least as many orbits on r as 
G{,:l} has on A.. 

9.4.7 Under the hypotheses of the previous exercise, show that if m 2': 2 
and G {,:l} acts trivially on A. then G {r} also acts trivially on r. 

In the case of finite groups, there is a close relationship between multi­
ply homogeneous groups and multiply transitive groups, as the following 
theorem [due to Livingstone and Wagner(1965) and Kantor (1972)] shows. 

Theorem 9.4B. Suppose that the group G is k-homogeneous on a finite 
set 0 where 2 :::; k :::; 101/2. Then G is (k - I)-transitive and, with the 
following exceptions, G is k-transitve: 

(i) k = 2, ASL1 (q) :::; G :::; A:EL1 (q), q == 3 (mod 4); 
(ii) k = 3, PSL2 (q) :::; G :::; P:EL1 (q), q == 3 (mod 4); 
(iii) k = 3, G = AGL1 (8), ArL1(8), ArL1(32); 
(iv) k = 4, G = PGL2 (8), prL2 (8), prL2 (32). 

By contrast, in the infinite case, there are groups that are highly ho­
mogeneous but are not 2-transitive (Exercises 2.2.8 and 7.1.2). The highly 
homogeneous groups which are not highly transitive have been classified 
by Cameron (1976) as follows (compare with Examples 9.4.2 and 9.4.3). 

Theorem 9.4C. Suppose that the group G has a highly homogeneous ac­
tion on a set 0 and that, for some k, the group G is k-transitive but not 
k + I-transitive. Then k :::; 3 and there is a relation p on o which is either 
a linear or a circular order such that every element of G either preserves 
or reverses p. 

We will not give proofs of these last two theorems, but will instead 
prove a theorem that is a special case of each. The result is due to J.P.J. 
McDermott. 

Theorem 9.4D. Let G be a 3-homogeneous group acting on a set 0 with 
101 2': 5. Then, either G is 2-transitive or 0 is infinite and there exists a 
total order:::; on 0 such that G :::; Aut(O, :::;). 

PROOF. Theorem 9.4A shows that Gis 2-homogeneous. Assume that Gis 
not 2-transitive. Then G has exactly three orbitals: the diagonal consisting 
of all pairs (a, a) with a E n and two paired orbitals r and A where, for 
distinct points a, f3 E 0 one of the pairs (a, (3), (f3, a) lies in r and the 
other lies in A. Since 101 2': 4, there exist distinct points ao, f30 and /'0 in 0 
such that (ao, (30) and (ao, /'0) lie in the same orbital, say A.. Interchanging 
f30 and /'0 if necessary, we may also assume that (f30, /'0) E A. 

We now define the relation < on 0 by a < f3 {=:=> (a, (3) E A. (and 
a :::; f3 {=:=> a < f3 or a = (3). The relation :::; is clearly preserved by G 
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and we claim that it is a total ordering on O. It is clear that we never have 
a < a so < is irreflexive. As noted above, if a, (3 E 0 are distinct then 
exactly one of (a, (3), ((3, a) lies in ~, hence either a < (3 or (3 < a and 
not both. It remains to show that < is transitive. 

Let a, (3, 'Y be distinct points of 0 with a < (3 and (3 < 'Y. Then, by 3-
homogeneity, there is an element x E G such that {a, (3, 'Y} x = {ao, (30, 'Yo}. 
Also by the choice of ao, (30 and 'Yo we have ao < (30, (30 < 'Yo and ao < 'Yo. 
Since G preserves the relation <, we have aX = ao, (3x = (30 and 'Yx = 'Yo. 
But then a < 'Y since ao < 'Yo. Thus < is transitive and so ::; is a total 
order as asserted. 

Finally, a finite total order has a trivial automorphism group (why?) and 
so 0 is infinite. This completes the proof of the theorem. 0 

Theorem 9.4A shows that every 2-homogeneous group is transitive, and 
Theorem 9.4B (i) lists the only finite 2-homogeneous groups which are not 
2-transitive (they are all of odd order by Exercise 2.2.22 and so solvable). 
On the other hand, Theorem 9.4D shows us that every finite 3-homogeneous 
group is 2-transitive. Thus the characterization given in Theorem 9.4B (ii)­
(iv) of finite k-homogeneous groups which are not k-transitive (k 2': 3) could 
be deduced from the list of 2-transitive groups of Sect. 7.7. Note, however, 
that Theorem 9.4B predates the classification of finite simple groups, so 
the original proof of this theorem did not follow these lines. 

9.5 Automorphisms of Relational Structures 

Recall that an n-ary relation (n 2': 0) on a set 0 is simply a subset of the 
Cartesian product on = 0 X ... X O. We commonly refer to l-ary, 2-ary 
and 3-ary relations as unary, binary and ternary relations, respectively. A 
relational structure is simply a set 0 together with a family of relations on 
O. This terminology was introduced in Sect. 2.4. In this section we give a 
construction which uses a class of finite relational structures (of a particular 
sort) to construct a countable relational structure with a large, and usually 
interesting, automorphism group. 

In order to compare relational structures we introduce the "type" of a 
structure. Let A be a (possibly infinite) set, and associate to each .x E A a 
nonnegative integer n)... Then a relational structure of type (n)../>-.EA is a set 
o together with an indexed family R = (P)..» .. EA where p).. is an n)..-relation 
on O. We denote the relational structure by (0; R) or (0; (P)../>-.EA). We 
shall call this structure finite or countable when 0 is, respectively, finite or 
countably infinite. 

EXAMPLE 9.5.1. A digraph can be represented as a relational structure of 
type (2). We take 0 as the set of vertices and IAI = 1, and the set of edges 
is the unique relation P <::; 0 2 . 
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EXAMPLE 9.5.2. A partially order set (0, :S) can also be represented as 
a relational structure of type (2). In this case the relation P = {(a, (J) E 

0 2 I a :S {J}. 

EXAMPLE 9.5.3. A ring (R, +, .) with unity 1 can be represented as a 
relational structure of type (1,3,3). We take 0 = R and the three relations: 
PI = {I} ~ 01,P2 = {(a,b,c) E R3 I a + b = c} and P3 = {(a,b,c) E 
R3 I ab = c}. 

Of course, in the last two examples, only part of the algebraic structure 
is reflected in terms of the relational structure. Further axioms are needed 
to ensure that we have a partial ordering or a ring. 

EXAMPLE 9.5.4. If S = (0; R) is any relational structure and L\ is an 
subset of 0, then we have the substructure U = (L\; R6.) of the same type 
where R6. is defined by restriction to L\. Specifically, if R = (P>')>'EA, then 
R6. := (P~)>'EA where p~ := P>. n L\nA • Note that, in Example 9.5.3 above, 
the substructures are not necessarily subrings. 

Now suppose that S = (0; (P>'».EA) and S' = (0'; (P~)>'EA) are rela­
tional structures of the same type. Then an embedding ¢ : S ----+ S' is an 
injective mapping ¢ : 0 ----+ 0' which "preserves" the relations; specifically, 
such that for each >.. E A: 

(all· .. ,anJ E P>. ~ (¢(al), ... , ¢(anJ) E p~. 

The image of the embedding is the substructure of S' defined on the set 
¢(O). A bijective embedding is an isomorphism, and in this case it easily 
verified that the inverse mapping ¢ -1 : 0' ----+ 0 defines an isomorphism 
from S' to S. As usual, when S = S', these isomorphisms are call auto­
morphisms of S, and the set of all automorphisms forms a group Aut(S) 
under composition. 

Exercise 

9.5.1 Consider the examples above of partially ordered sets and rings with 
unity which are represented as relational structures. Suppose that ¢ is 
an isomorphism between two relational structures of type (2). If one 
of these structures is a partially ordered set, show that the relation for 
the other is also a partial ordering, and that ¢ is an order-preserving 
map between the sets. State and prove a similar result for rings with 
unity. 

We are interested in relational structures S for which Aut(S) is large; in 
other words, where S has a high degree of symmetry. A relational structure 
S is called homogeneous if for each embedding ¢ of a finite substructure U 
of S into S there exists 'I/J E Aut(S) such that ¢ equals the restriction 'l/Ju 
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of'l/J to U. In other words, any embedding of a finite substructure of S into 
S can be extended to an automorphism of S. The term "homogeneous" 
comes from model theory in logic. It has no relation to its use where we 
refer to "k-homogeneous" and "highly-homogeneous" permutation groups. 
Fortunately, the two uses do not often conflict, but you should be on your 
guard, as in the next example. 

EXAMPLE 9.5.5. The relational structure S = (Q,::;) is homogeneous. 
Indeed, a finite substructure is essentially an ordered set of rationals 
r1 < r2 < ... < rk for some k. So an embedding of this finite sub­
structure is a mapping cp : ri f---+ Si where the Si are rationals such that 
S1 < S2 < .. , < Sk. We can extend cp to an order preserving permuta­
tion of Q by mapping the interval (ri' rHd to the interval (Si' sHd by 
a linear function, say, and mapping (-00, r1) to (-00, s d and (r k, 00) to 
(Sk' 00) by translations. Since every embedding of a finite substructure can 
be extended to an automorphism, the relational structure is homogeneous. 
(Aut(Q, ::;) is also highly homogeneous in the sense of Sect. 2.1 and 9.4). 

We shall give a construction and further examples of countable homoge­
neous relational structures with interesting automorphism groups below, 
but first we prove a simple criterion for recognizing when a countable 
relational structure is homogeneous. 

Let Sand T be two relational structures of the same type. We shall say 
that the one-point extension property holds for S into T when: 

(IPX) if U c V are finite substructures of S where V contains one more 
point than U does, then each embedding of U into T can be extended 
to an embedding of V into T. 

We now have the following useful result. 

Theorem 9.5A. Let Sand S' be two countable relational structures of 
the same type, and suppose that (lPX) holds for S into S' and also holds 
for S' into S. Then, for each embedding cp of a finite substructure U of S 
into S', there exists an isomorphism 'l/J : S -+ S' such that the restriction 
'l/Ju = cp. In particular (take U = 0), S is isomorphic to S'. 

We get an immediate corollary (take S = S'). 

Corollary 9.5A. If S is a countable relational structure and (1PX) holds 
for S into itself, then S is a homogeneous relational structure. 

Exercise 

9.5.2 If S is any homogeneous relational structure, show that (IPX) holds 
for S into itself. 
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PROOF OF THEOREM 9.5A. Write S = (0, (PA»..EA) and S' = 
(0', (P~)AEA)' By hypothesis, each of these structures is countable; let 
ai (i E N) and a~ (i E N) be enumerations of 0 and 0', respectively. 
The construction of the isomorphism "p will be carried out by extending 
the definition of <P one point at a time using (1PX). However the construc­
tion is a little complicated because we need to use a "back and forth" 
argument to ensure that finally every point of S' is an image of some point 
of S. 

We proceed recursively to define two chains of finite substructures: 

Uo C Ul C U2 C .. , in S and U~ C U~ c U~ c . .. in S' 

and embeddings: 

<Pk : Uk -'; S' and <p~: U£ -'; S for k = 0,1, ... 

These will satisfy the following conditions: 

(i) Uo = U and <Po = <P; 
(ii) U£ is the image of <Pk and <Pk 0 <PI. is the identity on Uk (k 2:: 0); 

(iii) Uk and U£ each contain one more point than Uk-l and ULl' <Pk is an 
extension of <Pk-lo and <PI. is an extension of <P~-l (k 2:: 1); 

(iv) The points al," ., am all lie in U2m , and the points ai, . .. , a~ all 
lie in U2m+l (k = 2m or 2m + 1). 

The construction proceeds as follows. For k = 0 we take Uo = U and 
take Uo as the image of <Po = <p. Then (i), (ii) and (iv) are satisfied for 
k = O. Now suppose that k > 0 and that (ii)-(iv) are satisfied for all 
smaller values of the index. 

If k = 2m is even, then we go "forth". Define Uk by adjoining ai to 
Uk-l where ai is the point of smallest index in 0 which does not already 
lie in Uk-l. It follows from (iv) (for k = 2m - 2), that i 2:: m. Since 
(1PX) holds for S into S', there exists a one-point extension <Pk : Uk -'; S' 
of <Pk-l : Uk-l -'; S'. Denote the image of <Pk by U£. Then <Pk gives an 
isomorphism of Uk onto U£. Let <p~ denote the inverse. It is now easy to 
check that (ii)-(iv) hold for k = 2m. 

On the other hand, if k = 2m + 1 is odd, then we go "back". In this case 
define U£ by adjoining to ULl the point a~ of smallest index in 0' which 
is not in U£_l' Then proceed analogously to the case where k is even, but 
with the roles of S and S' reversed. Once again properties (ii)-(iv) can be 
proved to hold. 

This describes the construction. Having made the construction we define 
"p : S -'; S' by putting "p(a) := <pk(a) whenever <Pk(a) is defined. The fact 
that <Pk is an extension of <Pi whenever k > j (see (iii)), shows that this 
definition is consistent, and (iv) shows that "p is defined for all a E O. Now 
(iv) also shows that every finite subset of 0 is contained in all but a finite 
number of Uk. In particular, for all a, (3 E 0 the condition "p(a) = "p({3) 
implies that <pk(a) = <Pk({3) for some k 2:: 0, and so a = {3; thus "p is 
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injective. Similarly, for all'\ E A, and /31, ... ,/3n>. E 0, we have /31, ... , /3n>. 
lying in Uk for some k 2 0 and so 

(/31,' .. ,/3nJ E P>.. {=} 

('ljJ(/3d,···, 'ljJ(/3nJ) = (¢k(/31), ... , ¢k(/3nJ) E p~. 

Thus 'ljJ is embedding of S into S'. Since 'ljJ is surjective by (iv), we conclude 
that 'ljJ is an isomorphism as asserted. 0 

Exercises 

9.5.3 Consider (Q, ::;) with the usual ordering. Use Theorem 9.5A to show 
that Aut(Q, ::;) is k-homogeneous for each k 2 1. 

9.5.4 Show that a countable totally ordered set (0, ::;') is order-isomorphic 
with (Q, ::;) if and only if: 
(i) the ordering is dense (for any pair of distinct points a, /3 E 0 

with a ::;' /3 there exists 'Y f. a or /3 such that a ::;' 'Y ::;' /3), 
and 

(ii) 0 has no largest or smallest element. 
For example, (Q,::;) is order-isomorphic to the set of all rationals 

of the form m/2n (m E Z, n E N) with the usual ordering. 
9.5.5 Let T be a tree with vertex set O. Show that T can be defined as 

a relational structure with a single ternary relation P ~ 0 3 where 
(a, /3, 'Y) E p if and only if /3 lies on the unique shortest path from a 
to'Y in T. 

Theorem 9.5A, Corollary 9.5A and Exercise 9.5.2 together show that a 
countable homogeneous relational structure of a given type is determined, 
up to isomorphism, by the isomorphism classes of its finite substructures. 
The theorem below [due to R. Fra'isse (1954)] gives a useful criterion for 
the existence of homogeneous structures with specified classes of finite 
substructures. 

Let § be a class of relational structures of a given type T. We say that 
§ is closed under amalgamation if: whenever U, V1, V2 E §, and <P1 and 
'P2 are embeddings of U into V1 and V2, respectively, there exists W E §, 
and embeddings 'ljJ1 and 'ljJ2 of V1 and V2, respectively, into W such that 
'ljJ1('P1(U)) = 'ljJ2(¢2(U)) for all u E U. We call W an amalgamation of V1 
and V2. 

Theorem 9.5B. Suppose that § is a class of finite relational structures of 
a fixed type T, and that: 

(i) § is closed under isomorphism; 
(ii) § is closed under taking substructures; 

(iii) § contains only countably many nonisomorphic structures; and 
(iv) § is closed under amalgamation. 
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Then there exists a countably infinite homogeneous structure 1t of type 
T such that a finite structure n of type T is isomorphic to a substructure 
of 1t if and only if n E §. 

PROOF. We shall show how to construct a countable relational structure 
1t of type T such that: each finite substructure of 1t lies in §j each structure 
in § is isomorphic to a finite substructure of 1t; and (IP X) holds for 1t 
into itself. Then Corollary 9.5A shows that 1t is homogeneous as required. 

Since all structures in § are finite, it follows from (iii) that there exists 
a countable family of pairs (Ui , Vi) (i E N) from § such that: Ui ~ Vi 
and IVil = lUi I + 1; and, each pair (U, V) from § with IVI = lUI + 1 is 
isomorphic to exactly one of the pairs in this family. Using this we shall 
construct a chain 1to ~ 1tl ~ 1t2 ... in § such that each structure of size 
::; n in § is isomorphic to a substructure of 1tn . The union of this chain 
will be the required structure 1t. 

Take 1to = 0. Assume that n ::::: 0, and that we have already constructed 
1tn E §j to construct 1tn+1 we proceed as follows. Since 1tn is finite there 
are only finitely many embeddings Ui ~ 1tn , and by induction these include 
embeddings for all Ui of size n. We also have the embeddings Ui ~ Vi, 
so by a series of successive amalgamations (and use of (iv) and (i)) we 
obtain 1tn+1 E § with 1tn+1 ;;;? 1tn such that each embedding of the form 
Ui ~ 1tn ~ 1tn+l can be extended to an embedding Vi ~ 1tn+l. A simple 
induction argument (using (ii)), shows that every structure of size::; n + 1 
in § is isomorphic to a substructure of 1tn +1. and that (IPX) holds for 
1tn+1 into itself for pairs (U, V) when lUI::; n. 

Finally define 1t := Un>O 1tn (with the induced relational structure). It 
is then straightforward to -verify that 1t has the properties asserted. 0 

EXAMPLE 9.5.6. (An infinite group which is (k - 1)- but not k-transitive) 
A k-hypergraph consists of a set n (of vertices) together with a set E ~ n{k} 

of hyperedges. Alternatively, the k-hypergraph can be defined via a k-ary 
relation p on n where (al, ... ,ak) E p ~ {al, ... , ak} E E. A 2-
hypergraph is simply a graph. Fix k ::::: 2, and let § be the class of all finite 
k-hypergraphs. It is easy to verify that the conditions of Theorem 9.5B hold 
for § (see Exercise 9.5.6), and so there exists a (unique) countable homo­
geneous k-hypergraph 1t. Put G := Aut(1t). Then G is not k-transitive, 
because G preserves k-hyperedges of 1t. On the other hand, any two k­
hypergraphs of size k - 1 are isomorphic because they have no hyperedges, 
and so G is (k - I)-transitive by the homogeneity of 1t (Theorem 9.5A). 

Exercises 

9.5.6 Show that the hypotheses of Theorem 9.5B hold for the class of 
k- hypergraphs. [Hint: To prove (iv) note that if VI and V2 are k­
hypergraphs, and U = VI n V2, then the union of VI and V2 forms 
a k-hypergraph which is an amalgamation of U ~ VI and U ~ V2 .] 
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9.5.7 A graph is triangle-free if it does not contain a set of three pairwise 
adjacent points. Show that the class '][' of all triangle-free finite graphs 
satisfies the four conditions of Theorem 9.5B, and hence there exists 
a countable homogeneous triangle-free graph. 

9.5.8 Define the infinite graph 9 as the disjoint union of a countable num­
ber of complete graphs each on its own set of m vertices. Show that 
9 is a homogeneous graph. Describe the finite subgraphs of g. 

9.6 The Universal Graph 

In their study of random graphs in 1963, P. Erdos and A. Renyi noted 
a peculiar fact: if a graph with a countable number of vertices is chosen 
"at random", then with probability 1 we always obtain the same graph 
(up to isomorphism). They called this graph the universal graph, and it 
turns out to be an interesting example of a homogeneous relational struc­
ture with an interesting automorphism group. The automorphism group 
of the universal graph is primitive but not 2-transitive while the group 
of automorphisms and anti-automorphisms is 2-transitive. The group of 
almost-automorphisms (see Exercise 9.6.11) is highly transitive. In the con­
text of the last section, the universal graph is a countable homogeneous 
structure. 

We shall explain the result of Erdos and Renyi below, but shall first 
introduce what turns out to be a characterization of this graph. This is the 
universal property for an infinite graph g: 

(UP) For every pair r, .6.. of disjoint finite sets of vertices of 9 there exists 
a vertex a of 9 such that a is adjacent to every vertex in r and is 
not adjacent to any vertex in .6... 

EXAMPLE 9.6.1. Consider the graph 9 with vertex set N in which two 
vertices m and n with m < n are adjacent if and only if in the binary 
expansion n = 2kl + 2k2 + ... + 2ks (0 :S kl < k2 < ... < ks ) we have 
k i = m for some i. Then 9 satisfies (UP). Indeed, let rand .6.. be disjoint 
finite subsets of N, and let dEN be a strict upper bound for r u .6... Then 
n := L:iEr 2i + 2d r:f- r u .6.. is adjacent to each vertex in r and not adjacent 
to any vertex in .6... 

For alternative constructions of graphs which satisfy (UP), see Example 
9.6.2 and Exercise 9.6.4, as well as Theorem 9.6B. 

Theorem 9.6A. Any two countable graphs which satisfy (UP) are isomor­
phic. Furthermore, any such graph is homogeneous (as a relational structure 
with a single binary relation). 
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PROOF. By Theorem 9.5A and its Corollary, it is enough to show that 
whenever two countable graphs 9 and 9' satisfy (UP) then the condition 
(lPX) given in Sect. 9.5 holds for 9 into 9'. 

Suppose that ¢ : U --; 9 f is an embedding of a finite subgraph of 9 into 
9f , and that U is extended to V by adding a further vertex a of 9. Then 
we can use (UP) to extend ¢ to an embedding ¢* : V --; 9f by choosing 
¢* (a) such that: for each vertex (3 of U, ¢* (a) is adjacent to ¢((3) if and 
only if a is adjacent to (3 in 9. 0 

A countable graph which satisfies (UP) is called a universal graph. As 
the last theorem shows, the universal graph is unique up to isomorphism. 
The universal property can often be used to give rather simple proofs of 
facts about the universal graph. 

EXAMPLE 9.6.2. The automorphism group of a countable universal graph 
contains an element which is a fixed point free cycle on the set of vertices. 
Indeed, consider the set GRC of all graphs 9 with vertex set Z which have 
automorphism groups containing the cycle a I---> a + 1. It is enough to show 
that GRC contains a universal graph. Let 

«1>(9) := {a E Z I a > 0 and a adjacent to 0 in 9}. 

Then «1>(9) completely determines the edges of 9 : (a, (3) is an edge in 9 if 
and only if la - (31 E «1>(9). Conversely, given any set «1> of positive integers 
there is a unique graph 9 in GRC with «1>(9) = «1>. This gives a bijection 
between GRC and the set of all sets of positive integers. We shall show 
that there is a graph in GRC which is universal by constructing a suitable 
«1> recursively. 

Enumerate the (countably many) pairs (rk , ~k) (k = 1,2, ... ) of finite 
disjoint subsets of Z. Now construct a sequence of finite sets «1>k of positive 
integers (k = 1,2, ... ) as follows. At step 1, choose any integer a1 rt 
r 1 U ~b and put «1>1 := {1(3 - all I (3 E r 1}. In general, at step k (k 2:: 2), 
choose an integer ak such that 1(3 - ak I > h' - ai I for all (3 E r k U ~k and 
all'Y E r i U ~i with i < k, and set «1>k := {1(3 - akl I (3 E rk}. Finally, 
take «1> as the union of all «1>k, and take 9 E GRC such that «1>(9) = «1>. It 
follows from the construction that 9 satisfies the universal property (UP); 
indeed, for r = rk and ~ = ~k we can take a = ak. 0 

The construction above shows that the automorphism group of the count­
able universal graph contains a transitive cycle. In fact, it has been shown 
by Cameron that the latter group contains 2No conjugacy classes of such 
cycles. Truss (1985) has determined the cycle structures of all elements of 
the automorphism group of the universal graph, and has proved that the 
group is simple. 
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Exercises 

9.6.1 Show that every finite and every countable graph can be embed­
ded into the countable universal graph (in the sense of relational 
structures) . 

9.6.2 Show that a tree T with a countable number of vertices is isomorphic 
to a spanning tree for the countable universal graph if and only if the 
tree has the property that for each finite set ~ of vertices of T there 
exists a vertex a rf- ~ which is not adjacent in T to any vertex in ~. 
Give an example of a countable tree which fails to have this property. 

9.6.3 If (UP) holds for a graph g, show that for any given r and ~ there 
are infinitely many vertices a to satisfy (UP) for r and ~. 

9.6.4 (For those who know some number theory) Let n = {5, 13, 17, ... } 
be the set of all primes of the form 4k + 1, and consider the graph 
with vertex set n where vertices p and q are adjacent if and only if p 
is a quadratic residue (mod q). Show that this graph satisfies (UP). 

9.6.5 Show that there are uncountably many isomorphism classes of 
countable graphs. 

In contrast to the last exercise, we now show that in a suitable sense 
"almost all" (labelled) graphs on a countable vertex set are isomorphic to 
the universal graph. In order to make this statement precise we have to 
put a measure on the set GR(n) of graphs on a fixed countable vertex set 
n. Let n{2} be the set of 2-subsets of vertices. Then for each graph 9 with 
vertex set n there corresponds the set E(Q) ~ n{2} consisting of all pairs of 
adjacent vertices. The mapping 9 -+ E(Q) is a bijection from GR(n) onto 
the set of all subsets of n{2}. Since n is countable, n{2} is also countable. 
Thus we can fix an enumeration of n{2}, and then define a mapping from 
GR(n) onto the interval [0,1] via 9 -+ 2:::0 Ei(Q)/2i where Ei(Q) equals 1 
if the vertices in the ith 2-subset of n{2} are adjacent in g, and equals ° 
otherwise. This latter mapping is no longer injective. Two different binary 
expansions can represent the same real number, and this happens exactly 
when one of them ends in infinitely many zeros and the other in infinitely 
many ones; for example, .10000 ... = .01111 .... However, no point in [0,1] 
is the image of more than two graphs. 

Theorem 9.6B. Under the mapping GR(n) -+ [0, 1] defined above, the 
image of the set of graphs which are not universal has (Lebesgue) measure ° in [0,1). 

PROOF. For each pair r, ~ of disjoint finite subsets of n, and each a E 

n \ (r u ~), we define J(r,~, a) to be the image in [0,1] of the set of 
graphs for which the condition in (UP) fails to hold, and put J(r,~) := 
nali'ru~ J(r,~, a). Then the image of the set of all graphs which are not 
universal is Ur ~ J(r, ~). It is a standard result of measure theory that a 
countable unio~ of sets of measure ° is also of measure 0. On the other hand, 
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since 0 is countable, the number of pairs f, Ll of disjoint finite subsets of 
o is also countable. Thus it is enough to show that J(f, Ll) has measure 0 
for every pair f, Ll. 

To do this we first note that, for any specified list tl, t2, ... , th from 
{O, I}, the measure of the set of points ~ E [0, 1] whose first h binary digits 
are tl, t2, ... , th is exactly 2- h . From this it is easily seen by a simple 
summation that, for any k distinct indices iI, i2, ... , ih, the measure of 
the set of points whose binary digits at these places have specified values 
is also 2-h. More generally, if we permit ml different sequences of binary 
values at the places iI, i2, ... ,ih, and m2 different sequences of values at 
a disjoint list of places jl, j2, ... , j k, then the corresponding set of points 
~ has measure (m12-h)(m22-k). 

Now let f and Ll be a fixed pair of disjoint finite sets, and enumerate 
the remaining points in 0 : aI, a2, . . .. Define J-Ln to be the measure of 
n~=l J(f, Ll, ai) :.2 J(f, Ll). We complete the proof by showing that J-Ln -+ 

o as n -+ 00. A graph Q maps into J(f, Ll, ai) if and only if Q does not have 
specified edges or nonedges between If! + ILlI particular pairs of vertices. 
This translates into the condition that ~ E J(f, Ll, ai) if and only if ~ does 
not have specified binary digits at If I + ILlI particular places. Hence, from 
above, J(f, Ll, ai) has measure 1 - 2-IrI-IAI. If i -j. j, then the places 
specified for J(f, Ll, ai) and J(f, Ll, aj) are disjoint. Thus induction on n 
shows that J-Ln = J-Ln-l(l - 2- lrI-lA1 ) = (1 - 2- lrI-lA1 )n. This shows that 
J-Ln tends to 0 as n -+ 00, and so the theorem is proved. D 

The previous theorem shows that, in a certain sense, "almost all" count­
able graphs are universal. We can sometimes use this theorem to show that 
the universal graph has a specified property P by proving that the set of 
graphs in GR(O) with property P corresponds to a set of nonzero measure 
in [0,1]. 

Exercises 

In the following exercises, Q denotes the countable universal graph on the 
vertex set 0, and G := Aut(Q). 

9.6.6 Show that Q is isomorphic to any graph obtained from Q by removing 
or adding a finite number of edges, or by deleting a finite number 
of vertices and the associated edges. 

9.6.7 Show that G is primitive but not 2-transitive on O. Show that G is 
a subgroup of index 2 in a group which is 2-transitive on O. 

9.6.8 Show that IGI = 2No. 

9.6.9 Show that the stabilizer Gn of any vertex a is isomorphic to G x G. 
9.6.10 Prove that the only element of finite support in G is the identity. 
9.6.11 Let AAut(Q) denote the group of "almost automorphisms" of Q; that 

is, the permutations in Sym(O) which preserve the edge relation of 



300 9. Examples and Applications of Infinite Permutation Groups 

Q for all but a finite number of vertex pairs. Show that AAut(Q) is 
a highly transitive group containing G. 

9.6.12 If the set n of vertices of Q is partitioned into a finite number of 
subsets, show that the subgraph induced on at least one of these 
subsets is isomorphic to Q. 

9.6.13 (Universal digraph) Adapt the property (UP) to digraphs. Show 
that countable digraphs satisfying this property exist, are unique 
up to isomorphism and are homogeneous. What other properties 
of the universal graph correspond to analogous properties of this 
universal digraph? 

9.7 Notes 

• Sect. 9.1: For general references to the Burnside Problem see Aidian 
(1979), Kostrikin (1990), Zelmanov (1991b) and Vaughan~Lee (1993). 
An elementary exposition of Golod (1964) is given in Fischer and Struik 
(1968). 

• Theorem 9.1A: See Gupta (1989). 
• Sect. 9.2: For general references to the material in this section see Serre 

(1980), Cohen (1989) and Cameron (1990). 
• Theorem 9.2A: See Biggs (1989). 
• Exercise 9.2.10: This result is known in combinatorics as "Konig's 

Lemma" (due to D. Konig in 1936). 
• Lemma 9.2A and Theorem 9.2B: See Tits (1970). 
• Sect. 9.3: For related papers see Adeleke (1988), Dixon (1990), Glass and 

McCleary (1991), Gunhouse (1992) and Hickin (1992). 
• Exercises 9.3.1~2: See Cameron (1987). 
• Exercises 9.4.3~4: See Cameron (1976). 
• Theorem 9.4A: This theorem has an extensive history. Early proofs are 

due to Brown (1959), Livingstone and Wagner (1965) and Bercov and 
Hobby (1970). We have used the proof from Cameron (1976). See also 
Cameron (1978), (1981c), (1983a), (1983b) and (1990) page 53, Kantor 
(1972), Pouzet (1976) and Wielandt (1967b). 

• Theorem 9.4B: See Livingstone and Wagner (1965) and Kantor (1972). 
See also Huppert and Blackburn (1982b). 

• Exercises 9.4.7~8: See Cameron (1976). 
• Theorem 9.4C: See Cameron (1976). 
• Theorem 9.4D: This is an unpublished result of J .P.J McDermott; see 

Cameron (1990) Sect. 3.4. 
• Sect. 9.5: For a general reference to this material see Cameron (1990). 
• Theorem 9.5B: See Fralsse (1954). 
• Exercise 9.5.4: This is a classical result of G. Cantor. 
• Sect. 9.6: The universal graph was originally defined in Erdos and Renyi 

(1963). In our exposition we have used Cameron (1990) as well as un-



9.7. Notes 301 

published lecture notes of Cameron. Related papers included: Lachlan 
and Woodrow (1980), Mekler et al (1993), and Truss (1985), (1989) and 
(1991). 

• Exercise 9.6.11: See Truss (1989) and (1991). 
• Theorem 9.7B: See Erdos and Renyi (1963). 



Appendix A 

Classification of Finite Simple 
Groups 

Every finite group can be built up of simple groups through successive ex­
tensions. The abelian simple groups are the groups of prime order. The 
finite nonabelian simple groups are broadly classified as: (i) the alternat­
ing groups An (n ;:: 5); (ii) the simple groups of Lie type; and (iii) the 
sporadic simple groups. The Classification of Finite Simple Groups is the 
claim (based on many thousands of pages of research papers by dozens 
of mathematicians) that the only finite nonabelian simple groups are the 
presently known groups in classes (i)-(iii). The Classification was formally 
announced in Gorenstein (1979). Gorenstein et al (1994) is the first in a 
series of volumes from a project, presently under way, to present a coherent 
and accessible proof of the Classification. 

The alternating groups are, of course, well understood. We briefly 
describe below the groups of Lie type and the 26 sporadic groups. 

The Simple Groups of Lie Type 
There are five families of classical finite simple groups of Lie type, each 
of which is obtained by factoring a suitable linear group by its centre (a 
group of scalars). These are the families of (projective) special linear groups, 
unitary groups, symplectic groups, and two families of orthogonal groups. 

In Table A.1, q denotes a order of finite field and so is a prime power, 
and d represents the order of the centre which has been factored out. The 
groups are denoted by a common abbreviated notation where PSLn(q) 
is denoted by Ln(q), PSP2m(q) by S2m(q), etc. (see Appendix B). We 
have L2(2) ~ S3, L2(3) ~ A 4, L2(4) ~ L2(5) ~ A 5 , L2(7) ~ L 3(2), 
L2(9) ~ A 6 , L4(2) ~ As, S4(2) ~ 8 6 , U4(2) ~ 8 4 (3), and U3 (2) is solvable. 
With these exceptions the groups listed in Table A.1 are nonisomorphic 
nonabelian simple groups which are not isomorphic to alternating groups. 

In addition to these families of classical groups, there are nine further 
families of groups of Lie type, parameterized by the prime power q, each 
of which is derived from a Lie algebra of specific dimension. With the 
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TABLE A.I. The Simple Groups of Lie Type 

Name Symbol 

Linear 

Unitary 

Symplectic 

Orthogonal 02m+l (q) 

Order 

qn(n-l)/2 rr=2(qi - l)/d 
where d = GCD(n, q - 1), n :::: 2 

qn(n-l)/2 rr=2(qi - (-l)i)/d 
where d = GCD(n, q + 1), n :::: 2 

qm2 n::l (q2i - l)/d 
where d = GCD(2, q - 1), m :::: 3 

qm2 n::1 (q2i - l)/d 
where d = GCD(2, q - 1), m :::: 2 

Orthogonal 02m(q) qm(m-l)(qm - f) n::~1(q2i - l)/d 
where d = GCD(4, qm - f), m :::: 4, f = ±1 

notation introduced by C. Chevalley and R. Steinberg these are denoted: 
G2(q), F4(q), E6(q), E7(q), E8(q), 2 B2(q) (q = 22m+3), 3 D4(q), 2G2(q) 
(q = 32m+3), 2 F4(q) (q = 22m+3), and 2 E6(q). The groups in the family 
2 B2 are known as Suzuki groups, and the groups in the families 2G2 and 
2 F4 are known as Ree groups after their discoverers. Finally, there is the 
single exceptional group 2 F4 (2)' which is known as Tits' group. 

Work of Chevalley in 1955 and of Steinberg in 1959 showed that all 
groups of Lie type can be defined and analyzed, more or less uniformly, by 
using the underlying Lie algebra structure. In particular, their groups of 
outer automorphisms can be constructed; these are all solvable and quite 
small [see Conway et al (1985)]. 

The Sporadic Simple Groups 
These are the finite simple groups which do not fall into infinite families. 
Twenty six of them are known, and according to the Classification these 
are the only finite nonabelian simple groups which are not alternating or of 
Lie type. The five Mathieu groups were discovered in the middle of the last 
century, but the other sporadic simple groups where all discovered between 
1964 and 1975. Table A.2 lists these groups with their orders and the date 
when the group was discovered (or predicted to exist). There are many in­
teresting relations between these groups. In particular, the Mathieu group 
M24 contains all of the smaller Mathieu groups, and the Monster M con­
tains (as sections) many of the other sporadic groups. The group of outer 
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TABLE A.2. The Sporadic Simple Groups 

Name Symbol Order Date 

Mathieu Mll 24 .32 ·5· 11 1861 
Mathieu M12 26 .33 .5.11 1861 
Mathieu M22 27 . 32 . 5 . 7 . 11 1873 
Mathieu M23 27 . 32 . 5 . 7 . 11 . 23 1873 
Mathieu M24 210 . 33 . 5 . 7 . 11 . 23 1873 
Janko J1 23 . 3 . 5 . 7 . 11 . 19 1964 
Hall-Janko J2 27 . 33 . 52 . 7 1967 
Suzuki Suz 213 . 37 . 52 . 7 . 11 . 13 1967 
Higman-Sims HS 29 . 32 . 53 . 7 . 11 1967 
McLaughlin MeL 27 . 36 . 53 . 7 . 11 1967 
Conway C03 210 . 37 . 53 . 7 . 11 . 23 1968 
Conway CO2 218 . 36 . 53 . 7 . 11 . 23 1968 
Conway COl 221 . 39 . 54 . 72 . 11 . 13 . 23 1968 
Janko Ja 27 . 35 . 5 . 17· 19 1968 
Fischer Fi22 217 . 39 . 52 . 7 . 11 . 13 1968 
Held He 210 . 33 . 52 . 73 . 17 1969 
Fischer Fi23 218 . 313 . 52 . 7 . 11 . 13 . 17 . 23 1969 
Fischer Fi~4 221 . 316 . 52 . 73 . 11 . 13 . 17 . 23 . 29 1969 
Lyons Ly 28 . 37 . 56 . 7 . 11 . 31 . 37 . 67 1971 
Rudvalis Ru 214 . 33 . 53 . 7 . 13 . 29 1972 
O'Nan G'N 29 . 34 . 5 . 73 . 11 . 19 . 31 1973 
Harada-Norton HN 214 . 36 . 56 . 7 . 11 . 19 1974 
Thompson Th 215 . 310 . 53 . 72 . 13 . 19 . 31 1974 
Baby Monster B 241 . 313 . 56 . 72 . 11 . 13 . 1975 

17· 19 . 23 . 31 . 47 
Monster M 246 . 320 . 59 . 76 . 112 . 133 . 17 . 1975 

19 . 23 . 29 . 31 . 41 . 47 . 59 . 71 
Janko J4 221 . 33 . 5 . 7 . 113 . 23 . 29 . 31 . 37 . 43 1975 

automorphisms for each of the groups on this list has order at most 2, thus 
completing the verification of the Schreier Conjecture. 

For further information about the classification, see Gorenstein (1979) 
and (1982), and Gorenstein et al (1994). Conway and Sloane (1988) and 
Conway et al (1985) give details about the sporadic groups. Thompson 
(1983) describes some of the history of the discovery of the sporadic groups. 
An interesting account of the 19th century search for finite simple groups 
can be found in Silvestri (1979). 



Appendix B 

The Primitive Permutation Groups 
of Degree Less than 1000 

This appendix gives a list of all proper primitive permutation groups of 
degree less than 1000. Such a list is of interest in illustrating in concrete 
form the kinds of primitive groups which arise, in suggesting conjectures 
about primitive groups, and settling small exceptional cases which often 
occur in proofs. Earlier lists (of varying completeness and accuracy) of 
primitive groups of degree n have been published by Jordan (1872) for 
n ::; 17, by Burnside (1897) for n ::; 8, by Manning (in a long series of 
papers that appeared between 1906 and 1929) for n ::; 15, by Sims (1970) 
for n ::; 20 and by Pogorelov (1980) for n ::; 50. At about the same time as 
the list presented here originally appearing in Dixon and Mortimer (1988), 
a list covering the same range was published by Il'in and Takmakov (1986). 

The permutation groups in the list are collected into cohorts where all 
groups in a cohort have the same sode and this sode has the same action 
in each group of the cohort. Thus an item in the list consists of a transitive 
action for a group H, the sode, on a set n and the normalizer N of H in 
8ym(n) where N acts primitively on n. It may happen that H itself is not 
primitive or that soc(N) =I- H. 

Consider, as an example, the entry for the simple group T = P8L2 (7) ~ 
P8L3 (2) listed under type B in Table B.2. There are four cohorts. There 
are two primitive actions with sode T. Considering T as P8L2 (7) there is 
a natural 2-transitive action of degree 8 with stabilizers isomorphic to 7:3. 
The image of Tin 88 has index 2 in its normalizer (which is isomorphic to 
PGL2 (7)), as indicated by the entry H.2 in this row. Taking T as P8L3 (2) 
there is a natural 2-transitive action of degree 7 on the Fano plane PG2 (2) 
with stabilizers isomorphic to 84 , The image of Tin 8 7 is self normalizing, 
indicated by the entry H in this row. As described in Example 4.6.1, T also 
has imprimitive actions of degrees 21 and 28 (on the flags and antiflags of 
PG2 (2)) and there is a group T.2 ~ PGL2 (7) which is primitive in both 
cases. These actions are recorded with first entry P8L2 (7).2, the smallest 
primitive group containing the sode with this action. 

The sode H is a direct power of some simple group T. The various 
possiblities are that the sode is simple, composite with product action, 
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composite with diagonal action or regular. We assign each of the cohorts 
to a type as in Table B.1 Each cohort of Types A-H has a simple sode. 
Some simple groups could appear under more than one of these headings; 
each is assigned to the earliest valid type. Tables B.2, B.3 and BA do not 
include the affine groups. In addition to the cohorts listed in these tables, 
there is a cohort of affine groups for each degree which is a prime power 
pk (k :::: 1); the sode is a regular elementary abelian p-group of order 
pk, and the normalizer is Ar Lk(p) (see Sect. 2.8). All solvable primitive 
permutation groups are affine. Short (1992) lists the solvable primitive 
groups of degree less than 256 and discusses the general construction of 
primitive affine groups. Theorem 4.7B shows that there are no primitive 
groups with a regular nonabelian sode and degree less than 606 > 1000. 

Tables B.2 and B.3 lists the proper primitive groups of degree less than 
1000 by sode. Table BA lists the cohorts by degree. A typical entry in 
Table BA is 136 : AB2 E2 F which records the fact that there are five 
cohorts of primitive groups of degree 136 of types A, B, E and F with two 
each of types Band E. Using this information, the cohorts themselves can 
be located in Table B.2. 

There are 762 cohorts of proper primitive groups of degree less than 1000. 
There are 355 degrees listed in Table BA. There are a further 158 degrees 
not listed which are prime powers greater than 3. For these degrees only 
type K affine cohorts arise. The remaining 486 degrees less than 1000 have 
only improper primitive groups. 

Considerable detailed information about the subgroups and automor­
phisms of the finite simple groups is required to construct the tables. This 
kind of information has been accumulating for more than a century as 
a result of the efforts of a number of mathematicians. In particular, we 

TABLE B.l. Types of Cohorts of Primitive Groups 

Type 

A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 

Sodes 

Alternating groups 
PSL2 (q) 
PSLn(q), n > 2 
Unitary groups 
Symplectic groups 
Orthogonal groups 
Other groups of Lie type 
Sporadic simple groups 
Composite socles: product action 
Composite sodes: diagonal action 
Regular abelian groups 

Number of 
Cohorts 

77 
240 

56 
34 
28 
13 

7 
38 
74 
5 

190 
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acknowledge the importance of Conway et al. (1985) as a major source 
of useful data. Tables B.2 and B.3 use an abbreviated notation for the 
classical groups: Ln(q) = PSLn(q), Sn(q) = SPn(q), Un(q) = PSUn(q) , 
On(q) = PSOn(q) and Dn denotes the dihedral group of order n. Other 
symbols refer to other groups of Lie type and the sporadic groups (see 
Appendix A). For further details see Conway et al (1985) and Dixon and 
Mortimer (1988). 
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Appendix B. Groups of Degree Less than 1000 323 

TABLE B.3. Primitive Groups Listed by Sode: Composite Sodes 

Primitive Group G Degree Rank of the 
Normalizer 

Type 1. Composite Sodes: Product Action, Theorem 4.1A case b(iii) 

An X An, 5 ::; n ::; 31 n2 3 
An X An, 5 ::; n ::; 8 G)2 6 
An X An X An, 5 ::; n ::; 9 n 3 6 
A5 X A5 36 3 
A6 X A6 100 3 
A7 X A7 225 3 
As X As 225 3 
A5 XA5 XA5 216 6 
A5XA5XA5XA5 625 10 
L2(q) X L2(q), 7::; q = pd ::; 29, q =I=- 9 (q + 1)2 3 
L2(7) X L2(7) 49 3 
L2(7) X L2(7) X L2(7) 343 6 

512 6 
(L2(7) X L2(7)).22 441 10 

784 15 
L2(8) X L2(8) 784 3 
L2(8) X L2(8) X L2(8) 729 6 
L2(11) X L2(11) 121 3 
L3(3) X L3(3) 169 3 
L3(4) X L3(4) 441 3 
L3(5) X L3(5) 961 3 
L5(2) X L5(2) 961 3 
U3(3) X U3(3) 784 3 
U4(2) X U4(2) 729 6 
86 (2) X 86 (2) 784 3 
Mu X Mu 121 3 

144 3 
M12 X M12 144 3 
M22 X M22 484 3 
M23 X M23 529 3 
M24 X M24 576 3 

Type J. Composite Sodes: Diagonal Action, Theorem 4.1A case b(ii) 

A5 X A5 60 4 
L2(7) X L2(7) 168 5 
A6 X A6 360 5 
L2(8) X L2(8) 504 5 
L2(11) X L2(11) 660 6 
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